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Abstract 
The limited knowledge of stiffness reductions is a major problem in reliably 
predicting the post-impact strength of composite structures. This work describes 
development and application of a non-destructive approach for evaluation of the in-
plane stiffness of impact damage in composites. 
The approach combines an inverse method linked to a finite element model and 
non-contact full-field measurements. The material parameters of impact damage are 
determined by iteratively matching the finite element model to displacement fields 
measured optically during post-impact loading. A first order, gradient optimization 
technique coupled with a modified quadratic algorithm is employed. The method is 
validated on a reference finite element model with axisymmetric damage containing 
several concentric zones having different properties, and the influence of measurement 
noise is examined. 
The approach is applied to in-house experiments with impacted carbon/epoxy 
laminates to determine their quasi-isotropic mechanical properties in tension and 
compression. The resulting stiffness distributions are presented and the corresponding 
nonlinear behaviour of the damage is described. To examine the effect of the type of 
damage on the mechanical properties a thorough fractographic analysis of the impacted 
specimens was undertaken. The tensile stiffness is found to be mainly affected by fibre 
fracture, while the compressive stiffness is strongly linked to delamination buckling. 
The approach has further been extended for detection and evaluation of multiple 
impact damage zones at arbitrary locations as well as for stiffness identification of the 
damage in orthotropic laminates. The accuracy of both extensions is presented and 
discussed. Finally, possible future applications of the approach are considered. 
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CHAPTER  1 
Introduction 
Composite materials have been used by mankind for thousands of years, e.g. in 
the form of clay reinforced by straws. Modern advanced composites, consisting of 
reinforcing fibres embedded in a compatible matrix, are progressively expanding in 
transport, defence and also building industry. High stiffness and high strength at low 
weight, together with good corrosion resistance and fatigue properties offer distinct 
advantages over the more conventional materials such as metals. Carbon fibre / epoxy 
resin laminates are nowadays extensively applied in aerospace (civil and military 
aircrafts and helicopters, spacecrafts), marine (military vessels, rescue and pleasure 
boats) and land applications (building components, wind turbines, rail and automotive 
components, military equipment). Fig. 1.1 demonstrates the amount of advanced 
composite materials used in the body of a new Boeing 787. 
A major concern in the design and operation of these composite structures, the 
aircraft structures in particular, is the inherent weakness of composite laminates in the 
thickness direction, which renders them vulnerable to concentrated out-of-plane loads. 
Typical threat is impact, which can be induced either by a foreign body striking a 
structure or by structures hitting a stationery object. Impacts occur during manufacture, 
service, or maintenance and are likely to cause delaminations (i.e. separations of the 
stacked plies), fibre failure and matrix cracking. 
Accidental impacts such as bird strikes, hail stones, runway debris, ground 
collisions, tool drops, etc. usually cause damage that frequently remains invisible by 
naked eye inspection (i.e. below the level of barely visible impact damage). The 
stiffness and strength reduction of a structure can, however, be significant and may even 
lead to a catastrophe. Hence, the present design policy is conservative and involves use 
of large safety factors to eliminate the potential danger of severe impact damage. Under 
these circumstances, the structure becomes heavier and therefore more expensive and 
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less efficient. Although the use of state-of-the-art materials and sophisticated designs 
could partly solve the problem, not much of an improvement can be achieved without a 
thorough assessment of the impact damage and its effect on strength and stability. 
 
Fig. 1.1 Materials used in the body of Boeing 787; http://www.boeing.com/ 
Numerical modelling appears to be the latest trend for prediction of impact 
damage and examination of its effect on the structure. A desired outcome of the 
numerical models is detailed description of the geometry and constitutive properties of 
the damage, which are crucial for reliable prediction of the strength after impact. At the 
current state of development, the existing models are computationally very expensive 
and unable to provide sufficiently accurate results. Yet more detailed, physically based, 
understanding of the effect of impact damage on a composite structure should be 
obtained from experimental investigations. 
The evaluation of the material parameters of impact damage using conventional 
experimental techniques is, however, associated with considerable difficulties; primarily 
due to the fact that the spatial variation of the material parameters in the damage zone 
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precludes their reliable identification using destructive test methods. After all, the 
destructive methods are only applicable in the design stages but unusable in the 
operational use of a structure. 
Recent development of state-of-the-art experimental techniques offers a powerful 
tool for describing the spatial stiffness variations. Optical full-field measurement 
techniques allow for non-destructive and also non-contact evaluation of the deformation 
maps on the surface of a structure. By implementing a suitable inverse strategy, the 
spatial stiffness description can now be obtained. 
The work in this thesis is aimed at developing a novel experimental approach for 
determining the in-plane stiffness of impact damage incurred in composite laminates. 
The approach is based on using an inverse method that combines iterative finite element 
predictions with optical full-field measurements. The approach is developed with 
intention to characterise the local in-plane stiffness variation of laboratory specimens 
subjected to controlled impact as well as of structures accidentally impacted in service. 
The present work shall eventually: 
• Improve understanding of the characteristic features of impact damage, which 
would potentially help in developing the numerical models of impact damage and 
validating the predictions obtained by these models. 
• Deliver a non-destructive and non-contact method for spatial description of in-
plane stiffness variation inherent to impact damage regions in composite laminates used 
in both laboratory testing and ordinary service. 
• Provide a reliable description of spatial, in-plane stiffness variations in impact 
damaged composite laminates, which would potentially help towards more confident 
and effective design with composite laminates. 
Although the work in this thesis is primarily focused on impact damage in 
composite laminates, the spatial description of stiffness variations and the method for its 
determination can also be used and be advantageous in other applications. 
Especially interesting and challenging applications arise in the broad area of 
bioengineering, where the characterisation of nonlinear, anisotropic and inhomogeneous 
material parameters of living systems (e.g. biological tissues) is an issue. The approach 
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such as the one developed in this work would consequently be of great interest in the 
field of bioengineering. 
This thesis is organised as follows. A concise background and literature review of 
various topics involved in this research are presented in Chapter 2. The importance of 
sufficient knowledge of structural stiffness is briefly demonstrated in Chapter 3, where 
the initial studies of soft inclusions are discussed. In Chapter 4, the in-house developed 
inverse method to determine the heterogeneous stiffness in impacted composite 
laminates and the numerical validation of this method are described. In Chapter 5, the 
fundamentals and principles of the digital image correlation technique are presented and 
the optical measuring system used in this work is described. The manufacture, 
impacting, and tensile and compressive tests of carbon/epoxy specimens are presented 
in Chapter 6. The experimental full-field measurements are processed and applied to the 
finite element models used by the inverse method in Chapter 7. In Chapter 8, the 
resulting stiffness evaluations as well as the overall performance of the inverse 
approach are presented. Chapter 9 describes further extensions of the approach to detect 
and characterise multiple impact damage zones at arbitrary locations and to evaluate the 
stiffness of the damage in orthotropic laminates. Possible application of the approach to 
biomechanics is discussed in Chapter 10. 
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CHAPTER  2 
Background and literature review 
2.1 Introduction 
In conventional testing methods, material parameters are usually extracted using 
simple analytical solutions, which are valid only under an assumption of homogeneous 
strain/stress fields in the domain of interest. Even elementary loading (e.g. standard 
tensile test) of specimens with non-uniform properties, e.g. impact damaged specimens, 
however, gives rise to heterogeneous and sometimes relatively complex strain/stress 
fields. Therefore, there is a need for the development of advanced methods to identify 
the variation of constitutive parameters in such structures. The appropriate and very 
promising approach is using the inverse methodology, which not only is able to cope 
with heterogeneous fields but also can reduce the number of tests needed for the 
identification of all the required parameters. 
The use of inverse strategies in engineering is not new and has been around for 
several decades. Many publications dealing with inverse problems can be found in the 
literature, Tarantola (2005), Aster, Borchers and Thurber (2005), to mention but two. 
Recent approaches, however, benefit from advanced technology. Increasing computing 
power combined with the development of new experimental techniques allow for novel 
applications of inverse approaches. These approaches now offer many new possibilities 
to a scientific as well as industrial community. Until recent years, inverse solutions were 
only able to process a few data to obtain the desired information, which often led to ill-
posed problems and non-unique solutions. These then had to be addressed with 
advanced mathematical tools, rendering the solutions complex and complicated. 
Advanced experimental techniques such as, for instance, optical full-field measurement 
technologies allow us to process large amount of high quality data. This influences 
significantly the concept of the problems to be addressed and various aspects such as 
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noise filtering, computing times and numerical optimization now play an important role 
in the solutions. 
The majority of existing applications of inverse approaches in experimental 
mechanics is aimed at identifying the mechanical constitutive parameters of materials, 
using full-field measurements under complex strain/stress states. Several motivations 
for this are highlighted in Avril et al (2008a): 
• reducing the number of tests for material characterization and therefore decreasing 
cost, 
• addressing situations where classical strategies fail, such as soft materials, 
biological tissues, heterogeneous materials, 
• studying damage in materials. 
The latter covers the content of the work presented in this thesis and as you could 
notice from the previous paragraphs, it is a complex task. The development of the 
inverse method for stiffness identification of impact damage in composite laminates 
requires sufficient understanding of the various scientific areas including material 
science, impact on composites and strength after impact, inverse problems, full-field 
measurements, optics, and numerical optimization. For this reason, it is not the intention 
of this thesis to give a complete literature review of all the listed problems but rather a 
brief background to the key issues for the proposed solution. 
This chapter focuses on the background to the proposed inverse approach and 
gives an overview of different areas of science and technology involved in its 
development. First, a brief description of impact on composite materials and its effect, 
i.e. damage, is presented. Subsequently, a concise literature review discussing the 
residual strength of laminates after impact is addressed. This is followed by introducing 
the inverse problems in engineering, covering also an introduction to inverse problems 
in general. Subsequently, two of the most popular inverse approaches and their 
application to identification of heterogeneous materials are discussed in more details. 
Last but not least, some of the conventional full-field techniques used in experimental 
mechanics, e.g. for material characterisation, are brought to the reader’s attention. 
Finally, the fundamentals of numerical optimization are described. 
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2.2 Impact on composites and damage description 
The recent extensive use of composite materials brings, along with many 
advantages, also some drawbacks. Their susceptibility to suffer damage under 
concentrated out-of-plane loads has been the main incentive for a substantial research 
concerning the problem of impact damage in composite structures. Although the tools 
for characterisation of the damage are well developed, e.g. Sjögren (1999), the methods 
for the description of local variations in the constitutive properties and, most 
importantly, the consequential reduction of the residual strength of the structure are still 
relatively immature. 
Over the last two decades, a plentiful amount of journal papers related to impact 
has been published, many of which are reviewed in Abrate (1991, 1994) and Davies and 
Olsson (2004). Other scientific papers and reports are reviewed in Olsson (1999) and 
Olsson et al (2000), in which valuable experience of the Aeronautical Research Institute 
of Sweden (FFA) in experiments and analyses of impact on composites is summarised. 
It should be stated that the following paragraphs focus on providing background to the 
selected issues most relevant to the present research and intend to demarcate and 
classify the types of impacts considered in this work. 
As briefly mentioned earlier in the introduction, two different types of impact can 
occur in reality. The first, and less common, is considered when evaluating 
crashworthiness, or in other words global resistance against impact, and involves 
crashes of a complete vehicle, e.g. car, aircraft or helicopter, as illustrated by Fig. 2.1. 
The general objective of the design is a deformable and energy absorbing structure that 
however maintains the passenger compartment intact as far as possible. The other type 
occurs when a foreign body strikes a structure, which usually results in a local response, 
see Figs 2.2 and 2.3. The main requirements in terms of structural performance and 
reliability are local resistance against impact and damage tolerant design. It should be 
stressed that only the latter type of impact is considered and discussed in this work. 
The impact velocity may cover several orders of magnitude, depending on the 
type of impact. Although other definitions may be found in literature, the impact 
classification in terms of impactor speed introduced here follows Abrate (1991). Low 
velocity impact is assigned to the events when impactor speed is less than 100 m/s. 
These events are often caused by dropped tools, during manufacture or in service, 
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mostly at velocities of 4-8 m/s and with energies up to 50 J; or by flying runway debris 
during take-off, when velocities can be up to 70 m/s; sometimes even by falling hail 
stones or when ground collisions of vehicles happen, Davies and Olsson (2004). Such 
low velocity impacts can inflict serious fibre fractures and delaminations with no, or 
hardly, visible damage on the surface. High velocity impact occurs in the range from 
100 m/s to 1 km/s and a typical example would be ballistic impact due, for instance, to 
bullets or missile fragments. The kinetic energy of the projectile can be up to 20 kJ and 
often causes some kind of penetration. The last category of impact relates to 
hypervelocities, larger than 1 km/s, and is applied to spacecrafts and satellites with the 
possibility to be struck by micrometeorites, space debris and other particles. Velocities 
of the order of 30-70 km/s and energies easily reaching mega joules result in vaporising 
both the impacted structure and striking body. For civil applications with composite 
materials, low velocity impacts are most frequent and tend to be a major concern in 
their design. Hence, this type of impact is studied within the scope of this work. 
 
Fig. 2.1 Crash landing of civil aircrafts 
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Fig. 2.2 Local impact on civil aircrafts, caused by bird strikes 
 
Fig. 2.3 Local impact on civil aircrafts, caused by hail stones, tool drops and collisions 
Sometimes, especially in the industrial sector, the impact events are characterised 
solely by impact energy, which is typically calculated from the impact speed. This 
policy is, however, not appropriate and should be avoided for the reasons demonstrated 
in Davies and Olsson (2004) where two impact events of the same energy but different 
velocity are considered. The study shows that laminate response induced by small mass 
impactors having moderate velocity is entirely different from the response caused by 
large mass impactors with a low velocity. Fig. 2.4 illustrates the response and 
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corresponding damage of a clamped flat laminate with dimensions 125×125×6 mm 
impacted with a small and large mass impactor at the energy of 10 J. It is observed that 
the force, deflection and strains of the large mass impact appear to be in phase, whereas 
the same quantities for the small mass impactor clearly are out of phase. This difference 
is related to impact duration which affects the type of response and consequently the 
extent and character of the damage. The various response types are given in Fig. 2.5; 
note that the scope of this work covers the investigation of damages created at long 
impact times. These events can be referred to as the high mass low velocity impacts. 
 
Fig. 2.4 Response and delaminations due to 10J impact by a large and small mass 
impactor; Davies and Olsson (2004) 
 
Fig. 2.5 Response types for impacted structures; Davies and Olsson (2004) 
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The high mass low velocity impacts often cause a damage that is either invisible 
or at least very difficult to locate by a naked eye inspection. Although such barely 
visible impact damage (BVID) leaves no or little surface indentation, it is frequently 
rather severe inside the laminate, where it contains matrix cracks, delaminations and 
fibre fracture, see Fig. 2.6. When the damaged structure is subjected to load, one or a 
combination of the failure mechanisms such as notch failure, delamination growth, fibre 
kinking and global/local buckling may trigger the catastrophic failure. 
 
Fig. 2.6 Nature and severity of impact damage 
2.3 Residual strength of laminates after impact 
As mentioned previously, a considerable amount of work has been performed on 
the topic of impact in composite laminates. A major portion of this work has been 
aimed at predicting the damage after impact (i.e. problem of damage resistance, see Fig. 
2.7) and the results exhibit a good level of maturity. The studies which have dealt with 
predicting residual strength after impact (i.e. problem of damage tolerance, see Fig. 
2.7), however, seem to demonstrate less successful outcomes. One explanation might lie 
in the fact that most of these studies have been design specific or lacked extensive 
supporting analyses, Cairns and Lagace (1990). Another artefact which should be 
considered is the combination and interaction of structural and material effects when 
evaluating the residual strength of laminates. This problem is encountered specifically 
in compression, where local instabilities caused by damaged material trigger premature 
global buckling. 
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Fig. 2.7 Major concepts of interest when considering effects of impact; Olsson et al 
(2000) 
The strength after impact of composite laminates is covered in many publications, 
Abrate (1991, 1994), Davies and Olsson (2004) and a concise review is given 
hereinafter. Impact damage can severely reduce the local stiffness and significantly 
influence the residual strength of composite laminates. The in-plane stiffness reduction 
in the most damaged region of an impact damage can be as high as 80% in tension and 
50% in compression, Sjögren, Krasnikovs and Varna (2001). While the reduction in 
global tensile strength can be about 30%, the strength reduction in compression can 
exceed 60%, Pavier and Clarke (1995), Pritchard and Hogg (1990). The smaller strength 
reduction in tension is due to the inherent toughness of the material and is 
predominantly affected by fibre failure, whereas the high reduction value in 
compression is related to the different competing and interacting failure mechanisms 
such as notch failure, local/global buckling and delamination growth, Davies and 
Olsson (2004). 
A number of European projects have dealt with methods to investigate the effect 
of impact damage on composite structures. Wiggenraad et al (1996) gives an overview 
of experiments and analyses performed within GARTEUR (Group of Aeronautical 
Research and Technology in Europe) Action Group AG16, in which damage 
propagation in composite structural elements is of interest. Damage growth and failure 
mechanisms of specimens with impact damage and artificial defects were investigated 
in this study. In another European cooperation, Roudolff and Gadke (2000) studied the 
damage of composites at a coupon level, considering both a damage mechanics and 
fracture mechanics approach. A joint Dutch-Swedish-British research programme 
DAMOCLES (DAmage Management Of composite structures for Cost effective, Life 
Extensive Service) undertook an investigation aimed at reducing the effect of impact on 
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stiffened (skin-stringer) composite panels, Wiggenraad, Greenhalgh and Olsson (2002). 
It should be mentioned that these programmes usually are initiated in order to make 
more progress in a particular domain where the current understanding is not sufficient 
and very often provide a wealth of experimental as well as numerical information for 
the future, efficient design process. Although a substantial effort has been dedicated to 
understanding the effect of impact damage on composite structures the knowledge of 
stiffness distribution and its effect on residual strength remains limited. 
Several papers addressing the experimental studies of stiffness distribution and 
strength reduction in real impact damage are available. An early investigation of fibre 
failure damage was performed by Elber (1983) at NASA (National Aeronautics and 
Space Administration), where the main aim was to establish the degree of equivalence 
between low-velocity impact and static testing. The damage was analysed by tensile 
tests on fibre bundles obtained by deplying the test specimens. A more recent 
experimental study to measure the in-plane elastic properties of impact damaged 
composite laminates was undertaken by Sjögren, Krasnikovs and Varna (2001). The 
elastic modulus of the impact damage was studied both in tension and compression, 
using strip specimens cut at different distances from the impact centre. Both tensile and 
compressive moduli proved to be predominantly controlled by the amount of fibre 
fracture, see Fig 2.8, but the stiffness reduction in compression appears less detrimental. 
A major limitation of the studies in which the local stiffness variations are 
investigated is the destructive test methods used. Due to the removal of surrounding 
medium, the coupons cut from the damage zone suffer from premature buckling and 
fracture. Hence, tests have been carried out at low strains and do not render a non-linear 
behaviour of material, induced by damage accumulation and local buckling. 
In Pavier and Clarke (1995), tensile and compressive residual strength were 
studied by means of comparing real and artificially reproduced damage. Reduction in 
strength of impact damaged laminates under tensile load was entirely attributable to 
fibre cracks, whereas reduction in compressive strength is significantly influenced by 
the presence of delaminations. To establish data for validation of residual strength 
models for impacted composite panels, Asp, Nilsson and Singh (2001) conducted 
compressive tests of panels with embedded delaminations at various depths and 
compared the results to undamaged and impact damaged panels. Delamination growth 
was reported to be the governing failure mechanism for artificially delaminated as well 
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as impacted panels. Nilsson (2000) performed experiments on impacted CFRP 
laminates with various lay-ups and different boundary conditions to determine the 
residual failure loads and failure mechanisms in compression. The delamination 
buckling at low strains in combination with delamination growth at higher strains were 
found to be the most significant factors influencing the residual strength of the 
laminates. 
 
Fig. 2.8 Axial modulus for the examined regions of impact damage, (a) tension, (b) 
compression; Sjögren, Krasnikovs and Varna (2001) 
A number of analytical and computational models have been developed to predict 
the residual strength after impact. The models have addressed three major failure 
mechanisms; failure due to stress concentration, also called notch type failure, 
sublaminate buckling and delamination growth induced by sublaminate buckling. 
Although these mechanisms have generally been treated separately, their combination 
and interaction have sometimes been considered. Three separate concepts that address 
modelling of impact damage with intention to predict the strength after impact have 
been introduced: 
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• Equivalent Hole (EH), where the damage region is replaced by a hole of a 
relevant (equivalent) diameter, producing an equivalent strength 
• Soft Inclusion Theory (SIT), where the damage zone is replaced by a plug with 
degraded material properties 
• Delamination Buckling Theory (DBT), where the damage is modelled as a number 
of ply separations 
Whereas the EH and SIT are closely related as both use the same theory based on 
strain/stress concentrations due to stiffness differences, The DBT is built on different 
foundations and combine sublaminate buckling and delamination growth induced by 
buckling. 
The EH is an early concept of modelling impact damage, which is reasonable 
mainly in tension, where the tensile stiffness can be reduced to almost zero in the 
presence of broken fibres. The model then consists of replacing the region with 
extensive fibre fracture with an open hole. Compressive failure can also be studied 
using the EH model, Soutis and Curtis (1996), Hawyes, Curtis and Soutis (2001), with 
the equivalent hole size corresponding to the projected delamination width. The 
compressive applications to non-penetrating impacts are, however, questionable as the 
in-plane stiffness reduction is by far not as detrimental as in tension. The EH approach 
is very straight forward, although it possesses some major limitations, which are the 
evaluation of a correct size of a hole and the fact that the residual stiffness of real 
impact damage is replaced by zero stiffness within a hole. 
The major issue for strength predictions by means of the SIT is the stiffness of the 
impact damage. Models with uniform soft inclusions for the determination of in-plane 
failure in laminates have been developed and applied to impact damage under the 
various loading conditions. The residual tensile strength of laminates with impact 
damage was predicted in Cairns and Lagace (1990) using Lekhnitskii’s solution for an 
anisotropic inclusion with reduced stiffness to account for fibre fracture, inserted in an 
anisotropic medium. Wang (1999) predicted the post-impact compressive strength of 
composite laminates using a circular inhomogeneity in a finite plate. The residual 
stiffness of the damaged area was calculated from experimental data, applying solutions 
for laminates with degraded properties. The SIT was lately compared to experiments on 
laminates with an artificial damage (polymer inclusion) having known properties, 
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Olsson et al (2003). The inclusion stiffness predicted by an inverse method was in a 
good agreement with results from coupon tests. 
The uniform stiffness in the damage region, considered in the previous theoretical 
models was replaced in Nyman, Bredberg and Schön (2000) by a non-uniform soft 
inclusion studied with finite element (FE) analysis. Two different residual strength 
models based on the SIT and DBT were developed and compared to experimental data 
on impact damaged composite structures. For the future development of the proposed 
models and to ensure better accuracy of the strength predictions by using the SIT, an 
improved description of the stiffness distribution in the impact damage should be 
provided. 
The DBT concept has been used in a number of applications attempting to predict 
post-impact compressive strength of laminates, known as compression after impact 
(CAI). Models with single and multiple delaminations have been developed and 
validated against relevant experiments. As mentioned previously, Asp, Nilsson and 
Singh (2001) conducted an experimental investigation to establish data for validation of 
residual strength models for impacted composite panels. Although, the models with 
single delamination, such as in Nyman, Bredberg and Schön (2000), agree well with the 
compressive behaviour of the specimens with artificially embedded delamination, they 
do not represent the actual compressive response observed from impact damaged 
specimens. This somewhat expected finding is best explained by Fig. 2.9, where 
imperceptible local buckling of the impacted specimen exhibits a significant divergence 
from the artificially delaminated specimen, which was used for the validation of a 
model with single delamination. Zeng and Olsson (2002) attempted to resolve the issue 
by investigating a single delamination model coupled with buckling-driven 
delamination growth and uniform stiffness reduction but concluded that such a model 
was not sufficiently accurate. The idea of combining a single delamination model and 
post-impact geometrical imperfections presented by Grahn (2003), also failed as it was 
found to play a negligible role in approaching the behaviour of real impact damage. 
In two companion papers Suemasu, Kumagai and Gozu (1998) and Suemasu and 
Kumagai (1998), a compressive behaviour of composite laminates with multiple 
circular delaminations was studied experimentally, analytically and using FE analysis. 
The complex compressive behaviour was shown to strongly depend on initial 
imperfections. Similarly to the models with a single delamination, the FE results agree 
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well with the experiments for embedded delaminations, but fail to mimic the behaviour 
of a real impact damage. An investigation by Wang et al (2005) compared the model 
with single and multiple delaminations. As might be expected, the model with multiple 
delaminations led to more complex buckling behaviour and higher degradation in 
compressive strength compared to the single delamination model. A recent numerical 
study by Suemasu et al (2008) addressed the compressive behaviour of the model with 
multiple circular delaminations considering delamination growth. The strength was 
found to be strongly dominated by onset of the delamination growth and the load 
carrying capability was reduced by the delamination propagation. To be able to use the 
multiple delamination models with better accuracy and reliability, an improved 
description of the local stiffness variation in impact damage before and during local 
buckling should be obtained. 
 
Fig. 2.9 Comparison between the load-displacement behaviour of undamaged, artificially 
delaminated (A5_4_2) and impacted plates; Asp, Nilsson and Singh (2001) 
2.4 Inverse problems in engineering 
In physics, developed theories allow for making predictions, i.e. given a complete 
characterisation of a physical system, one can predict the behaviour of that system and 
thus the outcome of some measurements. This problem, where the result of 
measurements can be predicted, is referred to as the forward problem, also called the 
simulation problem or modelisation problem, Fig. 2.10. Such problems are frequently 
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solved in engineering where the complete input of variables such as geometry, material 
data, boundary conditions, loading, etc. is defined. 
The inverse problem consists in solving the unknown incentives that cause the 
known response of the system. In other words, the actual outcome of measurements is 
used to characterise the system by inferring the values of the desired parameters, see 
Fig. 2.10. The required input information of the system must be either estimated with 
subsequent validation, or identified by means of usually iterative application of the 
forward analysis as illustrated in Fig. 2.11. 
 
Fig. 2.10 Scientific procedure for the study of a physical system; Tarantola (1987) 
Inverse problems are widespread in science and engineering and many applied 
mathematicians and engineers realise the importance of this field, which has 
experienced extensive growth over the last two decades. Applications involving the 
solution of inverse problems are encountered in many different sectors such as 
biomedicine, material science, finance, etc. A number of textbooks discussing inverse 
problems are available, Ramm (2005), Aster, Borchers and Thurber (2005), Tarantola 
(2005), to mention only a few. The fact that the scientific community is well aware of 
the significance of this field is reflected in the number of journals and conferences 
dedicated to this topic; journals: Inverse Problems, Journal of Inverse and Ill-posed 
Problems, Inverse Problems in Science and Engineering, conferences: International 
Conference on Inverse Problems in Engineering, Conference on Applied Inverse 
Problems. 
Two different types of inverse problems are distinguished in practise; namely, 
optimization problems and identification problems. Considering the engineering 
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applications, the first type deals with the tasks where unknown information are imposed 
and set with intention to optimise a certain attribute of the structure. To guarantee a 
feasibility of the optimisation results, some constrains are commonly prescribed. The 
other type involves identifying some unknown parameters, based on known response of 
the structure. General issues associated with parameter estimation are discussed in 
Aster, Borchers and Thurber (2005). An initial estimation of these parameters is usually 
required to obtain a starting error between the actual response and the values calculated 
from the estimate. The error function resulting from the systematic discrete calculations 
of the errors over a particular domain is then to be minimised in order to determine the 
desired parameters. This process can, for instance, be applied to the identification of 
material constitutive properties, such as Young’s modulus, Poisson’s ratio, etc., as is the 
case in the present work. 
 
Fig. 2.11 Flow chart for an inverse problem; Kajberg and Lindkvist (2004) 
Most inverse problems cannot be solved analytically and must therefore be 
approached by computational methods. The recent improvements in computing 
technology combined with fast and robust numerical methods play a crucial role when 
undertaking the solution processes of practical problems. The majority of available 
numerical methods is discussed in detail in Vogel (2002). In general, inverse problems 
are ill-posed and susceptible to small errors in measurements; hence, a suitable 
algorithm must be employed to govern the solution procedure. The traditional approach 
involves an application of optimization (or minimisation) techniques, see Section 2.7, 
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along with relevant modelling techniques. With the recent expansion of full-field 
measurement methods, see Section 2.6, and their utilisation, the most common 
modelling techniques take advantage mainly of the finite element method (FEM) and 
the boundary element method (BEM). 
Since the present work is aimed at identification of the material parameters, 
available methods for determining the constitutive parameters based on full-field 
measurements are listed and briefly described herein: 
• Finite Element Model Updating (FEMU), based on carrying out iterative finite 
element simulation of a particular test to seek the constitutive parameters resulting in 
the best match between predicted and measured data 
• Constitutive Equation Gap Method (CEGM), based on a more general approach 
originally developed for FEMU and consists of minimising the constitutive equation 
gap (CEG) 
• Virtual Fields Method (VFM), based on the principle of virtual work and leads to 
explicit formulae for identification of the material parameters in scope of linear 
elasticity; full-field measurements in the domain are required 
• Equilibrium Gap Method (EGM), based on the discretisation of the equilibrium 
equation 
• Reciprocity Gap Method (RGM), based on the minimising the reciprocity gap for 
any adjoint field; full-field measurements are required on the boundary 
The above listed approaches are reviewed in Avril and Pierron (2007) and Avril et 
al (2008a), where their formulation and underlying principles are explained and 
discussed. The performance of these identification techniques are then compared by 
their applications to full-field measurements obtained from various experiments. It 
should be stressed that only the FEMU and the VFM were explored in detail within the 
scope of this work. 
Many engineering applications of identification problems have been published. 
The majority, however, focuses on the determination of the constitutive material 
parameters in homogeneous materials. Several studies address isotropic or quasi-
isotropic materials, as in Meuwissen et al (1998) and Wang, Cardenas-Garcia and Han 
(2005), to name but two. Both these studies are engaged in the investigation of 
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aluminium plates. The parameters in elasto-plastic constitutive models were in 
Meuwissen et al (1998) determined using a mixed numerical-experimental method. 
Aluminium specimens of non-standard geometry were tested under tensile loading and 
the displacements of retro-reflective markers attached on the surface were measured 
optically. An inverse method for the simultaneous determination of Young’s modulus 
and Poisson’s ratio of a circular aluminium disc under diametrical compression was 
proposed in Wang, Cardenas-Garcia and Han (2005). A full-field in-plane displacement 
was provided by Moiré interferometry coupled with the phase-shifting technique. 
Cooreman et al (2008) developed an inverse method for the identification of the 
hardening behaviour and the yield locus of a perforated cruciform specimen, from a 
biaxial tensile test. The heterogeneous strain fields were determined using the digital 
image correlation technique. 
Recently also orthotropic and anisotropic materials have been investigated. A 
technique combining a FEM and the Levenberg-Marquardt optimization method for the 
viscoplastic parameter identification of both isotropic and anisotropic materials was 
developed in Ghouati and Gelin (2001). The VFM was proposed in Pierron and Grédiac 
(2000) to obtain the through-thickness stiffness of a composite laminate coupon 
numerically loaded in a Iosipescu fixture. Full-field measurements of the surface 
rotations under flexural load coupled with FEM were used by Bruno et al (2002) to 
characterise the elastic properties of isotropic steel specimen as well as anisotropic 
composite laminate. Pagnotta (2006) extended this approach by applying genetic 
algorithms (GA) in the identification process. Xie, Gulliksson and Hägglund (2002) 
described an inverse method based on FEMU for determining the elastic orthotropic 
parameters of paper, using a measured displacement field. A mixed numerical-
experimental technique for determination of the in-plane elastic properties of 
orthotropic metal plates developed by Lauwagie et al (2003) was used to assess their 
degree of elastic anisotropy based on the resonance frequencies obtained from standard 
resonant beam and tensile tests. Standard modal tests were also used in Silva (2004), 
where the global elastic parameters of composite materials were evaluated by the 
method involving FEM and a genetic algorithm (GA). Comino and Gallego (2005) 
presented an iterative approach using BEM and Levenberg-Marquardt algorithm to 
identify the anisotropic material parameters from numerical experiments with added 
noise. Recently, a mixed numerical-experimental method for identification of the in-
plane orthotropic engineering constants of composite cruciform specimens was 
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proposed in Lecompte et al (2007); the method was based on FEMU with a Gauss-
Newton optimisation algorithm. 
As stated previously, only the FEMU and the VFM were, within the scope of this 
work, explored in detail, see Section 2.5, and considered to be suitable candidates for 
the proposed inverse method. The idea of the project was to develop an intuitive inverse 
approach for the evaluation of heterogeneous material properties, which would be able 
to accommodate for the use of commercial software and systems. It should be stressed 
that the determination of heterogeneous properties is associated with requirements for 
high quality full-field data having a sufficient spatial resolution and tend to be 
computationally expensive. One or the other of these two aspects becomes more crucial 
depending on whether the FEMU or the VFM concept is used. 
The main advantages of the VFM are the time efficiency and none or only a 
limited number of iterations. The weakness of the VFM is associated with the lower 
accuracy of the measured strain fields, which are the reference quantity in this concept. 
In addition, the VFM requires the full-field data in the domain where the material 
parameters are determined. The FEMU concept works with measured displacements, 
the accuracy of which is higher than the accuracy of strains. Another advantage is the 
possibility of using the measurements from outside the domain in which the properties 
are sought. A clear disadvantage is the time consumption of the iterative process. 
Having considered the pros and cons of both the FEMU and the VFM and having 
taken into account the applicability of these concepts to the stiffness evaluation of 
composite laminates, the FEMU approach was chosen to be a suitable identification 
strategy. 
2.5 FEMU and VFM for heterogeneous material properties 
As mentioned above, most of engineering applications concerning identification 
of the constitutive parameters are aimed at materials with homogeneous mechanical 
properties. Only a limited number of studies address the variation of material 
parameters or corresponding stiffness in the spatially heterogeneous materials. These 
studies usually approach the encountered inverse problem by means of either the FEMU 
or the VFM concept. Basic principles and description of the VFM and the FEMU, 
together with a concise literature review of available studies are given hereinafter. 
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Virtual fields method 
The VFM is applicable in situations where the strain fields are experimentally 
measured. Since explicit identification formulae can be derived, the approach is 
classified as direct in the scope of linear elasticity. Its concept is based on the principle 
of virtual work, Grédiac et al (2006): 
 ∫∫∫∫ ⋅=⋅+⋅+−
VVSV
dVdVdSdV *u*uf*uT*: ργεσ , (2.1) 
where σ is the actual stress tensor, “:” stands for tensor multiplication, ε* is the 
virtual strain tensor, T is the distribution vector of loading tractions on the relevant area 
of the solid boundary S, u* is the virtual displacement vector, f is the distribution of 
volume forces over the volume V, ρ is the density of the object, and γ is the acceleration 
of the object. 
The above equation simplifies for a static volume on which no volume forces are 
applied: 
 ∫∫ ⋅=
SV
dSdV *uT*: εσ . (2.2) 
This formulation can finally be expressed as: 
 ∫∫ ⋅=
SV
ijij dSdVQ ** uTεε , (i, j) ∈ [1, 2, ..., 6]   ⇒ finding Qij, (2.3) 
where Qij is the stiffness component and εj is the component of the actual strain 
tensor. 
The VFM is suitable for identifying the constitutive parameters from quasi-static 
experiments instrumented with devices capable of full-field measurements as reviewed 
in Grédiac et al (2006). Various types of constitutive equations and different virtual 
field construction procedures have been used and combined in the applications dealing 
with homogeneous materials. The following types of constitutive equations were 
addressed by the VFM: 
• in-plane linear elastic anisotropy, Grédiac, Toussaint and Pierron (2002b) 
• bending linear elastic anisotropy, Grédiac, Toussaint and Pierron (2003) 
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• in-plane non-linear elastic anisotropy, Chalal et al (2004) 
• elasto-plastic properties, Grédiac and Pierron (2006) 
• visco-elastic properties 
Different procedures of constructing the virtual fields (VF), which were 
developed to overcome the problems of the VFM are listed as follows: 
• global VF (manually selected), based on polynomial expressions that are selected 
manually; tend to result in a singularity; for more information refer to Pierron and 
Grédiac (2000) 
• global VF (special), based on polynomial expressions that are chosen 
automatically; non-singular and robust; for more information refer to Grédiac, Toussaint 
and Pierron (2002a) 
• piecewise VF, based on virtual nodal displacements defined by shape functions 
analogical to those used in the FEM; improved accuracy and stability, suitable for 
identification of heterogeneous material characteristics; for more information refer to 
Toussaint, Grédiac and Pierron (2006) 
Reviewing the published literature, it can be concluded that the VFM has mainly 
been an approach assigned to engineering applications dealing with the determination of 
constitutive parameters of thin specimens from 2D surface kinematic measurements. 
With recent improvements of the VFM (piecewise conception) and its computational 
efficiency (no iterative solution of the forward problem required), the approach has 
potential to be used in more complex material analyses as presented in Avril et al 
(2008b). The VFM was applied to the identification of heterogeneous stiffness 
distribution from 3D bulk full-field displacement data obtained by magnetic resonance 
imaging (MRI). The application was aimed at characterising a hard spherical inclusion 
embedded in a softer material. The location of the inclusion and the ratio of the average 
moduli were in good agreement with the reference values. The identified modulus 
distribution, however, was highly variable. This fact is attributed to the necessity of a 
second order differentiation of the data and the resulting noise amplification. Another 
application of the VFM for heterogeneous stiffness identification, dealing with 
composite material, was revealed in Kim et al (2007). The spatial stiffness distribution 
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in a damaged composite plate was determined using full-field heterogeneous curvature 
fields acquired from an optical deflectometry technique. The VFM was then used to 
construct the 2D stiffness distribution map of a damaged carbon-epoxy plate. The 
ability of the method to locate and describe the stiffness reduction in the damaged plate 
was validated on both numerical experiments and some actual measurements. The 
results illustrated a good precision for damage localisation, however the description of 
stiffness reduction was somewhat less accurate. 
Finite element model updating 
The other popular method for dealing with the problems of heterogeneous 
material identification, FEMU, is considered to be the most intuitive approach. It is 
based on the iterative solution of forward problem using FEM, as schematically 
illustrated in Fig. 2.12. Thus, the aim of the FEMU approach is to extract the 
constitutive parameters by exploiting the standard set of FEM equations, which in linear 
elasticity can be written as: 
 RUAK =)( , (2.4) 
where K is the stiffness matrix involving the components of the Hooke’s tensor A, 
R is the generalised load vector, and U is the vector of unknown DOFs. 
Due to its iterative process, the method is classified as indirect. The principle of 
FEMU lies in a minimisation of a residual norm (frequently called error) defined over 
the volume of measurements. This error quantifies the difference between the actual 
displacement fields measured and the simulated displacement fields numerically 
generated by modelling the presumed stiffness distribution. Since the forward problem 
must be solved iteratively, this approach can become computationally expensive. 
Nevertheless, a contemporary development of computer technology and numerical 
techniques allows for processing very computationally demanding analyses such as, for 
instance, with 3D FE models as illustrated in Forestier, Massoni and Chastel (2002), 
where the forward 3D FE model simulating forming processes was iteratively solved. 
There are several advantages of the FEMU approach when compared to the VFM. 
A very wide range of applications can be addressed with FEMU, depending primarily 
on the choice of measurable quantity utilised for the identification purpose. Although 
the full-field measurements are desirable, they are by no means required by FEMU; any 
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sort of overdetermined data can be used as an input, e.g. strain gauge readings. In 
addition, the location of measured data can differ from the location of the domain in 
which the parameters are being identified, i.e. no measurements within the identification 
domain are necessary for FEMU. Furthermore, the direct solution of FEMU can be 
implemented by other methods, such as BEM, finite difference method or occasionally 
even closed-form solution, as in Hild and Roux (2006). 
 
Fig. 2.12 Flow chart of the FEMU approach; Grédiac and Pierron (2006) 
The FEMU inverse approach proposed in this work was inspired by the previous 
study aimed at the estimation of the in-plane elastic properties in laminates with a soft 
inclusion, conducted in Swedish Defence Research Agency (FOI), Olsson et al (2003). 
The developed Inverse Method for Determination of Elastic Properties (IMDEP) was 
applied to quasi-isotropic carbon/epoxy laminates with an artificial damage modelled by 
a circular, isotropic, soft inclusion. A full field optical method, Digital Speckle 
Photogrammetry (DSP) = DIC, was used in the experiments to measure all three 
displacement components (3D measurement). Numerical solutions were performed in a 
3D space and used an hp-version of the FEM. The specimen was modelled with solely 
homogenised laminate properties and the validation confirmed that the homogenised 
displacement fields were virtually identical to the ply-by-ply estimation. A more 
detailed description of the IMDEP is presented in Solti (2002). This reference manual 
involves the basic ideas and capabilities behind the IMDEP as well as the organisation 
of its modular structure. The non-linear optimization problem within IMDEP is solved 
by employing the BFGS numerical optimiser. 
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Olsson et al (2003) has demonstrated the ability of the IMDEP to determine in-
plane elastic properties of uniform, artificially softened regions (soft inclusions) in 
composite laminates. The material properties were determined exactly in the analysis 
without a noise contribution. With random perturbation in displacements, the final error 
associated with the Young’s modulus was from 5 to 10% and the Poisson’s ratio 
exhibited the error of up to 25%. It should be noted that the Solti’s version of the 
inverse method is restricted to quasi-isotropic lay-ups only. 
A different inverse approach was recently proposed in Latourte et al (2008), 
where the heterogeneous identification of the material parameters is based on the 
constitutive equation gap method (CEGM). Full-field displacements provided by DIC 
were used to identify a discretised distribution of elastic and plastic material parameters. 
The approach had first been verified using a numerical simulation and its robustness 
was then tested on a numerical experiment with superimposed Gaussian white noise. 
The approach was subsequently applied to the real experimental data and despite its 
lower accuracy when dealing with the real measurements, the numerical as well as 
experimental results seem to be promising. 
2.6 Full-field measurement techniques 
The mechanical engineering community has shown an immense interest in the 
full-field measurement techniques in the past decade. The outstanding improvements in 
image processing by microcomputers during the last two decades has evoked that non-
contact measurement techniques become very popular in experimental mechanics. The 
full-field techniques proposed and used in material characterisation are presented in this 
section and their underlying principles are briefly described. 
Full-field, or rarely also called whole-field, measurement is, in lay terms, a 
simultaneous measurement over an array of measurement points on the measurement 
area, Melin (1999). Although several full-field measurement techniques such as moiré 
interferometry or photoelasticimetry were available earlier, they suffered from non-
automatised analysing of the fringe patterns. This rendered the methods cumbersome, 
leading to a need for manual, time consuming and unreliable data processing to obtain 
desired information in form of displacement, strain or temperature maps. Recent 
advances in the field of microcomputers and camera technology allow for developing 
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the commercial techniques based on the combination of optical devices (e.g. digital 
CCD and CMOS cameras, infrared scanning cameras, X-ray tomography etc.), 
algorithms and software. Such techniques embody an automatic processing of acquired 
data and not only provide displacement or strain fields on the surface of the specimen 
directly but in some cases also in real time. Temperature contours can also be obtained 
when employing infrared scanning cameras. For these characteristics, full-field 
measurement techniques has become a very powerful tool in the field of solid 
mechanics and the capabilities of the techniques are even more appreciated when 
dealing with heterogeneities in composite material characterisation, Grédiac (2004). 
Although, in the scope of this work, the full-field measurements are presented as a 
tool to obtain a wealth of experimental data used for the material identification 
problems, other applications can be encountered in engineering and scientific practice, 
Grédiac (2007). One of them is the use of the techniques to detect and observe local 
phenomena such as local strain gradients or displacement discontinuities. As a result, 
more reliable constitutive equations of materials can be constructed. Another relevant 
application is aimed at performing unbiased mechanical tests. Full-field measurement 
techniques enable to discover some unexpected heterogeneities caused by ill-controlled 
BCs, such as the effect of misaligned grips in tensile tests or non-uniform strain near the 
specimen boundary together with possible parasitic bending of the supports in case of 
shear tests. Last but not least, the techniques can be used to verify the validity of various 
assumptions considered in the field of solid mechanics, where the predicted structural 
response relies frequently on implementing the appropriate theory into a model, as in 
e.g. bending of thick beams. Finally, an extensive use of these techniques can be noticed 
in non-destructive testing and inspection. 
The above applications demonstrate that the full-field measurement techniques are 
a powerful tool to generate experimental data for a particular testing configuration. In 
characterising the material and structural behaviour, however, not all the possible 
realistic scenarios, e.g. various stacking sequences, loading conditions, dimensions, etc. 
of a specimen or structure, can be investigated. A more sophisticated understanding of 
this behaviour can therefore be achieved by combining the full-field measurements with 
modelling of the corresponding experimental events. Such link between measurements 
and modelling is illustrated in Fig. 2.13. 
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Fig. 2.13 Link between measurements and modelling; Grédiac (2004) 
Various full-field measurement techniques are reviewed in Melin (1999) and 
Grédiac (2004). In these publications, such techniques are used to improve the 
knowledge of material and structural behaviour. A number of techniques for the 
measurements of displacement fields is available; e.g. laser speckle, speckle 
photogrammetry, moiré interferometry, digital image correlation (DIC), also referred to 
as digital speckle photogrammetry (DSP), grid method, electronic speckle pattern 
interferometry (ESPI), shadow moiré and projected fringes. Strain fields can be either 
computed by numerical differentiation of the measured displacement maps or obtained 
directly with the special techniques; e.g. shearography, photoelasticimetry, DIC for 
strain measurement, coherent gradient sensor (CGS), infrared thermography, etc. 
Furthermore, the full-field measurement techniques can in general be classified into two 
main categories; i.e. non-interferometric (e.g. DIC, grid method) and interferometric 
(e.g. ESPI, moiré interferometry). 
The underlying principles of selected full-field measurement techniques are 
described hereinafter. First, non-interferometric methods for displacement field 
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measurements are introduced. They are very robust and suitable for applications with 
displacements and strains of high magnitude. The most common techniques are as 
follows: 
Speckle photogrammetry 
It is also called laser speckle. The speckle method is suitable for measuring large 
in-plane and out-of-plane displacements, Grédiac (2004). The main principle lies in 
illuminating a rough surface of the specimen with a coherent light (laser). That results in 
scattered waves distribution with an arbitrary spatial variation of intensity, so called 
speckle pattern. The speckle pattern is a function of the degree of coherence and the 
surface roughness and defines a characteristic feature of the observed surface. A lens is 
generally used to collect the scattered rays, which are then focused on a screen. The 
captured images are digitised and a relevant algorithm is applied to calculate the 
correlation between the intensity before and after loading. This procedure results in the 
corresponding displacement fields. 
Digital image correlation (DIC) 
Some alternative names are DSP (digital speckle photogrammetry), grating 
method (referred to as by GOM), ESP (electronic speckle photogrammetry) and white 
light speckle. The technique can be applied to measuring both the in-plane and out-of-
plane displacements. A random pattern must be created on the specimen surface. 
Randomly ordered dots are usually applied on the surface using black or white matt 
spray paint to establish a contrast coating. Such a speckle pattern is illuminated with 
incoherent white light and observed by digital CCD (charged couple device) or CMOS 
(complementary metal-oxid-semiconductor) camera(s). The images are acquired prior to 
and during deformation and divided into sub-images. The sub-images are then tracked 
through the deformation process and the corresponding displacement fields are 
evaluated. The surface preparation is simple and the images are processed with the same 
types of algorithms as in the previous method. The technique has lower sensitivity than 
laser speckle but is very straight forward to use. The DIC measurement procedure is 
illustrated in Fig. 2.14. The strain resolution of the DIC can be about 0.01 %, GOM 
mbH (2005). The DIC technique is discussed in detail in Chapter 5. 
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Fig. 2.14 Measurement procedure using DIC technique; http://www.dantecdynamics.com/ 
Grid method 
The method has many similarities with the DIC. Again, both in-plane and out-of-
plane displacement can be measured. Instead of random speckles a regular pattern 
forming a grid is applied onto the specimen surface. Commonly, a square pattern is 
created. The pattern is then recorded prior to and during deformation. Since the data are 
obtained for each square of the grid, the spatial resolution of this method is higher than 
for the DIC; the accuracy is, however, lower. The method is predominantly applied to 
study large deformations with strain of 5 % and more, Melin (1999). 
The other option for measuring the displacement contours is by means of 
interferometric techniques. Their main advantage is the higher sensitivity of more than 
one order of magnitude, compared to the non-interferometric techniques. The high 
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sensitivity of these methods, however, renders them prone to environmental 
disturbances such as vibrations, temperature changes, etc. The most widespread 
representatives of these techniques are presented: 
Moiré interferometry 
An alternative name is grating interferometry. The method in its basic 
configuration enables for measuring both components of in-plane displacement. 
Another setup is designed to evaluate out-of-plane displacement of the specimen. For 
in-plane measurements, a regular specimen grating, with the grid frequency usually 
greater than 1000 lines/mm, Grédiac (2004), must be imprinted onto the surface of the 
specimen. Such a grating is illuminated with two coherent laser beams allowed to 
interfere. This provides a regular reference grating in front of the specimen. The 
superposition of these two gratings during deformation creates moiré fringes from 
which both the components of in-plane displacement are deduced. The method is 
limited to strains of at most a few percent but, due to its high spatial resolution it is able 
to measure the displacements in order of nm. In out-of-plane configuration, the 
reference grating is positioned perpendicular to the surface of the specimen. The 
superposition of the two laser beams provides the fringes that are contours of the out-of-
plane displacement. 
Electronic speckle pattern interferometry (ESPI)  
The method is sometimes referred to as TV holography, electronic holography 
and digital speckle pattern interferometry (DSPI). Two underlying configurations of the 
ESPI for out-of-plane, Fig. 2.15a, and in-plane, Fig. 2.15b, displacement measurements 
are, nowadays, compound in several commercial systems, providing the measurements 
of all three displacement components simultaneously. The main difference from moiré 
interferometry is that no grating is applied onto the specimen surface. Surfaces that 
scatter light are, however, required by the method in order to display a speckle pattern 
after illumination with coherent laser light. The corresponding speckle pattern is imaged 
using a CCD camera and superimposed on a reference laser beam. The resulting 
interferogram is recorded prior to and after deformation and the desired displacement 
components are obtained, as shown in Fig. 2.16. The measurement accuracy is similar 
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Fig. 2.15 ESPI setup for (a) out-of-plane and (b) in-plane measurements; 
http://www.dantecdynamics.com/ 
 
Fig. 2.16 Measurement procedure using ESPI technique; 
http://www.dantecdynamics.com/ 
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The strain maps can be directly measured using some special full-field 
measurement techniques. These can be again divided into non-interferometric, e.g. DIC 
for strain measurements or infrared thermography, and interferometric, e.g. 
shearography or CGS. The most popular, shearography, is briefly described: 
Shearography 
The fundamental of shearography or also shearing speckle interferometry is to 
interfere an optical wavefront induced by the laser with a shifted copy of itself, Fig. 
2.17. From the resulting fringes processed by the CCD camera the gradient of the 
displacement can be determined. This technique, therefore, provide a direct 
measurement of strain components or local rotations. A significant advantage of 
shearography is not requiring the reference laser beam, which leads to a simple optical 
setup. In comparison with the other interferometric methods, shearography is insensitive 
to environmental disturbances such as vibrations. 
 
Fig. 2.17 Measurement procedure using shearography; Růžek, Rohonka and Jironč 
(2006) 
Various applications have been approached by all the different full-field 
techniques presented above. In majority of applications, no straight forward guidelines 
exist for the selection of the most appropriate and optimal method. It is usually a trade-
off among miscellaneous factors such as, for instance, sensitivity, resolution and spatial 
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resolution of the technique, repeatability and uncertainty of the measurements, quantity 
needed to be measured, amplitude of this quantity, size of the investigated object, etc. 
Unfortunately, not all the metrological features of the commercial systems are usually 
provided by the manufacturer. In addition, the algorithms for encoding the optical data 
from those full-field measurement systems are not disclosed as this information 
possesses the know-how of the manufacturers. Although an extensive number of studies 
discussing the full-field techniques is available, which might be useful when looking for 
the measurement technique used previously in an analogical application, the published 
work is scattered over several journals and the descriptions of the methods often use 
physical phenomena and terminology from other fields such as optics or data 
processing, making it complicated for a reader to undertake a firm decision upon 
selection of the relevant technique. 
In the present work, no development of the programme for a relevant full-field 
technique was attempted. Instead, the use of commercial system was rather considered. 
Thus, having taken into account the applications to be addressed in the scope of this 
project and the available full-field measurement systems in the Aeronautics department 
at Imperial College London, the DIC technique was selected as the appropriate method 
to investigate the surface displacements and strains of the post-impact loaded composite 
laminates. 
2.7 Numerical optimization 
If abstracted from various specialist points of view, the recurring issue of 
optimization lies in the selection of a better or best (optimal) alternative from among a 
number of possible states of affairs, Schwefel (1981). It implies that whenever more 
than one solution is encountered and a decision upon one of them must be taken, an 
optimization process should be implemented. The optimization concept is associated 
with many academic, scientific and practical areas, such as engineering, economics, 
management, mathematics, physics and the social sciences. A vast literature covering 
the field of optimization has been published; Schwefel (1981), Adby and Dempster 
(1974), Luenberger (1984) and Chapra and Canale (2006), to name but a few. 
In engineering, the everyday tasks require to be solved in an efficient fashion, 
while being constrained by the limitations of the physical world and the demand for low 
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cost solutions. Thus, the optimization problems confronted by engineers are frequently 
the trade-off between performance and limitations. In order to determine an optimum 
solution of the problems that can be described analytically, differential calculus 
methods are still used. Analytical descriptions of more complex problems are, however, 
hardly available and these problems must therefore be approached with numerical 
techniques, Chapra and Canale (2006). 
The general terminology in the area of optimization can be introduced whilst 
describing the basic mathematical background of the optimization problem. In 
mathematics, the term optimization or mathematical programming refers to solving the 
problems of minimising or maximising a real function by systematic selection of the 
values of independent features (reals or integers) from within a prescribed set. These 
independent features are called variables or parameters of the system and distinguish 
the different solutions from one another. In order to state a rational decision upon which 
one solution can be classified as better, another as worse, a quantitative criterion in form 
of the dependent variable is introduced. This criterion is functionally related to the 
parameters and is called an objective function as it is associated with the objective of the 
system. The optimization problem can then be expressed mathematically as follows: 
 )(min xf , where )()( 21 n, ..., x, xxff =x  (2.5) 
The round brackets with x1... xn exhibit a functional relationship between n 
parameters and the objective function f. The value of the objective function is always a 
scalar quantity. Although the optimization problem in the expression given above is 
formulated as a minimisation problem, a maximum can also be calculated due to the 
following relation: 
 { } { })(min)(max xx ff −−=  (2.6) 
In many practical problems, the parameters cannot be chosen arbitrarily and 
therefore restrictions on the region of search arise. These are called constraints. Thus, if 
any constraints exist or are imposed, a constrained optimization problem is solved. 
Otherwise, an unconstrained optimization procedure is implemented. A common 
constraint on the parameters is in the form of inequality and the simplest are formulated 
as the non-negative conditions: 
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 0   ≥ix  for n,i 1=  (2.7) 
More general constraints are defined in terms of a functional relationship of the 
parameters involved in the constraint. Both equality constraints and inequality 
constraints can be applied in the optimization problem. The notation of these constraints 
can be in a general form written as: 
 j21jj    ≥//≤   )()( a, ..., x, xxgg n ==x  for m,j 1= , (2.8) 
where aj is a generic constant. 
The overall process of optimization is usually performed in cycles, so called 
iterations, and a set of adjustments to the parameters is obtained within such iteration as 
illustrated in Fig. 2.18. Due to the lack of a universal method of optimization, a broad 
range of numerous procedures and algorithms is available. Each of them has only 
restricted application to specific problems. 
Fig. 2.18 Example of iterative optimization process performed with a gradient method 
The optimization problems can be classified with respect to the nature of the 
objective function. Three main groups of optimization algorithms are distinguished in 
Luenberger (1984): 
• Linear programming – the problems within this group are characterised by linear 
functions of the unknowns; the objective is linear in the unknowns, and the constraints 
consist of linear equalities or linear inequalities
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• Nonlinear programming for unconstrained problems – these methods are applied 
in a significant class of practical problems. The function to be optimised is nonlinear 
and no constraints are imposed. 
• Nonlinear programming for constrained problems – these problems are more 
general than unconstrained and together with them comprise the subject of nonlinear 
programming. The scope of the problem is always restricted by constraints imposed. 
The function to be optimised is again nonlinear. 
Another classification of the optimization problems can be based on their 
dimensionality. Most commonly, they are divided into one-dimensional and 
multidimensional problems: 
• One-dimensional problems are limited to functions with only one variable. The 
search for a minimum or maximum is then happening in updating of this single 
parameter. 
• Multidirectional problems involve functions with two or more variables. Peaks or 
valleys of such functions are not searched in a single direction but the topography of 
these functions is investigated instead. 
A number of mathematical concepts and operations underlie optimization. The 
appropriate choice of an optimization concept for a given problem relies, in the first 
place, on the correct classification of the problem, with respect to the classification 
aspects introduced above. To give a reader some feeling for the basic techniques 
available in the literature, several are listed under the relevant optimization types 
hereinafter. 
One-dimensional unconstrained optimization can be approached with various 
methods which also have relevance to multidimensional optimization. These are, for 
instance, golden-section search, quadratic interpolation and Newton’s method, to name 
but three. Multidimensional unconstrained optimization can be solved using two general 
types of techniques. In direct methods no evaluation for differentiation of the objective 
function is required; some of these methods are random searches, univariate searches 
and pattern searches. The other type, gradient methods, finds the optimum by 
evaluating the multidimensional representatives of either first derivatives (Jacobian 
gradient vector, Eq. 2.9), which involves methods such as steepest ascent/descent, 
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conjungate gradient, or in more advanced methods also of second derivatives (Hessian 
matrix, Eq. 2.10), as e.g. in Marquardt’s method, Newton’s method, quasi-Newton 
methods (e.g. BFGS), etc. 
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Constrained optimization involves the features of linear and nonlinear 
programming. The problems of linear programming can be solved either graphically or 
using the simplex method. The approaches for handling nonlinear constrained 
programming can be split into indirect and direct. Indirect approaches implement 
penalty functions, which are the additional terms in the objective function acting to 
discourage the solution from violating the constraints by indicating the function as less 
optimal close to the constraints. As opposed, the direct methods such as the generalised 
reduced gradient (GRG) first modify the problem to an unconstrained problem and then 
apply the approaches similar to those for unconstrained optimization, e.g. BFGS, 
conjugate gradient. 
Although all the methods described above are aimed at seeking the optimum of an 
investigated function, it should be noticed that in optimization, local and global optima 
occurs, see Fig. 2.19. In nearly all cases, to find the absolute maximum or minimum, i.e. 
global optimum, of a function is of interest and therefore an important feature of a 
particular optimization technique is not to consider the local result to be the global 
optimum. Chapra and Canale (2006) describe the three usual ways to evaluate that: 
• Graphical representation of low-dimensional functions is sometimes possible and 
thus can serve to obtain insight into their behaviour 
• The largest result of the broadly varying and perhaps randomly generated initial 
guesses can be used to find an optimum 
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• Having perturbed the starting point corresponding to a local optimum, it can be 
checked if the routine converges to the same point 
Although many engineering problems result in an unambiguous location of the 
global optimum, it should be stressed that in some instances, especially when dealing 
with large problems, no practical method can ensure that the global optimum was found 
with the selected routine. 
 
Fig. 2.19 Example of a function with global and local optima; Chapra and Canale (2006) 
The entire issue of optimization can be the best described by the following 
citation: “It could be said that the art of optimization lies in the appropriate choice of 
method for the problem to be solved“, Adby and Dempster (1974). It should therefore 
be avoided to claim the superiority of a particular optimization method when discussing 
its performance in a general use. The steepest descent method has been chosen in the 
proposed inverse approach; although this method could sometimes be more time 
consuming, it is convenient for its simplicity and robustness. 
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CHAPTER  3 
Initial studies of soft inclusions 
One of the approaches to describe the influence of impact damage on residual 
strength is to apply the theory for notch failure and represent the impact zone by a soft 
inclusion as in Nyman, Bredberg and Schön (2000) and Olsson et al (2003). This theory 
is particularly valid for laminates with significant fibre fracture prior to their local or 
global buckling, Nyman, Bredberg and Schön (2000). 
A soft inclusion approach is in its advanced form employed in the proposed 
inverse method and it was thought useful to gain more understanding of this 
phenomenon by pursuing a set of parametric studies. The results were not only 
compared to the previous findings in literature but also checked using an analytical 
solution. 
In the current work, a soft inclusion approach is applied in a finite element model 
and some basic parametric studies are conducted in order to obtain an idea on how the 
predicted stiffness reduction as well as its variation affects the resulting strain field over 
the loaded specimen. In addition to the conventional results, in which a stiffness 
reduction in a soft inclusion region is investigated, this chapter also contains a 
fundamental examination of a stiffness gradient within the inclusion region and its 
effect on the corresponding strain output. Moreover, the results for the stiffness 
reduction of a soft inclusion, calculated in FE software are matched with the analytical 
solution derived in Olsson et al (2003) for the purpose of verifying the FE findings. 
3.1 Parametric studies 
Two sets of parametric studies on the specimen with soft inclusion were 
conducted in the finite element package ABAQUS. The specimen was modelled as a 
homogeneous isotropic planar shell subjected to tensile loading. The dimensions and 
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material of the specimen and soft inclusion were set according to Iwarsson (2002) and 
Olsson et al (2003), using the “large size“ specimen illustrated in Fig. 3.1. The effective 
length Leff was 200 mm, the width W was 99.4 mm, the thickness t was 3.05 mm and the 
diameter D of the soft inclusion was 20 mm. Therefore, the results of these initial 
studies could be used for an informative comparison with the existing data. Note that 
only a quarter model was constructed, which was allowed due to uniaxial symmetric 
load and isotropic material as described later. 
The model was divided into two sections, namely, undamaged laminate and soft 
inclusion. An isotropic homogeneous material with Young’s modulus E of 54 GPa and 
Poisson’s ratio ν of 0.3 was assigned to the undamaged section (the surrounding 
laminate). The same Poisson’s ratio ν* of 0.3 was allocated to the soft inclusion. The 
Young’s modulus of the soft inclusion E*, however, varied for individual solutions 
within each parametric study. 
 
D 
y 
x 
Leff L 
0° 
45° 
90° 
σ ∞ 
σ ∞ 
W 
 
Fig. 3.1 Specimen geometry; from Olsson et al (2003) 
The different manners of varying the Young’s modulus E* are illustrated in Figs 
3.2 and 3.3. In the parametric study of stiffness reduction, E* varied in the increments 
of 20% from 0 to 100% of the surrounding laminate, see Fig. 3.2. When influence of 
stiffness gradient was investigated, the radius R* of the uniform section of the inclusion 
was varied incrementally by 20% from 0 to 100% with respect to the radius R of the 
actual size of the soft inclusion, as indicated in Fig. 3.3. While the Young’s modulus of 
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the uniform section was kept 20% of the surrounding laminate, E* of the gradient 
section varied stepwise, forming a quasi-linear slope. 
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Figs 3.2 and 3.3 Stiffness variations used in the parametric studies 
The models were meshed with linear quadrilateral elements (except for triangular 
elements used in the centre of the inclusions) and composed of not more than 2000 
elements. As can be seen in Fig. 3.4, the mesh density was finer around the interface 
between the soft inclusion and the surrounding laminate. This was due to the steep 
gradient in the strain field obtained analytically by the theory, which would cause an 
infinite gradient (step change) in the strain distribution generated by the finite element 
model. A similar meshing technique was applied in the gradient investigation, however 
more interfaces occur within the inclusion itself due to the stepwise variation of the 
Young’s modulus in the gradient section. The resulting mesh density is demonstrated in 
Fig. 3.5. 
Although slight fluctuations were observed in the predicted strain distributions, 
caused by relatively coarse mesh within the gradient section of the inclusion region, the 
accuracy of the results was sufficient to describe the driving features of the soft 
inclusion effect on the strain distribution. 
Uniform uniaxial tensile far field strain of 0.3% was applied to the model. To 
simulate a real experiment, clamped boundary conditions (BC) were used at the loading 
edge of the FE model. Obviously, as a quarter model was considered, the horizontal and 
vertical cuts were supported by symmetric boundary conditions. For the purpose of 
comparing the FE predictions with analytical solution, an additional batch of analyses, 
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in which the clamped BCs were replaced with freely sliding in the width direction, was 
solved. All the examined options are described in the following two sections. 
 
3.4 3.5 
 
Figs 3.4 and 3.5 Mesh topology of the FE models used in the parametric studies 
3.2 Findings 
Twelve FE solutions were conducted for the varying stiffness reductions 
combined with both types of BCs. For clear visualisation, the results were extracted 
from and plotted along the horizontal symmetry cut. Note that only strains in the 
loading direction were considered here and the results were normalised using the 
expression εxx/εa, where εxx is the strain along the y-axis (the horizontal symmetry cut) 
and εa is the applied far field strain. 
The normalised strain distributions for the FE model with clamped BCs are given 
in Figs 3.6. As can be seen, the strain concentration factor varies from 1, for the 
inclusion having the stiffness of the surrounding laminate, up to approximately 3, when 
the inclusion has no stiffness (analogy of a hole). The strain concentration factor 
exceeding 3 and the strain decrease near the specimen edge are caused by the finite 
width effect. 
Having used the same geometry, material properties and loading conditions, the 
predicted full-field strain map can directly be compared with the experimental data 
measured optically by Iwarsson (2002). A selected pair of the strain fields, one 
generated by an FE solver and the other measured experimentally, is overlaid in Fig. 
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3.7. Note that the results are taken for the inclusions with a similar level of the stiffness 
reduction of 80% and for the applied far field strain of approximately 0.3%. 
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Fig. 3.6 Effect of the stiffness reduction on the strain distribution and concentration 
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Fig. 3.7 Full-field strain comparison of FE predictions and optical measurements 
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The analytical solution was calculated for an infinite plate under plane stress, 
following the formulae given in Olsson et al (2003): 
The stresses along the y-axis (the horizontal symmetry cut) of an infinite plate 
may be expressed as: 
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where σa is an applied far field stress, R is the radius of the inclusion and the 
constants for plane stress (σz = 0) are: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( ) EE
EE
b
EE
EE
b
b
**
**
**
**
νν
νν
νν
νν
-3++1
+1-+1
2
3
=
+1+-1
-1--1
2
1
=
1=
3
2
1
, (3.2) 
where E* and E are Young’s modulus of the inclusion and the surrounding plate 
respectively and ν* and ν are Poisson’s ratio of the inclusion and the surrounding plate 
respectively. Having evaluated the stress distribution, the strain function can be 
calculated from the strain-stress relation under plane stress. Considering zero value of 
σy at infinity the relation is given by: 
 
[ ]
ayxax yyy σνσσεε ),(),(),( 0-0=0 ∞∞∞ . (3.3) 
This theory is only valid for plates with freely sliding BCs. To compare FE 
predictions with the theory, another batch of the strain distributions was generated 
solving FE model with freely sliding BCs. An example of this comparison is illustrated 
in Fig. 3.8. Note that the solutions for clamped BCs are also plotted. As expected, the 
curves obtained for the analyses with clamped BCs do not fully match the curves 
calculated analytically. An excellent agreement between the analytical solutions and the 
FE predictions using freely sliding BCs was, however, obtained. The strain 
disagreement near the specimen edge is again due to the finite width effect. 
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Fig. 3.8 Comparison between FE predictions and analytical calculations 
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Fig. 3.9 Effect of the stiffness gradient on the strain distribution and concentration 
Six additional FE analyses were computed for the varying slopes of stiffness 
gradients, keeping the reference Young’s modulus of the uniform section (central 
region) of the inclusion at 20% of the surrounding laminate. Such gradual stiffness 
 
R* 
R 
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reductions produce strain distributions different from the previous parametric study, see 
Fig. 3.9. An interesting finding, and somewhat unexpected, is the observation that the 
gentler stiffness gradient (i.e. smoother stiffness reduction) corresponds to a higher 
strain/stress concentration factor. Furthermore, the strain/stress concentration peaks are 
linked to the change in gradient slope. Yet again, the free edge effect is present at the 
specimen edge. It could be noticed that the curves slightly fluctuate and this is caused 
by a relatively crude modelling of stiffness gradients by means of stepwise stiffness 
reductions towards the damage centre. 
3.3 Summary 
The influence of stiffness reduction and stiffness gradient on the resulting strain 
distribution were investigated using FE analyses conducted in the package ABAQUS. 
Where possible to compare, the FE predictions were in an excellent agreement with the 
analytical solution found in literature. A full-field comparison of numerically predicted 
and optically measured strain maps was also shown. 
The different degree of the stiffness reduction was demonstrated to have a strong 
effect on the strain concentration and an analytical solution is available to identify this 
relation. While expected data were obtained from the parametric study concerning the 
stiffness reduction (step change), interesting observations were noticed in the other 
parametric study where the intention was to examine the effect of the stiffness gradient 
(gradual change). The gentler stiffness gradient (i.e. smoother stiffness reduction) was 
found to cause the higher strain/stress concentration peaks which occurred at the 
locations of change in the slope of the stiffness gradient. In fact, a similar observation 
appears in Nyman, Bredberg and Schön (2000) but no further elaboration of this 
phenomenon was stated there. Building up on this finding, it may be concluded that the 
open hole as well as soft inclusion approaches might be troublesome to provide accurate 
description of impact damage. Moreover, if an inappropriate size (open hole approach) 
and stiffness (soft inclusion approach) were chosen to describe a particular impact 
damage, they might even fail to be conservative. 
Taking all these aspects into account and using them as empirical tools, it is now 
possible to understand better the strain/stress distribution which might occur in real 
impact damage. Some basic rules are also used later in the project when developing the 
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inverse method, where the FE models are discretised with the help of the observation 
gathered here. Additional issues such as combining the stiffness reduction and the 
stiffness gradient into one parametric study or modelling more realistic gradual stiffness 
reductions should be addressed in order to obtain even better knowledge of the stiffness 
distribution in the real impact damage. 
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CHAPTER  4 
Inverse method 
The main objective of this work is to develop a non-destructive and non-contact 
method for spatial description of in-plane, local stiffness variations in impact damaged 
composite laminates. To this end, an inverse method is introduced to provide an 
appropriate solution. A concise theoretical background to the inverse problems solved 
in engineering and the application of various solution strategies to these problems are 
presented in Chapter 2, Section 2.4. Furthermore, the approaches applied to the 
identification of the material properties of heterogeneous materials are also discussed in 
that chapter, Section 2.5. 
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Fig. 4.1 Fundamental of the method 
The indirect inverse procedure developed here is based on iterative updating of 
the material parameters in an FE model. The philosophy is to minimise the difference 
between numerically predicted and experimentally measured displacement fields by 
employing the optimization algorithm. The displacement field of an impact damaged 
specimen under load is measured by an optical full field method referred to as Digital 
image correlation (DIC), also called Digital speckle photogrammetry (DSP). FE 
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analyses using the commercial package ABAQUS, Abaqus, Inc. (2006), are iteratively 
performed to calculate the updated displacement fields resulting from a specific set of 
elastic constants. The fundamental idea of the method is illustrated in Fig. 4.1. 
4.1 Development 
The inverse method was programmed in the language FORTRAN 90, Compaq 
Computer Corporation (1999), and consists of a main routine and several subroutines. 
Several PYTHON, Abaqus, Inc. (2006), scripts are called by the main routine in order 
for the FORTRAN code to effectively communicate with ABAQUS. The core blocks of 
the program are listed and described below. Input/Output text files occur within the 
program and the specification of some is also given below. The program size is 
approximately 1850 lines and its simplified flowchart is given in Fig. 4.2. 
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Fig. 4.2 Flowchart of the approach 
The main routine calls the relevant subroutines and provides an iterative updating 
of the constitutive properties in an FE model. It analyses the error between the measured 
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and predicted displacement fields and terminates the procedure after convergence has 
been satisfied with the stop criterion. The core blocks of the inverse method program 
are described as follows: 
• Error Calculation provides a criterion assessing the quality of the match in the 
displacement fields. The error function employed for its calculation is given by the 
following mean squared error expression: 
 ∑
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where uiexp and viexp are experimentally measured DIC displacements, uiFE and viFE 
describe the numerically predicted displacement field, umax and vmax are normalising 
constants from DIC displacements and N is the number of nodes within the evaluated 
section of the FE model. 
• Gradient Calculation evaluates the numerical gradient of the error function with 
respect to a particular material parameter. A gradient of the displacement error function 
determines whether to increase or decrease a particular material constant and serves as 
an input for the numerical optimizer. For a quasi-isotropic material, the gradients are 
expressed as follows: 
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where ∆f is the difference between measured and predicted displacements, δ·Ek 
and δ·νk are numerical steps in the Young’s modulus Ek and Poisson’s ratio νk in section 
k. 
• Numerical Optimizer seeks the minimum of the error function and calculates the 
updated material parameters. A modified version of the first order, gradient 
optimization technique referred to as Steepest Descent combined with Davies, Swann 
and Campey’s algorithm is used in the current program of the inverse method. The 
technique and the modifications implemented are described in more detail in Section 
4.2. 
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• Measured Data contains raw DIC displacement fields with the corresponding 
coordinates. These displacement fields are interpolated using MATLAB, The 
MathWorks, Inc. (2005), into the nodal coordinates of the FE model. The nodal 
displacements on the boundary of the interpolated DIC data are extracted and used as 
the displacement boundary conditions in the FE model. The detailed description of these 
procedures is given in Chapter 7. 
• Predicted Data performs an iterative FE simulation from an ABAQUS input file. 
The FE model defined in this file comprises a prescribed number of sections featuring 
different material properties. The input file also diverts the nodal displacement fields 
into an ABAQUS data file. The detailed information about these operations is provided 
in Chapter 7. 
• Final Constitutive Parameters stands for a resulting output file storing the 
updated material parameters that have satisfied the convergence criterion of the inverse 
method. 
Other subroutines for performing various operations are also embedded in the 
program. Moreover, additional output files such as Timer, Parameter History, Error 
History, etc. are generated to obtain a more thorough information for post-processing. 
The detailed structure of the program, together with the description of its individual 
subroutines and files is attached in Appendix A. 
The inverse method program communicates with an FE model consisting of a 
relevant number of sections with possibility of prescribing their own specific material 
constants. The sections are approached separately within the program and the updated 
set of constitutive parameters is calculated for each section independently before 
assigning them into an FE model at the end of each iteration. 
A brief description of parameters driving the solution is given here: 
• Termination Criterion provides, as the name suggests, the termination of the 
inverse procedure when the final constitutive parameters have been found. Two 
different types of this criterion are introduced; one for the identification of the 
properties using numerical tests (simulated reference data – no noise) and the other for 
the evaluation of the parameters in the real experiments (measured reference data – 
experimental noise). The criterion for numerical tests is implemented in form of a 
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maximum allowable error in the displacement field, which needs to be satisfied by all 
the sections. The criterion for real experiments is implemented manually as a steady 
fluctuation about the asymptotic value of the displacement error function. 
• Numerical Step Factor δ is employed to evaluate the normalised gradients of an 
error function, Eq. 4.2. The denominator of each expression in Eq. 4.2 represents the 
numerical step (i.e. diminutive change) in the relevant material parameter. The 
numerical step factor δ serves as a dimensionless scaling factor for calculating the 
numerical step in a consistent manner. After a comprehensive study involving the 
sensitivity assessment of the gradient calculation it was determined to keep the value at 
δ=2·10-6, in order to obtain the best sensitivity to all the material parameters. 
4.2 Optimization approach 
The Steepest Descent method implemented in the program is a fundamental first 
order method that uses the Jacobian gradient g for determining a suitable direction of 
movement (i.e. search direction): 
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g
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−
, (4.3) 
where gk = (gEk, gνk) and gEk, gνk are defined in Eq. 4.2. 
A local minimum of the objective function is now approached by implementing 
steps ∆x proportional to the negative of the approximate gradient, so that: 
 kk u∆x λ  = . (4.4) 
The first approximation to the minimum defines a set of system parameters for 
which the function is evaluated to obtain the error f and an appropriate change ∆f is 
calculated by evaluating the Jacobian vector g. Once the search direction uk has been 
found, the updated set of material parameters is determined by taking a step λ in that 
direction: 
 kkk uxx λ+=1+   . (4.5) 
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The global minimum of the objective function is then approached by iterating this 
procedure until the termination criterion has been satisfied. A schematic drawing of this 
optimization process is given in Fig. 4.3. 
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Fig. 4.3 Schematic drawing of the optimization search procedure 
The optimum value of λ is determined by a single parameter search of the 
objective function in the search direction uk. This linear search is based on the Davies, 
Swann and Campey’s algorithm, Adby and Dempster (1974), and yields the minimum 
restricted in the direction of u. The algorithm is a combination of a search method 
producing equally or unequally spaced sets of parameters and a quadratic approximation 
giving the minimum of a quadratic function fitted to the selected three sets of 
parameters. 
The underlying principles of this algorithm are illustrated graphically in Fig. 4.4. 
Search of the objective function f(x) in step k starts at x0,k and follows the search 
direction u. At the beginning of each iteration, the estimate of an initial increment αu 
must be made. The expression used in the current version of the optimization algorithm 
takes into account the distance from the unrestricted minimum, i.e. refines the increment 
when approaching to the minimum of the objective function. The formulation of this 
expression is given by: 
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where αk is the scaling factor of the initial increment at k-th iteration, p is the 
number of parameters in the evaluated section of the structure and gk is the gradient 
vector for the evaluated section. This automatically variable function improves the 
stability of the optimization process and therefore reduces the time expense. 
Furthermore, the algorithm locates the minimum at each iteration with higher accuracy, 
owing to the fact that the closer to the optimum the material parameters have 
approached, the smaller the increments are chosen. 
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Fig. 4.4 Principles of Davies, Swann and Campey’s search 
Having calculated the initial increment, the search is carried out using 
successively doubled increments (i.e. αu, 2αu, 4αu, 8αu, etc.) taken in the search 
direction u and the function f(x) is evaluated to obtain the error E at each increment (i.e. 
temporary set of parameters). When the consecutive error of the function is higher than 
in the previous evaluation, the process is terminated. An additional error value is 
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calculated for the temporary set of parameters located at the centre of the final interval 
to produce four equally spaced functional evaluations spanning the restricted minimum. 
Only three of these evaluations are necessary for the quadratic approximation and 
so the redundant point (i.e. the most distant point from the evaluation point that features 
a minimum value of a function) is discarded from the quadratic fitting. The restricted 
minimum of the quadratic approximation at a specific iteration is given by: 
 
( )
( )123
31
)1(
2min 22
2
EEE
EEk
+−
−
+
− u
x = x
α
, (4.7) 
where xi is the relevant of the three considered set of parameters and Ei is the 
corresponding error evaluated at xi, see Fig. 4.4. 
After locating the approximation of the restricted minima, the next steepest 
descent iteration is performed and the procedure repeats until the global minimum has 
been found, see Fig 4.3. 
It should be noted that the application of optimization routines to the real 
problems, e.g. identification of the material properties, is usually associated with some 
physical limits imposed on the sought parameters. The present algorithm is slightly 
modified in order to address the constraints on the actual material parameters (i.e. 
Young’s modulus, 0 < E ≤ Eundamaged and Poisson’s ratio, 0 ≤ ν ≤ 0.5). 
If some constraint is violated, the last calculated temporary set of the material 
parameters is replaced by an additional set evaluated on the constraint boundary and its 
corresponding error is computed. In this case, the expression for unequally spaced 
points is applied, see Fig. 4.5a, to calculate the restricted minimum: 
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 = x . (4.8) 
When the restricted minimum is evaluated close to the constraint boundary and 
certain conditions are fulfilled, such as the function or its part close to that boundary is 
decreasing convex or decreasing concave, then the minimum approximated by the 
algorithm can be located outside the allowable space (i.e. the constraints have been 
violated). In this case, the restricted minimum is considered to lie on that boundary, see 
Fig. 4.5b. 
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Fig. 4.5 Special alternatives of locating the restricted minimum 
4.3 Numerical validation 
To assess the overall functionality of the inverse method program and to evaluate 
its potential drawbacks and possible improvements, several numerical experiments with 
different level of complexity were performed. The experimental data in these numerical 
tests were replaced by data from the FE simulations and in some cases white noise was 
added to mimic the experimental conditions. 
Early numerical tests were conducted solving an isotropic FE model with a single 
soft inclusion, Fig. 4.6 and Tab. 4.1. Subsequently, the level of complexity was 
increased and an isotropic FE model with a double, concentric soft inclusion was used 
to generate the reference displacement fields, Fig. 4.7 and Tab. 4.2. It should be 
emphasised that only the raw FE displacement data (no added white noise) were 
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considered for these validations. In the inverse evaluation, the material parameters of 
the undamaged material were assumed to be known a priori, so that only the constitutive 
properties of the inclusions were sought. The Young’s modulus as well as the Poisson’s 
ratio in the inclusions was allowed to vary, with only restrictions in form of the physical 
constraints implemented in the optimization algorithm. The material parameters of the 
inclusions were determined accurately after convergence from the constitutive 
properties of the undamaged material, the case with a double, concentric inclusion, Tab. 
4.4, as well as from the various initial guesses of the material parameters, the case with 
a single inclusion, Tab. 4.3 and Fig. 4.8. 
Tab. 4.1 Description of the FE model with a single soft inclusion 
 
10 mm 
40 mm 
3 mm thickness 
50
 
m
m
 
Reference material 
parameters 
 
Eundamaged 54 GPa 
νundamaged 0.3 
 
Einclusion 10.8 GPa 
νinclusion 0.3 
 
Fig. 4.6 Description of the FE model with a single soft inclusion 
The models with a single inclusion were very useful when assessing the 
performance of the optimization algorithm. In particular, the possibility of visualising 
the displacement error surface for these models, Fig. 4.8, allowed for gaining more 
understanding on the behaviour of the optimization technique implemented. This 
surface was reconstructed by solving 4150 FE analyses for different combinations of the 
Poisson’s ratio and the Young’s modulus of the inclusion. 
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Many undesirable artefacts of the algorithm, such as its significant deceleration in 
the valleys of a function, violating the constraints during the search, insensitive 
evaluation of the gradients or the initial increments, were detected and dealt with, which 
resulted in the later improvements of the developed inverse approach. 
Tab. 4.2 Description of the FE model with a double, concentric soft inclusion 
 
40 mm 
10 mm 3 mm thickness 
50
 
m
m
 
in out 5 
m
m
 
Reference material 
parameters 
 
Eundamaged 54 GPa 
νundamaged 0.3 
 
Eouter  27 GPa 
νouter  0.4 
 
Einner  13.5 GPa 
νinner  0.5 
 
 
Fig. 4.7 Description of the FE model with a double, concentric soft inclusion 
It should be noted that the numerical validations on a single and double inclusion 
FE models were aimed at eliminating the problems and errors in the optimization 
routine and improving its stability, robustness, accuracy and speed, while the following 
ultimate validation of the inverse method was aimed at demonstrating the accuracy of 
the solution. 
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Fig. 4.8 Inverse method search procedure for the FE models with a single inclusion 
Tabs 4.3 and 4.4 Summary of the numerical tests with a single and double inclusion 
 SINGLE INCLUSION 
 
Initial guess various (Fig. 4.8) 
 
Displacement error <1E-10 
 
Error in Einclusion 0.001% to 0.004% 
Error in νinclusion 0.001% to 0.005% 
 
Number of iterations 84 to 337 
 
Time consumption 38 to 145 min 
 
Computing power Pentium4 CPU 
 2.8 GHz 
 1 GB RAM 
DOUBLE INCLUSION 
 
Initial guess undamaged mat. 
 
Displacement error <1E-7 
 
Error in Eouter <0.28% 
Error in νouter <0.02% 
 
Error in Einner <0.01% 
Error in νinner <0.03% 
 
Number of iterations 45 
 
Time consumption 83 min 
 
Computing power Pentium4 CPU 
 2.8 GHz 
 1 GB RAM 
 
The inverse program was ultimately validated on two numerical test cases which 
were designed to mimic the conditions and processes for the identification of the 
material properties from the real experiments. In the first numerical test for the ultimate 
validation, the reference displacement fields were computed solving an isotropic FE 
model with artificial impact damage, subjected to tensile load, see Fig. 4.9. Due to the 
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problem symmetry, only a quarter model was solved. The damage comprised of four 
concentric rings having various constitutive properties indicated by the Stop points in 
Fig. 4.10. The properties of the surrounding undamaged material are indicated by the 
Start point in Fig. 4.10. 
Only the constitutive properties of the artificial damage, Tab. 4.5, were sought as 
the undamaged material properties were assumed to be known a priori. The Young’s 
modulus and the Poisson’s ratio in the damage zones were only limited by the physical 
constraints. The material parameters of the damage were determined accurately after 
convergence from the constitutive properties of the undamaged material. 
Tab. 4.5 Description of the FE model with four concentric rings 
 
10 mm 
40 mm 
3 mm thickness 
4 
50
 
m
m
 
3 2 1 
Reference material 
parameters 
 
Eundamaged 54 GPa 
νundamaged 0.3 
 
E1  45.9 GPa 
ν1  0.4 
 
E2  29.7 GPa 
ν2  0.35 
 
E3  18.9 GPa 
ν3  0.3 
 
E4  13.5 GPa 
ν4  0.45 
 
 
Fig. 4.9 Description of the FE model with four concentric rings 
When the raw FE displacements (without white noise) were considered, the 
termination criterion in form of a displacement field error <10-9 was achieved after 74 
iterations, see Fig. 4.11; requiring 133 minutes using a Pentium 4 CPU, 2.8 GHz, 1 GB 
RAM. The convergence paths of the elastic constants are illustrated in Fig. 4.10. The 
errors of the determined material parameters are given in Tab. 4.6, and their time history 
shows a relatively steady convergence rate. 
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Fig. 4.10 Search procedure for the four concentric rings 
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Fig. 4.11 Error convergence for the four concentric rings 
To examine the effect of experimental noise on the stiffness determination, white 
noise was added to the reference displacement fields generated originally by an FE 
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simulation. Two different values of noise were investigated, for which the modified 
reference displacement fields showed a coefficient of variation (CV) of 5% and 10%. 
Such displacements were used as a reference solution for the quarter model validated 
earlier. The material properties evaluated for the FE simulation using the displacement 
field with CV=5% converged to the final values after 162 iterations. Having applied the 
method onto the FE simulation with a displacement field having CV=10%, the 
converged constitutive parameters were achieved after 203 iterations. The 
corresponding errors in material parameters for the two tested noise configurations are 
compared in Tab. 4.6. 
Tab. 4.6 Summary of the numerical validation on the simulated tensile test 
 FOUR CONCENTRIC RINGS 
 
 No noise Noise, CV=5% Noise, CV=10% 
 
Initial guess undamaged mat. undamaged mat. undamaged mat. 
 
Displacement error <1E-9 <9E-3 <3E-2 
 
Error in E1,2,3,4 <0.03% <1% 1% to 11% 
Error in ν1,2,3,4 <0.04% <1.5% 4% to 9% 
 
Number of iterations 74 162 203 
 
Time consumption 133 min 271 min 685 min 
 
Computing power Pentium4 CPU Pentium4 CPU Pentium4 CPU 
 2.8 GHz 2.8 GHz 2.8 GHz 
 1 GB RAM 1 GB RAM 1 GB RAM 
 
In order to have confidence in the constitutive parameters obtained by the inverse 
method applied to a compressive test, the second of the numerical test cases for the 
ultimate validation was considered. Solving a geometrically nonlinear analysis of an 
isotropic FE model of a buckled specimen, as illustrated by an example in Fig. 7.3, with 
an embedded soft inclusion having a 40% reduction in Young’s modulus and a 33% 
reduction in Poisson’s ratio the reference displacement fields were computed. Again, 
only the constitutive properties of the inclusion were allowed to vary as the undamaged 
material parameters were assumed to be known a priori. 
It is worth mentioning that the displacement fields during compression were not 
considered within the inclusion area but rather in the surrounding laminate. The reason 
was that, in real specimens, the local buckling of delaminated areas causes out-of-plane 
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displacements which are not representative of the homogenised inclusion used in an FE 
model. This issue is discussed in more detail in Chapter 7, Section 7.3. 
The convergence of the constitutive parameters in this numerical experiment was 
dictated by the maximum allowed displacement field error of <10-9. It should be 
stressed that the displacement data generated by the FE simulation did not contain any 
simulated noise. Starting from the FE model with undamaged material only, 
convergence was achieved after 8 iterations, which corresponds to approximately 12 
min using a Pentium 4 CPU, 2.8 GHz, 1 GB RAM. The material parameters were 
determined with an error of 0.006% for the Young’s modulus and 0.041% for the 
Poisson’s ratio. 
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CHAPTER  5 
Digital image correlation 
Digital Image Correlation (DIC), also known as Digital or Electronic Speckle 
Photography (DSP or ESP), is an extensively used full-field measurement technique in 
the domain of experimental mechanics. Since about 25 years ago, when it was 
introduced and started to be used in deformation measurements, e.g. Kahn-Jetter and 
Chu (1990), this technique has grown into one of the most versatile and widespread 
experimental techniques, having shown its suitability to deal with growing requirements 
of experimental full-field strain analysis. 
Certainly the word versatile can be elaborated on. DIC spans a wide range of 
measuring scales, starting from very small scales (scanning electron microscope (SEM), 
optical microscopy) going via moderate scales (coupon and component testing) to 
measurements of large structures (buildings, aircraft wings, etc.). DIC also spans many 
kinds of applications such as measurement of dynamic events, evaluation of material 
deformations, examination of biological materials, etc. 
This chapter aims to introduce DIC with intention of providing important 
information for potential users or people interested in the technique. First, a literature 
review describing various applications using DIC is presented. The basic principles and 
terminology of DIC are then described to make a reader familiar with the fundamentals 
of the technique as well as with technical terms used in optical measurements. Next, the 
critical assessment of the technique is presented in form of the DIC limitations and 
sources of error. Finally, the DIC optical system in the Department of Aeronautics at 
Imperial College London, which was used to obtain the full-field information within the 
scope of this work, is briefly introduced. 
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5.1 Studies and applications using DIC 
The extensive use of DIC in experimental mechanics can be clearly concluded 
from a large number of publications discussing all sorts of different studies and 
applications. These could essentially be classified in the following sections: 
Material testing 
The studies in this category involve, among other things, non-destructive testing, 
deformation analysis, fatigue analysis, strain analysis, fracture mechanics, welded 
seams, metal and composite characterisation, etc. 
Various types of materials can be tested by DIC. El Bartali, Aubin and Degallaix 
(2008) used DIC to study the low-cycle fatigue (LCF) damage micromechanisms in a 
stainless steel. An epoxy resin was tested in Littell et al (2007) using DIC with the aim 
to develop and characterise its material model. Hyperelastic characterisation of rubber 
sheets was performed in Hutchenson et al (2007) utilising the optical method based on 
DIC. Application of DIC to deformation measurement in textile was presented in 
Khennouf et al (2008). The use of DIC in composite material testing was discussed in 
Lopez-Anido et al (2004). Melin, Schön and Nyman (2002) applied DIC to impacted 
carbon/epoxy composite specimens subjected to fatigue testing. Impact damage was 
also studied in glass fibre reinforced composites, Zhang and Richardson (2005). 
Several studies have been undertaken in the Aeronautics Department of Imperial 
College London. Patel (2005) characterised the behaviour of aluminium alloy, steel, 
ductile rubber based material, aluminium honeycomb core and polymer based cores. 
Belieres (2007) evaluated and analysed the strain fields in impacted laminated 
composites under tensile and compressive loading. 
Recently, DIC has been used as a tool to generate input data for inverse methods 
applied to identification of the material parameters in complex testing configurations. A 
review of such identification procedures using DIC data was given in Hild and Roux 
(2006). 
Component testing 
The applications cover for instance strain analysis, thermal cycling, aircraft wing 
icing, buckling tests, FEA validation and quality inspections. 
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To mention a couple of examples; Revilock et al (2007) conducted ambient 
temperature hydrostatic tests on composite overwrapped pressure vessels (COPV) used 
on a Space Shuttle Orbiter. The aim of the study was to understand the development and 
distribution of fibre stresses in COPV components. A novel optical tool for aircraft 
inspection, called ShapeView, was presented in Fournier (2007) to replace or 
complement usual techniques. The system is based on DIC and is used to recover the 
shape and therefore detect the damage of aircraft panels over the area of a square meter. 
High-speed measurements 
The possible applications for these measurements are impact, crash testing, body 
armour, explosive impact, wind tunnel testing, dynamic material testing, etc. 
Underlying principles of full-field dynamic measurement using DIC were briefly 
reviewed in Schmidt, Tyson and Galanulis (2003a) where the DIC system was used to 
determine operational strains in ionic polymeric and dielectric elastomer artificial 
muscles. Specific examples using advanced 3D image correlation photogrammetry were 
covered in Schmidt, Tyson and Galanulis (2003b); the applications included, among 
other things, the road wheel tyre dynamometer testing, during which the strain evolution 
on a rotating tyre was studied. A brief overview of the variety of industrial application 
of high speed 3D DIC at Airbus was given in Burguete (2007), with a focus on the 
routine applications such as bird strike, tyre debris and other impacts, and specimen 
failure in high speed tests. 
Vibration measurements 
The studies include, for instance, engine vibrations, electronic components, 
airplane wing fluttering, audio speakers. Note that no literature survey was undertaken 
for this area. 
Biomechanics 
Potential applications cover muscle contraction, tendon/ligament analyses, 
bone/cartilage deformations, blood vessel investigations, soft tissues characterisation. 
Note that biomechanical applications are not discussed in this chapter but rather a 
separate chapter is devoted to these studies, see Chapter 10. 
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Advanced measurements 
The applications discussed in the categories above could be referred to as standard 
or conventional since the methods implemented there are well-established and 
commonly used. An enormous interest of researchers and scientists in the optical 
systems based on DIC, however, results in a constant improvement of the available 
methods and gives rise to the capability of advanced measurements using the DIC 
systems. 
One such measurement was proposed in Li, Sutton and Li (2007), where the 
deformation measurement of an aluminium specimen during heating was conducted 
using images obtained in SEM. An advanced method to cover a digital imaging niche of 
high-speed imaging systems was presented in Reu, Stofleth and Miller (2008), where 
the interlacing technique introduced for doubling (or tripling) the effective frame rate of 
high speed cameras was applied to capture the response of an explosively driven plate. 
Schmidt (2007) discussed various projects pushing the limits of 3D image correlation, 
such as icing evolution on an aircraft wing, to mention but one. 
Advances in DIC 
The demand for continual improvements in DIC software, hardware and 
techniques to make them more robust and accurate as well as to expand the range of 
feasible DIC applications is evident in the significant increase of publications 
concerning advances in DIC. 
An example is given in Ke et al (2007), where a quantitative stereo-imaging for 
accurate measurement of full-field, surface displacements and strains for objects in an 
underwater environment was introduced. A brief summary of developments in stereo 
imaging under water was presented with emphasis on the calibration process to account 
for the effect of different refraction index at the air-water interface. An interesting study 
discussing the quality assessment of speckle patterns was published in Lecompte et al 
(2006). The accuracy of the measured displacements was shown to be influenced by the 
combination of speckle and subset size chosen. 
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5.2 Basic principles and terminology of DIC 
DIC is an optical method that employs tracking and image registration techniques 
for accurate 2D and 3D measurements of coordinates, displacements and strains from 
the digital images. The ultimate principle of DIC is to match any point between two 
digital images of an object at different states of deformation. DIC combines principles 
of optics, imaging and metrology. 
The fundamental of DIC is that the deformation of an object is the same as the 
deformation of its digital image. These images are composed of a matrix of pixels and 
the size of the matrix depends on the camera resolution. Each pixel is then assigned a 
grey-value level corresponding to the intensity of light recorded at a relevant location on 
a CCD/CMOS chip. The correlation algorithms use these grey values as a specific 
feature to evaluate the shift and/or rotation and distortion of pixel groups of the digital 
image. Such groups of pixels are called facets, also known as subsets or correlation 
windows, and allow the algorithms to track the contours and deformations of an object. 
It should be stressed that the DIC technique is not a single pixel method, i.e. a single 
pixel is not a unique signature on the surface of an object, and therefore forming the 
collections of pixels (usually squares starting from 5×5 pixels, rectangles also possible) 
into facets is vital. The general procedure is then to gather information prior to the 
deformation of an object and compare this with the state of the object during and/or 
after its deformation, see Fig. 5.1. By this means the full-field, surface coordinates and 
displacements of an object can be measured. 
 
Fig. 5.1 Tracking the facet throughout deformation; http://www.correlatedsolutions.com/ 
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To obtain an appropriate field of grey values with unique correlation features, the 
object surface must have a non-repetitive, uniform, high contrast pattern. Random 
textures such as speckle patterns fulfil this constraint and are therefore suitable for the 
image correlation technique. These patterns either exist natively in the structure of an 
object or are usually achieved by means of spraying, powdering, marking, projecting, or 
alternatively using stickers, Fig. 5.2. The importance of a high quality pattern was 
discussed in Lecompte et al (2006) and it should be stressed that the inappropriate 
speckle pattern can considerably decrease accuracy (average deviation from the true 
value) and precision (variation in the measured values). 
 
Native pattern Spraying 
Marking Projecting 
 
Fig. 5.2 Various techniques for the application of speckle pattern 
The stochastic pattern is illuminated with non-coherent white light, the reflected 
portion of which is recorded by the photosensitive cells on the CCD/CMOS chip. Each 
individual cell represents a single pixel and assigns the equivalent grey values to them. 
The illumination should be uniform over the viewed area of an object. In practice, the 
ordinary thermal illumination sources such as halogen or fluorescent lights are used. 
Under circumstances when the temperature of lighting is an issue, i.e. the observed 
object is very sensitive to the temperature changes, special “cold” lights such as LED 
panels can be installed, Fig 5.3. The parametric study conducted in Bloodworth (2008) 
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demonstrated the importance of uniform lighting, where sufficient ambient light proved 
to result in the best accuracy and precision of the measured value. On the other hand, a 
spot light located close to the object resulted in inaccurate measurements with 
significant amount of noise. 
 
 
Fig 5.3 Backlight illumination with LED panels; http://www.volpi.ch/ 
The core element of the DIC technique is the correlation algorithm. It was 
mentioned previously that this algorithm evaluates the contours and deformations of an 
object from the recorded grey level patterns. The correlation algorithm provides a 
quantitative information of the similarity between the facet before and after 
deformation. It should be noted that the mathematical description of the advanced 
correlation algorithms, i.e. the algorithms used in the commercial DIC systems, are the 
state-of-the-art of the individual developers and represent a part of their know-how. For 
this reason, instead of searching for the up-to-date correlation formulae, the underlying 
principle of the correlation algorithms is explained in this chapter. 
For the simplicity, let’s consider a 2D correlation algorithm for a simple shift of 
two digital images. The example presents the 9×9 pixel digital image of the specimen 
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marked with a cross-like pattern, including a typical amount of noise, Fig. 5.4. Grey 
values are assigned to the image, so that white and black pixels have grey level 100 and 
0 respectively, Fig. 5.4. Now, we move the specimen by 1 pixel up and left, and record 
its position, Fig. 5.4. The two digital images represent the specimen prior to and after 
deformation (in this case prior to and after shifting) 
102 103 99 1 2 1 98 103 99
99 100 98 0 1 0 99 101 101
101 98 99 1 0 3 100 102 100
2 0 1 0 1 2 2 1 0
1 3 1 2 1 0 3 2 3
2 2 0 1 0 3 2 1 0
101 98 103 2 0 1 99 101 102
98 99 100 3 2 1 98 98 101
102 103 98 1 1 0 99 101 103
100 98 1 0 3 99 101 99 100
98 99 0 1 2 98 98 103 98
0 1 2 2 0 3 2 3 0
2 1 0 1 3 1 2 1 0
1 0 3 2 2 0 1 0 3
99 101 1 2 1 99 101 103 99
98 98 3 1 1 98 98 100 98
99 101 2 2 1 99 99 98 99
100 100 0 3 2 100 103 98 100
Reference image Reference image 
Image after motion Image after motion 
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Fig. 5.4 Digital images of the specimen marked with a cross-like pattern; adapted from 
Schreier, McNeill and Sutton (2007) 
Now, we define a 5×5 pixel facet in the reference image (before shifting) and try 
to locate this facet in the deformed image (after shifting), Fig. 5.5. For this purpose, a 
correlation algorithm is employed. The classic correlation function, Schreier, McNeill 
and Sutton (2007), is based on summing the squared differences of the pixel grey 
values: 
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where C is a correlation function, x and y are the pixel coordinates of the facet 
centre before deformation, u and v are the pixel displacements of the facet centre after 
deformation, Ib and Ia are the grey level intensity of a relevant pixel before and after 
deformation respectively, and i and j are the pixel coordinates of a relevant facet pixel 
with respect to the facet centre. 
The correlation function is now applied iteratively to check for possible facet 
matches at various locations and the displacement candidates resulting in its minimum 
are the final measured displacements for the corresponding facet, see Fig. 5.5. 
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Fig. 5.5 Principle of iteratively calculating the displacement vector of a facet; adapted 
from Schreier, McNeill and Sutton (2007) 
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In reality, however, non-integer pixel displacements must be considered to assure 
accurate and precise measurements. An example of such displacement is illustrated in 
Fig. 5.6, where we move the specimen by 0.5 pixel left. This figure clearly demonstrates 
the sub-pixel resolution of DIC. 
102 103 51 1 2 50 98 103 99
99 100 53 0 1 53 99 101 101
101 98 52 1 0 52 100 102 100
2 0 1 0 1 2 2 1 0
1 3 1 2 1 0 3 2 3
2 2 0 1 0 3 2 1 0
101 98 51 2 0 52 99 101 102
98 99 52 3 2 50 98 98 101
102 103 51 1 1 51 99 101 103
Match 
(u;v)=(-0.5;0) 
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Image after motion Image after motion 
 
Fig. 5.6 DIC evaluation of displacements with sub-pixel resolution; adapted from 
Schreier, McNeill and Sutton (2007) 
It should be noted, that the aspects of the correlation algorithm used in 
commercial systems are much more complex, involving issues such as facet rotation, 
facet distortion, facet matching refinement, lighting change, pattern contrast change, etc. 
As previously mentioned, the example above was solved using 2D correlation 
algorithm. 2D measurements are undertaken when mono-imaging (a single CCD or 
CMOS digital camera) is used and they are only applicable to planar specimens with no 
out-of-plane motion. When stereo-imaging (a pair of CCD or CMOS digital cameras 
calibrated with respect to each other) in combination with photogrammetric methods is 
implemented, 3D surface measurements are performed. To recover the 3D structure by 
means of two imaging sensors (CCD or CMOS cameras) is called stereo-triangulation. 
In order to use this technique, the sensors must be calibrated with respect to each other. 
The calibration is in fact a shape measurement process and the most commonly used 
technique for its implementation is Bundle Adjustment. The calibration algorithm 
provides the intrinsic parameters for the cameras and their respective orientation as well 
as extrinsic parameters for the object/camera orientation. 
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5.3 DIC limitations and error sources 
The benefits of the DIC technique have several times been mentioned throughout 
this chapter and DIC was presented to be a very universal and versatile tool for fast, 
economical, full-field measurements with high spatial resolution and excellent accuracy. 
Nevertheless, it should be noticed that there are some limitations and sources of error 
inherent in DIC. These topics are covered in this section and where possible, a practical 
advice on how to address them is given. 
When describing the limitations of DIC, it should be distinguished between the 
2D and 3D DIC configurations. Each configuration possesses certain advantages and 
disadvantages and the choice of appropriate solution is usually application and cost 
dependent. Comparing the two configurations, the limiting factors of 2D DIC are as 
follows: 
• Limited use at very low strains – unlike the DIC accuracy, which is comparable to 
the strain gauge measurements, the precision of the DIC systems is approximately a 
magnitude lower, with noise level of about 0.01%. For this reason, low strain 
measurements should be avoided as the effect of noise might be detrimental to the 
results. 
• A good quality speckle pattern required – the characteristic pattern on the surface 
of the measured object strongly affects the accuracy and precision of the results. A bad 
quality pattern reduces both the accuracy and precision of measurements or can, in the 
worst case scenario, cause the decorrelation of the technique resulting in loss of data. 
• No out-of-plane motion allowed – any, even very small, out-of-plane movement 
generates artificial strains which give rise to biased measurements. The explanation for 
the presence of these erroneous strains is graphically demonstrated in a theoretical 
example in Fig. 5.7, where the sensor fails to register the isotropic expansion of the 
object as this deformation was masked by the simultaneous out-of-plane motion of the 
object. 
• Planar object required – this requirement could, under some circumstances, be 
omitted. In general, however, the presence of only one imaging sensor results in lack of 
focus in certain areas on the object and the measured quantities are impaired by the 
errors of monocular vision (planar assumption). 
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• Careful alignment of the object and camera – despite having guaranteed the 
previous two conditions, the imaginary out-of-plane motion can occur, providing the 
sensor is not aligned perfectly with the measurement plane of the object. The 
consequences are identical to the previous two cases. 
In summary, the fundamental limitations of the 2D systems lie predominantly in 
the possible geometrical uncertainties in measurements during conventional testing. In 
practice, perfect alignment of the specimen is very difficult to achieve and some limited 
out-of-plane motion usually occurs due to the tolerances in the experimental setup. The 
artificial strains induced by this motion can significantly affect the correct, true results. 
OBJECT 
at reference state 
OBJECT 
after isotropic expansion 
and out-of-plane motion 
MONOCULAR VISION 
cannot determine the 
scale of objects 
Projection plane 
NOTE: moving an object to ½ of its original distance from 
the camera produces the same image as a 100% isotropic 
expansion of the object ⇒ result in sensor misinterpretation 
IMAGE 
of the object 
 
Fig. 5.7 Monocular vision and its substantial limitation; adapted from Schreier, McNeill 
and Sutton (2007) 
Most of the problems present for the 2D DIC systems can, however, be overcome 
by using a stereo-imaging, i.e. the 3D system. The 3D DIC configuration is, 
unfortunately, still associated with the following limitations: 
• Limited use at very low strains – analogous to the 2D DIC 
• A good quality speckle pattern required – analogous to the 2D DIC 
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• Occlusions might be a problem – all the characteristic features on the surface must 
be observed simultaneously with both sensors. The areas that fail to be observed by both 
cameras result in no measurement being available at these locations. The cases where 
the angle between the sensors must be greater or the measured object is of a complex 
shape have to be dealt with carefully. 
As mentioned previously, both the 2D and 3D systems have some pros and cons. 
In general, however, it could be said that although the calibration procedure must be 
performed for the 3D systems, the more practical setup and better confidence in results 
render them superior to the 2D configuration. Therefore, where the 3D system is 
available and the quantitative data is of interest, it is strongly recommended to use the 
advantageous features of 3D DIC. 
There are several sources of error associated with the DIC measurements. The 
majority of them can be avoided by following the recommendations of the system 
developer. In extreme cases, the initial knowledge about a particular application and/or 
the advanced expertise of users is necessary to eliminate the possible error origination. 
The errors in the DIC systems can be caused by various sources falling into the 
following categories: 
• Optics – the use of high quality optics is required to avoid the optical artefacts 
(distortions) and therefore to enable for quantitative measurements. The optical path 
should also be clear of any scratches on the lenses and dust on the photosensitive chip.  
• Electronics – inevitable errors are caused by the presence of noise in the 
CCD/CMOS chips. The recorded grey levels have a typical standard deviation of about 
1.6 for an 8-bit chip, Schreier, McNeill and Sutton (2007). 
• Calibration process – the important factor for the precise calibration is the use of 
an appropriate calibration target. The software usually requires the distance between 
two characteristic points on the target and utilise the value to define the scale of the 
measurement quantities.  
• Speckle pattern – a high contrast, stochastic speckle pattern is necessary to assure 
a good accuracy and precision of the measured data. The usual composition consists of 
matt white dots on matt black background (or vice versa) and the sharp grey level 
change in the interface between these two colours provides the best results. 
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• Lighting conditions – uniform lighting is a key aspect to avoid errors. The spot 
lights usually cause local overexposure resulting in inaccurate result or even local loss 
of data. When measuring an object with coarser surface, the decorrelation problem can 
occur. LED panel lights or tubular fluorescent lights are commonly used to achieve the 
sufficient accuracy and precision. 
• Measurement process – the main issue during the measurements is to retain the 
sensors in the respective positions while collecting data. Some difficulties can arise in 
environments with strong ambient vibrations or when conducting blast experiments. In 
tests with a large field of view the sensor might not be mounted on the mutual rigid 
support and their respective movement must be taken into account. 
• Data post-processing – the most critical and most common error source is 
associated with the correlation procedure itself. Unfortunately, the expertise and 
experience of the user play an indispensable role in setting the input parameters, such as 
facet size and facet overlap, for this procedure. To obtain the optimum between the 
spatial resolution, accuracy and precision, the speckle pattern should accommodate for a 
few (approx. 3-5) characteristic features within the facet and the facet overlap should be 
between 10% and 50%. The strains are calculated by a local differentiation, which 
causes the existing noise to be magnified. For the 3×3 facet differentiation window, the 
noise can be magnified by as much as an order of magnitude. Increasing the 
differentiation window results in noise reduction but can smooth the local strain 
gradients. The setting should be selected based on the desired application and 
phenomena of interest. 
5.4 Departmental DIC system 
Based on the recommendations in the above section combined with the equipment 
availability in the Aeronautics department at Imperial College, all the DIC 
measurements within the scope of this work were performed using the 3D DIC system. 
The commercial system ARAMIS 1.3 M developed by GOM mbH was used. 
This system is able to analyse, calculate and document material deformations and 
its main characterisation is given in Tab. 5.1. The system configuration consists of the 
following main hardware and software components: 
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• Cameras – 4 cameras equipped with a selection of Schneider-Kreuznach lenses 
with focal length of 12, 35 or 50 mm are available to cover wide range of applications 
and measuring volumes. 
• Tripod – 2 lightweight aluminium tripods for a secure and steady position of the 
cameras are available. 
• Trigger box – controls image recording and serves as a power supply for the 
cameras. Without trigger box, the maximum frame rate of the cameras is limited and the 
analog signals of the test machine cannot be associated with the recorded image. 
• High-performance PC – the amount of data processed by the PC is relatively large 
and thus memory and disk space requirements are high. 
• ARAMIS software – the software operates on Linux platform and fully operates 
the DIC system as well as provides the evaluation of recorded data. 
Tab. 5.1 Main characterisation of the DIC system in the Aeronautics department; GOM 
mbH (2005) 
 
System type GOM ARAMIS 1.3 M 
Measuring volume 10×8×8 mm3 (50 mm lenses with distance 
ring) to 1.7×1.4×1.4 m3 (12 mm lenses) 
 
Camera resolution 1280×1024 pixels (1.3 Mpixels) 
 
Camera chip 2/3 inch, CCD technology 
 
Max. frame rate 12 Hz 
 
Intermediate image storage RAM memory of the evaluating PC 
 
Shutter time 0.1 ms up to 2 s, computer controlled, 
asynchronously triggerable 
 
Strain range 0.05% up to >100% 
 
Strain accuracy up to 0.02% 
 
Measuring quantity 3D coordinates, 3D displacements, 
surface strains calculated 
 
The system is highly mobile and portable as illustrated in Fig. 5.8. Apart from 
standard accessories such as high-precision aluminium calibration targets, some unique 
equipment is also available within the setup of the departmental DIC system. Special 
accessories such as small volume calibration target supplied by Trillion Quality 
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Systems, in-house perspex setup panel for aligning two pairs of cameras for 
compression tests and a high-precision airbrush manufactured by Badger Air-brush CO 
allow for measuring data with very high accuracy and precision even where advanced 
and challenging applications are to be addressed. Good quality data is an important 
prerequisite for the successful application of the developed inverse method, i.e. the 
correct identification of the material parameter. 
DIC SYSTEM CONFIGURATION 
Aeronautics Department 
 
4 CAMERAs 
2 TRIPODs 
2 LCD SCREENs 
2 PCs 
TRIGGER BOX 
ARAMIS software 
 
Fig. 5.8 Main hardware and software components of the departmental DIC system; 
adapted from http://www.gom.com/ 
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CHAPTER  6 
Experiments 
This chapter gives a detailed overview of the experimental testing performed to 
characterise the local stiffness variations in impact damaged composite laminates. The 
description of applying the developed inverse method to the measurements obtained 
from these tests is provided in Chapter 7 and the finally predicted stiffness reductions 
and distributions are presented and discussed in Chapter 8. 
Specifically the in-plane stiffness variation was of interest in this work and 
therefore tensile and compressive tests on impacted specimens were performed. It 
should be mentioned that the number of specimens tested was not sufficient for 
providing a complete statistical study, however the available experimental results seem 
to follow the general trends previously reported in the literature, Sjögren, Krasnikovs 
and Varna (2001). 
In addition, thorough information of each individual specimen since its 
manufacturing up to its failure was gathered. This database might be of a particular 
interest for modellers to validate their simulations and most of this valuable information 
is revealed in this chapter. 
6.1 Specimens 
To study the stiffness of damage zones, 2.14 mm (16 ply) and 4.28 mm (32 ply) 
laminates were manufactured from Hexcel AS4/8552 carbon/epoxy prepreg with a 
cured ply thickness of approximately 0.133 mm. The layup of these quasi-isotropic 
laminates was [(0/±45/90)s/(90/ 45/0)s]n, where n = 1 or 2. This layup is not symmetric 
but does not cause any coupling effects, which may be verified by a standard laminate 
analysis program. The current layup was specifically selected to obtain quasi-isotropic 
behaviour and an equal modulus in both membrane and bending loading. In contrast, 
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symmetric layups always result in somewhat orthotropic bending properties, where the 
bending and membrane moduli are slightly different. Following the recommendations of 
the manufacturer, the panels were cured at 180°C and 0.69 MPa (100 psi) for 2 h in a 
certified water-cooled autoclave. The nominal ply properties were taken from the 
material data sheet provided by Hexcel and the values are given in Tab. 6.1. The 
homogenised undamaged laminate properties were calculated using LAP software and 
the results are presented in Tab. 6.2. 
Tab. 6.1 Nominal ply properties for AS4/8552; provided by Hexcel 
 Quantity  Value 
 
Longitudinal tensile modulus, E1t 141 GPa 
Transverse tensile modulus, E2t 8.9 GPa 
Longitudinal compressive modulus, E1c 123 GPa 
Transverse compressive modulus, E2c 10.3 GPa 
In-plane shear modulus, G12 4.73 GPa 
Poisson’s ratio, ν12  0.3 
 
Longitudinal tensile strength, σ1ut 2103 MPa 
Transverse tensile strength, σ2ut 60.5 MPa 
Longitudinal compressive strength, σ1uc 1568 MPa 
Transverse compressive strength, σ2uc 351 MPa 
In-plane shear strength, τ12u 119 MPa 
 
Longitudinal tensile failure strain, ε1ut 1.49% 
Transverse tensile failure strain, ε2ut 0.68% 
Longitudinal compressive failure strain, ε1uc 1.27% 
Transverse compressive failure strain, ε2uc 3.41% 
In-plane shear failure strain, γ12u 2.52% 
 
Tab. 6.2 Homogenised laminate properties for AS4/8552 and [(0/±45/90)s/(90/ 45/0)s]n 
 Quantity  Value 
 
Longitudinal tensile modulus, Ex,t 53.8 GPa 
Transverse tensile modulus, Ey,t 53.8 GPa 
Longitudinal compressive modulus, Ex,c 48.3 GPa 
Transverse compressive modulus, Ey,c 48.3 GPa 
In-plane shear modulus in tension, Gxy,t 20.5 GPa 
In-plane shear modulus in compression, Gxy,c 18.4 GPa 
Poisson’s ratio, νxy=νyx 0.31 
 
The tensile specimens were cut into the dimensions of 200 × 80 mm, in order to 
fit into the clamping device of the test machine. For compression, the specimens were 
initially cut into the dimension 150 × 100 mm to fit into the modified compressive 
Boeing anti-buckling rig. This size was further reduced to 148 × 100 mm by grinding 
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the loading edges of these specimens to assure their parallelism and thus a uniform far 
field load state. 
Each specimen was carefully examined for possible defects due to manufacturing, 
and neither visual nor ultrasonic (C-scan) inspection indicated any defects present in the 
laminates. The dimensions of each specimen were measured using 9 uniformly 
distributed locations for the thickness and 3 for the width. 
6.2 Impacts 
The specimens were impacted by a 3.3 kg impactor with a hardened 
hemispherical steel tup of radius 6.35 mm, using the mechanical drop tower, Fig. 6.1. 
Dropping the impactor from heights between 0.08 and 0.62 m resulted in impact 
velocities of 1.2–3.5 m/s. Rubber covered toggle clamps were used during the impact to 
clamp the specimen at the corners of a 75 × 125 mm window in a supporting 25 mm 
thick steel plate, see Fig. 6.2. Although the resulting boundary conditions are repeatable 
and convenient, they are not very well defined (approximately simply supported). This 
was deemed acceptable as no modelling of the impact event was intended. 
 
Fig. 6.1 Impact test setup in the mechanical drop tower 
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Rubber covered 
toggle clamps 
Specimen 
Supporting steel plate 
with 75 x 125 mm opening 
 
Fig. 6.2 Boeing impact fixture 
Tab. 6.3 Test matrix including specimen description and actions 
 Thickness Specimen Energy Tension Compression Ultrasound Deplying Sectioning 
 1st  2nd Andscan C-scan Longit.  Trans. 
 
 2 mm C-1 5 J   • • •    
 2 mm C-2 10 J   • • •    
 2 mm C-3 5 J   • • •    
 2 mm C-4 5 J    • •  • • 
 2 mm C-5 2.5 J 7 J  • • •    
 2 mm C-6 2.5 J 7 J   • •  • • 
 
 2 mm T-1 5 J  •   •    
 2 mm T-2 5 J  •   •    
 2 mm T-3 2.5 J 7 J •   •    
 2 mm T-4 2.5 J 7 J   • • •   
 2 mm T-5 5 J    • • • 
 
 4 mm C-1 10 J   • • •    
 4 mm C-2 20 J   • • •    
 4 mm C-3 10 J   • • •    
 4 mm C-4 10 J    • •  • • 
 4 mm C-5 5 J 14 J  • • •    
 4 mm C-6 5 J 14 J   • •  • • 
 
 4 mm T-1 10 J  •   •    
 4 mm T-2 10 J  •   •    
 4 mm T-3 5 J 14 J •   •    
 4 mm T-4 5 J 14 J   • • •   
 4 mm T-5 10 J    • • •   
 
The thin specimens were impacted at energies 2.5, 5 and 10 J and the thick 
specimens at energies 5, 10 and 20 J, see Tab. 6.3. After each impact the specimens 
were inspected by an Andscan ultrasonic scanning device. Since no delaminations were 
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detected at the lowest energies, these specimens were subsequently impacted at 7 J for 
the thin specimens and 14 J for the thick specimens. All the energies applied resulted in 
barely visible impact damage (BVID). 
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Fig. 6.3 Load and deflection versus time for a 2 mm laminate 
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Fig. 6.4 Load and deflection versus time for a 4 mm laminate 
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Load and displacement histories were measured and recorded on a four channel 
Nicolet Technologies Sigma 30 digital memory oscilloscope at a sampling rate of 100k 
samples/s per channel. The load was measured by a PCB Piezotronics 208A35 
piezoelectric load sensor and the deflection of the lower specimen surface by an MEL 
M7L/20 laser displacement sensor. 
The response history of a 2 mm specimen impacted at 7 J is illustrated in Fig. 6.3. 
The sudden load drop from 2.5 kN at 2.2 ms indicates delamination onset. The 4 mm 
laminate exhibited a similar behaviour, although the load oscillations after delamination 
onset were more violent as demonstrated in Fig. 6.4 showing the response history of a 4 
mm specimen impacted at 20 J. 
For the current tests it is relevant to plot load versus deflection, as the large mass 
impactor to plate mass causes an essentially quasi-static response, i.e. load and 
deflection are in phase, Davies and Olsson (2004). The deflection work can be obtained 
by numerical integration of the load-deflection curve. The load and work versus 
deflection of a 2 mm specimen impacted at 7 J is shown in Fig. 6.5 and the response for 
a 4 mm specimen impacted at 20 J is illustrated in Fig. 6.6. The response for 2 mm 
specimens impacted at 10 J is not shown, as it was associated with incorrect deflection 
measurements due to extensive back face splitting. 
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Fig. 6.5 Load versus deflection for a 2 mm laminate 
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Fig. 6.6 Load versus deflection for a 4 mm laminate 
The onset of delamination and fibre fracture has been identified by means of 
discussion with Dr. Robin Olsson, based on his extensive previous experience on 
impact, e.g. Davies and Olsson (2004). Delamination onset is identified by a sudden 
load drop and subsequent load oscillations at a slightly increasing load caused by 
increasing membrane effects, while fibre fracture is identified by the change to a 
constant or gradually decreasing load. Comparison with the load-deflection plots for the 
lowest impact energies (2.5 and 5 J), confirms that the response was essentially elastic 
prior to delamination onset at about 3 J for the 2 mm specimens and 6 J for the 4 mm 
specimens. Significant fibre fracture appears to initiate at about 5 J in the 2 mm 
specimens and at 13 J in the 4 mm specimens. 
6.3 Fractography 
An impact damage typically contains matrix cracks, delaminations and fibre 
fracture, Davies and Olsson (2004), as previously illustrated in Chapter 2 by Fig. 2.6. 
Fractography was used to determine the distribution of the latter damage types, as they 
have the largest influence on the stiffness of the laminate. 
The extent of delaminations was examined with the ultrasonic C-scanning system 
MIDAS. The available version of this system did not allow time-of-flight measurement 
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(i.e. delamination depth). For this reason additional studies of the depth of individual 
delaminations were conducted using the semi-automatic portable ultrasonic system 
Andscan, see Fig. 6.7. 
 
Fig. 6.7 Semi-automatic portable ultrasonic system Andscan 
The distribution of fibre fracture in the individual plies was found by burning off 
the matrix to allow separation of the plies followed by deplying and mapping the 
individual cracks through fibres. The burning process was carried out by cutting 80 × 80 
mm pieces of the laminate and placing them vertically in a furnace at +490 °C for 3.5 h 
for the 2 mm specimens and 4h for the 4 mm specimens. The temperature and times 
were selected from an initial thermogravimetric analysis (TGA) and trials, see Gamelin 
(2007), with the aim to allow separation of plies while avoiding a complete separation 
of the fibres within the ply. After burning off the matrix the plies were reinforced by 
adhesive tape at the edges and separated with a scalpel. 
A summary of the fractographic findings is given in Fig. 6.8. From this figure it 
may be concluded that the damages consist of an approximately circular zone with 
delaminations extending over a larger region and significant fibre fracture concentrated 
to a small central region. It can be noticed that the various degree of fibre fracture in 
this central region is mainly concentrated within a diameter of less than half of the 
delaminated area. Fibre damage is virtually absent in the 4 mm laminate impacted at 10 
J. Note that due to a lack of specimens, the distribution of fibre fracture was neither 
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evaluated for the thin specimen impacted at 10 J nor for the thick specimen impacted at 
20 J. 
 
2 mm 
4 mm 10 J 
2 mm 
14 J4 mm 20 J 
2 mm 
4 mm 
? 
? 
7 J5 J 10 J 
∅ 36 mm ∅ 32 mm 
∅ 14 mm ∅ 18 mm ∅ 24 mm 
∅ 26 mm 
 
Fig. 6.8 Fractographic findings (delaminations – coloured area, fibre fracture – black 
lines, “?” = unknown fibre damage) 
A quantitative summary of the fibre failure variation throughout the thickness of 
the specimens is illustrated in Fig. 6.9, in which the total crack length in each ply is 
given. Note that for the 2 mm specimens the amount of fibre fracture increases towards 
the bottom side (unimpacted side) of the laminate, whereas for the 4 mm specimens the 
fibre failure through the thickness is more uniform. 
In addition, more fractographic information is available in Gamelin (2007); e.g. 
the findings resulting from sectioning of the specimens, followed by digital microscopy, 
see Fig. 6.10. 
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Fig. 6.9 Fibre fracture distribution through the thickness of 2 mm and 4 mm specimens 
 
Fig. 6.10 Example of a specimen section observed by digital microscopy (4 mm, 14 J) 
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6.4 Speckling 
Prior to the actual testing, a high contrast speckle pattern was applied onto the 
impacted side of each tensile specimen and both sides of each compressive specimen in 
order for the DIC system to recognise and analyse surface displacements. A uniform 
layer of matt, black paint was sprayed onto the surfaces and this layer was then speckled 
with matt, white spray paint. Based on the measurement area, optical resolution of the 
CCD cameras and chosen facet size the applied average pattern density was 
approximately 4 speckles/mm2, which corresponds to about 5 speckles per 15 × 15 pixel 
facet. 
6.5 Tensile loading 
Tensile testing of impacted quasi-isotropic laminates is presented in this section. 
In tension, 6 specimens were tested, of which two 2 mm specimens impacted with 5 J, 
one 2 mm specimen impacted with 7 J, two 4 mm specimens impacted with 10 J and 
one 4 mm specimens impacted with 14 J, see Tab. 6.3. A typical specimen for post-
impact tensile loading is schematically illustrated in Fig. 6.11. All specimens were 
tested in an electromechanical, screw driven 200 kN ZWICK 1448 test machine with 
mechanical clamping of the specimens, Fig. 6.12. During the test full-field displacement 
measurements were performed at certain load levels using the non-contact optical DIC 
system ARAMIS 1.3 M supplied by GOM mbH. 
 
10
0 
m
m
20
0 
m
m
80 mm
x
y
Field of DIC
measurement
10
0 
m
m
20
0 
m
m
 
Fig. 6.11 Typical specimen for post-impact tensile loading 
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Fig. 6.12 Experimental setup for tensile loading 
The specimens were tested in tension under displacement control, at rate of 2 
mm/min, and were run until complete failure or to the maximum permissible load of the 
test machine. To avoid slippage of the specimen in the mechanical clamps a 600-grit 
silicon-carbide sandpaper was placed over the specimen ends. Displacement and load 
signals from the ZWICK machine were recorded using Imperial College Data 
Acquisition software on a regular PC. The ZWICK displacement signal was also fed into 
the trigger box of the DIC system for the purpose of correlation of the DIC data with the 
test machine output. To check measuring equipment and load symmetry, a low 
calibration strain was applied prior to each test. After inspection, the specimen was 
unloaded and, after possible adjustments, the main test was carried out while applying 
monotonously increasing strain. 
All the specimens tested in tension failed in the cross-sectional area over the 
impact damage, which demonstrates a clear effect of impact damage on the local 
stiffness distribution in the tested plates. The failure mode was predominantly related to 
the fibre fracture as observed from the strain distribution obtained by the ARAMIS 
system. As expected, the delaminations and matrix cracking do not play a significant 
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role when evaluating a tensile stiffness reduction of impacted samples. Applied strains 
were evaluated as the average over the width sections 30 mm above and below the 
centre of the specimen and load levels at failure for the different testing configurations 
are given in Tab. 6.4. Note that the 4 mm plates impacted at 10 J did not fail as the load 
limit of the test machine had been reached before. 
Tab. 6.4 Load and strain values at failure under tensile loading 
 
   Specimen  Applied strain Load 
                at failure                        at failure 
 
2 mm, T-1, 5 J  1.25%  105.4 kN 
2 mm, T-2, 5 J  1.37%  116.1 kN 
2 mm, T-3, 7 J  0.85%   72.6 kN 
 
4 mm, T-1, 10 J  1.17%*  200.5 kN* 
4 mm, T-2, 10 J  1.18%*  200.5 kN* 
4 mm, T-3, 14 J  0.93%  161.2 kN 
 
* Did not fail – machine loading capacity reached 
 
DIC measurements 
Despite the alternative of using a single CCD camera for DIC measurements 
during the tensile tests, two CCD cameras of resolution 1280 × 1024 pixels were used in 
order to capture a possible rotation and/or out-of-plane movement due to clamping 
inaccuracies. It is known that these parasitic effects can significantly affect the 
measurements and the stereo camera configuration was used to minimise possible 
measurement errors. The cameras observed the front (impacted) face of the specimen. 
The alternative of using two sets of cameras (watching front and back face 
simultaneously) was investigated on a trial impacted specimen and found unnecessary. 
The cameras were equipped with lenses having the focal length of 35 mm. The actual 
measuring area for our experimental setup was 95 × 76 mm. Having the observable area 
of the specimens 80 × 100 mm, the camera setup was rotated into a vertical position in 
order to fully utilise the resolution of the cameras. A pair of 8 W fluorescent tube lamps 
was used to illuminate the speckle pattern on the specimen uniformly. Simple 
measuring mode with trigger box was used to record images at rate of 1 image/sec. An 
additional analog signal in form of voltage was acquired from the test machine, 
describing the displacement states in the individual deformation stages. 
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Square facets of 15 × 15 pixels were used to calculate the resulting displacements. 
In the current experimental set-up the corresponding facet dimensions were 1.1 × 1.1 
mm. The displacement of each facet is calculated as the average over the facet and the 
results are presented at the facet centre. Thus, the full-field data for each image are, in 
our case, demonstrated as a matrix of 85 × 68 data points. The primary measurement 
quantity of the DIC system is displacement and therefore displacement fields are 
directly used in the inverse method proposed in this paper. Strain calculation is 
performed by a built-in algorithm in the ARAMIS software. An example of a measured 
strain field in our experiments is given in Fig. 6.13. The strain at the facet centre is 
computed using differentiation of the displacements over the surrounding 3 × 3 facets in 
order to capture local strain variations. Hence, the strain fields are generally of much 
lower accuracy. After evaluating the different load stages, the stages with no applied 
displacement were used for noise evaluation study. 
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Fig. 6.13 Example of measured strain field in loading direction (2 mm, 7 J, ε0=0.4%)  
A comparison of the normalised strain distributions over the specimen cross-
section indicated in Fig. 6.13 at selected applied strain levels is illustrated in Fig. 6.14 
for the 2 mm laminates and in Fig. 6.15 for the 4 mm laminates. In these figures the 
highest strain for each impact energy corresponds to the last measurement prior to 
failure and the intermediate strains correspond to the last measurements prior to any 
change in the strain distribution, i.e. onset of inelastic behaviour. The very limited fibre 
fracture in the 4 mm laminates impacted at 10 J is reflected in a very small strain 
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concentration factor in Fig. 6.15. The low strain concentration for the 2 mm specimen 
impacted at 5 J disagrees with the extensive fibre fracture observed in Figs 6.8 and 6.9. 
It is likely that this discrepancy can be explained by differences between the fibre 
damage of the specimen used for fractography and for strain measurements, as Fig. 6.5 
indicates that 5 J is close to the threshold energy for fibre fracture in the 2 mm 
specimens. 
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Fig. 6.14 Normalised strain distributions in 2 mm specimens 
It is worth noting that, even within the linear elastic range, the strain concentration 
factor for a 2 mm specimen impacted with 7 J appeared to be substantially higher than 
the factor of 3 occurring in plates with a hole. Although this phenomenon is not fully 
understood, the possibility of such behaviour was already observed in an in-house 
numerical study of a soft inclusion with a non-uniform stiffness distribution, see 
Chapter 3. A relatively high strain concentration factor was also observed in the 4 mm 
specimen impacted with 14 J. The fact that the strain concentration factor does not 
remain constant while loading the specimens is a clear evidence of an inelastic state, to 
which the material transforms at certain applied strain. 
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Fig. 6.15 Normalised strain distributions in 4 mm specimens 
6.6 Compressive loading 
Full field optical displacement measurements were also performed during uniaxial 
compressive loading of the impacted specimens. These compression tests were 
performed in a modified Boeing anti-buckling rig, see Fig. 6.16. Using an 
electromechanical, screw-driven 200 kN ZWICK 1448 machine eight specimens were 
loaded, of which four 2 mm specimens impacted at 5 J (2 specimens), 7 J and 10 J, and 
four 4 mm specimens impacted at 10 J (2 specimens), 14 J and 20J, see Tab. 6.3. A 
typical specimen for post-impact compressive loading is schematically illustrated in Fig. 
6.17. 3D full-field displacement maps were determined at certain load levels on both 
surfaces of the specimens using the optical DIC system ARAMIS 1.3 M supplied by 
GOM mbH. 
The ZWICK machine was run in displacement control at a rate of 1 mm/min until 
failure and the displacement and load signals were recorded. Furthermore, in order to 
correlate this data with the DIC results, the load signal was also connected to the trigger 
box of the DIC system. 
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Fig. 6.16 Experimental setup for compressive loading 
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Fig. 6.17 Typical specimen for post-impact compressive loading 
The specimens were loaded in a static fashion up to failure. Two failed 
prematurely by edge brooming due to non-uniform loading over the loading edge of the 
specimen. Both were discarded from the study. The failure mode of the remaining 
specimens was considered correct. Apart from the 2 mm specimen impacted at 5 J, all 
the remaining specimens failed across the damage region, which indicates an effect of 
the impact damage on their compressive failure. The failure mode was dominated by 
delamination buckling in association with the presence of post-impact deflections (i.e. 
residual indentation after impact). Since the aim was to determine homogenised in-
plane stiffness, applied strains were evaluated in the mid-plane, i.e. as the applied 
membrane strains. Failure values for the applied membrane strains and associated 
compressive load levels are given in Tab. 6.5. Note that the failure load levels for 2 mm 
and 4 mm specimens are affected by different amount of global buckling. 
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Tab. 6.5 Load and strain values at failure under compressive loading 
 
   Specimen  Applied strain Load 
                at failure                        at failure 
 
2 mm, C-1, 5 J    N/A*      N/A* 
2 mm, C-3, 5 J –0.57%  –39.4 kN 
2 mm, C-5, 7 J –0.65%  –43.1 kN 
2 mm, C-2, 10 J –0.64%  –42.7 kN 
 
4 mm, C-1, 10 J –0.56% –105.9 kN 
4 mm, C-3, 10 J    N/A*      N/A* 
4 mm, C-5, 14 J –0.58% –103.3 kN 
4 mm, C-2, 20 J –0.51% –89.5 kN 
 
* Failed prematurely – edge brooming 
 
DIC measurements 
Despite using an anti-buckling rig, the specimens were expected to buckle under 
compressive load. Hence a stereo configuration of CCD cameras, with optical resolution 
of 1280 × 1024 pixels, was used to capture the resulting out-of-plane deformation. Two 
pairs of cameras were used simultaneously to map the displacements and deformations 
on both sides of the specimen. This setup allowed us to extract membrane and bending 
strains at any given time during loading and to observe local (delamination) buckling 
development on both sides. 
An in-house setup procedure was implemented to centre, align and set the correct 
position of the two sets of cameras. This procedure involved using a thin perspex setup 
specimen designed by the author. The identical characteristic features on the specimen 
were observed simultaneously by both sets of cameras which allowed us to adjust the 
two pairs of cameras appropriately (i.e. symmetrically to the plane of the specimen) as 
illustrated in Fig. 6.18. Note that the camera bases were rotated into a vertical position 
to completely utilise the given resolution of the cameras. This setup allowed full-field 
measurements with a common coordinate system within an area of 95 × 76 mm on both 
sides of the specimen. Synchronisation of the two pairs of cameras was guaranteed by 
running the DIC acquisition in a master-slave mode. Two pairs of 8 W fluorescent tube 
lamps were used for uniform illumination of the specimen. The frame rate of the 
cameras was set to 1 Hz. 
3D displacements were calculated using 15 × 15 pixel square facets with a 2 pixel 
overlap. In our setup this corresponded to the facet dimensions of 1.1 × 1.1 mm. The 
centre of each facet represents a displacement point and each full-field matrix obtained 
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with our configuration consisted of 97 × 77 data points. It should be stressed that the 
direct measurement quantity of the DIC is displacements; hence these were used in the 
proposed inverse method. The resolution in raw displacements, calculated as a standard 
deviation of the displacement map before deformation, was 0.77 µm. Strain evaluation 
is implemented in the ARAMIS software as a built-in algorithm which differentiates 
displacements over the surrounding 3 × 3 facets in order to calculate the strains at the 
facet centres. The strain resolution of the raw data, computed as a standard deviation of 
the strain map before deformation, was 0.023 %. 
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Fig. 6.18 In-house calibration procedure for two sets of cameras 
Operations with DIC data 
Full-field measurements were acquired on both sides of the specimens. Measuring 
the full-field quantities on both surfaces of the tested specimens allowed us not only to 
separate membrane and flexural strains but also to accurately track the local buckling 
development on each surface. To allow for the separation of membrane and bending 
features as well as extracting other information, DIC data was transformed to a global 
coordinate system, see Fig. 6.19. Note that, for convenience, we chose this coordinate 
system to be identical to the local coordinate system of the front side. Mid-plane 
deflections and membrane strains were obtained by averaging the values on the two 
surfaces, while the bending strains were obtained by halving the difference between the 
surface strains. An example of separating the in-plane and bending strains is given in 
Fig. 6.20. The data within the delaminated area is not representative of the mid-plane 
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membrane strains as delamination buckling prevents us from evaluating any values in 
the mid-plane. Some more full-field operations resulted in the additional DIC outcomes 
which are described in the following section. 
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Fig. 6.19 DIC data transformation (out-of-plane displacement shown) 
 
Non-representative data 
(%) (%) 
(%) (%) 
 
Fig. 6.20 Membrane and flexural strains (4 mm, 14 J, ε0=0.5%) 
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Additional full-field information 
One of the critical factors in compression, especially when examining buckling 
behaviour, is knowledge of the post-impact deformations (i.e. dent depth, specimen 
flatness, etc.) before loading. The DIC technique offers a surface mapping possibility 
and therefore a possibility to calculate the flatness imperfection of the impacted 
specimen. Such imperfections are demonstrated in Fig. 6.21. These full-field 
imperfection maps can be input directly into an FE buckling analysis to ensure correct 
modelling of buckling. 
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Fig. 6.21 Post-impact deflection for 2 mm and 4 mm specimens 
Full-field data can also offer the potential for capturing the delamination opening. 
The difference between the deflections measured on the front and back side and its 
appropriate interpretation can reveal the locations of delamination opening and 
subsequently the delamination growth. The resulting maps are shown in Fig. 6.22. For 
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clarity, the scale of these maps was chosen between 0 mm, with black area for no 
opening, and 0.02 mm, with gold areas for delaminations opened. For the thin and 
severely damaged specimens (2 mm at 7 J and 10 J) a combination of ply splitting and 
very small differences between front and back face deflections sometimes resulted in 
spurious negative delamination openings, i.e. penetration. These results occurred at 
higher applied strains and have been excluded from Fig. 6.22. The incorrect 
measurements are illustrated by the position of the back face (dashed) in some parts of 
the cross sections for 7 J and 10 J of Fig. 6.25. 
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Fig. 6.22 Delamination openings for 2 mm and 4 mm specimens 
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More common experimental outcome, such as the out-of-plane displacement 
versus applied load or in-plane strain versus applied load, can also easily be obtained. 
These characteristics can be evaluated at any location on both sides of the specimen. 
The out-of-plane displacements in the centre of delaminated region versus applied load 
for all the tested specimens are presented in Fig. 6.23. The sudden decrease in centre 
deflection amplitude for the 2 mm specimen at about 30 kN is a result of buckling mode 
switch from one to two half waves, which is illustrated by the cross-sections in Fig. 
6.25. The location of the node line for the second mode results in very small centre 
deflections. 
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Fig. 6.23 Out-of-plane displacement in the damage centre versus applied load (blue – 
front face, red – back face) 
Observed buckling patterns 
The failure of thin compressively loaded panels is driven by buckling. As opposed 
to tension, where the strain concentration is inherent predominantly due to fibre 
fracture, it was found in compression that local delamination buckling is the main cause 
for the strain distributions in the impact damage zone; although the region with fibre 
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failure contributes to an additional local strain increase. In impacted composite 
laminates, several types of buckling occur during loading, as shown in Fig. 6.24. 
Depending on the geometry and post-impact deformations of the specimen, the severity 
of the impact damage and the boundary conditions during the test, these buckling types 
may happen either individually or interact with each other. It is important to understand 
how they interact (e.g. how the local delamination buckling affects the global response 
of the specimen, etc.) in order to understand how the damage affects the local stiffness 
of the impacted specimen. 
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Fig. 6.24 Global and local buckling of post-impacted panels loaded in compression 
A comparison of buckling patterns within the observation area indicated in Fig. 
6.24 at some applied membrane strain levels is given for 2 mm specimens in Fig. 6.25 
and for 4 mm specimens in Fig. 6.26. Note, that the full-field maps indicate the out-of-
plane displacement on the impacted as well as back side of the specimen, while the 
associated graphs depict a longitudinal cross-section through the centre of impact 
damage. For the 2 mm specimens, there is a change in the buckling mode from one to 
two buckles, observed around 0.3% of applied membrane strain. The buckling patterns 
at this strain level are therefore shown. The bottom displacement maps are shown at 
strain levels just before failure. 
The local delamination buckling influences the global buckling shape of the 
specimens as clearly demonstrated by buckling patterns in Figs 6.25 and 6.26, 
particularly for 2 mm specimens. The specimen impacted at 5 J initially buckles in a 
mode with a symmetric half wave, whereas an antisymmetry initially is visible for the 
specimen impacted at 7 J. This is thought to be due to the larger delamination area and 
thus more extensive local buckling in the latter. Other factors contributing to this are 
thought to be an asymmetry of impact damage as well as loading asymmetry. The 
former is increasingly important for increasing damage area. 
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Fig. 6.25 Comparison of buckling patterns for 2 mm specimen (cross-section taken along 
vertical dashed line) 
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Fig. 6.26 Comparison of buckling patterns for 4 mm specimen (cross-section taken along 
vertical dashed line) 
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At the damage location, a strain concentration occurs; primarily due to local 
buckling. The effect of impact damages caused by different energies is demonstrated in 
Fig. 6.27, which compares the concentration of strain in the loading direction on the 
impacted as well as back side, observed at 0.3% of applied membrane strain. It is noted 
that tensile strains occur on the edges of local buckles while compressive strains are 
located in the damage centre. This influence of flexural strains on the front and back 
faces can be understood by comparing with Figs 6.25 and 6.26, where the front face 
buckles inwards in a single bulge, while the back face buckles outwards in one or two 
bulges. Thus, the buckling of the front face adds compressive flexural strains in the 
centre and tensile in the outer region of the bulge. Similarly the back face buckling adds 
tensile strains at the centre of each of the one or two bulges. 
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Fig. 6.27 Strain concentrations for 2 mm and 4 mm specimens 
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CHAPTER  7 
Stiffness evaluation procedure 
7.1 General procedure 
To be able to apply the developed inverse method to the experimental data 
measured by the DIC system ARAMIS, several tasks must have been performed in order 
to prepare the inputs in a required format. In addition, the FE models for iterative 
updating were designed. The procedure undertaken can be listed in the following steps: 
• A simple ARAMIS macro was used to export the full-field information into the 
text files. 
• A FORTRAN routine was then applied to these files and the data was corrected for 
a missing point and formatted into a matrix form. 
• A MATLAB routine was used to scan through and process all the load stages and 
subsequently separate the stages with no load applied (used for noise evaluation) and 
the stages with deformation. The applied (far field) strain for the latter was evaluated 
and the stages corresponding to selected applied strains were chosen as the input data 
for the inverse method. 
• Having selected and processed the stages for the evaluation by the inverse 
method, the FE models were built considering the dimensions of the measurement 
window, the spatial resolution of the full-field data and the scale of the governing 
feature of the damage region (fibre failure in tension, delaminations in compression). 
The detailed description of the FE models is presented in the following sections: Section 
7.2 describes the FE model for tension and Section 7.3 describes the FE model for 
compression. 
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• The essential information for the FE models, i.e. displacement boundary 
conditions, was provided using another MATLAB routine which interpolates the full-
field data from the DIC grid to the topology of the FE mesh. This routine also extracts 
the in-plane reference displacements from the relevant areas of the full-field maps and 
exports them to the text files used by the inverse method. 
• Several parameters, e.g. virgin material properties, number of sections for 
stiffness evaluation, starting material properties for these sections, etc., were then fed 
into the inverse method program and the actual evaluation process was performed. 
7.2 FE model for tension 
The tensile FE model employed in the inverse procedure was developed 
considering the available input data from the DIC measurements, see Fig. 7.1. Thus, a 
70 × 70 mm linear elastic model was designed in ABAQUS, using linear, planar shell 
elements S4R and S3. The FE model geometry was designed assuming that the impact 
damage in quasi-isotropic laminates is axisymmetric as supported by destructive 
fractography, C-scan characterisation of the damage and the strain fields measured with 
DIC. 
As no detrimental artefacts, such as local delamination opening, were present in 
the tensile tests, the in-plane displacements from within the damage zones were used in 
the inverse analysis. For this reason, the damage regions could be split into several 
sections, which allowed us not only to determine the stiffness reduction but also to 
describe the spatial stiffness variation in the damage zones. 
Based on the size of the fibre fracture region, Fig. 6.8, and the plots of measured 
strain concentrations in the damage region, Figs 6.14 and 6.15, a damage zone of 
diameter 14 mm was modelled and discretised with three concentric rings of width in 
the radial direction inversely proportional to the strain gradients in different locations 
over the damage, i.e. the larger the strain gradient, the narrower the ring in the radial 
direction, see Fig. 7.2. The FE model consisted of isotropic linear elastic material and 
the different material parameters, i.e. Young’s modulus and Poisson’s ratio, could be 
assigned to each of the three concentric rings. 
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The DIC displacements were interpolated from its native grid to the FE mesh in 
order to provide the identical topology for the reference and updated displacement 
fields. To sustain the accuracy for the interpolated DIC data, the topology of the FE 
mesh was generated sufficiently fine as illustrated in Fig 7.2. Furthermore, an additional 
command was inserted into the ABAQUS input file to export the updated displacement 
fields and store them in the ABAQUS data file for a direct and automatic access by the 
inverse program. 
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Fig. 7.1 Example of the DIC data features considered for the FE model design 
To accurately mimic the loading conditions of the experiments, the displacement 
boundary conditions imposed on the perimeter of the FE model, Fig. 7.2, were 
interpolated from the DIC data. In general both loads and displacements must be 
specified on the boundaries in order to determine material stiffness. In the present case, 
however, where only the ratio between damaged and undamaged properties was 
required, it is sufficient to specify displacements on the boundaries. 
It is worth mentioning that although the present FE model was developed having 
an axisymmetric damage modelled with concentric rings, the method is in no way 
limited to cases with axisymmetric damage. In fact, a damage of any shape can be dealt 
with as demonstrated in Chapter 9, where the capability of the inverse method is 
addressed using the FE model with a 5 × 5 grid geometry of the damage zone. This 
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model is employed for the tensile stiffness identification from a set of data obtained by a 
numerical experiment. Indeed, the geometrical strategy of describing the stiffness 
distribution is governed by the design of the FE model, or more precisely by the 
discretisation and modelling of the damage region. 
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Fig. 7.2 FE model for tensile stiffness evaluation 
7.3 FE model for compression 
Developing the FE model for compressive loading was associated with more 
complex processing of the DIC data. Since the FE model used in the stiffness evaluation 
process consisted of shell elements, the experimental reference displacements and 
boundary conditions had to be obtained for the mid-plane of the specimen. Hence, the 
full-field surface displacements were averaged from the front and back face readings 
and the resulting values at the mid-plane of the specimen at certain load levels were 
used as an input for the FE model as well as the inverse software. Note that the size of 
the measurement area was 70 × 90 mm as previously illustrated in Fig. 6.19. 
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The compressive FE model used in the inverse procedure was a 70 × 90 mm 3D 
deformable model with linear, planar shell elements, using isotropic linear elastic 
material. The analysis was run in a geometrically nonlinear mode due to the relatively 
large displacements resulting from global buckling. Similarly to the tensile FE model, 
the impact damage was modelled axisymmetric. 
Local delamination buckling during compressive loading prevents us from using 
the displacement readings in the delaminated areas. These readings represent the 
behaviour of the surface ply or a surface sublaminate but are incorrect when describing 
the homogenised mid-plane deformations of the specimen. The displacements in the 
delaminated regions were therefore excluded from the analyses in compression. Instead, 
the displacements over the undamaged material were used to determine the stiffness in 
the damage area. It should be noted that this work is aimed at determining the in-plane 
material properties only and thus the membrane displacements were used as reference 
data to be matched by the FE prediction. 
A disadvantage of using the displacements from outside the delaminated area is 
that the spatial stiffness distribution within the damage zone can no longer be described 
since more sections within that area would result in non-uniqueness of the solution. 
Hence, it only allowed us to determine the apparent stiffness reduction in the damage 
zone. The term “apparent” stands for the fact that the determined stiffness reduction in 
compression not only is related to the material degradation as such but also is affected 
by the local buckling of the delaminated area. 
The size of the inclusion embedded in the modelled specimens was based on the 
envelope of the individual delaminated areas. As supported by ultrasonic scanning, Fig. 
6.8, the impact damages in our quasi-isotropic specimens were fairly circular and thus 
the inclusions had circular geometries with an outer diameter of 14 mm (5 J), 18 mm (7 
J) and 24 mm (10 J) for the 2 mm models and 26 mm (10 J), 32 mm (14 J) and 36 mm 
(20 J) for the 4 mm models, see Fig. 7.3. The Young’s modulus and the Poisson’s ratio 
were assigned separately for the inclusion and the undamaged region. 
While it is easy to separate membrane strains from bending strains, this operation 
is not as straight forward when dealing with displacement data. For this reason, it was 
decided to impose the measured bending as well as membrane displacements onto the 
mid-plane of the FE model, as illustrated in Fig. 7.3. Note that the out-of-plane 
displacements are not applied in the delaminated region as the displacement readings 
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resulting from local buckling are not representative of the specimen mid-plane 
deformation. The boundary conditions of the FE model then consisted of the full-field 
out-of-plane displacements, representing the buckling behaviour of the specimen, and 
the in-plane displacements imposed on the perimeter of the FE model, simulating the 
membrane loading conditions in a particular buckled state. In this way, the only 
parameter influencing the in-plane displacement fields was the membrane stiffness of 
the delaminated region, which allowed us to examine the effect of the damage on the 
apparent stiffness reduction within the delaminated region. It should be mentioned that 
the full-field out-of-plane displacements applied to the FE model generates support 
forces which are not present in the actual specimen. 
 
In-plane and 
 out-of-plane BCs 
Out-of-plane BCs only 
∅ 14 – 36 mm 
 
Fig. 7.3 FE model for compressive stiffness evaluation 
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CHAPTER  8 
Results 
8.1 Tensile stiffness distribution 
In this section, the inverse method was applied to the experimental data obtained 
for 2 mm and 4 mm impacted laminates subjected to tensile loading. Low and high 
energy levels were used to impact each laminate; 5 J and 7 J for the 2 mm specimens 
and 10 J and 14 J for the 4 mm specimens, and the spatial stiffness variation for all these 
configurations was evaluated at various loading stages up to failure. 
Applying the FE model updating approach with the developed inverse method, the 
material properties were predicted in three discrete concentric sections. As the lay-up of 
the specimens is quasi-isotropic, the constitutive parameters sought within each section 
were limited to the in-plane Young’s modulus and Poisson’s ratio for a homogeneous 
isotropic material. Both properties are determined as relative values with respect to the 
undamaged material and Figs 8.1 and 8.2 illustrate the results in a normalised form, 
evaluated on the upper boundary of the elastic range. 
The predicted Young’s modulus and Poisson’s ratio generally decrease gradually 
towards the centre of the damage zone, Figs 8.1 and 8.2. The only exception is a small 
increase in Poisson’s ratio in one location of the 2 mm laminate impacted at 5 J. The 
degraded properties are confined to a fairly small central region of the damage zone. A 
comparison with the fractographic studies, Fig. 6.8, reveals that the reduction in tensile 
modulus is closely related to fibre fracture. As expected, only small reduction in tensile 
stiffness is observed in the outer parts of the damage zone, which only contain 
delaminations. More extensive fibre fracture, resulting from a higher impact energy, is 
generally reflected in a lower stiffness and a higher strain concentration. The reduction 
in elastic Young’s modulus reached more than 80% for the 2 mm laminate impacted at 
7 J, while the reduction only was about 50% in the 4 mm laminate impacted at 14 J. The 
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current results are qualitatively supported by previous results from tests with coupons 
cut from impacted laminates Sjögren, Krasnikovs and Varna (2001). 
2 mm, 5 J                                           2 mm, 7 J
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
-40 -30 -20 -10 0 10 20 30 40
Width Section (mm)
R
el
at
iv
e 
M
at
er
ia
l P
ar
am
et
er
s
Young's Modulus
Poisson's Ratio
 
Fig. 8.1 Predicted spatial stiffness variation in 2 mm specimens 
The slight increase in Poisson’s ratio for the outer part of the damage zone in the 2 
mm laminate impacted at 5 J is probably a result of the lower accuracy in the 
predictions of this property noted in the numerical validation. However, the fact that 
continuous materials undergoing inelastic deformation (yielding) generally have an 
increased Poisson’s ratio and that more extensive damage with local cracking results in 
a partial or complete decoupling of strains (ν=0) could possibly give some support for a 
higher Poisson’s ratio in regions immediately surrounding more severely damaged 
material. 
As mentioned previously the local stiffness variation of impacted specimens was 
examined at different load stages, i.e. at different applied strains. The inverse method 
was applied to a sequence of applied strains ranging from 0.1% up to the failure with 
the increment of 0.1%. Note that 4 mm specimens did not fail due to the reached load 
capacity of the testing machine and the sequence of applied stains for their stiffness 
identification was limited to the maximum achieved strain before safety stop of the 
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machine. The reconstruction of spatially distributed, strain dependent material 
parameters is given in Figs 8.3 and 8.4 for the 2 mm specimens and Figs 8.5 and 8.6 for 
the 4 mm specimens. 
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Fig. 8.2 Predicted spatial stiffness variation in 4 mm specimens 
The results obtained for a sequence of applied strains (i.e. the strain dependent 
material parameters) support as well as further elaborate on the observations obtained 
from Figs 8.1 and 8.2. Note that the Young’s modulus for the 4 mm specimen impacted 
at 10 J (the specimen with no fibre fracture) is virtually constant with only a small 
reduction towards the damage centre, Fig. 8.5. Similar behaviour is observed for the 2 
mm specimen impacted at 5 J, Fig. 8.3, where the Young’s modulus is virtually constant 
up to the applied strains of approximately 1% but decreases rapidly at higher applied 
strains. The decrease is believed to be linked to the growth initiation of the present, light 
fibre fracture. 
The values of the Poisson’s ratio are more scattered due to the higher sensitivity 
of this quantity to the experimental noise. Nevertheless, some general trends can be 
observed from Figs 8.4 and 8.6. The specimens impacted at lower energy feature the 
Poisson’s ratio concentrated around the undamaged value. Note the decreasing 
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Poisson’s ratio for the 2 mm and 5 J configuration, compared to the slightly increasing 
values for the 4 mm and 10 J configuration. The specimens impacted at higher energy 
exhibit lower values of the Poisson’s ratio. 
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Fig. 8.3 Strain dependent Young’s modulus of damage region in 2 mm specimens loaded 
in tension 
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Fig. 8.4 Strain dependent Poisson’s ratio of damage region in 2 mm specimens loaded in 
tension 
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Fig. 8.5 Strain dependent Young’s modulus of damage region in 4 mm specimens loaded 
in tension 
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Fig. 8.6 Strain dependent Poisson’s ratio of damage region in 4 mm specimens loaded in 
tension 
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The resulting stress-strain curves are demonstrated in Figs 8.7 and 8.8. Note that 
for their construction, local strains and stresses in the loading direction, evaluated at 
different applied strains ε0, were averaged in each section. Using the three concentric 
sections within the damage zones gives a discretised description of the true material 
stiffness variation in the damaged regions. 
For a particular thickness/energy configuration, all shown in Figs. 8.7 and 8.8, the 
true material nonlinearity for each section exhibits different rates of softening with 
increasing applied strain. The material behaviour in the outer section (large ring) is very 
similar (especially for low energy impacts) to the behaviour of the undamaged material. 
As we proceed towards the damage centre, where fibre fracture is much more 
pronounced, the stiffness decreases rapidly. The exception is the 4 mm specimen 
impacted at 10 J, where the stiffness reduction is very small due to the absence of fibre 
failure. Furthermore, its stress-strain curve remains linear up to failure. 
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Fig. 8.7 True material nonlinear behaviour for 2 mm specimens in tension 
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Fig. 8.8 True material nonlinear behaviour for 4 mm specimens in tension 
8.2 Compressive stiffness reduction 
Here, the inverse method was applied to displacement fields resulting from 
compressive tests which were performed on 2 mm specimens impacted at 5 J, 7 J and 10 
J and 4 mm specimens impacted at 10 J, 14 J and 20 J. The apparent stiffness reduction 
in the damage region of these specimens was examined at various loading stages up to 
failure. 
Having applied the inverse method to the results obtained at a certain applied 
membrane strain, a set of apparent material parameters, i.e. the apparent Young’s 
modulus and the apparent Poisson’s ratio, was determined in the inclusion region. 
Having run the method in the same fashion for different applied membrane strains 
ranging from 0.05% up to failure with an increment of 0.05%, the nonlinear strain 
dependency of the apparent constitutive parameters was evaluated. The results from the 
compressive tests on the 2 mm specimens are illustrated in Figs 8.9 and 8.10 and the 4 
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mm specimens are shown in Figs 8.11 and 8.12. It should be stressed that these 
apparent, nonlinear material curves were produced running a sequence of ABAQUS 
analyses with linear elastic material models. 
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Fig. 8.9 Strain dependent Young’s modulus of damage region in 2 mm specimens loaded 
in compression 
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Fig. 8.10 Strain dependent Poisson’s ratio of damage region in 2 mm specimens loaded 
in compression 
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Fig. 8.11 Strain dependent Young’s modulus of damage region in 4 mm specimens 
loaded in compression 
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Fig. 8.12 Strain dependent Poisson’s ratio of damage region in 4 mm specimens loaded 
in compression 
The apparent material parameters were used to reconstruct the apparent stress-
strain curves of the inclusions as illustrated in Figs 8.13 and 8.14. It should be noted that 
despite using the antibuckling jig, global buckling appears to a certain extent during 
loading, which is particularly noticeable in 2 mm specimens, Fig. 6.25. Note that the 
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stress-strain curves for these specimens are plotted only up to the point at which the 
excessive global buckling renders the data meaningless. 
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Fig. 8.13 Apparent nonlinear behaviour for 2 mm specimens in compression 
Virtually no local buckling is present in the 2 mm specimen impacted at 5 J, Fig. 
6.25. The predicted stiffness for this specimen is very close to the undamaged material 
(up to a change in the buckling mode), see Figs 8.9, 8.10 and 8.13, which seems to 
confirm that the effect of delaminations is the dominant factor when evaluating the post-
impact compressive stiffness. Relatively small local buckling is present in the 4 mm 
specimen impacted at 10 J, Fig. 6.26. Since fractography revealed no fibre failure for 
this specimen/energy configuration, the apparent stiffness reduction is influenced 
merely by a moderate delamination buckling. This is illustrated by Figs 8.11, 8.12 and 
8.14, in which the corresponding stiffness is only slightly lower than for the undamaged 
material. The stiffness of the 4 mm specimen impacted at 14 J is initially very similar to 
the undamaged material, indicating a small influence of fibre fracture, but decreases 
after onset of local buckling at approximately 0.2% strain, see Figs 8.11 and 8.14. The 
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nonlinear material curves for the 2 mm specimen impacted at 10 J and the 4 mm 
specimen impacted at 20 J show much larger stiffness reduction, which is due to more 
pronounced local buckling combined with extensive fibre fracture, see Figs 8.13 and 
8.14. All curves demonstrate a clear effect of local buckling on the apparent stiffness in 
the delaminated area. 
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Fig. 8.14 Apparent nonlinear behaviour for 4 mm specimens in compression 
The Poisson’s effect is not entirely unambiguous, although a clear dependence on 
local buckling can be observed for the 4 mm specimens. It should be noted that the 
estimation of Poisson’s ratio is not very accurate, particularly at low strains where the 
evaluation is strongly affected by experimental noise. A significant effect of the 
pronounced delamination buckling at high strains is noted. It appears that severe 
damage is associated with an increase in the apparent Poisson’s ratio in compression, 
Fig. 8.12, but the causes of this effect are not fully clear. It is believed, however, that 
fibre failure might have a certain effect on the Poisson’s ratio even in compression. 
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8.3 Method performance 
Time consumption 
A primary requirement upon the method has so far been its robustness and 
accuracy. As a result, the time factor has not yet been considered to any significant 
degree. The performance of the current version of the method can, in terms of time, be 
described from tens of minutes for simple problems up to several hours when solving 
complex analyses, using a Pentium 4 CPU, 2.8 GHz, 1 GB RAM. After the RAM 
memory has been upgraded to 3 GB, the solution time decreased by the factor of 
approximately 2.5. In general, the duration of the updating process is affected by a 
number of factors, of which the number of material parameters to be determined, the 
complexity of the FE model and the optimization technique used are the most crucial. 
Additional time savings can be achieved by introducing a suitable regularization 
approach, i.e. adding certain assumptions for the evaluation process into the inverse 
method. 
Accuracy 
The numerical validation demonstrated the capability of the method to converge 
to a unique, accurate solution, when considering the displacement fields without noise 
contribution. When using the reference displacement field with added white noise, the 
constitutive parameters were determined with a certain error. The coefficient of 
variation (CV) in the actual experiments was, however, much lower than the values of 
5% and 10% used for the numerical test case. In the current experiments a typical CV 
associated to the displacement field measured by the DIC was less than 1% while the 
corresponding CV associated to the strain field was an order of magnitude higher. Thus, 
the error in predicted properties should not exceed a few percent provided that the 
assumed damage model is capable of representing the spatial stiffness distribution. This 
important prerequisite becomes obvious when modelling the axisymmetric damage with 
square sections (a grid approach), refer to Chapter 9. 
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CHAPTER  9 
Advanced issues 
The present chapter is aimed at exploring some advanced issues associated with 
potential practical application of the developed method. The following issues were 
considered here: 
• the stiffness evaluation of damage sites with arbitrary location 
• the stiffness evaluation of damage in orthotropic laminates 
The chapter does not examine any actual experimental data but rather aims to 
provide an insight into these issues by performing a set of numerical studies. The 
primary focus of this chapter is to demonstrate the prospects and potential of the method 
as well as to discuss some drawbacks and limitations of the developed approach. 
9.1 Multiple damage sites with arbitrary location 
Although, the present inverse method has hitherto been used only in the 
examination of test specimens in the laboratory conditions, it could eventually be 
applied in maintenance, where the presence of damage is often unknown. The ultimate 
goal in the practical applications is therefore not only to determine the mechanical 
properties in the damage region but also to locate the damage site(s). Although the latter 
could of course be investigated by ultrasonic equipment such as, for example, portable 
Andscan, the procedure is relatively time consuming. To offer an alternative solution, 
which would cover both the damage location and the damage evaluation, the semi-
automatic tracking approach has been developed. 
To develop the approach and to examine its capabilities, a 200 × 100 × 3 mm 
linear elastic model was designed in ABAQUS, using linear, planar shell elements and 
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isotropic material model. Two axisymmetric damages were embedded in the FE model, 
see Fig. 9.1 and Tab. 9.1, to simulate the moderate and severe impact damage, both 
having arbitrary location and arbitrary stiffness variation. The model was subjected to 
the uniform far field tensile strain of 0.3% as illustrated in Fig. 9.1 and the results 
generated running this FE analysis represented the basic reference data for the inverse 
method. 
Before we started developing the tracking approach, the method was, for 
curiosity, applied to the generated reference data, having used an identical FE model 
(with two damages) for the stiffness investigation. The material parameters were sought 
in three rings for the severe damage and two rings for the moderate damage as 
illustrated in Fig. 9.1. It should be stressed that all these parameters were evaluated in a 
single stiffness evaluation. Having used the reference displacement with no simulated 
noise, the material parameters of both the damages were determined with excellent 
accuracy after convergence from the constitutive properties of the undamaged material. 
Tab. 9.1 Description of the FE model with two simulated impact damages 
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Fig. 9.1 Description of the FE model with two simulated impact damages 
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Tracking approach 
For the development of the tracking approach it was assumed that the geometry, 
undamaged material parameters and strain distribution on the surface of a potentially 
damaged structure are either known or can be measured with sufficient accuracy. 
Provided this data is available, the stiffness distribution in arbitrarily located damage 
regions can be evaluated. 
The strategy was based on the following two steps; the first step for detecting the 
potential damage sites and isolating them into individual damages and the second step 
for separately locating the centre of each damage and one by one evaluating their 
stiffness distribution using the previously established approach for the damages with 
known location. The tracking procedure was coded in MATLAB and the current version 
uses strains as a reference quantity for detecting the damages and calculating their 
position. Strains were chosen on purpose, so that the user can visually check and follow 
the full-field inputs for the tracking approach as well as the outputs obtained by the 
routine as illustrated in Fig. 9.2. Note that unlike in strain fields, where the damage is 
clearly visible by forming local strain concentrations, the presence of damage gives rise 
to only small perturbations in the displacement fields and thus the visualisation 
capability using displacements would not be sufficient. 
The detection of the potential damage sites was based on the difference between 
the full-field strain maps of the FE model with embedded damages, Fig. 9.1, and the 
full-field strain maps of the undamaged FE model, see Fig. 9.2. The expression for 
calculating the strain error is similar to the cost function employed in the inverse 
method and is given by: 
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where ∆εi is the local strain error, εx,iexp and εy,iexp are the local strain components 
experimentally measured on the actual, potentially damaged structure (in our case the 
FE model with embedded damages), εx,iFE and εy,iFE are the numerically predicted, local 
strain components for i-th element of the undamaged FE model, and εx,avgFE and εy,avgFE 
are given by: 
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 εx,FE (undamaged FE) ∆εx (error map) εx,exp (actual structure) 
εy,FE (undamaged FE) εy,exp (actual structure) ∆εy (error map) 
∆ε (total error map) 
 
Fig. 9.2 Strain field comparison and corresponding strain error 
The resulting error map is presented in Fig. 9.2 and the damages were visibly 
detected in form of areas with high error values. Note that shear strains were not 
considered in Eq. 9.1 due to their low magnitude, which results in low strain-to-noise 
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ratio. The approximate damage locations were then quantitatively estimated from this 
map by the user, in order to isolate each damage from the others in the circular domain 
with the estimated coordinates of a damage centre and the appropriate diameter. The 
diameter was chosen with the aim of covering only the region with the local error 
increase belonging to a particular damage. This condition was important for the accurate 
localisation of the damage centre and the diameter was for our numerical example set to 
70 mm as illustrated by Fig. 9.3. 
 
Severe damage Moderate damage 
 
Fig. 9.3 The region considered for the calculation of the damage centre 
The actual coordinates of the damage centre were calculated for each damage 
using the corresponding selected region of interest, Fig. 9.3, where the data points 
entering the calculation were limited to those with the local strain error not lower than 
75% of its maximum value in that region. The coordinates were then evaluated as the 
average of the coordinates for these data points. Having used the simulated 
experimental strains without noise, the final coordinates were calculated precisely. The 
presence of the simulated white noise results in a certain parasitic off-set in the 
evaluated coordinates. A parametric study was conducted to assess the magnitude 
(mean of absolute distance) of this off-set for different amounts of simulated noise (CV 
ranging from 2% up to 20%, see Fig. 9.4) and the findings are presented in Fig. 9.5. 
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 εx,exp (CV=0%) 
εx,exp (CV=10%) 
εx,exp (CV=5%) 
εx,exp (CV=20%) 
 
Fig. 9.4 Examples of strain in the x direction with various amounts of simulated noise 
Since the experimental noise was simulated using the MATLAB generator of 
pseudo-random numbers, each point on the graph in Fig. 9.5 represents the mean and 
standard deviation of ten off-sets resulting from ten evaluations of damage positions. 
The parasitic off-set (mean of absolute distance) in the calculated damage position is 
clearly dependent on the amount of noise associated with the measurements (typically 
between 5 and 10%) and the magnitude of the strain concentration corresponding to the 
stiffness reduction in each damage zone. It can be noticed that the location of the 
moderate damage is less accurate due to the less favourable strain concentration to noise 
ratio for this damage. 
Having found the centre coordinates of the detected damages, the approach 
established in the previous stages of this work, developed for the structures with 
damage of a known location, was used. The following two alternatives for the stiffness 
evaluation were applied; the first alternative using the previously employed concentric 
ring approach and the second alternative using a newly developed grid approach. 
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Fig. 9.5 Off-set in the calculated coordinates determined for different magnitude of 
simulated noise 
Concentric ring approach 
A 80 × 80 mm 3D deformable linear elastic model was designed in ABAQUS, 
using linear, planar shell elements and isotropic material properties. The damage region 
was modelled with 6 concentric rings, the diameters of which ranged from 5 to 30 mm, 
and was placed in the centre of the FE model, as illustrated in Fig. 9.6. The boundary 
conditions were applied along the perimeter of the FE model, using the displacement 
values interpolated from the experimentally measured displacement fields (in our case 
from the FE model with embedded damages) and considering the centre of the FE 
model with concentric rings to coincide with the centre of a particular damage detected 
by the tracking algorithm, see Fig. 9.7. 
Recall that from the experimentally measured data (in our case FE model with 
embedded damages) the damage centres were evaluated with a certain parasitic off-set, 
Fig. 9.5. Thus, the parametric studies were performed to address the errors in the 
identified material parameters resulting from the incorrect coordinates of the evaluated 
damage centres (i.e. position off-set). The realistic position off-sets were chosen based 
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on the previous parametric study, the results of which were shown in Fig. 9.5; the 
values of 0 (no off-set – exact position), 1, 2, 3 and 5 mm were considered. 
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Fig. 9.6 FE model with 6 concentric rings for stiffness evaluation 
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Fig. 9.7 Full-field measurement areas used for obtaining boundary conditions and 
reference displacements 
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The resulting average errors in the material parameters determined for the 
considered off-sets are given in Fig. 9.8. The parameters of the moderate damage were 
identified with a very good accuracy even for the large off-sets. The accuracy of the 
material parameters in the region of severe damage was reasonable for smaller off-sets. 
It should be stressed that unlike the case for the moderate damage, the diameters of the 
concentric rings do not coincide with the diameters of the sections in the embedded 
severe damage, see Fig. 9.1 and Tab. 9.1. Although the quantitative evaluation of the 
average error in the material parameters indicates relatively large values, the qualitative, 
spatial description of the relative material parameters demonstrates a very good 
accuracy of the stiffness distribution in the damage region. The spatial distribution of 
the relative material parameters is given in Fig. 9.9 for the severe damage and in Fig. 
9.10 for the moderate damage.  
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Fig. 9.8 Error in the material parameters versus parasitic off-set in calculated damage 
position 
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Fig. 9.9 Predicted spatial stiffness variation of the severe damage 
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Fig. 9.10 Predicted spatial stiffness variation of the moderate damage 
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Figs 9.9 and 9.10 show an increasing underestimation of the stiffness reduction 
with the increasing position off-set. The material parameters for the damage position 
with no off-set were predicted in an excellent agreement with the benchmark 
configuration. The predictions remain of a very good accuracy up to off-sets of 
approximately 2 mm. Considering that the maximum off-sets in our numerical 
experiment, determined for the typical noise levels (below 10%) are smaller than 1.5 
mm, the concentric ring approach seems to have a potential for the stiffness evaluations 
in the quasi-isotropic material configurations. 
It should be noted that the presence of experimental noise not only has an effect 
on the evaluation of the damage centres but also affects the actual stiffness 
identification of the damage regions. To address this issue, the material parameters were 
also determined using the reference displacement field with a 5% of added white noise. 
Due to time restriction, only the cases with no off-set were considered and the results 
are illustrated in Fig. 9.11. 
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Fig. 9.11 Predicted spatial stiffness variation for no off-set and reference displacements 
with added noise 
Whereas the Young’s moduli were predicted with a good accuracy, the Poisson’s 
ratios exhibit less accurate predictions, especially in the case of moderate damage. It 
should, however, be stressed that the 5% noise added to the reference displacements is a 
conservative simulation and the actual value is quite much lower (below 1%) in the real 
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measurements. The predictions in Fig. 9.11 seem to further confirm the promising 
capabilities of the current approach. 
Grid approach 
To be able to extend the current capabilities offered by the concentric ring 
approach and to eliminate the negative effect of the position off-set on accuracy, the 
trial grid approach was developed to identify the local stiffness variations not only in 
isotropic but also in orthotropic as well as anisotropic materials. This approach is not 
limited by assuming the shape of the damage region and the only requirement for an 
accurate description of the damage shape as well as its stiffness distribution is the 
sufficient spatial resolution of the grid embedded in the FE model. 
Similarly to the ring approach, the 80 × 80 mm 3D deformable linear elastic 
model was designed in ABAQUS, using linear, planar shell elements and isotropic 
material properties. The damage region was, however, modelled with a relatively coarse 
5 × 5 square grid, each square with dimensions of 5 × 5 mm, placed in the centre of the 
FE model, as shown in Fig. 9.12. The boundary conditions were again applied along the 
perimeter of the FE model in the same way as in the concentric ring approach. 
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m
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25 mm 
 
Fig. 9.12 FE model with 5 × 5 square grid for stiffness evaluation 
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Due to time constraints, the grid approach was only applied to the parameter 
determination of the moderate damage, using the reference displacements with no added 
noise. The spatial distribution of the material parameters are illustrated in Fig. 9.13, 
where the results obtained by the grid approach are compared to the benchmark values. 
To make this comparison easier, the results are in Fig. 9.14 presented along the 
horizontal as well as vertical section through the centre of the damage. 
 YOUNG’S MODULUS POISSON’S RATIO 
Benchmark Benchmark 
Prediction Prediction 
 
Fig. 9.13 Spatial stiffness variation of the moderate damage (predictions obtained with 
the grid approach) 
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Fig. 9.14 Spatial stiffness variation of the moderate damage, plotted over the cross-
sections 
The results show a reasonable agreement with the benchmark values in Fig. 9.10 
as well as a significant degree of symmetry even though no assumption of axisymmetric 
damage was considered. As previously, the accuracy in the evaluation of the Poisson’s 
ratio remains lower than in the prediction of the Young’s modulus. Overall, however, 
the grid approach demonstrates promising results and a potential future superiority to 
the ring approach. 
9.2 Materials with orthotropic properties 
Composite laminates are usually tailored to a specific application and therefore 
the material properties of fibres and matrix, and stacking sequence are selected 
accordingly. Often, lay-ups are not quasi-isotropic but rather orthotropic. Although, the 
present inverse method has up to this point been applied to quasi-isotropic lay-ups only, 
the application to laminates with orthotropic properties is an inevitable extension of the 
method. To this end the original inverse program was slightly modified in order to 
develop the orthotropic version of the program. This version was then applied to a 
number of numerical tests with intention to validate the program. Due to time 
constraints, the study was very brief and thus, it should be considered only as an initial 
attempt that reveals the potential problems and limitations of the present orthotropic 
version of the inverse program. 
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The modifications implemented in the original inverse program can be 
summarised in the following points: 
• the number of independent parameters to be updated by the inverse program was 
changed to four for each section to completely describe the stiffness distribution in 
orthotropic materials. 
• the following stability criterion for orthotropic materials was added to the inverse 
program: 
 
y
x
xy   E
E
<ν , (9.3) 
• the format of output files was slightly modified in order to address the increased 
number of parameters per section. 
The orthotropic version of the inverse program was applied to several numerical 
test cases, in which the reference displacements were generated by FE analyses. No 
simulated noise was added to the FE outputs and therefore, based on the previous 
experience, the material parameters were expected to be determined accurately. This 
expectation, however, was not achieved and the factors believed to play a substantial 
role in the identification of orthotropic material parameters are discussed below. 
Several different load cases were applied to the considered FE models and the 
accuracy of the material parameters predicted for the individual load cases was 
assessed. After a numerical test case with the boundary conditions of a standard tensile 
test failed to converge to the reference material parameters (no sensitivity to 
identification of the shear modulus was observed), the boundary conditions of more 
realistic test setup were simulated in Test case 1, Fig. 9.16 (enhanced sensitivity to the 
identification of the shear modulus was achieved). To attempt an improvement in the 
accuracy of predicted material properties, the boundary conditions in Test case 2A, Fig. 
9.17, and Test case 2B, Fig. 9.18, were applied and investigated. In addition, the effect 
of geometric features on the predictions of the material parameters was evaluated using 
Test case 3A, Fig. 9.19, and Test case 3B, Fig. 9.20. 
The geometries of two basic FE models used in this numerical study are presented 
in Fig. 9.15. The main difference of these models lies in the strategy of modelling the 
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artificial damage region. It should be stressed that there was no intention to model a 
realistic damage in an orthotropic laminate. Hence, the damage was modelled as a 
circular soft inclusion in the first FE model, and as three concentric rings in the other FE 
model. These two alternatives allowed for investigating the local stiffness reduction (a 
single inclusion) as well as distribution (three concentric rings). The reference material 
parameters for both alternatives are given in Tab. 9.2. 
 
  30 mm 
∅ 12 mm x 
y 
 30 mm 
∅ 12 mm x 
y 
∅ 8 mm 
∅ 4 mm 
Stiffness reduction model Stiffness distribution model 
 
Fig. 9.15 Geometry of two basic FE models 
Tab. 9.2 Reference material parameters of two basic FE models 
 REFERENCE MATERIAL PROPERTIES 
 
Ex,ref  Ey,ref  Gxy,ref  νxy,ref 
 
Single inclusion  25 GPa  5 GPa  3 GPa  0.35 
 
Outer ring  50 GPa  20 GPa  5.5 GPa 0.3 
 
Middle ring  35 GPa  10 GPa  4 GPa  0.2 
 
Inner ring  25 GPa  5 GPa  3 GPa  0.35 
 
Undamaged mat. 70 GPa  25 GPa  7 GPa  0.3 
 
The performed numerical test cases were classified into different groups (e.g. Test 
case 1), with respect to the displacement boundary conditions applied to the FE models. 
A necessary prerequisite when applying any kind of displacement BC along the 
perimeter of the orthotropic FE model was to achieve a certain sensitivity of the sought 
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material parameters to the selected load case. When this prerequisite was not satisfied, 
the material identification failed to converge. 
The boundary conditions for Test case 1, see Fig. 9.16, were selected rather 
instinctively – based on experience, with the aim of potentially mimic this numerical 
test by performing a real experiment. Note that the parameter N in the figures below is 
the normalised magnitude of the boundary conditions. The predicted material 
parameters as well as the error associated with this configuration are listed in Tab. 9.3. 
 N 
N 
N 
N 
 
Fig. 9.16 Boundary conditions applied in Test case 1 
Tab. 9.3 Predicted material parameters and corresponding error for Test case 1 
 MATERIAL PROPERTIES FOR TEST CASE 1 
 
Ex,pre Ey,pre Gxy,pre νxy,pre ∆Ex/Ex,ref ∆Ey/Ey,ref ∆Gxy/Gxy,ref ∆νxy/νxy,ref 
 (GPa) (GPa) (GPa) 
 
Single inclusion 25.28 5.00 2.99 0.360 1.1% 0.0% 0.0% 3.0% 
 
Outer ring 52.02 17.03 5.47 0.304 4.0% 14.8% 0.5% 1.6% 
 
Middle ring 43.43 9.73 3.98 0.323 24.1% 2.6% 0.4% 61.6% 
 
Inner ring 25.56 4.97 2.90 0.378 2.2% 0.4% 3.2% 8.0% 
 
Despite a sufficient accuracy of the predictions for the test with a single inclusion 
FE model, some of the values identified using the other test (with a three concentric 
rings FE model) reflected a significant error. For this reason, another set of boundary 
conditions was applied in Test case 2A, Fig. 9.17. This BC set results in longitudinal 
and transverse tension as well as in-plane shear and unlike Test case 1, the actual 
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experimental implementation of the BCs in Test case 2A was not considered. The 
results corresponding to this BC set are given in Tab. 9.4. 
 N 
N 
2N 
2N 
2N 
2N 
N 
N 
 
Fig. 9.17 Boundary conditions applied in Test case 2A 
Tab. 9.4 Predicted material parameters and corresponding error for Test case 2A 
 MATERIAL PROPERTIES FOR TEST CASE 2A 
 
Ex,pre Ey,pre Gxy,pre νxy,pre ∆Ex/Ex,ref ∆Ey/Ey,ref ∆Gxy/Gxy,ref ∆νxy/νxy,ref 
 (GPa) (GPa) (GPa) 
 
Single inclusion 26.46 5.87 3.02 0.148 5.8% 17.5% 0.8% 57.7% 
 
Outer ring 50.79 20.56 5.42 0.268 1.5% 2.8% 1.3% 10.4% 
 
Middle ring 33.51 9.00 3.57 0.246 4.2% 9.9% 10.7% 23.3% 
 
Inner ring 25.00 5.08 5.59 0.284 0.0% 1.7% 86.3% 18.6% 
 
Several material parameters in Test case 2A were determined with large errors. 
Despite the fact that the applied load components seemed appropriate for the 
identification of all the four independent constants in each section, a lower sensitivity to 
the evaluation of the Poisson’s ratio and shear modulus were observed. The magnitudes 
of applied displacements were, therefore, changed and the resulting Test case 2B, Fig. 
9.18, was investigated. The determined material properties are presented in Tab. 9.5. 
A slight improvement in the accuracy of the predicted material parameters was 
noticeable in the test with a single inclusion however, the test performed using the FE 
model with three concentric rings failed to converge to the values close to those for the 
reference material. 
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The test cases conducted on the FE models illustrated in Fig. 9.15 clearly show 
that the identification of the orthotropic material parameters is sensitive to a selected 
load case. It would be useful to perform a sensitivity analysis of the individual 
parameters to the particular load case and subsequently aim for the similar sensitivity 
for all the parameters.  
 N 
N 
1.2N 
1.2N 1.2N 
N 
N 
1.2N 
 
Fig. 9.18 Boundary conditions applied in Test case 2B 
Tab. 9.5 Predicted material parameters and corresponding error for Test case 2B 
 MATERIAL PROPERTIES FOR TEST CASE 2B 
 
Ex,pre Ey,pre Gxy,pre νxy,pre ∆Ex/Ex,ref ∆Ey/Ey,ref ∆Gxy/Gxy,ref ∆νxy/νxy,ref 
 (GPa) (GPa) (GPa) 
 
Single inclusion 25.98 5.26 3.03 0.259 3.9% 5.3% 1.0% 25.8% 
 
Outer ring     % % % % 
 
Middle ring  Failed to converge  % % % % 
 
Inner ring     % % % % 
 
To examine whether a different shape of a damage zone could affect the accuracy 
in the determined material properties the damage modelled with three concentric rings 
was in Test case 3A replaced by three concentric squares as illustrated in Fig. 9.19. The 
boundary conditions were identical to those applied in Test case 2A in order to obtain a 
cross-comparison of the two cases. The reference material parameters for the square 
approach correspond to the values for the test case with three concentric rings, Tab. 9.2. 
The predicted material parameters are listed in Tab. 9.6. 
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 N 
N 
2N 
2N 
 12 mm 
 8 mm 
 4 mm 
 
Fig. 9.19 Description of the FE model with the concentric squares (used in Test case 3A) 
Tab. 9.6 Predicted material parameters and corresponding error for Test case 3A 
 MATERIAL PROPERTIES FOR TEST CASE 3A 
 
Ex,pre Ey,pre Gxy,pre νxy,pre ∆Ex/Ex,ref ∆Ey/Ey,ref ∆Gxy/Gxy,ref ∆νxy/νxy,ref 
 (GPa) (GPa) (GPa) 
 
Outer square 43.27 14.16 6.37 0.29 13.4% 29.1% 15.9% 2.4% 
 
Middle square 33.25 8.57 3.97 0.21 5.0% 14.2% 0.6% 8.4% 
 
Inner square 25.79 5.56 3.21 0.09 3.1% 11.3% 7.1% 73.0% 
 
Although these results indicate a comparable amount of error to Test case 2A, the 
shear modulus and Poisson’s ratio were identified with better accuracy. On the other 
hand the error in transverse Young’s modulus increased. The present results suggest that 
not only boundary conditions but also the geometry play an important role in the 
evaluation of the constitutive parameters in orthotropic materials. 
The last numerical experiment labelled Test case 3B analysed the effect of the 
boundary conditions used in Fig. 9.20. The magnitude of the displacements along the 
perimeter of the FE model remained unchanged but the longitudinal tensile 
displacements were converted to longitudinal compression. With the exception of a few 
values (mainly Poisson’s ratios), this configuration shows relatively accurate 
predictions of the constitutive parameters, Tab. 9.7. 
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–N 
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Fig. 9.20 Boundary conditions applied in Test case 3B 
Tab. 9.7 Predicted material parameters and corresponding error for Test case 3B 
 MATERIAL PROPERTIES FOR TEST CASE 3B 
 
Ex,pre Ey,pre Gxy,pre νxy,pre ∆Ex/Ex,ref ∆Ey/Ey,ref ∆Gxy/Gxy,ref ∆νxy/νxy,ref 
 (GPa) (GPa) (GPa) 
 
Outer square 46.22 18.27 5.42 0.189 7.5% 8.6% 1.3% 36.9% 
 
Middle square 38.02 11.14 3.85 0.341 8.6% 11.4% 3.6% 70.5% 
 
Inner square 24.94 5.01 2.92 0.365 0.2% 0.2% 2.5% 4.3% 
 
The practical findings of the brief parametric study conducted in this section could 
be summarised by the following statement. The identification of the constitutive 
parameters in orthotropic materials was found to be very sensitive to the loading 
conditions as well as to geometrical parameters of the investigated structure. The 
thorough knowledge of this sensitivity is believed to be vital for the practical 
application of the orthotropic version of the developed inverse method. It should be 
stressed, however, that this study was very brief and relatively superficial and thus 
should only be considered as a possible starting point for further research concerning 
the stiffness variation in orthotropic laminates. 
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CHAPTER  10 
Possible applications to biomechanics 
10.1 Introduction 
To highlight the future prospects and potentials of the developed inverse method, 
an interesting and very challenging application is discussed in this chapter. Although, 
the current inverse program has hitherto been applied to the investigation of composite 
laminates, the method is in no way limited to use in the field of composites and can be 
very useful and beneficial in other applications such as, for instance, identification of 
the material properties of objects with elevated temperature or the investigation of soft 
materials, where conventional measuring techniques often fail. 
In author’s opinion, however, one of the most challenging and rewarding 
applications occur in the field of bioengineering. Hence, this chapter is devoted to 
discussing these applications. A brief background and some attempts for non-contact 
material characterisation in biological tissues and materials are mentioned. Furthermore, 
the in-house experimental data on mouse tibiae (i.e. shin-bones), obtained by DIC are 
presented. The measurements were performed in cooperation with the Department of 
Bioengineering at Imperial College London. Finally, possible use of the developed 
inverse method to determine the material parameters of the mouse tibia is briefly 
discussed. 
10.2 Challenges in bioengineering 
A substantial complexity of real biological systems renders it very difficult to 
describe their mechanical behaviour and to evaluate their material properties. The 
difficulty in describing and evaluating these aspects results, among other things, from 
an inhomogeneous, anisotropic, nonlinear material behaviour which is, moreover, often 
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associated with dynamic loading conditions, from the complex geometry of a structure 
and from the strict environmental conditions. Furthermore, many biological materials 
can only be characterised under in vivo conditions, i.e. while located in a living 
organism. A sufficient understanding of the link between biological and mechanical 
behaviour of these systems is valuable for developing lifelong health as well as 
preventing unnecessary life loss by allowing for a simple and timely prevention. Some 
of the research interests in bioengineering are mentioned below: 
• A detailed description of the material variations in soft and hard biological tissues 
is valuable in the diagnosis of disease. An example of attempts in the literature is the 
work by Avril, Huntley and Cusack (2008). In fact, not only the diagnosis of disease is 
possible but the knowledge of local material properties is also helpful in treatment of 
some diseases (e.g. of glaucoma). 
• A complete knowledge of overall material properties is desirable in the design of 
new biomaterials. 
• Biomedical replacements such as artificial joints affect the biomechanics of 
surrounding tissues and an understanding of this effect is required. 
• Mechanical conditions play a significant role in regeneration of musculoskeletal 
tissues and therefore a description of the interplay between biological and mechanical 
factors, controlling the physiological healing is required. 
• The mass, architecture and mechanical properties of the mechanosensitive tissues 
such as bones are adapted to external loading and thus investigations of this adaptation 
process are desirable. 
The non-contact optical techniques enable for relatively simple and low cost 
solution to characterise the mechanical behaviour of biological systems. Although 
various optical techniques can be used in biomechanics research, e.g. Yang et al (2007) 
or Thompson et al (2007), the choice is often limited by the following factors. Firstly, 
the surface preparation is limited by the natural hydration of most tissues, i.e. a complex 
surface treatment should be avoided. Secondly, loading conditions in vivo are often 
dynamic and thus the appropriate technique should have a decent dynamic range. 
Finally, many soft tissues undergo a relatively large deformation in vivo and thus the 
appropriate technique should have a sufficient measuring range. 
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Digital image correlation is a suitable technique for bioengineering application, 
Tyson, Schmidt and Galanulis (2002), as it overcomes the aforementioned factors as 
well as many of the limitations inherent to competing optical techniques. Although DIC 
has been extensively applied in engineering and scientific research, the use of this 
technique in the characterisation of biological materials is rather limited, Zhang and 
Arola (2007). The suitability as well as capabilities of DIC when used in bioengineering 
are demonstrated in the following section. 
10.3 DIC measurements on murine tibiae 
The use of DIC for determining the ex vivo (i.e. after death) surface strains in a 
murine tibia (mouse shin-bone), Fig. 10.1, during compressive loading through a knee 
joint is presented hereinafter. The study was conducted in collaboration with the 
Department of Bioengineering and the results were used to provide a better 
understanding of the way strain stimulus influences the bone response during 
adaptation. These studies extend the utility of the murine tibial model by establishing 
load-induced strain fields on the surface of the bone against which architectural and 
cellular responses can be evaluated. 
 
Tibia 
 
Fig. 10.1 The mouse skeleton; adapted from http://www.enme.ucalgary.ca/ 
Testing procedure 
A pair of existing custom-built loading cups, De Souza et al (2005), was used to 
simulate static axial compressive loading of murine tibia through a flexed knee joint, 
Fig. 10.2. The upper cup held the flexed knee through which the load was transferred to 
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the tibia and the lower cup held the ankle flexed towards the tibia at approximately 45°. 
The cups were fastened to a universal, screw-driven, INSTRON 5866 testing machine 
and vertically aligned. The upper cup was attached to the machine crosshead in which 
the ±50 N load cell was situated while the lower cup was fixed to the bottom part of the 
frame. 
4 non-adapted specimens (i.e. with no special treatment) and 4 adapted specimens 
(i.e. cyclically loaded in vivo at a certain magnitude for a certain period of time) of 
murine hind limbs with exposed tibiae were rehydrated and then coated with a thin layer 
of matt, water-based, white paint and then speckled with matt, water-based, black paint, 
using a high precision airbrush Badger 200. The optimal size of speckles was 
determined from a number of initial trials; based on the resolution of the CCD cameras, 
the measuring area and the intended facet size. The average pattern density was 
approximately 4 dots per facet, corresponding to about 70 dots/mm2. 
The limb was placed in loading cups fastened to the INSTRON machine and a 
quasi-static compressive load at a rate of 8 N/min was applied up to the maximum axial 
load of 12 N. The machine was run in load control. 
Compressive load
8 N/min
Fibula
Tibia Femur
Load cell
± 50 N
Digital imageCCD cameras
Camera resolution
1280 × 1024 pixels
Field of view
16 × 12 mm
Loading apparatus
 
Fig. 10.2 Experimental setup for compressive testing of murine tibia 
The optical DIC system ARAMIS 1.3M supplied by GOM mbH was used to 
characterise the full-field strains during loading. Two CCD cameras mounted on a 
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tripod were positioned horizontally in front of the loading fixture to capture the area of 
approximately 16 × 12 mm, with the depth of focus field of 6 mm, see Fig. 10.2. The 
relative position of the cameras with respect to each other was calibrated using a high-
precision 10 × 8 mm calibration target developed by Trilion Quality Systems. A pair of 
halogen spot lights and a pair of fluorescent tube lamps were installed to uniformly 
illuminate the specimen in order to enhance the visibility of its surface pattern. Prior to 
the actual loading, two images of non-loaded tibial surfaces were captured in order to 
allow for an evaluation of the amount of experimental noise. Load-induced strains were 
measured twice in each tibia to ensure reproducibility of the measurements. Since only 
one pair of CCD cameras was available, the DIC system allowed viewing of only one 
tibial surface at a time. Thus, the medial and lateral surfaces of the tibiae were imaged 
separately. A subsequent correlation of these two surfaces allowed strain fields from 
around almost the entire bone surface to be recorded. The images were collected at a 
frame rate of 0.5 Hz and the corresponding applied load was also recorded. 
 
Square facet 
19 × 19 pixels 
Facet mesh 
9 pixels overlap 
 
Fig. 10.3 Spatial resolution of the DIC data obtained on the murine tibia 
Image post-processing was performed using 19 × 19 pixels square facets with 9 
pixels facet overlap, Fig. 10.3. This defines about 900 measurement points on each 
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surface of the tibia. For the strain evaluation at each measurement point, the 
displacement values over the surrounding 5 × 5 facets were considered. 
Results 
The multiple images of the medial and lateral surfaces on the tibia were captured 
in the unloaded state (no deformation) to allow for examination of the amount of 
experimental noise. The standard deviation of the noise was found to be fairly 
consistent throughout all the tests, with the value of approximately 0.05%. This parasitic 
error was reduced by applying three iterations of a 3 × 3 facet average filter available in 
ARAMIS software. While the noise magnitude was significantly reduced, the spatial 
trends of the strain distribution remained intact, as desired. The standard deviation of 
the noise after filtering decreased to approximately 0.03%. 
Some of the limbs were tested for repeatability, with both the medial and lateral 
surfaces of each tibia loaded twice. This proved that no failure or damage occurred 
during loading as the corresponding load-displacement curves were in a very good 
agreement to one another. Also, the difference in the strain maps obtained for the 
repeated loadings was relatively small. 
The spatial strain distribution over the medial as well as the lateral surface of the 
tibia was calculated based on the three components measured by the DIC system. Only 
the strain variation in the loading (axial) direction was considered, example in Fig. 10.4, 
as the transverse strain and shear strain were of a relatively low magnitude and much 
more affected by the noise. The strain maps shown in Fig. 10.4 indicate that the strains 
in non-adapted left limb are non-uniform and some reproducible peaks were observed 
on the medial surface, at similar locations for all tested bones. The peaks were not 
evident on the lateral surface. The strain distribution in the adapted right limb was more 
uniform with reduced strain gradients on the medial surface. This suggests that the bone 
formation occurred during mechano-adaptation, which resulted in the increased stiffness 
of the adapted tibiae. 
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LEFT TIBIA
ADAPTED
RIGHT TIBIA
 
Fig. 10.4 Spatial distribution of the surface strain in the loading direction 
To determine the development of the strain profile throughout loading, as 
illustrated in Fig. 10.5, the load applied by the testing machine was correlated to the 
captured sequence of images. It should be explained that the selected points in the strain 
contours are intended to simulate a strain gauge positioned in slightly different locations 
on both the medial and lateral surface of a tibia. As a result the indirect comparison of 
strains obtained using the DIC system in the present study and those measured in De 
Souza et al (2005) by the strain gauges could be attempted. Fig. 10.5 clearly 
demonstrates that the placement of the simulated strain gauge affects the measured 
strain. As the strain fields over the murine tibia are non-uniform, particularly in the non-
adapted limbs, the slight off-set in the position of the strain gauge can result in 
relatively large differences in the measured strains. Moreover, it should be stressed that 
due to the gauge size, the measurements represent the strain value averaged over an area 
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of approximately 2 mm2, which in the DIC strain map corresponds to more than a 
hundred data points. The spatial resolution of a strain gauge is, therefore, inadequate for 
measuring the local strain gradients on the murine tibiae. 
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2 N 4 N 6 N 8 N 10 N
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Fig. 10.5 Profile development of the strain in the loading direction throughout loading 
A full-field strain map over the substantial part of the tibia surface is an important 
step towards determining the way local mechanical conditions relate to the local regions 
of bone adaptation. To evaluate the local effects of adaptation on the bone deformation, 
the strains at different cross-sections were considered in Fig. 10.6. A quantitative 
comparison of the axial strains on the non-adapted, left limb and adapted, right limb 
reveals the decrease in high strain regions after adaptation. The effect of adaptation is 
particularly evident on the medial side, where relatively high concentrations of tensile 
strain observed in the non-adapted limb decrease and become more uniform in the 
adapted limb. This indicates that the adaptive response promotes bone formation to 
eliminate the regions with extensive strains and redistribute the deformation into more 
uniform. 
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Fig. 10.6 Strain in the loading direction plotted at different cross-sections 
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10.4 Possible use of the inverse method 
Although the work within this chapter only covered strain field measurements the 
possibility to apply the inverse method to these measurements is also briefly discussed. 
The present method was developed to characterise damages, i.e. only localised stiffness 
variations, and therefore the evaluation of stiffness variations in entire tibia would 
require more advanced optimization algorithm than that currently implemented in the 
present method. Moreover, the relative material properties can no longer be identified 
and thus the inverse method would have to be modified in order not only to consider the 
effect of applied displacements but also to account for the applied loads. 
A full 3D model of the bone geometry including local wall thickness would be 
required for the analysis of the material parameters. Although a full 3D geometry of a 
bone can nowadays be reconstructed and processed using computed tomography (CT), 
generating an FE model and running an FE analysis of such a complex structure may be 
associated with certain difficulties (e.g. the presence of distorted elements, lack of 
knowledge about the distribution of loads, etc.). 
Finally, since only the surface strain measurements are available, the determined 
properties would be an average over the wall thickness. While the averaged properties 
may be sufficient for characterisation of cortical (i.e. compact) bone, Fig. 10.7, they 
may not be appropriate for the stiffness description of trabecular (i.e. cancellous or 
spongy) bone, Fig. 10.7, which is associated with significant stiffness gradients through 
the wall thickness. 
 
Fig. 10.7 Structure of bone tissue; http://www.training.seer.cancer.gov/ 
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CHAPTER  11 
Conclusions 
11.1 Inverse method 
An inverse method based on FE model updating has been developed with the aim 
to use optical DIC measurements of displacement fields under load to determine spatial 
variation of constitutive parameters in damaged or heterogeneous materials. Validation 
on numerical test cases demonstrates that the method is capable of determining the 
constitutive properties for a number of damage sub-zones within a few percent, even 
with significant noise in artificially produced displacements. 
The method has been applied to the in-house experimental data obtained from 
testing specimens made of carbon/epoxy laminates and impacted at known location. 
The quasi-isotropic, tensile and compressive material parameters have been determined. 
The specific conclusions on tensile and compressive results are drawn in the devoted 
sections below. 
The method has also been applied to artificial experiments simulated on a 
numerical model of a specimen with multiple damage of arbitrary location. 
Furthermore, a brief parametric study related to the evaluation of orthotropic material 
properties has been attempted. Both these advanced issues are concluded in a separate 
section below. 
The performance as well as accuracy of the present inverse method has briefly 
been discussed and the potential improvements addressed in the recommendations for 
future work. 
CHAPTER 11 
 164
11.2 Tensile properties 
The inverse method has been applied to tensile tests on a number of impacted 
laminates with different thickness and degree of damage. The results have been used to 
describe the spatial stiffness distribution of the damage zone, featuring nonlinear stress-
strain curves. 
The strain gradients are predominantly caused by the fibre fracture. The reduction 
in tensile stiffness is confined to a small region with fibre failure in the damage centre. 
The degree and distribution of fibre damage is shown to have a strong effect on the 
tensile stiffness variation. The stiffness decreases towards the centre of the damage zone 
and reached a significant reduction for 2 and 4 mm laminates with a severe fibre failure. 
The absence of fibre fracture resulted in only a light reduction in tensile stiffness. 
A significant material nonlinearity was observed in sections with severe damage. 
In contrast, the damages without fibre failure were associated with a nearly linear stress-
strain relationship. 
11.3 Compressive properties 
The inverse method has been applied to impact damage zones in laminates under 
compression at different strains. The results have been used to generate nonlinear stress-
strain curves of the damage zones. 
Compression loading results in local delamination buckling of the damage zone, 
so that measured strain variations no longer correspond to true variations in material 
stiffness. For this reason no attempt was made to determine the spatial stiffness 
variation in the damage zone. Instead the damage was represented by a uniform 
inclusion, with averaged apparent constitutive properties resulting from damage and 
local buckling. This causes an apparently nonlinear behaviour with a gradually 
decreasing stiffness, primarily due to increasing local buckling. 
The delamination buckling observed on both sides of the laminates was shown to 
have an effect on the global buckling patterns. 
A comparison of the apparent stress-strain behaviour has been given for 2 and 4 
mm thick laminates impacted at different energies. The stress-strain curves were 
obtained by using the inverse method for a sequence of different applied strain levels, 
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and it was found that changes in the apparent Young’s modulus can be directly linked 
to local buckling events. 
11.4 Advanced issues 
A practical approach for detecting the damages and clustered material 
heterogeneities, combined with the evaluation of their stiffness distribution has been 
developed. The approach has been validated on a numerical test case simulating a quasi-
isotropic specimen with two damages of unknown location. The effect of simulated 
experimental noise was also considered. A new strategy for the discretisation of the 
damage region has been proposed and tested, to allow for accurate spatial stiffness 
evaluation of non-axisymmetric damages. 
The inverse method has also been numerically tested for the capability of 
determining the orthotropic material parameters. The present results indicate a 
significant sensitivity of the identified parameters to the loading conditions as well as to 
the topology of the investigated structure. 
11.5 Overall conclusions 
The work presented in the thesis results in the in-plane stiffness determination of 
impact damage in composite laminates. To achieve that, a novel experimental approach 
based on the use of an inverse method combined with non-contact full-field 
measurements has been developed. The present inverse method and the resulting 
stiffness descriptions provide a valuable step towards more efficient structural design 
with composites. Moreover, the method and its results should be very beneficial in other 
advanced and challenging applications such as, for instance, the evaluation of biological 
materials. 
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CHAPTER  12 
Recommendations for future work 
12.1 Further development of the present approach 
Upgrade of the DIC system 
High quality full-field measurements are necessary to achieve the required 
performance of the developed approach. The accuracy of these measurements directly 
affects the accuracy of the predictions (i.e. material parameters) obtained by the inverse 
method. Although the DIC system ARAMIS 1.3M used in the present work provides 
good quality full-field data, more powerful systems (e.g. ARAMIS 4M and 5M to 
mention but those of GOM mbH) are available on the market. 
These systems not only offer a better accuracy of the measured quantities but also 
feature a higher spatial resolution of the full-field data, which allows for more detailed 
and accurate investigation of the damage region. Moreover, the research and 
development in the area of optical 3D deformation measurements is extremely intense 
and reveals continuous progress. For these reasons, use of the most modern systems in 
future applications would be opportune. 
Improvement of the optimization algorithm 
The optimization approach currently employed in the inverse method is a 
relatively basic algorithm involving simple mathematical operations. Although the 
algorithm proved fairly robust for the cases tested and presented in this work, it might 
not be the best alternative for more complex and advanced analyses. In addition, the 
time efficiency of the currently employed algorithm could be improved. Thus, other, 
more advanced optimization techniques should be investigated and implemented in the 
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current version of the inverse method. Some conventional approaches are already 
available in the commercial packages such as MATLAB. 
Investigation of advanced computational methods 
The lower temporal efficiency of the present approach is related, among other 
things, to a large number of the forward FE solutions which must be computed in each 
iteration. In addition, solving problems with many parameters would be difficult, if not 
impossible, with the present approach. Thus, some of the advanced methods such as the 
adjoint approach, used e.g. in Oberai, Gokhale and Feijóo (2003) and Liew and Pinsky 
(2005), should be investigated and implemented in the present version of the inverse 
method. The idea of the adjoint method lies in calculating gradients in only a few 
analyses regardless of a number of optimization parameters to be identified; hence the 
method is markedly time efficient. 
Validation of nonlinear predictions 
The nonlinear material behaviour predicted from a sequence of linear analyses 
should be validated by a comparison with a nonlinear FE simulation using the predicted 
nonlinear material model. 
12.2 Extended applicability of the developed approach 
Improvement of compressive stiffness evaluation 
The compressive tests presented in this work were performed using a modified 
Boeing anti-buckling jig to prevent from the occurrence of global buckling. The results, 
however, proved to be affected by global buckling, especially when testing the thin 
specimens. This makes it impossible to fully separate the effects of local, delamination 
buckling from those of global buckling, which is required for a better description of the 
apparent stiffness in the damage zone. For this reason, a better alternative for the 
prevention of global buckling should be investigated. 
Some applications might benefit from describing the true stiffness of the impact 
damage under compressive loading, caused by a pure material degradation without any 
effect of buckling. In this regard, an experimental setup with a perspex glass placed on 
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each side of the specimen could be investigated as an anti-buckling alternative. This 
would not only prevent the specimen from buckling but would also allow the surface of 
the specimen to be observed by the optical measuring system. 
Development of flexural stiffness evaluation 
The present work has been focused on determining the membrane stiffness of the 
damage. The flexural stiffness is, however, equally important for a complete analysis 
and characterisation of impacted composite laminates. The present approach should 
therefore be extended to address the identification of flexural stiffness by applying 
flexural loads. 
Application to damage at arbitrary location 
The approach for detection and characterisation of accidental damages with 
arbitrary location has been developed in this work and validated using a numerical test 
case. Although the approach demonstrates promising results, it requires further 
validation using real experimental data. At present, the approach can only be applied to 
quasi-isotropic laminates. 
Application to orthotropic materials 
The identification of the constitutive parameters in orthotropic materials has been 
found sensitive to the loading conditions and the topology of the structure. Further 
research should be carried out to characterise and understand this sensitivity. The 
approach could then be further developed and the optimum load cases established in 
order to gain full confidence for the evaluation of real structures. It could also be worth 
considering using empirically observed relations or more strict constraints on the elastic 
parameters in orthotropic materials. 
Possible application to other materials 
The results presented in this work cover the application of the present approach to 
the composite laminates composed of prepreg layers. It would be interesting to apply 
the approach to composite laminates with other fibre architectures, such as woven 
textiles or non-crimp fabrics and compare the corresponding post-impact stiffness 
distributions in these laminates. 
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Although the present approach has been developed to be applied to composite 
laminates, the applicability to other materials could also be investigated. The approach 
could, for example, be beneficial in the evaluation of biological materials. 
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APPENDIX  A 
Description of the inverse program 
The program was coded in FORTRAN 90 and consists of the main routine and 
several subroutines (6 programmed and 2 intrinsic subroutines). Several input and 
output text files (12 permanent and a number of temporary files) occur within the 
program. The program also calls some external scripts coded in PYTHON. All these 
elements of program are listed and described below. 
A.1 Description of the main routine 
INVERSE_METHOD 
The primary function of the main routine is to call and link the following 
subroutines: MODIF_INPUT, DISP_STRIPES, ERROR_FUNC, GRAD_CALC, 
OPTIM_ROUTINE, NEW_INPUT, SYSTEM and SYSTEM_CLOCK. The routine also 
controls the on-time execution of the individual subroutines and records the process 
history of the inverse program. For this, it creates the following permanent output files: 
ERR_HISTORY.txt, GRAD_HISTORY.txt, PAR_HISTORY.txt, TIMER.txt and 
PROCESS.txt. The routine also performs several tasks, which are listed below: 
• appending the updated material parameters into the file PAR_HISTORY.txt 
• saving the converged material properties to the file FINAL_MAT_PROP.txt 
• recording information during the course of the program to the file PROCESS.txt 
• appending the duration of each iteration to the file TIMER.txt 
The routine obtains several user-defined values that are important for a correct 
evaluation process: 
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• the material properties of undamaged material 
• the number of sections considered for evaluation 
• the value for termination criterion 
A.2 Description of subroutines 
MODIF_INPUT 
This subroutine is engaged only in the first iteration of the main routine and 
modifies the input file “abaqus_undamaged_input_file”.inp based on the prompted 
user-defined input. This input is used in the ABAQUS analysis to generate the data file 
“abaqus_undamaged_output_file”.dat containing the relevant displacement fields of 
the undamaged FE model. 
DISP_STRIPES 
This subroutine scans the data file “abaqus_undamaged_output_file”.dat and 
stores the predicted displacement components of a relevant section into the temporary 
files uFE.txt, vFE.txt. These files together with the permanent files uDSP.txt, vDSP.txt, 
containing the measured displacement components are used in the error calculation. The 
number of nodes in each section is also evaluated by the subroutine. 
ERROR_FUNC 
This subroutine calculates the individual error values for a cost function used in 
the subroutine GRAD_CALC. Prior to calculating the error function, the maximum 
displacements in x and y direction are evaluated from the files uDSP.txt and vDSP.txt 
respectively. The error values at the beginning of each iteration, calculated for the 
updated material parameters, are stored in the file ERR_HISTORY.txt. 
GRAD_CALC 
This subroutine calculates the gradient vectors for each section and these vectors 
are used in the subroutine OPTIM_ROUTINE. A user-defined set of input parameters 
NUM_STEP_”parameter” governing the temporary change in each material parameter 
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for gradient calculation is involved in the subroutine. The gradient values at each 
iteration are stored in the file GRAD_HISTORY.txt. 
OPTIM_ROUTINE 
This subroutine seeks the minimum of the cost function and calculates the updated 
material parameters. It is the most complex subroutine of the inverse program and 
creates a number of temporary files for storing the material parameters, 
“parameter”_steepest_temp.txt, and the corresponding displacement error, 
error_steepest_temp.txt. 
NEW_INPUT 
This subroutine is engaged from the second iteration of the main routine and is the 
replacement for the subroutine MODIF_INPUT. It modifies the input file 
“abaqus_updated_input_file”.inp using the updated values of the material properties. 
The input file is used in ABAQUS to obtain the relevant displacement fields of the 
damaged specimen having the updated material properties, stored in the data file 
“abaqus_updated_output_file”.dat. 
SYSTEM 
This intrinsic FORTRAN subroutine is used to execute a command outside the 
FORTRAN environment, using the command prompt. It is used to call PYTHON scripts, 
which are coded separately and stored in the same directory as the inverse program. 
SYSTEM_CLOCK 
This intrinsic FORTRAN subroutine uses the CPU clock to measure the program 
runtime. The time of each iteration is stored in the file TIMER.txt. 
A.3 Description of PYTHON scripts 
The PYTHON scripts run_job_”number”.py are called by the intrinsic FORTRAN 
subroutine SYSTEM and are used as interfaces for the communication between the 
inverse program and ABAQUS. The scripts not only ensure the submission of an FE job 
but also wait for the job completion, which postpones the execution of the next 
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command in the inverse program. The program proceeds to the next command only 
after the corresponding data file has appeared in the directory. The ABAQUS analysis is 
solved without opening the CAE interface, i.e. the job is run using the command 
prompt. 
A.4 Description of text files 
“abaqus_undamaged_input_file”.inp 
This file is generated originally in ABAQUS CAE and is based on the 
experimental data for the corresponding specimen. The file can be modified in the 
subroutine MODIF_INPUT by user-defined values of undamaged material properties. 
“abaqus_updated_input_file”.inp 
This file is the ABAQUS input file with the updated material parameters obtained 
at the corresponding iteration of the main routine. 
“abaqus_undamaged_output_file”.dat 
This file is generated by the ABAQUS analysis of the input file 
“abaqus_undamaged_input_file”.inp and contains the displacement fields in the 
relevant sections of the undamaged FE model. 
“abaqus_updated_output_file”.dat 
This file contains the updated displacement fields in the relevant section, obtained 
by running the ABAQUS analysis of the input file “abaqus_updated_input_file”.inp. 
uDSP_”section”.txt, vDSP_”section”.txt 
These permanent text files contain the experimentally measured, reference 
displacements for the corresponding section, e.g. uDSP_n.txt contains the components 
of the nodal displacements in the loading direction for the n-th section. 
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uFE.txt, vFE.txt 
These temporary text files contain the numerically predicted, updated 
displacements for the corresponding section, e.g. vFE_m.txt contains the components of 
the nodal displacements in the direction perpendicular to loading for the m-th section. 
ERR_HISTORY.txt, GRAD_HISTORY.txt and PAR_HISTORY.txt 
These files contain the histories of the updated values, i.e. displacement error, 
gradient values and material parameters respectively, generated at each iteration during 
the course of the inverse program. 
FINAL_MAT_PROP.txt 
This file is only created after the termination criterion has been satisfied. It 
contains the final material parameters and the number of iterations and time at which 
the solution is found. 
“parameter”_steepest_temp.txt, error_steepest_temp.txt 
These temporary files are created and modified by the subroutine 
OPTIM_ROUTINE. The temporary values of material parameters and displacement 
error are used during the optimization process, in particular for evaluating the quadratic 
approximation of the local minimum. 
Other “.txt” files 
To utilise the RAM memory more efficiently, other temporary files are generated 
during the course of the program. 
