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We classify insulators by generalized symmetries that combine space-time transformations with
quasimomentum translations. Our group-cohomological classification generalizes the nonsymmor-
phic space groups, which extend point groups by real-space translations, i.e., nonsymmorphic sym-
metries unavoidably translate the spatial origin by a fraction of the lattice period. Here, we further
extend nonsymmorphic groups by reciprocal translations, thus placing real and quasimomentum
space on equal footing. We propose that group cohomology provides a symmetry-based classifi-
cation of quasimomentum manifolds, which in turn determines the band topology. In this sense,
cohomology underlies band topology. Our claim is exemplified by the first theory of time-reversal-
invariant insulators with nonsymmorphic spatial symmetries. These insulators may be described as
‘piecewise topological’, in the sense that subtopologies describe the different high-symmetry sub-
manifolds of the Brillouin zone, and the various subtopologies must be pieced together to form a
globally consistent topology. The subtopologies that we discovered include: a glide-symmetric analog
of the quantum spin Hall effect, an hourglass-flow topology (exemplified by our recently-proposed
KHgSb material class), and quantized non-Abelian polarizations. Our cohomological classification
results in an atypical bulk-boundary correspondence for our topological insulators.
Spatial symmetries have enriched the topological clas-
sification of insulators and superconductors.1–10 A ba-
sic geometric property that distinguishes spatial sym-
metries regards their transformation of the spatial ori-
gin: symmorphic symmetries preserve the origin, while
nonsymmorphic symmetries unavoidably translate the
origin by a fraction of the lattice period.11 This frac-
tional translation is responsible for band topologies that
have no analog in symmorphic crystals. Thus far, all
experimentally-tested topological insulators have relied
on symmorphic space groups.12–17 Here, we propose the
first nonsymmorphic theory of time-reversal-invariant in-
sulators, which complements previous theoretical propos-
als with magnetic, nonsymmorphic space groups.4,5,18–20
Motivated by our recently-proposed KHgX material class
(X=Sb,Bi,As),21 we present here a complete classifica-
tion of spin-orbit-coupled insulators with the space group
(D46h) of KHgX.
The point group (D6h) of KHgX, defined as the quo-
tient of its space group by translations, is generated by
four spatial transformations – this typifies the complexity
of most space groups. This work describes a systematic
method to topologically classify space groups with similar
complexity; in contrast, previous classifications1,2,4–7,14
(with one exception by us8) have expanded the Altland-
Zirnbauer symmetry classes22,23 to include only a single
point-group generator. For point groups with multiple
generators, different submanifolds of the Brillouin torus
are invariant under different symmetries, e.g., mirror and
glide planes are respectively mapped to themselves by
a symmorphic reflection and a glide reflection, as illus-
trated in Fig. 1(a) for D46h. Wavefunctions in each sub-
manifold are characterized by a lower-dimensional topo-
logical invariant which depends on the symmetries of
that submanifold, e.g., mirror planes are characterized
by a mirror Chern number24 and glide planes by a glide-
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FIG. 1. (a) Mirror (red, blue) and glide (green, brown) planes
in the 3D Brillouin torus of KHgX. These planes project to
the high-symmetry line X˜U˜Z˜Γ˜X˜ in the 2D Brillouin torus of
the 010 surface. (b-d) Examples of possible piecewise topolo-
gies in the space group of KHgX, as illustrated by their sur-
face bandstructures along X˜U˜Z˜Γ˜X˜. (b) describes a ‘quantum
glide Hall effect’ (along Z˜Γ˜), and an odd mirror Chern number
(along Γ˜X˜); these two subtopologies must be pieced together
at their intersection point Γ˜. (c) describes an hourglass-flow
topology (X˜U˜Z˜Γ˜), and an even mirror Chern number (Γ˜X˜).
(d) A trivial topology is shown for comparison.
symmetric analog7,21 of the quantum spin Hall effect25
(in short, a quantum glide Hall effect). The various in-
variants are dependent because wavefunctions must be
continuous where the submanifolds overlap, e.g., the in-
tersection of planes in Fig. 1(a) are lines that project to
Γ˜, X˜, U˜, and Z˜. We refer to such insulators as ‘piece-
wise topological’, in the sense that various subtopologies
(topologies defined on different submanifolds) must be
pieced together consistently to form a 3D topology.
This work addresses two related themes: (i) a group-
cohomological classification of quasimomentum subman-
ifolds, and (ii) the connection between this cohomological
classification and the topological classfication of band in-
sulators. In (i), we ask how a mirror plane differs from
a glide plane. Are two glide planes in the same Bril-
louin torus always equal? This equality does not hold
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2for D46h: in one glide plane, the symmetries are repre-
sented ordinarily, while in the other we encounter gen-
eralized ‘symmetries’ that combine space-time transfor-
mations with quasimomentum translations (W). Specif-
ically, W denotes a discrete quasimomentum translation
in the reciprocal lattice. These ‘symmetries’ then gen-
erate an extension of the point group by W, i.e., W be-
comes an element in a projective representation of the
point group. The various representations (corresponding
to different glide planes) are classified by group cohomol-
ogy, and they result in different subtopologies (e.g., one
glide plane in D46h may manifest a quantum glide Hall ef-
fect, while the other cannot). In this sense, cohomology
underlies band topology.
To determine the possible subtopologies within each
submanifold and then combine them into a 3D topol-
ogy, we propose a general methodology through Wilson
loops of the Berry gauge field;26,27 these loops represent
quasimomentum transport in the space of filled bands.28
As exemplified for the space group D46h, our method is
shown to be efficient and geometrically intuitive – piec-
ing together subtopologies reduces to a problem of inter-
polating and matching curves. The novel subtopologies
that we discover include: (i) the quantum glide Hall ef-
fect in Fig. 1(a), (ii) an hourglass-flow topology, as illus-
trated in Fig. 1(b) and exemplified21 by KHgX, and (iii)
quantized, non-abelian polarizations that generalize the
abelian theory of polarization.29
Our topological classification of D46h is the first phys-
ical application of group extensions by quasimomentum
translations. It generalizes the construction of nonsym-
morphic space groups, which extend point groups by real-
space translations.30–34 Here, we further extend nonsym-
morphic groups by reciprocal translations, thus placing
real and quasimomentum space on equal footing. A con-
sequence of this projective representation is an atypical
bulk-boundary correspondence for our topological insu-
lators. This correspondence describes a mapping be-
tween topological numbers that describe bulk wavefunc-
tions and surface topological numbers35 – such a map-
ping exists if the bulk and surface have in common cer-
tain ‘edge symmetries’ which form a subgroup of the full
bulk symmetry; this edge subgroup is responsible for
quantizing both bulk and surface topological numbers,
i.e., these numbers are robust against gap- and edge-
symmetry-preserving deformations of the Hamiltonian.
In our case study, the edge symmetry is projectively rep-
resented in the bulk, where quasimomentum provides the
parameter space for parallel transport; on a surface with
reduced translational symmetry, the same symmetry is
represented ordinarily. In contrast, all known symmetry-
protected correspondences27 are one-to-one and rely on
the identity between bulk and surface representations;
our work explains how a partial correspondence arises
where such identity is absent.
The outline of our paper: we first summarize our main
results in Sec. I, which also serves as a guide to the whole
paper. We then preliminarily review the tight-binding
method in Sec. II A, as well as introduce the spatial sym-
metries of our case study. Next in Sec. III, we review
the Wilson loop and the bulk-boundary correspondence
of topological insulators; the notion of a partial corre-
spondence is introduced, and exemplified with our case
study of D46h. The method of Wilson loops is then used
to construct and classify a piecewise topological insulator
in Sec. IV; here, we also introduce the quantum glide Hall
effect. Our topological classification relies on extending
the symmetry group by quasimomentum translations, as
we elaborate in Sec. V; the application of group coho-
mology in band theory is introduced here. We offer an
alternative perspective of our main results in Sec. VI, and
end with an outlook.
I. SUMMARY OF RESULTS
A topological insulator in d spatial dimensions may
manifest robust edge states on a (d − 1)-dimensional
boundary. Letting k parametrize the d-dimensional Bril-
louin torus, we then split the quasimomentum coordinate
as k=(k⊥,kq), such that k⊥ corresponds to the coordi-
nate orthogonal to the surface, and kq is a wavevector in
a (d − 1)-dimensional surface-Brillouin torus. We then
consider a family of noncontractible circles c(kq), where
for each circle, kq is fixed, while k⊥ is varied over a re-
ciprocal period, e.g., consider the brown line in Fig. 1(a).
We propose to classify each quasimomentum circle by
the symmetries which leave that circle invariant. For ex-
ample, in centrosymmetric crystals, spatial inversion is
a symmetry of c(kq) for inversion-invariant kq satisfying
kq=−kq modulo a surface reciprocal vector. The sym-
metries of the circle are classified by the second group
cohomology
H2(G◦,Z2 × Zd × Z). (1)
As further elaborated in Sec. V and App. D, H2 classifies
the possible group extensions of G◦ by Z2×Zd×Z, and
each extension describes how the symmetries of the
circle are represented. The arguments in H2 are defined
as:
(a) The first argument, G◦, is a magnetic point group36
consisting of those space-time symmetries that (i)
preserve a spatial point, and (ii) map the circle c(kq)
to itself. For d = 3, the possible magnetic point groups
comprise the 32 classical point groups37 without time
reversal (T ), 32 classic point groups with T , and 58
groups in which T occurs only in combination with other
operations and not by itself. However, we would only
consider subgroups of the 3D magnetic point groups
(numbering 32+32+58=122) which satisfy (ii); these
subgroups might also include spatial symmetries which
are spoilt by the surface, with the just-mentioned spatial
inversion a case in point.
3(b) The second argument of H2 is the direct product of
three abelian groups that we explain in turn. The Z2
group is generated by a 2pi spin rotation; its inclusion in
the second argument implies that we also consider half-
integer-spin representations, e.g., at inversion-invariant
kq of fermionic insulators, time reversal is represented
by T 2=−I.
(c) The second abelian group (Zd) is generated by
discrete real-space translations in d dimensions; by
extending a magnetic point group (G◦) by Zd, we
obtain a magnetic space group; nontrivial extensions are
referred to as nonsymmorphic.
(d) The final abelian group (Z) is generated by the dis-
crete quasimomentum translation in the surface-normal
direction, i.e., a translation along c(kq) and covering
c(kq) once. A nontrivial extension by quasimomentum
translations is exemplified by one of two glide planes in
the space group D46h [cf. Sec. V].
Having classified quasimomentum circles through Eq.
(1), we outline a systematic methodology to topolog-
ically classify band insulators. The key observation
is that quasimomentum translations in the space of
filled bands is represented by Wilson loops of the Berry
gauge field; the various group extensions, as classified
by Eq. (1), correspond to the various ways in which
symmetry may constrain the Wilson loop; studying
the Wilson-loop spectrum then determines the topolog-
ical classification. A more detailed summary is as follows:
(i) We consider translations along c(kq) with a certain
orientation that we might arbitrarily choose, e.g., the
triple arrows in Fig. 1(a). These translations are
represented by the Wilson loop W(kq), and the phase
(θ) of each Wilson-loop eigenvalue traces out a ‘curve’
over kq. In analogy with Hamiltonian-energy bands, we
refer to each ‘curve’ as the energy of a Wilson band in
a surface-Brillouin torus. The advantage of this analogy
is that the Wilson bands may be interpolated35,38 to
Hamiltonian-energy bands in a semi-infinite geometry
with a surface orthogonal to k⊥. Some topological
properties of the Hamiltonian and Wilson bands are pre-
served in this interpolation, resulting in a bulk-boundary
correspondence that we describe in Sec. III B. There,
we also introduce two complementary notions of a total
and a partial correspondence; the latter is exemplified
by the space group D46h.
(ii) The symmetries of c(kq) are formally defined as the
group of the Wilson loop in Sec. V; any group of the
Wilson loop corresponds to a group extension classified
by Eq. (1). That is, our cohomological classification of
quasimomentum circles determines the representation of
point-group symmetries that constrain the Wilson loop,
whether linear or projective. The particular representa-
tion determines the rules that govern the connectivity
of Wilson energies (‘curves’), as we elaborate in Sec.
IV A; we then connect the ‘curves’ in all possible legal
ways, as in Sec. IV B – distinct connectivities of the
Wilson energies correspond to topologically inequivalent
groundstates. This program of interpolating and match-
ing curves, when carried out for the space group D46h,
produces the classification summarized in Tab. I.
QΓ˜Z˜ QX˜U˜ Ce
Pη
Γ˜
= 0 Z2 Z2 2Z
Pη
Γ˜
= e/2 - Z2 2Z+ 1
TABLE I. Classification of time-reversal-invariant insulators
with the space group D46h. A quantized polarization invariant
(Pη
Γ˜
) distinguishes between two families of insulators: modulo
the electron charge e, Pη
Γ˜
=e/2 (=0) characterizes the ‘quan-
tum glide Hall effect’ (resp., its absence). Specifically, Pη
Γ˜
is the polarization of one of two glide subspaces (as labelled
by η=±1), but time reversal symmetry ensures there is only
one independent polarization: P+
Γ˜
=P−
Γ˜
modulo e. The Pη
Γ˜
=0
family is further sub-classified by two non-Abelian polariza-
tions: QΓ˜Z˜∈Z2 and QX˜U˜∈Z2, and a mirror Chern number
(Ce) that is constrained to be even; where QΓ˜Z˜ 6=QX˜U˜ , the
insulator manifests an hourglass-flow topology. The Pη
Γ˜
=e/2
family is sub-classified by QX˜U˜∈Z2 and odd Ce.
Beyond D46h, we note that Eq. (1) and the Wilson-loop
method provide a unifying framework to classify chiral
topological insulators,39 and all topological insula-
tors with robust edge states protected by space-time
symmetries. Here, we refer to topological insulators
with either symmorphic1,2,8 or nonsymmorphic spa-
tial symmetries4,7,19,40, the time-reversal-invariant
quantum spin Hall phase,25 and magnetic topological
insulators.18,41–43 These case studies are characterized
by extensions of G◦ by Z2×Zd; on the other hand, ex-
tensions by quasimomentum translations are necessary
to describe the space group D46h, but have not been
considered in the literature. In particular, D46h falls
outside the K-theoretic classification of nonsymmorphic
topological insulators in Ref. [7].
Finally, we remark that the method of Wilson loops
(synonymous26 with the method of Wannier centers27)
is actively being used in topologically classifying band
insulators.26,27,44–46 The present work advances the
Wilson-loop methodology by: (i) relating it to group co-
homology through Eq. (1), (ii) providing a systematic
summary of the method (in this Section), and (ii) demon-
strating how to classify a piecewise-topological insulator
for the case study D46h (cf. Sec. IV).
4II. PRELIMINARIES
A. Review of the tight-binding method
In the tight-binding method, the Hilbert space is re-
duced to a finite number of Lo¨wdin orbitals ϕR,α, for
each unit cell labelled by the Bravais lattice (BL) vec-
tor R.47–49 In Hamiltonians with discrete translational
symmetry, our basis vectors are
φk,α(r) =
1√
N
∑
R
eik·(R+rα)ϕR,α(r −R− rα), (2)
where α = 1, . . . , ntot, k is a crystal momentum, N is the
number of unit cells, α labels the Lo¨wdin orbital, and
rα denotes the position of the orbital α relative to the
origin in each unit cell. The tight-binding Hamiltonian
is defined as
H(k)αβ =
∫
ddr φ∗k,α(r) Hˆ φk,β(r), (3)
where Hˆ is the single-particle Hamiltonian. The energy
eigenstates are labelled by a band index n, and defined
as ψn,k(r) =
∑ntot
α=1 un,k(α)φk,α(r), where
ntot∑
β=1
H(k)αβ un,k(β) = εn,k un,k(α). (4)
We employ the braket notation:
H(k)
∣∣un,k〉 = εn,k ∣∣un,k〉. (5)
Due to the spatial embedding of the orbitals, the basis
vectors φk,α are generally not periodic under k→ k+G
for a reciprocal vector G. This implies that the tight-
binding Hamiltonian satisfies:
H(k +G) = V (G)−1 H(k)V (G), (6)
where V (G) is a unitary matrix with elements:
[V (G)]αβ = δαβ e
iG·rα . We are interested in Hamilto-
nians with a spectral gap that is finite for all k, such
that we can distinguish occupied from empty bands; the
former are projected by
P (k) =
nocc∑
n=1
∣∣un,k〉〈un,k∣∣
= V (G)P (k +G)V (G)−1, (7)
where the last equality follows directly from Eq. (6).
B. Crystal structure and spatial symmetries
The crystal structure KHgX is chosen to exemplify
the spatial symmetries we study. As illustrated in Fig.
2, the Hg and X ions form honeycomb layers with AB
stacking along ~z; here, ~x, ~y, ~z denote unit basis vectors
for the Cartesian coordinate system drawn in the same
figure. Between each AB bilayer sits a triangular lattice
of K ions. The space group (D46h≡P63/mmc) of KHgX
includes the following symmetries: (i) an inversion (I)
centered around a K ion (which we henceforth take as
our spatial origin), the reflections (ii) M¯z = t(c~z/2)Mz,
and (iii) M¯x = t(c~z/2)Mx, where Mj inverts the
coordinate j ∈ {x, y, z}. In (ii-iii) and the remainder
of the paper, we denote, for any transformation g,
g¯ = t(c~z/2) g as a product of g with a translation (t) by
half a lattice vector (c~z/2). Among (ii-iii), only M¯x is
a glide reflection, wherefor the fractional translation is
unremovable11 by a different choice of origin. While we
primarily focus on the symmetries (i-iii), they do not
generate the full group of D46h, e.g., there exists also a
six-fold screw symmetry whose implications have been
explored in our companion paper.21
We are interested in symmetry-protected topologies
that manifest on surfaces. Given a surface termination,
we refer to the subset of bulk symmetries which are
preserved by that surface as edge symmetries. The edge
symmetries of the 100 and 001 surfaces are symmorphic,
and they have been previously addressed in the context
of KHgX.21 Our paper instead focuses on the 010
surface, whose edge group (nonsymmorphic Pma2) is
generated by two reflections: glideless M¯z and glide M¯x.
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FIG. 2. (a) 3D view of atomic structure. The Hg (red) and X
(blue) ions form a honeycomb layers with AB stacking. The
K ion (cyan) is located at an inversion center, which we also
choose to be our spatial origin. (b) Top-down view of atomic
structure that is truncated in the 010 direction; two of three
Bravais lattice vectors are indicated by a˜1 and a˜2. (c) Center:
bulk Brillouin zone (BZ) of KHgX, with two mirror planes of
M¯z colored red and blue. Top: 100-surface BZ. Right: 010-
surface BZ.
III. WILSON LOOPS AND THE
BULK-BOUNDARY CORRESPONDENCE
We review the Wilson loop in Sec. III A, as well as in-
troduce the loop geometry that is assumed throughout
this paper. The relation between Wilson loops and the
5geometric theory of polarization is summarized in Sec.
III B. There, we also introduce the notion of a partial
bulk-boundary correspondence, which our nonsymmor-
phic insulator exemplifies.
A. Review of Wilson loops
The matrix representation of parallel transport along
Brillouin-zone loops is known as the Wilson loop of
the Berry gauge field. It may be expressed as the
path-ordered exponential (denoted by ¯exp) of the Berry-
Wilczek-Zee connection50,51 A(k)ij =
〈
ui,k
∣∣∇k uj,k〉:
W[l] = ¯exp [−∫
l
dl ·A(k) ]. (8)
Here, recall from Eq. (5) that
∣∣uj,k〉 is an occupied
eigenstate of the tight-binding Hamiltonian; l denotes
a loop and A is a matrix with dimension equal to the
number (nocc) of occupied bands. The gauge-invariant
spectrum of W[l] is the non-abelian generalization of
the Berry phase factors (Zak phase factors28) if l is
contractible (resp. non-contractible).26,27 In this paper,
we consider only a family of loops parametrized by
kq=(kx∈[−pi/
√
3a,+pi/
√
3a], kz∈[−pi/c,+pi/c]), where
for each loop kq is fixed while ky is varied over a
non-contractible circle [−2pi/a,+2pi/a] (oriented line
with three arrowheads in Fig. 3(a)). We then label
each Wilson loop as W(kq) and denote its eigenvalues
by exp[iθn,kq ] with n=1, . . . , nocc. Note that kq also
parametrizes the 010-surface bands, hence we refer to
kq as a surface wavevector; here and henceforth, we take
the unconventional ordering k=(ky, kx, kz)=(ky,kq).
To simplify notation in the rest of the paper, we
reparametrize the rectangular primitive cell of Fig. 3 as
a cube of dimension 2pi, i.e., kx=±pi/
√
3a → kx=±pi,
ky=±2pi/a → ky=±pi, and kz=±pi/c → kz=±pi. The
time-reversal-invariant kq are then labelled as: Γ˜=(0, 0),
X˜=(pi, 0), Z˜=(0, pi) and U˜=(pi, pi). For example, W(Γ˜)
would correspond to a loop parametrized by (ky, 0, 0).
B. Bulk-boundary correspondence of topological
insulators
The bulk-boundary correspondence describes topolog-
ical similarities between the Wilson loop and the surface
bandstructure. To sharpen this analogy, we refer to the
eigenvectors of W(kq) as forming Wilson bands with
energies θn,kq . The correspondence may be understood
in two steps:
(i) The first is a spectral equivalence between
(−i/2pi)logW(kq) and the projected-position operator
b2
b1
4π
/a
2π/ 3a
kx
ky (b)
b2 kx
ky
2π
/a
2π/ 3a
(a) (c)
b2 kx
ky
FIG. 3. (a) A constant-kz slice of quasimomentum space,
with two of three reciprocal lattice vectors indicated by b˜1
and b˜2. While each hexagon corresponds to a Wigner-Seitz
primitive cell, it is convenient to pick the rectangular primi-
tive cell that is shaded in cyan. A close-up of this cell is shown
in (b). Here, we illustrate how the glide reflection (M¯x) maps
(ky, pi/
√
3a, kz)→ (ky,−pi/
√
3a, kz) (red dot to brown) which
connects to (2pi/a + ky, pi/
√
3a, kz) (blue) through b˜2. Fig-
ure (c) serves two interpretation. In the first, TM¯z maps
(ky, pi/
√
3a, kz) → (−ky,−pi/
√
3a, kz) (red dot to brown)
which connects to (2pi/a − ky, pi/
√
3a, kz) (blue) through b˜2.
If we interpret Figure (c) as the kz = 0 cross-section, the same
vectors illustrate the effect of time reversal.
P⊥(kq)yˆP⊥(kq), where
P⊥(kq) =
nocc∑
n=1
∫ pi
−pi
dky
2pi
∣∣ψn,ky,kq〉〈ψn,ky,kq ∣∣ (9)
projects to all occupied bands with surface wavevec-
tor kq, and ψn,k(r)=exp(ik · r)un,k(r) are the Bloch-
wave eigenfunctions of Hˆ. For the position operator
yˆ, we have chosen natural units of the lattice where
1≡a/2=a˜1·~y, and a˜1/a=−
√
3~x/2+~y/2 is the lattice vec-
tor indicated in Fig. 2(b). Denoting the eigenvalues of
P⊥(kq)yˆP⊥(kq) as yn,kq , the two spectra are related as
yn,kq = θn,kq/2pi modulo one.
26 Some intuition about the
projected-position operator may be gained from study-
ing its eigenfunctions; they form a set of hybrid func-
tions {|kq, n〉|n∈{1, 2, . . . , nocc}} which maximally local-
ize in ~y (as a Wannier function) but extend in ~x and
~z (as a Bloch wave with momentum kq= (kx, kz)). In
this Bloch-Wannier (BW) representation,27 the eigen-
value (yn,kq) under P⊥yˆP⊥ is merely the center-of-mass
coordinate of the BW function (
∣∣n,kq〉).26,45 Since P⊥
is symmetric under translation ( t(a˜1) ) by a˜1, while
t(a˜1) yˆ t(a˜1)
−1=yˆ − I, each of {yn,kq |n∈{1, 2, . . . , nocc}}
represents a family of BW functions related by integer
translations. The Abelian polarization (P/e) is defined
as the net displacement of BW functions:29,52,53
Pkq
e
=
1
2pi
nocc∑
j=1
θj,kq =
i
2pi
∫ pi
−pi
TrAy(ky,kq)dky, (10)
where all equalities are defined modulo integers, and
TrAy(k)=
∑nocc
i=1
〈
ui,k
∣∣∇yui,k〉 is the Abelian Berry
6connection.
(ii) The next step is an interpolation35,38 between
P⊥yˆP⊥ and an open-boundary Hamiltonian (Hs) with
a boundary termination. Presently, we assume for
simplicity that each of {P⊥, yˆ, Hs} is invariant under
space-time transformations of the edge group. A simple
example is the 2D quantum spin Hall (QSH) insulator,
where time reversal (T ) is the sole edge symmetry: by
assumption T is a symmetry of the periodic-boundary
Hamiltonian (hence also of P⊥); furthermore, since T
acts locally in space, it is also a symmetry of yˆ and Hs.
It has been shown in Ref. 35 that the discrete subset
of the Hs-spectrum (corresponding to edge-localized
states) is deformable into a subset of the fully-discrete
P⊥yˆP⊥-spectrum. More physically, a subset of the BW
functions mutually and continuously hybridize into
edge-localized states when a boundary is slowly intro-
duced, and the edge symmetry is preserved throughout
this hybridization. Consequently, P⊥yˆP⊥ (equivalently,
log[W]) and Hs share certain traits which are only
well-defined in the discrete part of the spectrum, and
moreover these traits are robust in the continued pres-
ence of said symmetries. The trait that identifies the
QSH phase (in both the Zak phases and the edge-mode
dispersion) is a zigzag connectivity where the spectrum
is discrete; here, eigenvalues are well-defined, and
they are Kramers-degenerate at time-reversal-invariant
momenta but otherwise singly-degenerate, and further-
more all Kramers subspaces are connected in a zigzag
pattern.26,44,45 In the QSH example, it might be taken
for granted that the representation (T 2=−I) of the edge
symmetry is identical for both Hs andW; the invariance
of T 2=−I throughout the interpolation accounts for the
persistence of Kramers degeneracies, and consequently
for the entire zigzag topology. The QSH phase thus
exemplifies a total bulk-boundary correspondence, where
the entire set of boundary topologies (i.e., topologies
that are consistent with the edge symmetries of Hs)
is in one-to-one correspondence with the entire set of
W-topologies (i.e., topologies which are consistent with
symmetries of W, of which the edge symmetries form a
subset). One is then justified in inferring the topological
classification purely from the representation theory of
surface wavefunctions – this surface-centric methodology
has successfully been applied to many space groups.4,8,54
While this surface-centric approach is technically easier
than the representation theory of Wilson loops, it ignores
the bulk symmetries that are spoilt by the boundary. On
the other hand, W-topologies encode these bulk sym-
metries, and are therefore more reliable in a topological
classication. In some cases,26,46,55,56 these bulk symme-
tries enable W-topologies that have no boundary analog.
Simply put, some topological phases do not have robust
boundary states, a case in point being the Z topology
of 2D inversion-symmetric insulators.26 In our nonsym-
morphic case study, it is an out-of-surface translational
symmetry (t(a˜1)) that disables a W-topology, and con-
sequently a naive surface-centric approach would over-
predict the topological classification – this exemplifies a
partial bulk-boundary correspondence. As we will clarify,
the t(a˜1) symmetry distinguishes between two represen-
tations of the same edge symmetries: an ordinary rep-
resentation with the open-boundary Hamiltonian (Hs),
and a projective one with the Wilson loop (W). To
state the conclusion upfront, the projective representa-
tion rules out a quantum glide Hall topology that would
otherwise be allowed in the ordinary representation. This
discussion motivates a careful determination of the W-
topologies in Sec. IV.
IV. CONSTRUCTING A
PIECEWISE-TOPOLOGICAL INSULATOR BY
WILSON LOOPS
We would like to classify time-reversal-invariant
insulators with the space group D46h; our result should
more broadly apply to hexagonal crystal systems with
the edge symmetry Pma2 (generated by glide M¯x and
glideless M¯z) and a bulk spatial-inversion symmetry.
Our final result in Tab. I relies on topological invariants
that we briefly introduce here, deferring a detailed
explanation to the sub-sections below. The invariants
are: (i) the mirror Chern number (Ce) in the kz=0
plane, (ii) the quadruplet polarization QΓ˜Z˜ (QX˜U˜) in
the kx=0 glide plane (resp. kx=pi), wherefor QΓ˜Z˜ 6=QX˜U˜
implies an hourglass flow, and (iii) the glide polarization
Pη
Γ˜
=0 (e/2) indicates the absence (resp. presence) of the
quantum glide Hall effect in the kx=0 plane.
Our strategy for classification is simple: we first de-
rive the symmetry constraints on the Wilson-loop spec-
trum, then enumerate all topologically distinct spectra
that are consistent with these constraints. Pictorially,
this amounts to understanding the rules obeyed by curves
(the Wilson bands), and connecting curves in all possible
legal ways; we do these in Sec. IV A and IV B respectively.
A. Local rules of the curves
We consider how the bulk symmetries constrain the
Wilson loop W(kq), with kq lying on the high-symmetry
line Γ˜X˜U˜ Z˜Γ˜; note that Γ˜Z˜ and X˜U˜ are glide lines which
are invariant under M¯x, while Γ˜X˜ and Z˜U˜ are mirror
lines invariant under M¯z. The relevant symmetries
that constrain W(kq) necessarily preserve the circle
(ky∈[−pi, pi],kq), modulo translation by a reciprocal
vector; such symmetries comprise the little group of
the circle.8 For example, (a) TI would constrain W(kq)
for all kq, (b) TM¯x and M¯z is constraining only for
kq along Γ˜X˜, and (c) T matters only at the time-
reversal-invariant kq. Along Γ˜X˜, we omit discussion
of other symmetries (e.g., TC2y) in the group of the
7circle, because they do not additionally constrain the
Wilson-loop spectrum. For each symmetry, only three
properties influence the connectivity of curves, which we
first state succinctly:
(i) Does the symmetry map each Wilson energy as θ→θ
or θ→−θ? Note here we have omitted the constant
argument of θkq .
(ii) If the symmetry maps θ→θ, does it also result
in Kramers-like degeneracy? By ‘Kramers-like’, we
mean a doublet degeneracy arising from an antiunitary
symmetry which representatively squares to −1, much
like time-reversal symmetry in half-integer-spin repre-
sentations.
(iii) How does the symmetry transform the mirror
eigenvalues of the Wilson bands? Here, we refer to
the eigenvalues of mirror M¯z and glide M¯x along their
respective invariant lines.
To elaborate, (i) and (ii) are determined by how the sym-
metry constrains the Wilson loop. We say that a sym-
metry represented by T± is time-reversal-like at kq, if for
that kq
T±W(kq) T −1± =W(kq)−1,
with T± i T −1± = −i, and T 2± = ±I. (11)
Both T± map the Wilson energy as θ→θ, but only T−
symmetries guarantee a Kramers-like degeneracy. Sim-
ilarly, a symmetry represented by U is particle-hole-like
at kq, if for that kq
U W(kq)U−1 =W(kq), with U iU−1 = −i, (12)
i.e., U maps the Wilson energy as θ→−θ. Here, we
caution that T and U are symmetries of the circle
(ky∈[−pi, pi],kq) and preserve the momentum parameter
kq; this differs from the conventional23 time-reversal
and particle-hole symmetries which typically invert
momentum.
To precisely state (iii), we first elaborate on how
Wilson bands may be labelled by mirror eigenvalues,
which we define as λj for the reflection M¯j (j ∈ {x, z}).
First consider the glideless M¯z, which is a symmetry of
any bulk wavevector which projects to Γ˜X˜ (kz=0) and
Z˜U˜ (kz=pi) in ~y. Being glideless, M¯
2
z=E¯ (2pi rotation of
a half-integer spin) implies two momentum-independent
branches for the eigenvalues of M¯z: λz=±i; this eigen-
value is an invariant of any parallel transport within
either M¯z-invariant plane. That is, if ψ1 is a mirror
eigenstate, any state related to ψ1 by parallel transport
must have the same mirror eigenvalue. Consequently,
the Wilson loop block-diagonalizes with respect to
λz=±i, and any Wilson band may be labelled by λz.
A similar story occurs for the glide M¯x, which is a
symmetry of any bulk wavevector that projects to Γ˜Z˜
(kx=0). The only difference from M¯z is that the two
branches of λx are momentum-dependent, which follows
from M¯2x = t(~z) E¯, with t denoting a lattice translation.
Explicitly, the Bloch representation of M¯x squares to
−exp(−ikz), which implies for the glide eigenvalues:
λx(kz)=±iexp(−ikz/2).
To wrap up our discussion of the mirror eigenvalues,
we consider the subtler effect of M¯x along X˜U˜ . Despite
being a symmetry of any surface wavevector along X˜U˜ :
M¯x : (pi, kz) −→ (−pi, kz) = (pi, kz)− 2pi~x, (13)
with 2pi~x a surface reciprocal vector, M¯x is not a sym-
metry of any bulk wavevector that projects to X˜U˜ , but
instead relates two bulk momenta which are separated
by half a bulk reciprocal vector, i.e.,
M¯x : (ky, pi, kz) −→ (ky,−pi, kz) = (ky + pi, pi, kz)− b˜2,
as illustrated in Fig. 3(b). This reference to
Fig. 3(b) must be made with our reparametrization
(kx=±pi/
√
3a→kx=±pi, ky=±2pi/a→ky=±pi) in mind.
We refer to such a glide plane as a projective glide
plane, to distinguish it from the ordinary glide plane
at kx=0. The absence of M¯x symmetry at each bulk
wavevector implies that the Wilson loop cannot be block-
diagonalized with respect to the eigenvalues of M¯x. How-
ever, quantum numbers exist for a generalized symme-
try (M¯x) that combines the glide reflection with parallel
transport over half a reciprocal period. To be precise, let
us define the Wilson line W−pi←0 to represent the paral-
lel transport from (0, pi, kz) to (−pi, pi, kz). We demon-
strate in Sec. V that all Wilson bands may be labelled
by quantum numbers under M¯x≡W−pi←0 M¯x, and that
these quantum numbers fall into two energy-dependent
branches as:
λx(θ + kz) = η i exp [−i(θ + kz)/2] with η = ±1. (14)
That is, λx(θ+kz) is the M¯x-eigenvalue of a Wilson
band at surface momentum (pi, kz) and Wilson energy θ.
For the purpose of topological classification, all we
need are the existence of these symmetry eigenvalues (or-
dinary and generalized) that fall into two branches (re-
call λz=±i, λx=±iexp(−ikz/2) along Γ˜Z˜, and also Eq.
(14) ), and (iii) asks whether the T±- and U-type sym-
metries preserve (λj→λj) or interchange (λj→−λj) the
branch. To clarify a possible confusion, both T±- and
U-type symmetries are antiunitary and therefore have no
eigenvalues, while the reflections (M¯z, M¯x (along Γ˜Z˜),
and M¯x (along X˜U˜) ) are unitary. The answer to (iii)
is determined by the commutation relation between the
symmetry in question (whether T±- or U-type) and the
relevant reflection. To exemplify (i-iii), let us evaluate the
effect of TI symmetry along Γ˜Z˜. This may be derived in
8the polarization perspective, due to the spectral equiv-
alence of (−i/2pi)logW(kq) and P⊥(kq)yˆP⊥(kq). Since
TI inverts all spatial coordinates but transforms any
momentum to itself (yn,kq=θn,kq/2pi→−yn,kq), we iden-
tify TI as a U-type symmetry (cf. Eq. (12)). Indeed,
while TI is known to produce Kramers degeneracy in
the Hamiltonian spectrum, TI emerges as an unconven-
tional particle-hole-type symmetry in the Wilson loop.
Since M¯x commutes individually with P⊥(0, kz) and yˆ,
all eigenstates of P⊥(0, kz)yˆP⊥(0, kz) may simultaneously
be labelled by λx. That TI maps λx→−λx then fol-
lows from M¯xTI=t(~z)TIM¯x, where t(~z) originates sim-
ply from the noncommutivity of I with the fractional
translation (t(~z/2)) in M¯x:
M¯x I = t(~z) I M¯x. (15)
To show TI : λx→−λx in more detail, suppose for a
Bloch-Wannier function |n, kz〉 that
P⊥yˆP⊥
∣∣n, kz〉 = yn,kz ∣∣n, kz〉 and
M¯x
∣∣n, kz〉 = λx(kz) ∣∣n, kz〉, (16)
with λx(kz)=±i exp(−ikz/2) and suppression of the label
kx=0. [TI, P⊥]={TI, yˆ}=0 then leads to
P⊥yˆP⊥ TI
∣∣n, kz〉 = − yn,kz ∣∣n, kz〉, and
M¯x TI
∣∣n, kz〉 = t(~z)TIM¯x ∣∣n, kz〉
= e−ikzλ∗x TI
∣∣n, kz〉, (17)
with exp(−ikz)λ∗x=−λx following from λ2x=−exp(−ikz).
To recapitulate, (a) TI imposes a particle-hole-
symmetric spectrum, and (b) two states related by TI
have opposite eigenvalues under M¯x. (a-b) is summa-
rized by the notation U : λx→−λx in the top left entry
of Tab. II. The complete symmetry analysis is derived
in Sec. V and App. B, and tabulated in Tab. II and III.
These relations constrain the possible topologies of the
Wilson bands, as we show in the next section.
kx = 0 (Γ˜Z˜) kx = pi (X˜U˜) kz = 0 (Γ˜X˜) kz = pi (Z˜U˜)
TI U : λx(kz)→ −λx(kz) U : λx(kz + θ)→ −λx(kz − θ) U : λz → −λz U : λz → +λz
TM¯z T+ : λx(kz)→ +λx(kz) T+ : λx(kz + θ)→ +λx(kz + θ) - -
TM¯x - - T+ : λz → +λz T− : λz → −λz
TABLE II. Symmetry constraints of the Wilson bands at generic points along the mirror lines. T± and U are possible char-
acterizations of the symmetries (TI, T M¯z, T M¯x) in the left-most column: a T±-type (U-type) symmetry is time-reversal-like
(resp. particle-hole-like) symmetry, as defined in Eq. (11) and (12). For j ∈ {x, z}, λj is a symmetry eigenvalue which falls
into one of two branches: λz=±i, and λx(α)=±iexp(−iα/2). Along kx=0, λx is momentum-dependent; along kx=pi, it is
energy-dependent as well, that is, λx(kz + θ) is the glide eigenvalue of a Wilson band at momentum kz and energy θ.
Γ˜ = (0, 0) X˜ = (pi, 0) Z˜ = (0, pi) U˜ = (pi, pi)
T T− : λz → −λz, T− : λz → −λz, T− : λz → −λz, T− : λz → −λz,
λx(kz)→ −λx(kz) λx(kz + θ)→ −λx(kz + θ) λx(kz)→ +λx(kz) λx(kz + θ)→ +λx(kz + θ)
TABLE III. Time-reversal constraint of the Wilson bands at surface wavevectors satisfying kq=(kx, kz)=−kq modulo a reciprocal
vector. To clarify a possible source of confusion, the actual time-reversal symmetry (T ) is, by our definition of T± in Eq. (11),
only ‘time-reversal-like’ at kq=−kq, since T : kq→−kq is not a symmetry of the circle (ky∈[−pi, pi],kq) for generic kq.
B. Connecting curves in all possible legal ways
Our goal here is to determine the possible topologies
of curves (Wilson bands), which are piecewise smooth
on the high-symmetry line Γ˜X˜U˜ Z˜Γ˜. We first analyze
each momentum interval separately, by evaluating the
available subtopologies within each of Γ˜Z˜, Z˜U˜ , etc.
The various subtopologies are then combined to a
full topology, by a program of matching curves at the
intersection points (e.g.,Z˜) between momentum intervals.
Since our program here is to interpolate and match
curves (Wilson bands), it is important to establish just
how many Wilson bands must be connected. A combina-
tion of symmetry, band continuity and topology dictates
this answer to be a multiple of four. Since the number
(nocc) of occupied Hamiltonian bands is also the dimen-
sion of the Wilson loop, it suffices to show that nocc is a
multiple of four. Indeed, this follows from our assumption
that the groundstate is insulating, and a property of con-
nectedness between sets of Hamiltonian bands. For spin
systems with minimally time-reversal and glide-reflection
symmetries, we prove in App. C that Hamiltonian bands
9divide into sets of four which are individually connected,
i.e., in each set there are enough contact points to travel
continuously through all four branches. The lack of gap-
less excitations in an insulator then implies that a con-
nected quadruplet is either completely occupied, or un-
occupied.
1. Interpolating curves along the glide line Γ˜Z˜
Along kx=0 (Γ˜Z˜), the rules are:
(a) There are two flavors of curves (illustrated as blue
solid and blue dashed lines in Fig. 4), corresponding to
two branches of the glide eigenvalue λx=±iexp(−ikz/2).
Only crossings between solid and dashed curves are
robust, in the sense of being movable but unremovable.
(b) At any point along Γ˜Z˜, there is an uncoventional
particle-hole symmetry (due to TI) with conjugate
bands (related by θ→−θ) belonging in opposite glide
branches; cf. first column of Tab. II. Pictorially, [θ, blue
solid] ↔ [−θ, blue dashed].
(c) At Γ˜, each solid curve is degenerate with a dashed
curve, while at Z˜ the degeneracies are solid-solid and
dashed-dashed; cf. Tab. III. These end-point constraints
are boundary conditions for the interpolation along Γ˜Z˜.
Given these rules, there are three distinct connectivities
along Γ˜Z˜, which we describe in turn: (i) a zigzag connec-
tivity (Fig. 4(a-e)) defines the quantum glide Hall effect
(QGHE), and (ii) two configurations of hourglasses (e.g.,
Fig. 4(f) vs 4(h), and also 4(g) vs 4(i) ) are distinguished
by a connected-quadruplet polarization.
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FIG. 4. Possible Wilson spectra along Γ˜Z˜.
(i) As illustrated in Fig. 4(a-e), the QGHE describes
a zigzag connectivity over Γ˜Z˜, where each cusp of the
zigzag corresponds to a Kramers-degenerate subspace.
While Fig. 4(c-d) is not obviously zigzag, they are
smoothly deformable to Fig. 4(a) which clearly is. A
unifying property of all five figures (a-e) is spectral
flow: the QGHE is characterized by Wilson bands which
robustly interpolate across the maximal energy range
of 2pi. What distinguishes the QGHE from the usual
quantum spin Hall effect:25 despite describing the band
topology over all of Γ˜Z˜, the QGHE is solely determined
by a polarization invariant (Pη
Γ˜
) at a single point (Γ˜),
which we now describe.
Definition of Pη
Γ˜
: Consider the (ky∈[−pi, pi),kq=0) circle
in the 3D Brillouin zone. Each point here has the glide
symmetry M¯x, and the Bloch waves divide into two glide
subspaces labelled by λx/i≡η=±1. This allows us to de-
fine an Abelian polarization (Pη
Γ˜
/e) as the net displace-
ment of Bloch-Wannier functions in either η subspace:
Pη
Γ˜
e
=
1
2pi
nocc/2∑
j=1
θη
j,Γ˜
mod 1. (18)
Here, the superscript η indicates a restriction to the
λx=ηi, occupied subspace; {exp(iθη)} are the eigenval-
ues of the Wilson loop Wη(Γ˜), and the second equality
follows from the spectral equivalence introduced in Sec.
III. We have previously determined in this Section that
nocc is a multiple of four, and therefore there is always
an even number (nocc/2) of Wilson bands in either η
subspace. Furthemore, P+
Γ˜
=P−
Γ˜
modulo e follows from
time reversal relating θη
Γ˜
→θ−η
Γ˜
; cf. Tab. III.
We claim that the effect of spatial inversion (I) symme-
try is to quantize Pη
Γ˜
to 0 and e/2, which respectively
corresponds to the absence and presence of the QGHE.
Restated, the set of occupied Bloch states along a
high-symmetry line (projecting to Γ˜) holographically
determines the topology in a high-symmetry plane
(projecting to Γ˜Z˜). To demonstrate this, (i-a) we first
relate the Wilson spectrum at Γ˜ to the invariant Pη
Γ˜
,
then (i-b) determine the possible Wilson spectra at Z˜.
(i-c) These end-point spectra may be interpreted as
boundary conditions for curves interpolating across Γ˜Z˜
– we find there are only two classes of interpolating
curves which are distinguished by spectral flow.
(i-a) To prove the quantization of Pη
Γ˜
, consider how
each glide subspace is individually invariant under I.
This invariance follows from Eq. (15), leading to the
representative commutivity of I and M¯x where kz=0.
We will need further that I maps θη
Γ˜
→−θη
Γ˜
mod 2pi.
This may be deduced from the polarization perspective,
where θη
Γ˜
/2pi is an eigenvalue of the position operator yˆ
(projected to the occupied subspace at surface wavevec-
tor Γ˜ and with λx=ηi); our claim then follows simply
from I inverting the position operator yˆ. θη
Γ˜
and −θη
Γ˜
may correspond either to two distinct Wilson bands
(an inversion doublet), or to the same Wilson band (an
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inversion singlet at θη
Γ˜
=0 or pi). Since there are an even
number of Wilson bands in each η subspace, a 0-singlet
is always accompanied by a pi-singlet – such a singlet
pair produces the only non-integral contribution to
Pη
Γ˜
(=e/2); the absence of singlets corresponds to Pη
Γ˜
=0.
These two cases correspond to two classes of boundary
conditions at Γ˜. We remark briefly on fine-tuned
scenarios where an inversion doublet may accidentally
lie at 0 (or pi) without affecting the value of Pη
Γ˜
. In
complete generality, Pη
Γ˜
=e/2 (0) corresponds to an odd
(resp. even) number of bands at both 0 and pi, in one η
subspace.
(i-b) What is left is to determine the possible boundary
conditions at Z˜. We find here only one class of boundary
conditions, i.e., any one boundary condition may be
smoothly deformed into another, indicating the absence
of a nontrivial topological invariant at Z˜. Indeed, the
same nonsymmorphic algebra (Eq. (15)) has different
implications where kz=pi: now I relates Wilson bands
in opposite glide subspaces, i.e., I : θη
Z˜
→θ−η
Z˜
=−θη
Z˜
.
Consequently, the total polarization (PZ˜) vanishes
modulo e, and the analogous Pη
Z˜
is well-defined but not
quantized. With the additional constraint by T (see
Tab. III), any Kramers pair belongs to the same glide
subspace due to the reality of the glide eigenvalues; on
the other hand, each Kramers pairs at θ is mapped by
I to another Kramers pair at −θ, and I-related pairs
belong to different glide subspaces.
(i-c) Having determined all boundary conditions, we pro-
ceed to the interpolation. For simplicity, this is first per-
formed for the minimal number (four) of Wilson bands;
the two Wilson-energy functions in each η subspace are
defined as θη1,kq and θ
η
2,kq . If PηΓ˜=e/2, the boundary con-
ditions are
θη
1,Γ˜
= 0, θη
2,Γ˜
= ±pi, and θη
1,Z˜
= θη
2,Z˜
= −θ−η
1,Z˜
= −θ−η
2,Z˜
.
In one of the glide subspaces (say, η), the two Wilson-
energy functions are degenerate at Z˜, but are at
everywhere else along Γ˜Z˜ nondegenerate; particularly
at Γ˜, one Wilson energies is fixed to 0, and other to
±pi. Consequently, the two energy functions sweep out
an energy interval that contains at least [0, pi] (e.g.,
Fig. 4(a)), but may contain more (e.g., Fig. 4(c)).
The particle-hole symmetry (due to TI; cf. Tab. II)
further imposes that the other two energy functions (in
−η) sweep out at least [−pi, 0] – the net result is that
the entire energy range is swept; this spectral flow is
identified with the QGHE.
If Pη
Γ˜
=0, the boundary conditions at Γ˜ are instead
θη
1,Γ˜
= θ−η
1,Γ˜
= −θη
2,Γ˜
= −θ−η
2,Γ˜
, (19)
leading to spectrally-isolated quadruplets, e.g., in Fig.
4(f), (h) and (i). Since Kramers partners at Γ˜ (Z˜) belong
in opposite η subspaces (resp. the same η subspace),
the interpolation describes an internal partner-switching
within each quadruplet, resulting in an hourglass-like
dispersion. The center of the hourglass is an unavoidable
crossing57 between opposite-η bands – this degeneracy
is movable but unremovable. Finally, we remark that
the interpolations distinguished by Pη
Γ˜
easily generalize
beyond the minimal number of Wilson bands, e.g.,
compare Fig. 4(e) with (g). 
Given that the Abelian polarization depends on the
choice of spatial origin,26 it may seem surprising that a
single polarization invariant (Pη
Γ˜
) sufficiently indicates
the QGHE; indeed, each of the inequivalent inversion
centers is a reasonable choice for the spatial origin.
In contrast, many other topologies are diagnosed by
gauge-invariant differences in polarizations of different
1D submanifolds in the same Brillouin zone.26,58 Unlike
generic polarizations, Pη
Γ˜
is invariant when a different
inversion center is picked as origin, i.e., this globally
shifts all θ→θ + pi (e.g., Fig. 4(a) to (b)), which leads
to Pη
Γ˜
/e→Pη
Γ˜
/e modulo Z, since each glide subspace is
even-dimensional. We caution that Pη
Γ˜
will not remain
quantized if the spatial origin lies away from an inversion
center, due to the well-known U(1) ambiguity of the
Wilson loop.26
That the QGHE is determined solely by Pη
Γ˜
makes
diagnosis especially easy: we propose to multiply the
spatial-inversion (I) eigenvalues of occupied bands in
a single η subspace, at the two inversion-invariant k
which project to Γ˜. This product being +1 (−1) then
implies that Pη
Γ˜
=0 (resp. =e/2). In contrast, the usual
quantum spin Hall effect (without glide symmetry)
cannot26,44,45 be formulated as an Abelian polarization,
and a diagnosis would require the I eigenvalues at all
four inversion-invariant momenta of a two-torus.59
(ii) With trivial Pη
Γ˜
, the spectrally-isolated interpolations
further subdivides into two distinct classes, which are
distinguished by an hourglass centered at θ=pi, e.g., con-
trast Fig. 4(h-i) with (f-g),(j). This difference may be
formalized by a Z2 topological invariant (QΓ˜Z˜) which we
introduced in our companion work,21 and will presently
describe in the polarization perspective. QΓ˜Z˜ char-
acterizes a coarse-grained polarization of quadruplets
along Γ˜Z˜, as we illustrate with Fig. 5(b). Here, the
center-of-mass position of this quadruplet may tenta-
tively be defined by averaging four Bloch-Wannier posi-
tions: Y1(kq)=(1/4)
∑4
n=1 yn,kq , with kq∈Γ˜Z˜. Any polar-
ization quantity should be well-defined modulo 1, which
reflects the discrete translational symmetry of the crys-
tal. However, we caution that Y is only well-defined mod
1/4 for quadruplet bands without symmetry, due to the
integer ambiguity of each of {yn|n ∈ Z}. To illustrate this
ambiguity, consider in Fig. 5(a) the spectrum of P⊥yˆP⊥
for an asymmetric insulator with four occupied bands.
Only the spectrum for two spatial unit cells (with unit
period) are shown, and the discrete translational symme-
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try ensures yj,kq = yj+4l,kq − l for j, l ∈ Z. Clearly the
centers of mass of {y1, y2, y3, y4} and {y2, y3, y4, y5} differ
by 1/4 at each kq, but both choices are equally natural
given level repulsion across Z˜Γ˜Z˜.
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FIG. 5. Comparison of the spectrum of P⊥yˆP⊥ for a sys-
tem without any symmetry (a), and one with time-reversal,
spatial-inversion and glide symmetries (b). Only the spec-
trum for two spatial unit cells are shown.
However, a natural choice presents itself if the Bloch-
Wannier bands may be grouped in sets of four, such that
within each set there are enough contact points along
Γ˜Z˜ to continuously travel between the four bands. Such
a property, which we call four-fold connectivity, is illus-
trated in Fig. 5(b) over two spatial unit cells. Here,
both quadrupets {y1, y2, y3, y4} and {y5, y6, y7, y8} are
connected, and their centers of mass differ by unity; on
the other hand, {y2, y3, y4, y5} is not connected. The
following discussion then hinges on this four-fold connec-
tivity, which characterizes insulators with glide and time-
reversal symmetries. Having defined a mod-one center-
of-mass coordinate for one connected quadruplet, we ex-
tend our discussion to insulators with multiple quadru-
plets per unit cell, i.e., since there are nocc number of
Bloch-Wannier bands, where nocc is the number of occu-
pied bands, we now discuss the most general case where
integral nocc/4≥1. Let us define the net displacement
of all nocc/4 number of connected-quadruplet centers:
Q(kq)/e=
∑nocc/4
j=1
Yj(kq) mod 1. A combination of time-
reversal (T ) and spatial-inversion (I) symmetry quan-
tizes Q(kq) to 0 or e/2, as we now show. We have
previously described how TI inverts the spatial coor-
dinate but leaves momentum untouched, i.e., we have
an unconventional particle-hole symmetry at each kq:
TI|kq, n〉=|kq,m〉 with m 6=n and yn,kq=−ym,kq mod 1.
Consequently, TI : Yj(kq)→Yj′(kq)=−Yj(kq) mod 1,
and the only non-integer contribution to Q/e (=1/2)
arises if there exists a particle-hole-invariant quadruplet
(j¯) that is centered at Yj¯=1/2=−Yj¯ mod 1, as we ex-
emplify in Fig. 4(h-i); moreover, since each yn,kq is a
continuous function of kq, Qkq is constant (≡QΓ˜Z˜) over
Γ˜Z˜. Alternatively stated, QΓ˜Z˜ is a quantized polariza-
tion invariant that characterizes the entire glide plane
that projects to Γ˜Z˜.
2. Connecting curves along the glide line X˜U˜
As discussed in Sec. IV A, the relevant symmetries
that constrainW(kq) comprise the little group of the cir-
cle (ky∈[−pi, pi],kq).8 For any kq∈X˜U˜ , the corresponding
group has the symmetries M¯x, TI and TM¯z; these are
exactly the same symmetries of the group for kq∈Γ˜Z˜. In
spite of this similarity, the available subtopologies on X˜U˜
and Γ˜Z˜ differ: while the two hourglass configurations
(distinguished by a connected-quadruplet polarization)
are available subtopologies on each line, the QGHE is
only available along Γ˜Z˜. This difference arises because
the same symmetries are represented differently on
each line – the different projective representations are
classified by the second cohomology group, as discussed
in Sec. V. For the purpose of topological classification,
we need only extract one salient result from that Section:
any Wilson band at kq=(pi, kz) and Wilson-energy θ has
simultaneously a ‘glide’ eigenvalue: λx(kz + θ) in Eq.
(14); here, ‘glide’ refers to the generalized symmetry
M¯x≡W−pi←0 M¯x, which combines the ordinary glide
reflection (M¯x) with parallel transport (W−pi←0). We
might ask if η=±1 in λx labels a meaningful division
of the Wilson bands, i.e., do we once again have two
non-interacting flavors of curves, as we had for Γ˜Z˜? The
answer is affirmative if the Wilson bands are spectrally
isolated, i.e., if all nocc Wilson bands lie strictly within
an energy interval [θi, θf ] with |θf − θi| < 2pi, for all
kz ∈ [0, 2pi). For example, the isolated bands of Fig.
6(a) lie within a window of [−pi/2, pi/2], whereas no
similar window exists in the hypothetical scenario of Fig.
6(c). If isolated, then at each kz the energy difference
(θi − θj) between any two bands is strictly less than 2pi
– therefore there is no ambiguity in labelling each band
by η from Eq. (14). Conversely, this potential ambiguity
is sufficient to rule out bands with spectral flow, as we
now demonstrate.
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FIG. 6. (a-b) Possible Wilson spectra along X˜U˜ . (c) A hypo-
thetical spectrum that is ruled out by a continuity argument.
Let us consider a hypothetical scenario with spectral
flow (Fig. 6(c)), as would describe a QGHE. There
is then a smooth interpolation between bands in one
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energy period to any band in the next, as illustrated
by connecting black arrows in Fig. 6(c). As we inter-
polate θ→θ+2pi and kz→kz+4pi, we of course return
to the same eigenvector of W, and therefore the ‘glide’
eigenvalue must also return to itself. However, the
energy-dependence leads to λx→−λx. More generally
for 4u number of occupied bands, θ→θ+2pi while
kz→kz+4upi, leading to the same contradiction. We
remark that the essential properties that jointly lead
to a contradiction are that: (i) Wilson bands come in
multiples of four, as we discussed in the introduction to
Sec. IV B, (ii) the Kramers partners at X˜ (U˜) belong to
opposite flavors (resp. the same flavor); cf. Tab. III, and
(iii) that bands connect in a zigzag. Certain details of
Fig. 6(c) (e.g., that θ is quantized to special values at X˜)
are superfluous to our argument. Besides this argument,
we furnish an alternative proof to rule out the QGHE
in our companion paper.21 We remark that the QGHE
is perfectly consistent with the surface symmetries,21
and it is only ruled out by a proper account of the bulk
symmetries. 
Returning to our classification, Tab. II and III inform
us of the constraints due to time-reversal and spatial-
inversion symmetries. The summary of this symmetry
analysis is that our rules for the curves along X˜U˜ are
completely identical to that along Γ˜Z˜, assuming that
bands are spectrally isolated. We thus conclude that
the only subtopologies are two hourglass-type interpola-
tions (Fig. 6(a-b)), which are distinguished by a second
connected-quadruplet polarization (QX˜U˜).
3. Connecting curves along the mirror line Γ˜X˜
(a) Curves divide into two non-interacting flavors (red
solid and red dashed lines in Fig. 7), corresponding to
λz = ±i subspaces.
(b) At both boundaries (Γ˜ and X˜), each red solid curve
is degenerate with a red dashed curve; cf. Tab. III.
(c) At any point along Γ˜X˜, [θ, red solid] ↔ [−θ, red
dashed], due to the TI symmetry of Tab. II.
These rules allow for mirror-Chern24 sub-topologies in
the torus that projects to X˜Γ˜X˜, where λz=±i subspaces
have opposite chirality due to time-reversal symmetry;
Fig. 7(a) exemplifies a Chern number (Ce) of −1 in the
λz=+i subspace, and Fig. 7(b) exemplifies Ce=−2. The
allowed mirror Chern numbers (Ce) depend on our last
rule:
(d) Curves must match continuously at Γ˜ and X˜.
This last rule imposes a consistency condition with the
subtopologies at Γ˜Z˜ and X˜U˜ : Ce is odd (even) if and
only if Pη
Γ˜
=e/2 (resp. Pη
Γ˜
=0), as illustrated in Fig. 8(a-c)
(resp. 8(d-f)).
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FIG. 7. Illustrating the single-energy criterion to determine
the parity of the mirror-Chern number (Ce); Ce=−1 in (a) and
−2 in (b). Red solid (dashed) lines correspond to a Wilson
band with mirror eigenvalue λz=+i (−i).
To demonstrate our claim, we rely on a single-energy
criterion to determine the parity of Ce: count the number
(N+i) of λz = +i states at an arbitrarily-chosen energy
and along the full circle X˜Γ˜X˜, then apply N+i mod
2=Ce mod 2. Supposing we chose θ=pi/2 in Fig. 7(a),
there is a single intersection (encircled in the figure)
with a λz=+i band, as is consistent with Ce=−1 being
odd. For the purpose of connecting Ce with PηΓ˜ , we will
need a slightly-modified counting rule that applies to
the half-circle Γ˜X˜ instead of the full circle. Since time
reversal relates λz=±i bands at opposite momentum,
we would instead count the total number of bands in
both M¯z subspaces, at our chosen energy and along the
half-circle; one additional rule regards the counting of
Kramers doublet, which comprise time-reversed partners
at either Γ˜ or X˜. If such a doublet lies at our chosen
energy, it counts not as two but as one; every other
singlet state counts as one. With these rules, the parity
of this weighted count (N˜) equals that of Ce. Returning
to Fig. 7(a) for illustration, we would still count the
single λz=+i crossing (encircled) at θ=pi/2, but if we
instead pick θ=0, we could count the Kramers doublet at
Γ˜ as unity; for both choices of θ, N˜=+1. In comparison,
the two θ=0 states in Fig. 7(b) are both singlets and
count collectively as two, which is consistent with this
figure describing a Ce=−2 phase.
Though our single-energy criterion applies at any θ, it
is useful to particularize to θ=0, where in counting N˜
we would have to determine the number of zero-energy
Kramers doublets at Γ˜, e.g., this would be one in Fig.
7(a), and zero in Fig. 7(b). This number may be iden-
tified, mod 2, with the number of zero-energy inversion
singlets, which we established in Sec. IV B 1 to be unity
if Pη
Γ˜
=e/2, and zero if Pη
Γ˜
=0. Moreover, the parity of
zero-energy doublets at Γ˜ may immediately be identified
with the parity of N˜ (and thus also that of Ce), because
every other contribution to N˜ has even parity, as we now
show. We first consider the contribution at X˜. Given
that the only subtopologies at X˜U˜ are hourglasses, there
are generically no zero-energy Kramers doublets at X˜
(Fig. 8(a) and (c-f)), though in fine-tuned situations (Fig.
13
8(b)) there might be an even number. Away from the end
points, any intersection comes in particle-hole-symmetric
pairs (e.g., Fig. 8(c), (e-f)).
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FIG. 8. Possible Wilson spectra along Γ˜X˜ (a-c) With nontriv-
ial glide polarization (Pη
Γ˜
), the mirror Chern numbers (Ce) are
respectively −1,+1 and −3 . (d-f) With trivial Pη
Γ˜
, Ce equals
0,−2 and −4 respectively.
4. Connecting curves along the mirror line Z˜U˜
(a) As illustrated in Fig. 9, Each red, solid curve
(M¯z= + i) is degenerate with a red, dashed curve
(M¯z= − i). Doublet curves cannot cross due to level
repulsion, and must be symmetric under θ → −θ.
(b) The curve-matching conditions at Z˜ and U˜ again
impose consistency requirements.
These rules are stringent enough to uniquely specify
the interpolation along Z˜U˜ , given the subtopologies at
Γ˜Z˜ (specified by Pη
Γ˜
,QΓ˜Z˜) and at X˜U˜ (QX˜U˜). Alter-
natively stated, there are no additional invariants in this
already-complete classification. To justify our claim, first
consider Pη
Γ˜
= e/2, such that doublets at U˜ are matched
with cusps of hourglasses (along U˜X˜), while doublets at
Z˜ connect to cusps of a zigzag (along Z˜Γ˜). There is then
only one type of interpolation illustrated in Fig. 9(a-c).
If Pη
Γ˜
= 0, we have hourglasses on both glide lines Γ˜Z˜
and X˜U˜ . If on one glide line an hourglass is centered
at θ = pi, while on the other line there is no pi-hourglass
(i.e., QΓ˜Z˜ 6= QX˜U˜), the unique interpolation is shown in
Fig. 9(d-e): red doublets connect the upper cusp of one
hourglass to the lower cusp of another, in a generalized
zigzag pattern with spectral flow. A brief remark here is
in order: when viewed individually along any straight line
(e.g., Γ˜Z˜ or Z˜U˜), bands are clearly spectrally isolated;
however, when viewed along a bent line (Γ˜Z˜U˜X˜), the
bands exhibit spectral flow. In all other cases for Pη
Γ˜
,QΓ˜Z˜
and QX˜U˜ , bands along Γ˜Z˜U˜X˜ separate into spectrally-
isolated quadruplets, as in Fig. 9(f).
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FIG. 9. Possible Wilson spectra along Z˜U˜ .
V. QUASIMOMENTUM EXTENSIONS AND
GROUP COHOMOLOGY IN BAND
INSULATORS
Symmetry operations normally describe space-time
transformations; such symmetries and their groups are
referred to as ordinary. Here, we encounter certain
‘symmetries’ of the Wilson loop which additionally
induce quasimomentum transport in the space of filled
bands; we call them W-symmetries to distinguish them
from the ordinary symmetries. In this Section, we
identify the relevant W-symmetries, and show their
corresponding group (Gpi,kz ) to be an extension of the
ordinary group (G◦) by quasimomentum translations,
where G◦ corresponds purely to space-time transfor-
mations; the inequivalent extensions are classified by
the second cohomology group, which we also introduce
here. In crystals, G◦ would be a magnetic point
group36 for a spinless particle, i.e., G◦ comprise the
space-time transformations (possibly including time
reversal) that preserve at least one real-space point.
It is well-known how G◦ may be extended by phase
factors to describe half-integer-spin particles, and also by
discrete spatial translations to describe nonsymmorphic
crystals.30–34 One lesson learned here is that G◦ may
be further extended by quasimomentum translations (as
represented by the Wilson loop), thus placing real and
quasimomentum space on equal footing.
W-symmetries are a special type of constraints on the
Wilson loop at high-symmetry momenta (kq). As exem-
plified in Eq. (11) and (12), constraints (gˆ) on a Wilson
loop (W) mapW to itself, up to a reversal in orientation:
gˆW gˆ−1 =W±1, (20)
where W−1 is the inverse of W; all gˆ satisfying this
equation are defined as elements in the group (Gkq) of
the Wilson loop. A trivial example of gˆ would be the
Wilson loop itself; gˆ may also represent a space-time
transformation, as exemplified by a 2pi real-space
rotation (E¯). Particularizing to our context, we let
ky∈[−pi, pi) parametrize the non-contractible momentum
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loop, and choose the convention that W (W−1) effects
parallel transport in the positive orientation:+2pi~y (resp.
in the reversed orientation:−2pi~y), as further elaborated
in App. B 1.
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FIG. 10. Origin of W-glide and W-time-reversal symmetries.
(a-d) are constant-kz slices of the bulk Brillouin zone. (a)
illustrates how the glide (M¯x) maps momenta from the glide
plane kx=pi. Under M¯x, the Wilson loop is mapped from the
red vertical arrow in (a) to the red vertical arrow in (b). (c-d)
describe the kz=0 plane and illustrate a similar story for the
time reversal T .
W-symmetries arise as constraints if a space-time
transformation exists that maps: ky→±ky+pi. Our
first example of a W-symmetry has been introduced in
Sec. IV A, namely that the glide reflection (M¯x) maps:
(ky,kq)→(ky+pi,kq) for any kq along kx=pi (X˜U˜), as il-
lustrated in Fig. 10(a). Consequently, the Wilson loop is
mapped as
M¯xW−pi(pi, kz) M¯−1x =W0(pi, kz), (21)
where we have indicated the base point of the parame-
ter loop as a subscript of W, i.e., Wk¯y induces parallel
transport from (k¯y, pi, kz) to (k¯y+2pi, pi, kz) in the positive
orientation. This mapping from W−pi (vertical arrow in
Fig. 10(a)) toW0 (arrow in Fig. 10(b)) is also illustrated.
As it stands, Eq. (21) is not a constraint as defined in Eq.
(20). Progress is made by further parallel-transporting
the occupied space by −pi~y, such that we return to the
initial momentum: (ky, pi, kz). This motivates the defi-
nition of a W-glide symmetry (M¯x) which combines the
glide reflection (M¯x) with parallel transport across half
a reciprocal period – then by our construction, M¯x is an
element in the group (Gpi,kz ) of W−pi(pi, kz). To be pre-
cise, let us define the Wilson line W−pi←0 to represent a
parallel transport from (0, pi, kz) to (−pi, pi, kz), then
M¯x W−pi M¯−1x =W−pi, with M¯x =W−pi←0 M¯x. (22)
The W-glide (M¯x) squares as:
M¯2x = E¯ t(~z)W−1−pi, (23)
which may be understood loosely as follows: the glide
component of the W-glide squares as a 2pi rotation (E¯)
with a lattice translation (t(~z)), while the transport
component squares as a full-period transport (W−1); we
defer the detailed derivations of Eq. (21)-(23) to App.
B 4. For a Wilson band with energy θ(kz), Eq. (23)
implies the corresponding W-glide eigenvalue depends
on the sum of energy and momentum, as in Eq. (14).
Our construction of M¯x is a quasimomentum-analog of
the nonsymmorphic extension of point groups.30–34 For
example, the glide reflection (M¯x) combines a reflection
with half a real -lattice translation – M¯2x thus squares to
a full lattice translation, which necessitates extending
the point group by the group of translations. Here, we
have further combined M¯x with half a reciprocal -lattice
translation, thus necessitating a further extension by
Wilson loops.
Our second example of a W-symmetry (T ) combines
time reversal (T ) with parallel transport over a half pe-
riod, and belongs in the groups of W(X˜) and W(U˜),
which correspond to the two time-reversal-invariant kq
along kx=pi (recall Fig. 2); since both groups are isomor-
phic, we use a common label: GX˜ . Under time reversal,
T : (ky, pi, k¯z) −→ (−ky,−pi,−k¯z)
= (−ky + pi, pi, k¯z)− b˜2 − 2k¯z~z, (24)
for k¯z∈{0, pi} and 2k¯z~z a reciprocal vector (possibly
zero), as illustrated in Fig. 10(c). Consequently,
T W−pi T−1 k¯z= Wr,2pi, (25)
where Wr,2pi denotes the reverse-oriented Wilson loop
with base point 2pi (see arrow in Fig. 10(d)), and
k¯z=
indicates that this equality holds for kq ∈ {X˜, U˜}. Eq.
(B62) motivates combining T with a half-period trans-
port, such that the combined operation T effects
T W−pi T −1 k¯z= W−1−pi , with T k¯z= W−pi←0 T. (26)
To complete the Wilsonian algebra, we derive in App.
B 4 that
T 2 k¯z= E¯, M¯x T M¯−1x T −1 k¯z= W−1−pi . (27)
This result, together with Eq. (23), may be compared
with the ordinary algebra of space-time transformations:
M¯2x = E¯ t(~z), T
2 k¯z= E¯, M¯x T M¯
−1
x T
−1 k¯z= I, (28)
as would apply to the surface bands at any time-reversal-
invariant kq. Both algebras are identical modulo factors
of W and its inverse; from hereon, W(kq)−pi=W. We
emphasize that the same edge symmetries are repre-
sented differently in the surface Hamiltonion (Hs) and
in W – this difference originates from the out-of-surface
translational symmetry (t( a˜1 )), which is broken for Hs
but not for W; recall here that a˜1 is the out-of-surface
Bravais lattice vector drawn in Fig. 2(b). Where t( a˜1 )
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symmetry is preserved, we can distinguish the bulk
wavevectors ky from ky+pi, and therefore define W-
symmetry operators that include the Wilson lineW−pi←0.
To further describe this difference group-theoretically,
let us define G◦ ∼= Z2 × Z2 as the symmetry group of a
spinless particle with glideless-reflection (Mx) and time-
reversal (T ) symmetries:
G◦ = {Max T b | a, b ∈ Z2 }, (29)
with the algebra:
M2x = I, T
2 = I, [Mx, T ] = 0. (30)
The algebra of Eq. (28) describes a well-known, nonsym-
morphic extension of G◦ for spinful particles;11 we pro-
pose that Eq. (23) and (27) describe a further extension
of Eq. (28) by reciprocal translations. That is, GX˜ is a
nontrivial extension of G◦ by N , where N ∼= Z2 × Z2 is
an Abelian group generated by E¯, W and t(~z):
N = { E¯a t(~z)bWc | a ∈ Z2, b, c ∈ Z }. (31)
For an introduction to group extensions and their
application to our problem, we refer to the interested
reader to App. D 1. There exists another extension
(GΓ˜, as further elaborated later in this Section) which is
inequivalent to GX˜ , and applies to a different momentum
submanifold of our crystal; in Sec. IV B, we further
show that inequivalent extensions lead to different
subtopologies for the Wilson bands.
From the cohomological perspective, two extensions (of
G◦ by N ) are equivalent if they correspond to the same
element in the second cohomology group H2(G◦,N ).
The identity element in this group corresponds to a linear
representation of G◦, which we now define. Let the group
element gi ∈ G◦ be represented by gˆi in the extension of
G◦ by N , and further define gij ≡ gigj ∈ G◦ by gˆij . We
insist that {gˆi} satisfy the the associativity condition:
( gˆi gˆj) gˆk = gˆi ( gˆj gˆk). (32)
In a linear representation,
gˆigˆj = gˆij for all gi, gi, gij ∈ G◦, (33)
while in a projective representation,
gˆigˆj = Ci,j gˆij , where Ci,j ∈ N , (34)
at least one of {Ci,j} (defined as the factor system60)
is not trivially identity. Eq. (23) exemplifies Eq.
(34) for gi=gj=Mx satisfying M
2
x=I, gˆi=M¯x and
Ci,j=E¯ t(~z)W−1. We say that two representations are
equivalent if they are related by the transformation
gˆi → gˆ′i = Di gˆi with Di ∈ N . (35)
In either representation, the same constraint is imposed
on W (cf. Eq. (20)):
gˆ′iW gˆ′−1i =W±1 ⇐⇒ gˆiW gˆ−1i =W±1, (36)
since any element of N commutes with W. This state of
affairs is reminiscent of the U(1) gauge ambiguity in rep-
resenting symmetries of the Hamiltonian (Hˆ),61 where
if [gˆ, Hˆ]=0, so would [gˆ′, Hˆ]=0 for any gˆ′=exp[iφ(g)]gˆ.
By this analogy, we also call gˆi and gˆ
′
i from Eq. (35) two
gauge-equivalent representations of the same element gi,
though it should be understood in this paper that the
relevant gauge group is N and not U(1). To recapitulate,
each element in H2(G◦,N ) corresponds to an equiva-
lence class of associative representations; in App. D 2, we
further connect our theory to group cohomology through
the geometrical perspective of coboundaries and cocycles.
To exemplify an extension/representation that is in-
equivalent to GX˜ , let us consider the group (GΓ˜) ofW(Γ˜);
GΓ˜ is isomorphic to the group ofW(Z˜)); recall that both
Γ˜ and Z˜ are time-reversal-invariant kq along kx=0. kx=0
labels a glide line in the 010-surface BZ, which guaran-
tees the kx=0 plane (in the bulk BZ) is mapped to itself
under the glide M¯x; the same could be said for kx=pi.
However, unlike kx=pi, M¯x also belongs to the group of
any bulk wavevector in the kx=0 plane, and therefore
M¯xW(Γ˜) M¯−1x =W(Γ˜) (37)
with M¯x an ordinary space-time symmetry, i.e., unlike
M¯x in Eq. (22), M¯x does not encode parallel transport.
Consequently, this element of GΓ˜ satisfies the ordinary
algebra in Eq. (28); by an analogous derivation, the time
reversal element in GΓ˜ is also ordinary. It is now apparent
why GX˜ and GΓ˜ are inequivalent extensions: there exists
no gauge transformation, of the form in Eq. (35), that
relates their factor systems. For example, the following
elements of G◦:
g1 ≡ M¯x T, g2 ≡ M¯−1x T−1, g1g2 ≡ g12 = I, (38)
may be represented in GX˜ by
gˆ1 ≡ M¯xT , gˆ2≡M¯−1x T −1, gˆ12 ≡ I, (39)
such that the second relation in Eq. (27) translates to
gˆ1 gˆ2 = C1,2 gˆ12 with C1,2 ≡ W−1. (40)
Under the gauge transformation: M¯x→M¯′x=WaM¯x,
T →T ′=WbT , and a, b ∈ Z, Eq. (40) transforms as
M¯x T M¯−1x T −1 =W−1
→ M¯′x T ′ M¯′x
−1 T ′−1 =W2a−1, (41)
which ensures that the factor C1,2 is always an odd prod-
uct of W. This must be compared with the analogous
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algebraic relation in GΓ˜, where with M¯x→M¯ ′x=WcM¯x,
T→T ′=WdT , and c, d ∈ Z,
M¯x T M¯
−1
x T
−1 = I → M¯ ′x T ′ M¯ ′x−1 T ′−1 =W2c; (42)
here, the analogous factor C1,2 is always an even product
of W – there exists no gauge transformation that relates
the two factor systems in GX˜ and GΓ˜. We say that the
factor system of a projective representation can be lifted
if, by some choice of gauge, all of {Ci,j} from Eq. (34)
may be reduced to the identity element in N ; Eq. (41)
demonstrates that C1,2 for GX˜ can never be transformed
to identity. GX˜ thus exemplifies an intrinsically projec-
tive representation, wherefor its nontrivial factor system
can never be lifted.
Finally, we remark that this Section does not exhaust
all elements in GX˜ or GΓ˜; our treatment here minimally
conveys their group structures. A complete treatment of
GX˜ is offered in App. B 4, where we also derive the above
algebraic relations in greater detail.
VI. DISCUSSION AND OUTLOOK
In the topological classification of band insulators,
one may sometimes infer the classification purely from
the representation theory4,8,54 of surface wavefunc-
tions. In our companion work,21 we have identified
a criterion on the surface group that characterizes all
robust surface states which are protected by space-time
symmetries.1,2,4,7,8,18,19,25,40–43,54 Our criterion intro-
duces the notion of connectivity within a submanifold
(M) of the surface-Brillouin torus, and generalizes
the theory of elementary band representations.57,62 To
restate the criterion briefly, we say there is a D-fold con-
nectivity within M if bands there divide into sets of D,
such that within each set there are enough contact points
in M to continuously travel through all D branches.
If M is a single wavevector (kq), D coincides with the
minimal dimension of the irreducible representation
at kq; D generalizes this notion of symmetry-enforced
degeneracy where M is larger than a wavevector (e.g., a
glide line). We are ready to state our criterion: (a) there
exist two separated submanifolds M1 and M2, with
corresponding D1=D2=fd (f≥2 and d≥1 are integers),
and (b) a third submanifold M3 that connects M1 and
M2, with corresponding D3=d. This surface-centric
criterion is technically simple, and has proven to be
predictive of the topological classification. However, we
also found it is sometimes over-predictive,21 in the sense
of allowing some surface topologies that are inconsistent
with the full set of bulk symmetries.
An alternative and, as far as we know, faithful
approach would apply our connectivity criterion21 to the
Wilson ‘bands’, which properly encode bulk symmetries
that are absent on the surface; since Wilson ‘bands’ also
live on the surface-Brillouin torus, we could replace the
original meaning of surface bands in the above criterion
by Wilson ‘bands’. To determine the possible Wilson
‘bandstructures’, one has to determine how symmetries
are represented in the Wilson loop; one lesson learned
from classifying D46h is that this representation can be
projective, requiring an extension of the point group by
the Wilson loop itself. Such an extended group forces
us to generalize the traditional notion of symmetry as
a space-time transformation – we instead encounter
‘symmetry’ operators that combine both space-time
transformations and quasimomentum translations, thus
putting real and quasimomentum space on equal footing.
While our case study involved a nonsymmorphic space
group, the nonsymmorphicity (i.e., nontrivial extensions
by spatial translations) is not a prerequisite for nontriv-
ial quasimomentum extensions, e.g., there are projective
mirror planes (e.g., in symmorphic rocksalt structures)
where the reflection also relates Bloch waves separated
by half a reciprocal period; the implications are left for
future study.
To restate our finding from a broader perspective,
group cohomology specifies how symmetries are repre-
sented in the quasimomentum submanifold, which in
turn determines the band topology. A case in point is
time reversal symmetry (T ), which may be extended
by 2pi-spin rotations (which distinguishes half-integer-
from integer-spin representations) and also by real-space
translations (which distinguishes paramagnetic and an-
tiferromagnetic insulators); only the projective represen-
tation (T 2=−I) has a well-known Z2 topology.18,25 By
our cohomological classification of quasimomentum sub-
manifolds through Eq. (1), we have provided a unifying
framework to classify chiral topological insulators,39, and
topological insulators with robust edge states protected
by space-time symmetries.1,2,4,7,8,18,19,25,40–43 Our frame-
work is also useful in classifying some topological insu-
lators without edge states;26,55,56 one counter-example
that eludes this framework may nevertheless by classified
by bent Wilson loops,46 rather than the straight Wilson
loops of this work. With the recent emergence of Flo-
quet topological phases, an interesting direction would
be to consider further extending Eq. (1) by discrete time
translations.63
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APPENDIX
Organization of the Appendix:
(A) We review how space-time symmetries affect the
tight-binding Hamiltonian. Notations are introduced
which will be employed in the remaining appendices.
(B) We derive how symmetries of the Wilson loop
are represented, and their constraints on the Wilson
bands, as summarized in Tab. II and III. The first few
Sections deal with ordinary symmetry representations
along X˜Γ˜Z˜U˜ , while the last derives the projective
representations along X˜U˜ .
(C) We prove the four-fold connectivity of Hamiltonian
bands, in spin systems with minimally time-reversal and
glide-reflection symmetries. This proof is used in the
topological classification of Sec. IV B.
(D) We introduce group extensions by Wilson loops, as
well as rederive the extended algebra in Sec. V from a
group-theoretic perspective.
Appendix A: Review of symmetries in the
tight-binding method
We review the effects of spatial symmetries in App. A 1,
then generalize our discussion to include time-reversal
symmetry in App. A 2.
1. Effect of spatial symmetries on the tight-binding Hamiltonian
Let us denote a spatial transformation by gδ, which transforms real-space coordinates as r → Dgr + δ, where Dg
is the orthogonal matrix representation of the point-group transformation g in Rd. Nonsymmorphic space groups
contain symmetry elements where δ is a rational fraction11 of the lattice period; in a symmorphic space group, an
origin can be found where δ = 0 for all symmetry elements. The purpose of this Section is to derive the constraints
of gδ on the tight-binding Hamiltonian. First, we clarify how gδ transforms the creation and annihilation operators.
We define the creation operator for a Lo¨wdin function47–49 (ϕα) at Bravais lattice vector R as c
†
α(R+ rα). From (2),
the creation operator for a Bloch-wave-transformed Lo¨wdin orbital φk,α is
c†k,α =
1√
N
∑
R
eik·(R+rα) c†α(R+ rα); α = 1, . . . , ntot. (A1)
A Bravais lattice (BL) that is symmetric under gδ satisfies two conditions:
(i) for any BL vector R, DgR is also a BL vector:
∀R ∈ BL, DgR ∈ BL. (A2)
(ii) If gδ transforms an orbital of type α to another of type β, then Dg(R+ rα) + δ must be the spatial coordinate of
an orbital of type β. To restate this formally, we define a matrix Ugδ such that the creation operators transform as
gδ : c
†
α(R+ rα) −→ c†β
(
DgR+R
gδ
βα + rβ
)
[Ugδ]βα, (A3)
with Rgδβα ≡ Dgrα + δ − rβ. Then
[Ugδ]βα 6= 0 ⇒ Rgδβα ∈ BL. (A4)
Explicitly, the nonzero matrix elements are given by
[Ugδ]βα =
∑
s,s′
∫
ddr ϕ∗β(r, s
′) [D(1/2)g ]s′s ϕα(D
−1
g r, s), (A5)
where ϕα is a spinor with spin index s, and D
(1/2)
g represents gδ in the spinor representation.
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For fixed gδ, α and β, the mapping T gδβα : R → Rgδβα is bijective. Applying (A1), (A2), (A4), the orthogonality of
Dg and the bijectivity of T gδβα , the Bloch basis vectors transform as
gδ : c
†
k,α −→
1√
N
∑
R
eik·(R+rα) c†β
(
DgR+R
gδ
βα + rβ
)
[Ugδ]βα
= e−i(Dgk)·δ
1√
N
∑
R
ei[Dgk]·[Dg(R+rα)+δ] c†β
(
DgR+R
gδ
βα + rβ
)
[Ugδ]βα
= e−i(Dgk)·δ
1√
N
∑
R
ei[Dgk]·[DgR+R
gδ
βα+rβ] c†β
(
DgR+R
gδ
βα + rβ
)
[Ugδ]βα
= e−i(Dgk)·δ
1√
N
∑
R′
ei[Dgk]·[R
′+rβ] c†β
(
R′ + rβ
)
[Ugδ]βα
= e−i(Dgk)·δc†Dgk,β [Ugδ]βα. (A6)
This motivates a definition of the operator
gˆδ(k) ≡ e−i(Dgk)·δ Ugδ, (A7)
which acts on Bloch wavefunctions (|un,k〉) as
gδ :
∣∣un,k〉 −→ gˆδ(k) ∣∣un,k〉. (A8)
The operators {gˆδ(k)} form a representation of the space-
group algebra11 in a basis of Bloch-wave-transformed
Lo¨wdin orbitals; we call this the Lo¨wdin representation.
If the space group is nonsymmorphic, the nontrivial
phase factor exp(−iDgk · δ) in gˆδ(k) encodes the
effect of the fractional translation, i.e., the momentum-
independent matrices {Ugδ} by themselves form a
representation of a point group.
To exemplify this abstract discussion, we analyze a
simple 2D nonsymmorphic crystal in Fig. 11. As de-
lineated by a square, the unit cell comprises two atoms
labelled by subcell coordinates A and B, and the spa-
tial origin is chosen at their midpoint, such that rA =
a~x/
√
3− c~z/2 = −rB, as shown in Fig. 11(a). The sym-
metry group (Pma2) of this lattice is generated by the
elements M¯x and M¯z, where in the former we first reflect
across ~x (g = Mx) and then translate by δ = c~z/2. Sim-
ilarly, M¯z is shorthand for a z→−z reflection followed
by a translation by δ = c~z/2. Let us represent these
symmetries with spin-doubled s orbitals on each atom.
Choosing our basis to diagonalize Sz,
M¯x :
c†A,Sz (R+ rA) −→ −ic†B,−Sz (DxR+ rB),c†B,Sz (R+ rB) −→ −ic†A,−Sz (DxR+ c~z + rA),
(A9)
where Dx(x, z)
t = (−x, z)t, and in the second mapping,
we have applied Rx,c~z/2AB = DxrB + c~z/2 − rA = c~z. It
is useful to recall here that a reflection is the product of
an inversion with a two-fold rotation about the reflection
axis: Mj = I C2j for j ∈ {x, z}. Consequently, M¯x ∝ C2x
c/2
c
3a
a/ 3 x
z
rB rA
MX t(cz/2)
(a)
(b) (c) (d)
FIG. 11. (a) Simple example of a 2D nonsymmorphic crystal.
The two sublattices are colored respectively colored dark blue
and cyan. (b-d) illustrate the effect of a glide reflection.
flips Sz → −Sz. In the basis of Bloch waves,
M¯x : c
†
k,α −→ e−ikzc/2 c†Dxk,β [UM¯x ]βα, (A10)
with UM¯x = −i τ1 σ1. Here, we have employed τ3 = +1
(−1) for subcell A (B) and σ3 = +1 for spin up in ~z.
A similar analysis for the other reflection (M¯z ∝ C2z ∝
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exp[−iSzpi]) leads to
M¯z :

c†A,Sz (R+ rA) −→
−i sign[Sz] c†A,Sz (DzR+ c~z + rA),
c†B,Sz (R+ rB) −→
−i sign[Sz] c†B,Sz (DzR+ rB),
(A11)
withDz(x, z)
t = (x,−z)t, and in the basis of Bloch-wave-
transformed Lo¨wdin orbitals,
M¯z : c
†
k,α −→ e−ikzc/2 c†Dzk,β [UM¯z ]βα, (A12)
with UM¯z = −i σ3. To recapitulate, we have derived {gˆδ}
as
ˆ¯Mx(k) = −i e−ikzc/2 τ1 σ1 and
ˆ¯Mz(k) = −i e−ikzc/2 σ3, (A13)
which should satisfy the space-group algebra for Pma2,
namely that
M¯2x = E¯ t(c~z), M¯
2
z = E¯, and
M¯z M¯x = E¯ t(−c~z) M¯x M¯z, (A14)
where E¯ denotes a 2pi rotation and t(c~z) a translation.
Indeed, when acting on Bloch waves with momentum k,
ˆ¯Mx(Dxk)
ˆ¯Mx(k) = −e−ikzc, ˆ¯Mz(Dzk) ˆ¯Mz(k) = −I,
ˆ¯Mz(Dxk)
ˆ¯Mx(k) = −e−ikzc ˆ¯Mx(Dzk) ˆ¯Mz(k). (A15)
Finally, we verify that the momentum-independent ma-
trices {Ugδ} form a representation of the double point
group C2v, whose algebra is simply
M2x = M
2
z = E¯ and MzMx = E¯ MxMz. (A16)
A simple exercise leads to
U2M¯x = U
2
M¯z
= −I and {UM¯x , UM¯z} = 0. (A17)
The algebras of C2v and Pma2 differ only in
the additional elements t(±c~z), which in the
Lo¨wdin representation ({gˆδ(k)}) is accounted for
by the phase factors exp(−ikzc/2).
Returning to a general discussion, if the Hamiltonian
is symmetric under gδ:
gδ : Hˆ =
∑
k
c†k,αH(k)αβck,β −→ Hˆ, (A18)
then Eq. (A6) implies
gˆδ(k)H(k) gˆδ(k)
−1 = H
(
Dgk
)
. (A19)
By assumption of an insulating gap, gˆδ(k)|un,k〉 be-
longs in the occupied-band subspace for any occupied
band |un,k〉. This implies a unitary matrix representa-
tion (sometimes called the ‘sewing matrix’) of gδ in the
occupied-band subspace:
[g˘δ(Dgk +G,k)]mn =
〈
um,Dgk+G
∣∣V (−G) gˆδ(k) ∣∣un,k〉,
(A20)
with m,n = 1, . . . , nocc. Here, G is any reciprocal vector
(including zero), and we have applied Eq. (7) which may
be rewritten as:
nocc∑
n=1
∣∣un,k〉〈un,k∣∣ = V (G) nocc∑
n=1
∣∣un,k+G〉〈un,k+G∣∣V (G)−1.
(A21)
To motivate Eq. (A20), we are often interested in high-
symmetry k which are invariant under gδ, i.e., Dgk +
G = k for some G (possibly zero). At these special
momenta, the ‘sewing matrix’ is unitarily equivalent to
a diagonal matrix, whose diagonal elements are the gδ-
eigenvalues of the occupied bands. When we’re not at
these high-symmetry momenta, we will sometimes use
the shorthand:
[g˘δ(k)]mn ≡ [g˘δ(Dgk,k)]mn =
〈
um,Dgk
∣∣ gˆδ(k) ∣∣un,k〉,
(A22)
since the second argument is self-evident. We emphasize
that gˆδ and g˘δ are different matrix representations of the
same symmetry element (gδ), and moreover the matrix
dimensions differ: (i) gˆδ acts on Bloch-combinations of
Lo¨wdin orbitals ({φk,α|α = 1, . . . , ntot}) defined in Eq.
(2), while (ii) g˘δ acts on the occupied eigenfunctions
({un,k|n = 1, . . . , nocc}) of H(k).
It will also be useful to understand the commutative
relation between gˆδ(k) and the diagonal matrix V (G)
which encodes the spatial embedding; as defined in Eq.
(6), the diagonal elements are [V (G)]αβ = δαβexp(iG ·
rα). From Eq. (A2) and (A4),
[Ugδ]αβ 6= 0 ⇒ D−1g Rgδαβ ∈ BL
⇒ eiG·(rβ+D−1g δ−D−1g rα) = 1, (A23)
for a reciprocal-lattice (RL) vector G. Applying this
equation in
0 6= [gˆδ(k)V (G)]αβ = e−i(Dgk)·δ [Ugδ]αβ eiG·rβ
= e−i(Dgk)·δ [Ugδ]αβ ei(DgG)·(rα−δ)
= e−i(DgG)·δ [V (DgG) gˆδ(k)]αβ ,
we then derive
gˆδ(k)V (G) = e
−i(DgG)·δ V (DgG) gˆδ(k), (A24)
This equality applies only if the argument of V is a re-
ciprocal vector.
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2. Effect of space-time symmetry on the
tight-binding Hamiltonian
Consider a general space-time transformation Tgδ,
where now we include the time-reversal T ; the following
discussion also applies if gδ is the trivial transformation.
Tgδ : c
†
α(R+ rα)→ c†β
(
DgR+R
Tgδ
βα + rβ
)
[UTgδ]βα,
where UTgδ is the matrix representation of Tgδ in the
Lo¨wdin orbital basis, RTgδβα = Dgrα + δ − rβ,
[UTgδ]βα 6= 0 ⇒ RTgδβα ∈ BL, (A25)
and the Bravais-lattice mapping of R to DgR + R
Tgδ
βα
is bijective. It follows that the Bloch-wave-transformed
Lo¨wdin orbitals transform as
Tgδ : c
†
k,α −→ eiDgk·δc†−Dgk,β [UTgδ]βα. (A26)
This motivates the following definition for the
Lo¨wdin representation of Tgδ:
Tˆ gδ(k) ≡ ei(Dgk)·δ UTgδK, (A27)
where K implements complex conjugation, such that a
symmetric Hamiltonian (Tgδ : Hˆ → Hˆ) satisfies
Tˆ gδ(k)H(k) Tˆ gδ(k)
−1 = H
(−Dgk ). (A28)
For a simple illustration, we return to the lattice of
Fig. 11, where time-reversal symmetry is represented by
Tˆ (k) = −iσ2K in a basis where σ3 = +1 corresponds to
spin up in ~z. Observe that time reversal commutes with
any spatial transformation:
for j ∈ {x, z}, Tˆ (Djk) ˆ¯Mj(k) = ˆ¯Mj(−k) Tˆ (k).
If the Hamiltonian is gapped, there exists an antiunitary
representation of Tgδ in the occupied-band subspace:
[T˘gδ(G−Dgk,k)]mn
=
〈
um,G−Dgk
∣∣V (−G) Tˆ gδ(k) ∣∣un,k〉, (A29)
where m,n = 1, . . . , nocc, G is any reciprocal vector and
we have applied Eq. (A21). Once again, we introduce the
shorthand:
[T˘gδ(k)]mn ≡ [T˘gδ(−Dgk,k)]mn
=
〈
um,−Dgk
∣∣ Tˆ gδ(k) ∣∣un,k〉. (A30)
Eq. (A25) and (A2) further imply that
[UTgδ]αβ 6= 0 ⇒ D−1g Rgδαβ ∈ BL
⇒ eiG·(rβ+D−1g δ−D−1g rα) = 1, (A31)
which when applied to
0 6= [Tˆ gδ(k)V (G)K]αβ
= ei(Dgk)·δ [UTgδ]αβ e−iG·rβ
= ei(Dgk)·δ [UT gδ]αβ e−i(DgG)·(rα−δ)
= e+i(DgG)·δ [V (−DgG) Tˆ gδ(k)K]αβ , (A32)
leads finally to
Tˆ gδ(k)V (G) = e
i(DgG)·δ V (−DgG) Tˆ gδ(k). (A33)
Appendix B: Symmetries of the Wilson loop
The goal of this Appendix is to derive how symmetries
of the Wilson loop are represented, and their implications
for the ‘rules of the curves’, as summarized in Tab. II and
III. After introducing the notations and basic analytic
properties of Wilson loops in App. B 1, we consider in
App. B 2 the effect of spatial symmetries, with particular
emphasis on glide symmetry. We then generalize our dis-
cussion to space-time symmetries in Sec. B 3. These first
sections apply only to symmetries of the Wilson loops
along X˜Γ˜, Γ˜Z˜ and Z˜U˜ . These symmetry representations
are shown to be ordinary, i.e., they do not encode quasi-
momentum transport; their well-known algebra includes:
M¯2x = E¯ t(c~z), (TM¯z)
2 = I,
M¯x T M¯z = E¯ t(c~z)T M¯z M¯x, T
2 = (IT )2 = E¯,
M¯x IT = t(c~z) IT M¯x, M¯x T = T M¯x. (B1)
In App. B 4, we move on to derive the projective repre-
sentations which apply along X˜U˜ .
1. Notations and analytic properties of the Wilson
loop
Consider the parallel transport of occupied bands
along the non-contractible loops of Sec. III A. In the
Lo¨wdin -orbital basis, such transport is represented by
the Wilson-loop operator:26
Wˆ (kq) = V (2pi~y)
pi←−pi∏
ky
P (ky,kq). (B2)
Recall here our unconventional ordering: k =
(ky, kx, kz) = (ky,kq). We have discretized the momen-
tum as ky = 2pim/Ny for integer m = 1, . . . , Ny, and
(pi ← −pi) indicates that the product of projections is
path-ordered. The role of the path-ordered product is
to map a state in the occupied subspace (H(−pi,kq)) at
(−pi,kq) to one (|u˜〉) in the occupied subspace at (pi,kq);
the effect of V (2pi~y) is to subsequently map |u˜〉 back
to H(−pi,kq), thus closing the parameter loop; cf. Eq.
21
(A21). Equivalently stated, we may represent this same
parallel transport in the basis of nocc occupied bands:
[W(kq)]ij =
〈
ui,(−pi,kq)
∣∣ Wˆ (kq) ∣∣uj,(−pi,kq)〉. (B3)
WhileW depends on the choice of gauge for |uj,−pi,kq〉, its
eigenspectrum does not. Indeed, under the gauge trans-
formation
∣∣uj,(−pi,kq)〉→ nocc∑
i=1
∣∣ui,(−pi,kq)〉Sij , with S ∈ U(nocc),
W → S†WS = S−1WS. (B4)
The eigenspectrum is also independent of the base
point of the loop;26 our choice of (−pi,kq) as the base
point merely renders certain symmetries transparent. In
the limit of large Ny, W becomes unitary and its full
eigenspectrum comprises the unimodular eigenvalues of
Wˆ , which we label by exp[iθn,kq ] with n = 1, . . . , nocc.
Denoting the eigenvalues of P⊥yˆP⊥ as yn,kq , the two
spectra are related as yn,kq = θn,kq/2pi modulo one.
26
On occasion, we will also need the reverse-oriented
Wilson loop (Wˆr), which transports a state from base
point (pi,kq)→ (−pi,kq):
Wˆr(kq) = V
(−2pi~y )−pi←pi∏
ky
P
(
ky,kq
)
. (B5)
In the occupied-band basis, Wilson loops of opposite ori-
entations are mutual inverses:
[W(kq)−1]ij = [W(kq)]∗ji =
〈
ui,(pi,kq)
∣∣ Wˆr(kq) ∣∣uj,(pi,kq)〉,
(B6)
with the gauge choice∣∣uj,(pi,kq)〉 = V (−2pi~y) ∣∣uj,(−pi,kq)〉 for j = 1, . . . , nocc.
(B7)
The second equality in Eq. (B6) follows from
W∗ji =
〈
uj,−pi
∣∣V (2pi~y) pi←−pi∏
ky
P (ky)
∣∣ui,−pi〉∗
=
〈
ui,−pi
∣∣ −pi←pi∏
ky
P (ky)V (−2pi~y)
∣∣uj,−pi〉
=
〈
ui,pi
∣∣V (−2pi~y) −pi←pi∏
ky
P (ky)
∣∣uj,pi〉
=
〈
ui,pi
∣∣ Wˆr ∣∣uj,pi〉, (B8)
where we have dropped the constant argument kq for
notational simplicity.
2. Effect of spatial symmetries of the 010 surface
Let us describe the effect of symmetry on the spectrum
of W. First, we consider a generic spatial symmetry gδ,
which transforms real-space coordinates as r → Dgr +
δ. From Eq. (A19), we obtain the constraints on the
projections as
gˆδ(k)P (k) gˆδ(k)
−1 = P
(
Dgk
)
. (B9)
The constraints on W arise only from a subset of the
symmetries that either (i) map one loop parametrized by
kq to another loop at a different kq, or (ii) map a loop to
itself at a high-symmetry kq. We say that two loops are
mapped to each other even if the mapping reverses the
loop orientation (i.e.,W →W−1; cf. Eq. (B5) and (B6)),
or translates the base point of the loop. For illustration,
we consider spatial symmetries of the 010 surface which
necessarily preserve the spatial y-coordinate; for these
symmetries we add an additional subscript to gδ ≡ gδq,
Dg ≡ Dgq and δ ≡ δ‖, such that Dgq~y = ~y and δ‖ ·~y = 0.
We now demonstrate that the Wilson loop is constrained
as
g˘δq(−pi,kq)W(kq) g˘δq(−pi,kq)−1 =W
(
Dgqkq
)
, (B10)
where the argument of g˘δq is the base point of W(kq).
Proof: we note that the Lo¨wdin representation of gδ only depends on momentum through a multiplicative phase factor:
exp(−i(Dgk) · δ), and for gδq that this same phase factor is independent of ky, hence the Lo¨wdin representation of gδ
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may be written gˆδq(k) ≡ gˆδq(kq). Eq. (B9) then particularizes to
gˆδq(kq)P (ky,kq) gˆδq(kq)
−1 = P
(
ky, Dgqkq
)
, (B11)
and Eq. (A24) to
gˆδq(kq)V (2pi~y) = e
−i2pi~y·δ‖ V (2pi~y) gˆδq(kq) = V (2pi~y) gˆδq(kq). (B12)
Applying Eq. (B2), (B11) and (B12),
gˆδq(kq) Wˆ (kq) gˆδq(kq)
−1 = Wˆ
(
Dgqkq
)
. (B13)
Into this equation, we then insert complete sets of states (Iˆ(k)):
Iˆ(−pi,Dgqkq) gˆδq(kq) Iˆ(−pi,kq) Wˆ (kq) Iˆ(−pi,kq) gˆδq(kq)−1Iˆ(−pi,Dgqkq) = Iˆ(−pi,Dgqkq) Wˆ
(
Dgqkq
)
Iˆ(−pi,Dgqkq).
(B14)
where Iˆ(k) is resolved by the energy eigenbasis at k:
Iˆ(k) =
ntot∑
n=1
∣∣un,k〉〈un,k∣∣. (B15)
Since all symmetry representations are block-diagonal with respect to occupied and empty subspaces, Eq. (B14) is
equivalent to
P (−pi,Dgqkq) gˆδq(kq)P (−pi,kq) Wˆ (kq)P (−pi,kq) gˆδq(kq)−1P (−pi,Dgqkq) = P (−pi,Dgqkq) Wˆ
(
Dgqkq
)
P (−pi,Dgqkq).
Finally, we apply Eq. (A20) and (B3) to obtain Eq. (B10), as desired. 
Let us exemplify this discussion with the glide reflec-
tion which transforms spatial coordinates as (x, y, z) →
(−x, y, z + 1/2). This symmetry acts on Bloch waves as
ˆ¯Mx(k) = e
−ikz/2UM¯x (from Eq. (A7)), with U
2
M¯x
= −I
representing a 2pi rotation. Eq. (B10) assumes the form
˘¯Mx(−pi,kq)W(kx, kz) ˘¯Mx(−pi,kq)−1 =W
(−kx, kz ).
(B16)
Since M¯x transforms momentum as k→ (ky,−kx, kz), it
belongs in the little group of any wavevector with kx = 0.
Indeed, [ ˘¯Mx(−pi, 0, kz),W(0, kz)] = 0, and each Wilson
band may be labelled by an eigenvalue of ˘¯Mx, which
again falls into either branch of ±i exp(−ikz/2), as we
now show:
[ ˘¯Mx(k1)]
2
mn
= e−ikz
nocc∑
a=1
〈
um,k1
∣∣UM¯x ∣∣ua,k1〉〈ua,k1 ∣∣UM¯x ∣∣un,k1〉
= e−ikz
ntot∑
a=1
〈
um,k1
∣∣UM¯x ∣∣ua,k1〉〈ua,k1∣∣UM¯x ∣∣un,k1〉
= e−ikz
〈
um,k1
∣∣ (UM¯x)2 ∣∣un,k1〉 = −e−ikz δmn. (B17)
Here, k1 ≡ (−pi, 0, kz); in the second equality, we denote
ntot as the total number of bands, and applied that
the symmetry representations are block-diagonal with
respect to the occupied and empty subspaces (i.e.,
〈ua,k1 |UM¯x |un,k1〉 = 0 if the bra (ket) state is occupied
(empty)); the completeness relation was used in the
third, and (UM¯x)
2 = −I represents a 2pi rotation.
3. Effect of space-time symmetries
Suppose our Hamiltonian is symmetric under a
space-time transformation Tgδ, where gδ is any of the
following: (a) a symmorphic spatial transformation
(i.e., the fractional translation δ = 0) that is not
necessarily a symmetry of the 010 surface, and (b) a
nonsymmorphic transformation that is a symmetry of
the 010 surface. In the group we study (space group
D46h with time-reversal symmetry), if one considers the
subset of space-time symmetries which map the Wil-
son loop to itself (recall what ‘to itself’ means in App.
B 2), elements of this subset are either of (a)- or (b)-type.
Since the Lo¨wdin representation (recall Tˆ gδ(k) in Eq.
(A27)) of Tgδ depends on momentum only through the
phase factor exp[ i(Dgk) · δ ], we deduce that Tˆ gδ(k) is
independent of ky. In case (a), this follows trivially from
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δ = 0, while in case (b) we apply that Dg~y = ~y and
δ · ~y = 0. Consequently, we will write Tˆ gδ(k) ≡ Tˆ gδ(kq)
with possible kq-dependence through a phase factor.
Following Eq. (A28), the occupied-band projection is
constrained as
Tˆ gδ(kq)P (k) Tˆ gδ(kq)
−1 = P
(−Dgk ). (B18)
This, in combination with Eq. (A33) and (B2), implies
Tˆ gδ(kq) Wˆ (kq) Tˆ gδ(kq)
−1
= Tˆ gδ(kq)V (2pi~y)
pi←−pi∏
ky
P (k) Tˆ gδ(kq)
−1
= Tˆ gδ(kq)V (2pi~y) Tˆ gδ(kq)
−1
pi←−pi∏
ky
P (−Dgk)
= eiDg(2pi~y)·δ V
(−Dg(2pi~y) ) pi←−pi∏
ky
P
(−Dgk ). (B19)
In the next few subsections, we particularize to a few
examples of Tgδ that are relevant to the topology of our
space group.
a. Effect of space-time inversion symmetry
The space-time inversion symmetry (TI) maps
(x, y, z, t) → −(x, y, z, t). Let us show how this results
in the eigenvalues of W(kq) forming complex-conjugate
pairs at each kq. If we interpret the phase (θ) of each
eigenvalue as an ‘energy’, then the spectrum has a
θ → −θ symmetry; this may be likened to a particle-hole
symmetry that unconventionally preserves the momen-
tum coordinate (kq).
Proof: Inserting Dg = −I and δ = 0 in Eq. (B19),
TˆI(kq) Wˆ (kq) TˆI(kq)
−1 = Wˆ (kq). (B20)
Then by inserting in Eq. (B20) a complete set of states
at momentum k = (−pi,kq), and applying the definitions
(B3) and (A29),
T˘I(−pi,kq)W(kq) T˘I(−pi,kq)−1 =W(kq). (B21)
Thus if an eigensolution exists with eigenvalue
exp[iθ(kq)], there exists a partner solution with the
complex-conjugate eigenvalue exp[−iθ(kq)]. These two
solutions are always mutually orthogonal, even in cases
where the eigenvalues are real. The orthogonality follows
from T˘ 2I = −I, as we now show:
[
T˘I(k)
2]mn =
nocc∑
a=1
〈
um,k
∣∣ TˆI(k) ∣∣ua,k〉〈ua,k∣∣ TˆI(k) ∣∣un,k〉
=
ntot∑
a=1
〈
um,k
∣∣ TˆI(k) ∣∣ua,k〉〈ua,k∣∣ TˆI(k) ∣∣un,k〉
=
〈
um,k
∣∣ [ TˆI(k) ]2 ∣∣un,k〉
=
〈
um,k
∣∣UIT U∗IT ∣∣un,k〉
= − 〈um,k∣∣un,k〉 = −δmn. (B22)
In the second equality, we denote ntot as the total num-
ber of bands, and applied that the symmetry represen-
tations are block-diagonal with respect to the occupied
and empty subspaces; the completeness relation was used
in the third equality, and UIT U
∗
IT = −I follows because
(TI)2 is a 2pi rotation.
b. Effect of time reversal with a spatial glide-reflection
The symmetry TM¯x maps space-time coordinates as
(x, y, z, t)→ (−x, y, z + c/2,−t), i.e.,
DMx = diag[−1, 1, 1] and δ = c~z/2. (B23)
The momentum coordinates are mapped as
(ky, kx, kz)
t → −DMx(ky, kx, kz)t = (−ky, kx,−kz)t,
which implies that a Wilson loop at fixed (kx, kz) is
mapped to a loop at (kx,−kz), with a reversal in ori-
entation since ky → −ky. In more detail, we insert Eq.
(B23) into Eq. (B19),
TˆM¯x(kx, kz) Wˆ (kx, kz) TˆM¯x(kx, kz)
−1 = Wˆr(kx,−kz),
where the reversed Wilson-loop operator (Wˆr) is defined
in Eq. (B5). An equivalent expression in the occupied-
band basis is
T˘M¯x(−pi, kx, kz)W(kx, kz) T˘M¯x(−pi, kx, kz)−1
=W(kx,−kz)−1, (B24)
where the inverse Wilson loop is defined in Eq. (B6); it
is worth clarifying that T˘M¯x particularizes Eq. (A30) as
T˘M¯x(−pi, kx, kz)mn
=
〈
um,(pi,kx,−kz)
∣∣ TˆM¯x(kx, kz) ∣∣un,(−pi,kx,kz)〉, with∣∣um,(pi,kx,−kz)〉 = V (−2pi~y) ∣∣um,(−pi,kx,−kz)〉. (B25)
We now focus on kz = k¯z satisfying k¯z = −k¯z modulo
2pi, such that Eq. (B24) particularizes to
T˘M¯x(−pi, kx, k¯z)W(kx, k¯z) T˘M¯x(−pi, kx, k¯z)−1
=W(kx,−k¯z)−1 =W(kx, k¯z)−1, (B26)
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in the gauge
∣∣uj,(pi,kx,−k¯z)〉 = V (2k¯z~z) ∣∣uj,(pi,kx,k¯z)〉, (B27)
for j ∈ {1, 2, . . . , nocc}, and 2k¯z~z a reciprocal vector
(possibly zero). Eq. (B26) shows that the symmetry
maps the Wilson loop to itself, with a reversal of
orientation.
Let us prove that
T˘M¯x(−pi, kx, k¯z)2 =
+I, k¯z = 0−I, k¯z = pi, (B28)
from which we may deduce a Kramers-like degeneracy in the spectrum of W(kx, kz = pi) but not in W(kx, kz = 0).
Employing the shorthand
k1 = (−pi, kx, k¯z), kt2 = −DMxkt1 = (pi, kx,−k¯z)t, (B29)
and the gauge conditions assumed in Eq. (B25) and (B27),
[
T˘M¯x(k1)
2
]
mn
=
nocc∑
a=1
〈
um,k2
∣∣ TˆM¯x(k1) ∣∣ua,k1〉〈ua,k2 ∣∣ TˆM¯x(k1) ∣∣un,k1〉
=
nocc∑
a=1
〈
um,k1
∣∣V (2pi~y−2k¯z~z) TˆM¯x(k1) ∣∣ua,k1〉〈ua,k1 ∣∣V (2pi~y−2k¯z~z) TˆM¯x(k1) ∣∣un,k1〉
=
ntot∑
a=1
〈
um,k1
∣∣V ( 2pi~y − 2k¯z~z ) TˆM¯x(k1) ∣∣ua,k1〉〈ua,k1 ∣∣V ( 2pi~y − 2k¯z~z ) TˆM¯x(k1) ∣∣un,k1〉
=
〈
um,k1
∣∣V ( 2pi~y − 2k¯z~z ) TˆM¯x(k1)V ( 2pi~y − 2k¯z~z ) TˆM¯x(k1) ∣∣un,k1〉
= e−ik¯z
〈
um,k1
∣∣V ( 2pi~y − 2k¯z~z )V (−2pi~y + 2k¯z~z ) TˆM¯x(k1) TˆM¯x(k1) ∣∣un,k1〉
= e−ik¯z
〈
um,k1
∣∣UTM¯x U∗TM¯x ∣∣un,k1〉 = e−ik¯z〈um,k1 ∣∣un,k1〉 = e−ik¯z δmn. (B30)
In the second equality, we applied that the symmetry representations are block-diagonal with respect to the occupied
and empty subspaces; the completeness relation was used in the third equality, Eq. (A33) in the fourth equality,
and UTM¯x U
∗
TM¯x
= +I represents the point-group relation that (TMx)
2 is just the identity transformation; cf. our
discussion in App. A 1.
c. Effect of time-reversal symmetry
Let us particularize the discussion in Sec. A 2 by let-
ting gδ in Tgδ be the trivial transformation. In the
Lo¨wdin representation, Tˆ = UTK, where UTU
∗
T = −I
corresponds to a 2pi rotation of a half-integer spin. We
obtain from Eq. (B19) that
Tˆ Wˆ (kq) Tˆ
−1 = V
(−2pi~y ) pi←−pi∏
ky
P
(−k )
= V
(−2pi~y )−pi←pi∏
ky
P
(
ky,−kq
)
= Wˆr(−kq), (B31)
where in the last equality we identify the reverse-oriented
Wilson loop defined in Eq. (B5). Equivalently, in the
occupied-band basis,
T˘ (−pi,kq)W(kq) T˘ (−pi,kq)−1 =W(−kq)−1, (B32)
with the inverse Wilson loop defined in Eq. (B6). Time
reversal thus maps exp[iθkq ]→ exp[iθ−kq ]. Following an
exercise similar to the previous section (Sec. B 3 b), one
may derive a Kramers degeneracy where kq = −kq (up
to a reciprocal vector).
4. Extended group algebra of the W-symmetries
along X˜U˜
Sec. V introduced the notion of W-symmetries and
should be read in advance of this Section. Our aim is
to derive the algebra of the group (Gpi,kz ) of W(pi, kz),
which we introduced in Sec. V. kz = 0 and pi mark the
time-reversal invariant kq (namely, X˜ and U˜). Here,
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GX˜ ≡ Gpi,0 ∼= GU˜ ≡ Gpi,pi has the elements: 2pi rotation
(E¯), the lattice translation t(~z), the Wilson loop (W),
and analogs of time reversal (T ), spatial inversion (I)
and glide reflection (M¯x) that additionally encode
parallel transport; the latter three are referred to as
W-symmetries. In addition to deriving the algebraic
relations in Eq. (22) and (27), we also show here that:
(a) The combination of time reversal, spatial glide and
parallel transport is an element TM¯z with the algebra:
TM¯z W T −1M¯z =W−1, with T 2M¯z = I
and M¯x TM¯z = E¯ t(~z) TM¯z M¯x W. (B33)
(b) The space-time inversion symmetry acts in the ordi-
nary manner:
TI W T −1I =W, with
T 2I = E¯, M¯x TI = t(~z) TI M¯x. (B34)
The algebra that we derive here extends the ordinary
algebra of space-time transformatons, which we showed
in Eq. (B1). For time-reversal-variant kq along the same
glide line, Gpi,kz (kz /∈ {0, pi}) is a subgroup of GX˜ ≡ Gpi,0,
and is instead generated by E¯, t(Rq),W,M¯x, TM¯z and
TI. Therefore, Eq. (22), (B33) and (B34) (but not Eq.
(27)) would apply to Gpi,kz (kz /∈ {0, pi}). Eq. (22),
(B33), (B34) and (27) are respectively derived in App.
B 4 a, B 4 b, B 4 c and B 4 d.
One motivation for deriving the Wilsonian algebra is
that it determines the possible topologies of the Wilson
bands along X˜U˜ . This determination is through ‘rules of
the curves’ that we summarize in two tables: Tab. II is
derived from the algebra of Gpi,kz and applies to any kq
along X˜U˜ ; Tab. III is derived from GX˜ and applies only
to X˜ and U˜ .
a. Wilsonian glide-reflection symmetry
Consider the glide reflection M¯x, which transforms
spatial coordinates as (x, y, z) → (−x, y, z + 1/2).
In App. B 2, we have described how M¯x constrains
Wilson loops in the kx = 0 plane, where M¯x belongs
in the little group of each wavevector, and therefore
the projections on this plane separates into two mir-
ror representations. This is no longer true for the
kx = pi plane, since M¯x maps between two momenta
which are separated by half a reciprocal period, i.e.,
M¯x : (ky, pi, kz) −→ (ky,−pi, kz) = (ky+pi, pi, kz)− b˜2, as
illustrated in Fig. 3(b). Consequently, the Wilson-loop
operator is symmetric under a combination of a glide
reflection with parallel transport over half a reciprocal
period, as we now prove.
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FIG. 12. To clarify our notations for Wilson loops and lines,
we draw several examples, all of which occur at fixed kq and
variable ky (vertical axis). The arrow indicates the orientation
for parallel transport. (a) The Wilson loop at base point
−pi (encircled) is labelled by W−pi ≡ Wpi←−pi. (b) W−2pi ≡
W0←−2pi. (c) Wpi←−pi/2. (d) Wpi←0. (e) Wpi←2pi. Wr,k¯y
denotes a Wilson loop with base point k¯y and oriented in the
direction of decreasing ky, e.g., Wr,2pi in (f) and Wr,pi in (g).
Proof A crucial observation is that the glide symmetry
relates projections at (ky, pi, kz) and (ky+pi, pi, kz). That
is, by particularizing Eq. (A19) and (A21), we obtain the
symmetry constraint on the projections:
V (b˜2)
−1 UM¯x P (ky, pi, kz)U
−1
M¯x
V (b˜2) = P (ky + pi, pi, kz).
(B35)
This relation allows us to define a unitary ‘sewing matrix’
between states at (0,kq) and (−pi,kq):
[ ˘¯Mx((0,kq), (−pi,kq))]mn
= e−ikz/2
〈
um,(0,kq)
∣∣V (−b˜2)UM¯x ∣∣un,(−pi,kq)〉, (B36)
which particularizes Eq. (A20) with G = b˜2.
Presently, it becomes useful to distinguish the base
point of a Wilson loop, and also to define Wilson lines
which do not close into a loop. The remaining discus-
sion in this Section occurs at fixed kq = (pi, kz) (for any
kz ∈ [−pi, pi)) and variable ky; subsequently, we will sup-
press the label kq, e.g.,∣∣um,ky,kq〉 ≡ ∣∣um,ky〉;
˘¯Mx((0,kq), (−pi,kq)) ≡ ˘¯Mx(0,−pi). (B37)
We denote the base point (k¯y) of a Wilson loop by the
subscript in Wk¯y and choose an orientation of increasing
ky, i.e., we would parallel transport from k¯y → k¯y + 2pi,
as exemplified by Fig. 12(a-b). We denote a Wilson line
between two distinct momenta by
[Wk2←k1 ]mn =
〈
um,k2
∣∣ k2←k1∏
ky
P (ky)
∣∣un,k1〉, (B38)
where
∏k2←k1
ky
P (ky) denotes a path-ordered product of
projections sandwiched by P (k1) (rightmost) and P (k2)
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(leftmost); while k1 and k2 are more generally mod 2pi
variables due to the periodicity of momentum space, we
always choose a branch that includes both k1 and k2 in
our definition of Wk2←k1 , such that if k2 > k1 we paral-
lel transport in the direction of increasing ky (e.g., Fig.
12(c-d)), and vice versa (e.g., Fig. 12(e)). Therefore,
this Wilson line reverts to the familiar Wilson loop if
k2 − k1 = 2pi, i.e., Wpi←−pi = W−pi of Eq. (B3) with the
gauge condition of Eq. (B7). Since parallel transport is
unitary within the occupied subspace,26
W†k2←k1 =Wk1←k2 ⇒ Wk2←k1Wk1←k2 = I. (B39)
With these definitions in hand, we return to the proof.
To proceed, we first show that the glide symmetry translates the Wilson loop by half a reciprocal period in ~y:
˘¯Mx(0,−pi)W−pi ˘¯Mx(0,−pi)−1 =W0. (B40)
This is proven by applying Eq. (B35) and (A24) to
V (b˜2)
−1 UM¯x Wˆ U
−1
M¯x
V (b˜2) = V (b˜2)
−1 UM¯x V (2pi~y)
pi←−pi∏
ky
P (ky)U
−1
M¯x
V (b˜2)
= V (b˜2)
−1 UM¯x V (2pi~y)U
−1
M¯x
V (b˜2)
pi←−pi∏
ky
P (ky + pi) = V (2pi~y)
2pi←0∏
ky
P (ky), (B41)
which then implies Eq. (B40) in the occupied-band basis; cf. Eq. (B37) and (B50).
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FIG. 13. (a-c) Pictorial representation of Eq. (B42), with solid line indicating a product of projections that is path-ordered
according to the arrow on the same line, and V+ indicating an insertion of the spatial-embedding matrix V (2pi~y). (d-f) represent
Eq. (B52), with V+ indicating an insertion of V (−2pi~y).
We now apply the following identity,
[W0]mn =
〈
um,0
∣∣V (2pi~y) 2pi←0∏
ky
P (ky)
∣∣un,0〉 = 〈um,0∣∣V (2pi~y) 2pi←0∏
ky
0←−pi∏
ry
P (ry)
−pi←0∏
qy
P (qy)
∣∣un,0〉
=
〈
um,0
∣∣ 0←−pi∏
ky
P (ky)V (2pi~y)
pi←−pi∏
ry
P (ry)
−pi←0∏
qy
P (qy)
∣∣un,0〉 = [W0←−piW−piW−pi←0]mn, (B42)
which is pictorially represented in Fig. 13: (a) represents W0, (b) an intermediate step in Eq. (B42), and (c) the final
result. The second equality in Eq. (B42) follows from Eq. (B39) and the third from Eq. (7). Combining Eq. (B40)
and (B42),
[M¯x, W−pi] = 0, with M¯x =W−pi←0 ˘¯Mx(0,−pi). (B43)
To interpret this result, the Wilson-loop operator commutes with a combination of glide reflection (encoded in ˘¯Mx)
with parallel transport over half a reciprocal period (encoded in W−pi←0); we call any such ‘symmetry’ that combines
a space-time transformation with parallel transport a Wilsonian symmetry, or just a W-symmetry. 
It is worth mentioning that M¯x andW−pi always com- mute as in Eq. (B43), though the specific representations
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of M¯x and W−pi depend on the gauge of |un,−pi〉. That
is, in a different gauge labelled by a tilde header:
∣∣u˜n,−pi〉 ≡ nocc∑
m=1
∣∣um,−pi〉Smn; S ∈ U(nocc), (B44)
we would represent the W-reflection and the Wilson loop
by
˜¯Mx = S−1 M¯x S and W˜−pi = S−1W−pi S, (B45)
which would still commute.
Eq. (B43) implies we can simultaneously diagonalize
both Wilson-loop and W-symmetry operators; for each
simultaneous eigenstate, the two eigenvalues are related
in the following manner: if exp[iθ] is the Wilson-loop
eigenvalue, then the W-symmetry eigenvalue falls into
either branch of λx(kz+θ)≡±iexp[−i(kz+θ)/2], as
claimed in Eq. (14) and as we proceed to prove.
Proof Up to a kz-dependent phase factor, this W-symmetry operator squares to the reverse-oriented Wilson loop:
[ M¯2x ]mn = [W−pi←0 ˘¯Mx(0,−pi)W−pi←0 ˘¯Mx(0,−pi) ]mn
= e−ikz
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (b˜2)
−1 UM¯x
−pi←0∏
qy
P (qy)V (b˜2)
−1 UM¯x
∣∣un,−pi〉
= e−ikz
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
−pi←0∏
qy
P (qy + pi)V (b˜2)
−1 UM¯x V (b˜2)
−1 UM¯x
∣∣un,−pi〉
= e−ikz
〈
um,−pi
∣∣ −pi←pi∏
ky
P (ky)V (b˜2)
−1 V (b˜2 − 2pi~y) (UM¯x)2
∣∣un,−pi〉
= − e−ikz〈um,−pi∣∣ −pi←pi∏
ky
P (ky)V (−2pi~y)
∣∣un,−pi〉
= − e−ikz〈um,pi∣∣V (−2pi~y) −pi←pi∏
ky
P (ky)
∣∣un,pi〉
= − e−ikz [ (W−pi)−1 ]mn. (B46)
Here, U2M¯x = −I represents a 2pi rotation, and in the fourth equality, we made use of
UM¯x V (−b˜2) = exp[ iDM¯x b˜2 · ~z2 ]V (−DM¯x b˜2)UM¯x = V (b˜2 − 2pi~y)UM¯x , (B47)
which follows from Eq. (A24). 
The situation is analogous to that of the 010-surface
bands along both glide lines (Γ˜Z˜ and X˜U˜), where on
each line there are also two branches for the glide-mirror
eigenvalues, namely λz(kz)≡±iexp(−ikz/2). A curious
difference is that the W-symmetry eigenvalue of a Wilson
band (only along X˜U˜) also depends on the energy (θ)
through Eq. (14).
We remark on how a W-reflection symmetry more gen-
erally arises. While our nonsymmorphic case study is a
momentum plane with W-glide symmetry, the nonsym-
morphicity is not a prerequisite for W-symmetries. In-
deed, certain momentum planes in symmorphic crystals
(e.g., rocksalt structures) exhibit a glideless W-reflection
symmetry. The rocksalt structure and our case study
are each characterized by a momentum plane (precisely,
a torus within a plane) that is: (a) orthogonal to the
reflection axis, and (b) is reflected not directly to itself,
but to itself translated by half a reciprocal period (G/2),
with G lying parallel to the same plane; in our nonsym-
morphic case study, the plane is kx=pi and G=2pi~y.
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b. Wilsonian TM¯z-symmetry
TM¯z transforms space-time coordinates as
(x, y, z, t) → (x, y,−z + 1/2,−t), and momen-
tum coordinates as (ky, pi, kz) −→ (−ky,−pi, kz) =
(pi − ky, pi, kz)− b˜2, as illustrated in Fig. 3(c). From Eq.
(A27) and (A28), we obtain its action on Bloch waves:
TˆM¯z (k) = e
−ikz/2 UTM¯z K, (B48)
and the constraint on the occupied-band projections:
V (b˜2)
−1 TˆM¯z P (ky, pi, kz) Tˆ
−1
M¯z
V (b˜2) = P (pi − ky, pi, kz),
(B49)
following similar steps that were used to derive Eq. (B35).
This relation allows us to define a unitary ‘sewing matrix’
between states at (2pi,kq) and (−pi,kq):
[T˘M¯z ((2pi,kq), (−pi,kq))]mn
=
〈
um,(2pi,kq)
∣∣V (b˜2)−1 TˆM¯z ∣∣un,(−pi,kq)〉, (B50)
which particularizes Eq. (A29) with G = −b˜2. Hence-
forth suppressing the kq labels, and by similar manipu-
lations that were used to derive Eq. (B40), we are led
to
T˘M¯z (2pi,−pi)W−pi T˘M¯z (2pi,−pi)−1 =Wr,2pi, (B51)
and Wr,2pi denotes the reverse-oriented Wilson loop with
base point 2pi, as illustrated in Fig. 12(f).
We will use the following two identities: as pictorially represented in Fig. 13(d-f), the first identity
(i) Wr,2pi =W2pi←piWr,piWpi←2pi, (B52)
follows from a generalization of Eq. (B42), and
(ii) [Wpi←2pi T˘M¯z (2pi,−pi)]mn
=
〈
um,pi
∣∣ pi←2pi∏
ky
P (ky)V (b˜2)
−1 TˆM¯z
∣∣un,−pi〉 = 〈um,−pi∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2) TˆM¯z
∣∣un,−pi〉
=
nocc∑
a=1
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
∣∣ua,0〉〈ua,0∣∣V (2pi~y − b˜2) TˆM¯z ∣∣un,−pi〉 ≡ nocc∑
a=1
[W−pi←0]ma [T˘M¯z (0,−pi)]an. (B53)
Inserting (i) and (ii) into Eq. (B51), we arrive at
TM¯zW−pi TM¯z−1 = [W−pi]−1, with TM¯z =W−pi←0 T˘M¯z (0,−pi). (B54)
The Wilson-loop operator is thus W-symmetric under TM¯z , which combines a space-time transformation (encoded in
T˘M¯z ) with parallel transport over half a reciprocal period (encoded in W−pi←0). This constraint does not produce any
degeneracy, since (i) T 2M¯z = +I and furthermore (ii) the eigenvalues of M¯x (cf. Eq. (14)) are preserved under TM¯z .
The proof of (i) follows as
[T 2M¯z ]mn =
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2) TˆM¯z
−pi←0∏
qy
P (qy)V (2pi~y − b˜2) TˆM¯z
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
−pi←0∏
qy
P (−pi − qy)V (2pi~y − b˜2) TˆM¯z V (2pi~y − b˜2) TˆM¯z
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
0←−pi∏
qy
P (qy)V (2pi~y − b˜2)V (−2pi~y + b˜2) (TˆM¯z )2
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
0←−pi∏
qy
P (qy)
∣∣un,−pi〉 = [W−pi←0W0←−pi ]mn = δmn, (B55)
where in the second equality we used Eq. (7) and (B49), in the third Eq. (A33), and in the fourth (TˆM¯z )
2 =
UTM¯z U
∗
TM¯z
= I. To prove (ii), we first demonstrate that UM¯x and UTM¯z K anticommute, which follows from UM¯x and
UTM¯z K forming a symmorphic representation of Mx and TMz (where Mj are glideless reflections; see discussion of
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Eq. (A16)). Indeed, MxMz = E¯MzMx in the half-integer-spin representation, and time reversal commutes with any
spatial transformation, leading to {UM¯x , UTM¯z K} = 0. This anticommutation is applied in the fourth equality of
[M¯x TM¯z ]mn
= e−ikz
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (−b˜2)UM¯x
−pi←0∏
qy
P (qy)V (2pi~y − b˜2)UTM¯z K
∣∣un,−pi〉
= e−ikz
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
−pi←0∏
qy
P (qy + pi)V (−b˜2)UM¯x V (2pi~y − b˜2)UTM¯z K
∣∣un,−pi〉
= e−ikz
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
0←pi∏
qy
P (qy)V (−b˜2)V (b˜2)UM¯x UTM¯z K
∣∣un,−pi〉
= − e−ikz 〈um,−pi∣∣ −pi←0∏
ky
P (ky)
0←pi∏
qy
P (qy)UTM¯z K UM¯x
∣∣un,−pi〉
= − e−ikz 〈um,−pi∣∣ −pi←0∏
ky
P (ky)
0←pi∏
qy
P (qy)V (2pi~y − b˜2)V (−2pi~y + b˜2) ( TˆM¯ze−ikz/2 )UM¯x
∣∣un,−pi〉
= − e−ikz 〈um,−pi∣∣ −pi←0∏
ky
P (ky)
0←pi∏
qy
P (qy)V (2pi~y − b˜2) TˆM¯z V (2pi~y) e−ikz/2 V (−b˜2)UM¯x
∣∣un,−pi〉
= − e−ikz 〈um,−pi∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2) TˆM¯z V (2pi~y)
0←pi∏
qy
P (pi − qy) e−ikz/2 V (−b˜2)UM¯x
∣∣un,−pi〉
= − e−ikz 〈um,−pi∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2) TˆM¯z V (2pi~y)
pi←−pi∏
qy
P (qy)
−pi←0∏
ly
P (ly) e
−ikz/2 V (−b˜2)UM¯x
∣∣un,−pi〉
= − e−ikz [TM¯z W−pi M¯x]mn = −e−ikz [TM¯z M¯x W−pi]mn, (B56)
where we have also applied Eq. (B35) and Eq. (A24) in multiple instances. Then define simultaneous eigenstates of
W−pi and M¯x such that
W−pi
∣∣eiθ, λx; kz〉 = eiθ ∣∣eiθ, λx; kz〉 and M¯x ∣∣eiθ, λx; kz〉 = λx ∣∣eiθ, λx; kz〉. (B57)
Once again, all operators and eigenvalues here depend on kz. Finally,
M¯x TM¯z
∣∣eiθ, λx; kz〉 = −e−ikz TM¯z M¯xW−pi ∣∣eiθ, λx; kz〉 = −e−i(kz+θ) λ∗x TM¯z ∣∣eiθ, λx; kz〉 = λx TM¯z ∣∣eiθ, λx; kz〉.
In the last equality, we applied λ2x = −exp[−i(θ + kz)] from Eq. (14).
c. Effect of space-time inversion symmetry
The first two relations of Eq. (B34) may be carried over from App. B 3 a, if we identify TI ≡ T˘I. What remains is
to show: M¯x TI=t(~z) TI M¯x.
[M¯x TI]mn = e−ikz/2
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (−b˜2)UM¯x TˆI
∣∣un,−pi〉
= e−ikz
〈
um,−pi
∣∣ TˆI e−ikz/2 −pi←0∏
ky
P (ky)V (−b˜2)UM¯x
∣∣un,−pi〉 = e−ikz [TI M¯x]mn. (B58)
Recalling our definitions in Eq. (B57), we now show that |eiθ, λx; kz〉 and TI |eiθ, λx; kz〉 belong in opposite mirror
branches. To be precise, since λx(kz+θ)≡±iexp[−i(kz+θ)/2] is both momentum- and energy-dependent, and TI
maps θ → −θ, kz → kz, we would show that two space-time-inverted partners have M¯x-eigenvalues λx(kz+θ) and
−λx(kz−θ):
M¯x TI
∣∣eiθ, λx; kz〉 = e−ikz λ∗x TI ∣∣eiθ, λx; kz〉 = ∓i e−i(kz−θ)/2 TI ∣∣eiθ, λx; kz〉. (B59)
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d. Wilsonian time-reversal operator
In the remaining discussion, we particularize to two Wilson loops at fixed kq = (pi, k¯z), with k¯z = 0 or pi only.
Under time reversal, (ky, pi, k¯z) −→ (−ky,−pi,−k¯z) = (pi − ky, pi, k¯z) − b˜2 − 2k¯z~z, as illustrated in Fig. 3(d). This
implies that the occupied-band projections along these lines are constrained as
V (b˜2 + 2k¯z~z)
−1 Tˆ P (ky, pi, k¯z) Tˆ
−1 V (b˜2 + 2k¯z~z) = P (pi − ky, pi, k¯z), (B60)
where Tˆ = UTK is the antiunitary representation of time reversal. This relation allows us to define a unitary ‘sewing
matrix’ between states at (2pi,kq) and (−pi,kq):
[T˘ ((2pi,kq), (−pi,kq))]mn =
〈
um,(2pi,kq)
∣∣V (−b˜2 − 2k¯z~z) Tˆ ∣∣un,(−pi,kq)〉, (B61)
which particularizes Eq. (A29) with G = −b˜2 − 2k¯z~z. Henceforth suppressing the kq labels, we are led to
T˘ (2pi,−pi)W−pi T˘ (2pi,−pi)−1 =Wr,2pi where [T˘ (2pi,−pi)]mn =
〈
um,2pi
∣∣V (−b˜2 − 2k¯z~z) Tˆ ∣∣un,−pi〉, (B62)
and Wr,2pi denotes the reverse-oriented Wilson loop with base point 2pi, as drawn in Fig. 12(f). Combining this result
with Eq. (B52) and the identity
[Wpi←2pi T˘ (2pi,−pi)]mn =
〈
um,pi
∣∣ pi←2pi∏
ky
P (ky)V (−b˜2 − 2k¯z~z) Tˆ
∣∣un,−pi〉
=
〈
um,−pi
∣∣V (2pi~y) pi←2pi∏
ky
P (ky)V (−b˜2 − 2k¯z~z) Tˆ
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky) V (2pi~y − b˜2 − 2k¯z~z) Tˆ
∣∣un,−pi〉
≡ [W−pi←0 T˘ (0,−pi)]mn, (B63)
we arrive at
T W−pi T −1 = [W−pi]−1, with T =W−pi←0 T˘ (0,−pi). (B64)
The Wilson-loop operator is thus W-symmetric under T , which combines time reversal (encoded in T˘ ) with parallel
transport over half a reciprocal period (encoded in W−pi←0). While many properties of the ordinary time reversal
are well-known (e.g., Kramers degeneracy, the commutivity of time reversal with spatial transformations), it is not
a priori obvious that these properties are applicable to the W-symmetry (T ). We will find that T indeed enforces a
Kramers degeneracy in the W-spectrum, but it only commutes with the W-glide (M¯x) modulo a Wilson loop. The
Kramers degeneracy follows from (a) T relating two eigenstates of W−pi with the same eigenvalue, as follows from Eq.
(B64), and (b) T 2 = −I, as we now show:
[T 2]mn =
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2 − 2k¯z~z) Tˆ
−pi←0∏
qy
P (qy)V (2pi~y − b˜2 − 2k¯z~z) Tˆ
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
0←−pi∏
qy
P (qy)V (2pi~y − b˜2 − 2k¯z~z)V (−2pi~y + b˜2 + 2k¯z~z) (Tˆ )2
∣∣un,−pi〉
= − 〈um,−pi∣∣ −pi←0∏
ky
P (ky)
0←−pi∏
qy
P (qy)
∣∣un,−pi〉 = −[W−pi←0W0←−pi ]mn = −δmn, (B65)
where Tˆ 2 = −I represents a 2pi rotation. We further investigate if Kramers partners share identical or opposite
eigenvalues under M¯x. We find at kz = 0 that T : λx −→ −λx, while at kz = pi, T : λx −→ λx, as we now prove.
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Proof Applying [Tˆ, UM¯x ] = 0,
[M¯x T ]mn = e−ik¯z/2
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (−b˜2)UM¯x
−pi←0∏
qy
P (qy)V (2pi~y − b˜2 − 2k¯z~z) Tˆ
∣∣un,−pi〉
= e−ik¯z/2
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)
0←pi∏
qy
P (qy)V (−b˜2) eik¯z V (b˜2 − 2k¯z~z) Tˆ UM¯x
∣∣un,−pi〉
=
〈
um,−pi
∣∣ −pi←0∏
ky
P (ky)V (2pi~y − b˜2 − 2k¯z~z) Tˆ V (2pi~y)
pi←−pi∏
qy
P (qy)
−pi←0∏
ly
P (ly) e
−ik¯z/2 V (−b˜2)UM¯x
∣∣un,−pi〉
= [T W−pi M¯x]mn = [T M¯x W−pi]mn. (B66)
This confirms our previous claim that T commutes with M¯x modulo a Wilson loop, unlike the algebra of ordinary
space-time symmetries. Recalling Eq. (B57),
M¯x T
∣∣eiθ, λx; k¯z〉 = T M¯xW−pi ∣∣eiθ, λx; k¯z〉 = e−iθ λ∗x T ∣∣eiθ, λx; k¯z〉 = −eik¯z λx T ∣∣eiθ, λx; k¯z〉. (B67)
In the last equality, we applied λx(θ + kz)
2 = −exp[−i(θ + kz)]. 
An analog of this result occurs for the surface bands, where the eigenvalues of M¯x are imaginary (real) at kz = 0
(resp. pi), and time-reversal pairs up complex-conjugate eigenvalues.
Appendix C: Connectivity of bulk Hamiltonian
bands in spin systems with glide and time-reversal
symmetries
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FIG. 14. Bulk bandstructures with glide and time-reversal
symmetries, for systems with spin (a-b) and without (c).
Γ ≡ (0, 0, kz = 0) and Z ≡ (0, 0, kz = pi) are high-symmetry
points that are selected because the fractional translation (in
the glide) is parallel to ~z. (a) either has no spin-orbit cou-
pling, or has spin-orbit coupling with an additional spatial-
inversion symmetry. (b) has spin-orbit coupling but breaks
spatial-inversion symmetry. The crossings between orthogo-
nal mirror branches (indicated by arrows) are movable along
ΓZ but unremovable so long as glide and time-reversal sym-
metries are preserved. The glide eigenvalues are indicated at
Γ and Z for one of the two hourglasses. (c) could apply to
an intrinsically spinless system (e.g., bosonic cold atoms and
photonic crystals), and also to an effectively spinless system
(e.g., a single-spin species in an electronic system without
spin-orbit coupling).
In spin systems with minimally time-reversal (T )
and glide-reflection (M¯x) symmetries, we prove that
bulk Hamiltonian bands divide into quadruplet sets of
hourglasses, along the momentum circle parametrized
by (0, 0, kz). Each quadruplet is connected, in the sense
that there are enough contact points to continuously
travel through all four branches. With the addition of
other spatial symmetries in our space group, we further
describe how degeneracies within each hourglass may be
further enhanced. Our proof of connectivity generalizes
a previous proof62 for integer-spin representations of
nonsymmorphic space groups.
The outline of our proof: we first consider a spin
system with vanishing spin-orbit coupling, such that
it has a spin SU(2) symmetry. In this limit, we prove
that bands divide into doubly-degenerate quadruplets
with a four-fold intersection at (0, 0, pi), as illustrated in
Fig. 14(a). Then by introducing spin-orbit coupling and
assuming no other spatial symmetries, we show that each
quadruplet splits into a connected hourglass (Fig. 14(b)).
With vanishing spin-orbit coupling, the system is ad-
ditionally symmetric under the spin flip (Fx) that rotates
spin by pi about ~x. The double group (G) relations in-
clude
T 2 = F 2x = E¯, M¯
2
x = E¯ t(c~z),
[T, Fx] = [T, M¯x] = [Fx, M¯x] = 0, (C1)
with E¯ a 2pi rotation and t a lattice translation. It follows
from this relations that we can define two operators that
act like time reversal and glide reflection in a spinless
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system:
Tx ≡ T Fx, m¯x ≡ M¯x Fx;
[Tx, m¯x] = 0, T
2
x = I, m¯
2
x = t(c~z). (C2)
These operations preserve the spin component in ~z –
the group (G˜) of a single spin species (aligned in ±~z)
is generated by Tx, m¯x and the lattice translations.
It is known from Ref. 62 that the elementary band
representation57 of G˜ is two-dimensional, i.e., single-spin
bands divide into sets of two which cannot be decom-
posed as direct sums, and in each set there are enough
contact points (to be found anywhere in the Brillouin
zone) to continuously travel through both branches; this
latter property they call ‘connectivity’. We reproduce
here their proof of connectivity by monodromy:
Let us consider the single-spin Bloch representation
(D˜kz ) of G˜ along the circle (0, 0, kz); kz ∈ [0, 2pi). For
kz 6= pi, there are two irreducible representations (la-
belled by ρ) which are each one-dimensional:
D˜ρkz
(
t(c~z)
)
= e−ikz
⇒ D˜ρkz (m¯x) = e−i(kz+2piρ)/2, kz 6= pi, ρ ∈ {0, 1},
as follows from Eq. (C2). Making one full turn in this
momentum circle (kz → kz + 2pi) effectively permutes
the representations as ρ → ρ + 1. This implies that if
we follow continuously an energy function of one of the
two branches, we would evolve to the next branch after
making one circle, and finally return to the starting
point after making two circles – both branches form a
connected graph. The contact point between the two
branches is determined by the time-reversal symmetry
(Tx), which pinches together complex-conjugate rep-
resentations of m¯x at kz=pi; on the other hand, real
representations at kz=0 are not degenerate, as illustrated
in Fig. 14(c). We applied here that [Tx, m¯x]=0, and the
eigenvalues of m¯x are imaginary (real) at kz=pi (resp.
0). 
Due to the spin SU(2) symmetry, we double all irre-
ducible representations of G˜ to obtain representations
of G, i.e., in the absence of spin-orbit coupling but
accounting for both spin species, bands are everywhere
spin-degenerate, and especially four-fold degenerate at
kz=pi. For illustration, Fig. 14(a) may be interpreted as
a spin-doubled copy of Fig. 14(c). Recall that the eigen-
values of M¯x fall into two branches labelled by η=±1
in λx(kz)=η i exp(−ikz/2). For each spin-degenerate
doublet, the two spin species fall into opposite branches
of M¯x, as distinguished by solid and dashed curves
in Fig. 14(a). This result follows from continuity to
kz=0, where Kramers partners have opposite, imaginary
eigenvalues under M¯x.
Without additional spatial symmetries, the effect of
spin-orbit coupling is to split the spin degeneracy for
generic kz, while preserving the Kramers degeneracy
at kz=0 and pi – the final result is the hourglass
illustrated in Fig. 14(b). To demonstrate this, we note
at kz=pi that each four-dimensional subspace (without
the coupling) splits into two Kramers subspace, where
Kramers partners have identical, real eigenvalues under
M¯x; pictorially, two solid curves emerge from the
one of the two Kramers subspaces, and for the other
subspace both curves are dashed, as shown in Fig. 14(b).
Furthermore, we know from the previous paragraph
that each Kramers pair at kz=0 combines a solid and
dashed curve. These constraints may be interpreted as
curve boundary conditions at 0 and pi, which impose
a solid-dashed crossing between the boundaries, as
indicated by arrows in Fig. 14(b). There is then an
‘unavoidable degeneracy’57 which can move along the
half-circle, but cannot be removed. This contact point,
in addition to the unmovable Kramers degeneracies at 0
and pi, guarantee that each quadruplet is connected.
Let us consider how other spatial symmetries (beyond
M¯x) may enhance degeneracies within each hourglass.
For illustration, we consider the spatial inversion (I)
symmetry, which applies to the space group of KHgX.
Since TI belongs in the group of every bulk wavevector,
the spin degeneracy along (0, 0, kz) does not split,
and kz=pi remains a point of four-fold degeneracy, as
illustrated in Fig. 14(a).
One final remark is that the notion of ‘connectivity’
over the entire Brillouin zone, as originally formulated in
Ref. 62, can fruitfully be particularized to ‘connectivity
of a submanifold’, which we introduced in our companion
work21 as a criterion for topological surface bands; our
notion differs from the original formulation in that con-
tact points must be found only within the submanifold
in question, rather than the entire Brillouin zone.
Appendix D: Projective representations, group
extensions and group cohomology
Wilsonian symmetries describe the extension of a point
group by quasimomentum translations; such extensions
are also called projective representations. In this Ap-
pendix, we elaborate on the connection between projec-
tive representations and group extensions in App. D 1,
then proceed in App. D 2 to describe projective represen-
tations from the more abstract perspective of cochains,
which emphasizes the connection with group cohomology.
Finally in App. D 3, we exemplify a simple calculation of
the second group cohomology.
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1. Connection between projective representations
and group extensions
In Sec. V, we introduced three groups:
(i) As defined in Eq. (29), G◦ ∼= Z2×Z2 is a symmorphic,
spinless group generated by time reversal (T ) and a
glideless reflection (Mx), with an algebra summarized in
Eq. (30).
(ii) The group (GX˜) of the Wilson loop is generated
by 2pi-rotation (E¯), a lattice translation (t(c~z)), the
Wilson loop (W), and analogs of time reversal (T )
and glide reflection (M¯x) additionally encode parallel
transport. With regard to our KHgX material class,
this Appendix does not exhaust all elements in GX˜ or
G◦; our treatment here minimally conveys their group
structures. A more complete treatment of the material
class has been described in App. B 4 for the different
purpose of topological classification.
(iii) As defined in Eq. (31), N ∼= Z2 × Z2 is an Abelian
group generated by 2pi rotations (E¯), momentum transla-
tions (W) and real-space translations (t(~z)). G◦ induces
an automorphism on N , which we proceed to define. Let-
ting the group element gi ∈ G◦ be represented in GX˜ by
gˆi, we say that gi induces the automorphism a→σi(a),
where
σi( E¯
a t(~z)bWc ) ≡ gˆi E¯a t(~z)bWc gˆ−1i
= E¯a t(~z)κ(gˆi)bWγ(gˆi)c with κ(gˆi), γ(gˆi) ∈ {±1}. (D1)
γ(gˆi)=+1 if gˆi preserves the Wilson loop (e.g., gˆi=M¯x
in Eq. (22)), and γ(gˆi)=−1 if gˆi is orientation-reversing
(e.g., gˆi=T in Eq. (26)). Similarly, κ(gˆi)=+1 (−1) if gˆi
preserves (inverts) the spatial translation t(~z); in our
example, κ(M¯x)=κ(T )=+1. Equivalently, we may say
that N is a normal subgroup of GX˜ .
To show that GX˜ is an extension of G◦ by N , it is suffi-
cient to demonstrate that G◦ is isomorphic to the factor
group GX˜/N .37 This factor group has as elements the
left cosets gN with g ∈ GX˜ ; by the normality of N ,
gN=N g. This isomorphism respectively maps the ele-
ments N , T N ,M¯xN (in GX˜/N ) to identity (I), T,Mx
(in G◦); this is a group isomorphism in the sense that
their multiplication rules are identical. For example,
M2x=I is isomorphic to:
(M¯xN )2 = M¯x (N M¯x)N = M¯2xN 2
= E¯ t(c~z)W−1N = N , (D2)
where we applied that N is a normal subgroup of GX˜ ,
and the third equality relies on Eq. (23). Two extensions
are equivalent if there exists a group isomorphism be-
tween them; the second group cohomology (H2(G◦,N ),
as further elaborated in App. D 2) classifies the isomor-
phism classes of all extensions of G◦ by N , of which GX˜
is one example. We have also described an inequivalent
extension (GΓ˜) toward the end of Sec. V, which is non-
trivially extended in t(~z) (i.e., we are dealing with a glide
instead of a glideless reflection symmetry) and also in E¯
(i.e., this is a half-integer-spin representation), but not
in W. More generally, we could have either an integer-
spin or a half-integer-spin representation, with either a
glide or glideless reflection symmetry, and we could be de-
scribing a reflection plane (glide/glideless) in which the
reflection either preserves every wavevector, or translates
each wavevector by half a reciprocal period.
2. Connection between projective representations
and the second cohomology group
For a group G◦, we define a G◦-module (denoted N )
as an abelian group on which G◦ acts compatibly with
the multiplication operation in N .64 In our application,
G◦ of Eq. (29) is the point group of a spinless particle,
and N of Eq. (31) is the group generated by real- and
quasimomentum-space translations, as well as 2pi rota-
tions. Let the i’th element (gi) of G◦ act on a ∈ N by
the automorphism: a→ σi(a) ∈ N ; we say this action is
compatible if
σi( ab ) = σi( a )σi( b ) for every a, b ∈ N . (D3)
We showed in Eq. (D1) that gi acts on a by conjugation,
i.e., σi(a) = gˆiagˆ
−1
i , which guarantees that the action is
compatible.
To every factor (Ci,j ∈ N ) of a projective representa-
tion, defined again by
gˆi gˆj = Ci,j gˆij , (D4)
where gij ≡ gigj and gˆi is the representation of gi, there
corresponds a 2-cochain (ν2):
Ci,j = ν2(I, gi, gij) ∈ N , (D5)
with the first argument in ν2 set as the identity element
in G◦. ν2 more generally is a map : G3◦ → N – besides
informing of the factor system through Eq. (D5), it also
encodes how each factor transforms under G◦, through
ν2(gig0, gig1, gig2) ≡ gˆi ν2(g0, g1, g2) gˆ−1i
≡ σi
(
ν2(g0, g1, g2)
) ∈ N . (D6)
Presently, we would review group cohomology from the
perspective of cochains before establishing its connection
with projective representations. Our review closely fol-
lows that of Ref. 60 which described only U(1) modules;
our review demonstrates that the structure of cochains
exists for more general modules (e.g., N ). Moreover,
we are motivated by possible generalizations of our ideas
to higher-than-two cohomology groups, though presently
we do not know if such exist. We adopt the conven-
tion of Ref. 60 in defining cochains and the cobound-
ary operator, which they have shown to be equivalent to
34
standard64 definitions; the advantage gained is a more
compact definition of the coboundary operator. Gener-
alizing Eq. (D6), an n-cochain is a map νn : G
n+1
◦ → N
satisfying
νn(gig0, gig1, . . . , gign) ≡ σi
(
νn(g0, g1, . . . , gn)
) ∈ N .
(D7)
Given any νn−1, we can construct a special type of n-
cochain, which we call an n-coboundary, by applying the
coboundary operator dn−1, defined as
[dn−1νn−1](g0, g1, . . . , gn)
=
n∏
j=0
νn−1(g0, g1, . . . , gj−1, gj+1, . . . , gn)(−1)
j
,
e.g., [d1ν1](g0, g1, g2)
= ν1(g1, g2)ν1(g0, g2)
−1ν1(g0, g1). (D8)
Formally, let Cn(N ) = {νn} be the space of all n-
cochains, and the space of all n-coboundaries is an
abelian subgroup of Cn defined by
Bn = {νn|νn = dn−1νn−1, νn−1 ∈ Cn−1}. (D9)
Applying dn to an n-coboundary always gives the identity element in N :
[dndn−1νn−1](g0, g1, . . . , gn+1) =
n+1∏
j=0
[dn−1νn−1](g0, . . . , gj−1, gj+1, . . . , gn+1)(−1)
j
= I. (D10)
Succintly, a coboundary has no coboundary. Though this conclusion is well-known, it might interest the reader how
this result is derived with our nonstandard definition of dn. First express Eq. (D10) as a product of ν
±1
n−1 by inserting
Eq. (D8), e.g.,
[d2d1ν1](g0, g1, g2, g3) =
{
ν1(g2, g3)ν1(g1, g3)
−1ν1(g1, g2)
}{
ν1(g2, g3)ν1(g0, g3)
−1ν1(g0, g2)
}−1
× {ν1(g1, g3)ν1(g0, g3)−1ν1(g0, g1)}{ν1(g1, g2)ν1(g0, g2)−1ν1(g0, g1)}−1 = I. (D11)
Each of ν±1n−1 has n distinct arguments drawn from the set {g0, g1, . . . , gn+1} of n + 2 elements. Equivalently, we
may label ν±1n−1 by the two elements (gi and gj ; i, j ∈ {0, 1, . . . , n + 1}; i < j) which have been deleted from this
cardinality-(n+ 2) set; there are always two such ν±1n−1 arising from two different ways to delete {gi, gj}: either (a) gi
was deleted by dn and gj by dn−1, or (b) vice versa. For example, {g0, g1} corresponds to
[d2d1ν1](g0, g1, g2, g3) ∝ {ν1(g2, g3) . . .} {ν1(g2, g3) . . .}−1 {. . .} {. . .}−1 , (D12)
where (a) ν1(g2, g3) originates from d2 deleting g0 and d1 deleting g1, while (b) ν1(g2, g3)
−1 arises from d2 deleting g1
and d1 deleting g0. These two factors, from (a) and (b), multiply to identity, as is more generally true for any {gi, gj}
(recall i < j) and dndn−1νn−1, since
[dndn−1νn−1](g0, . . . , gn+1)
∝ νn−1(. . . , gi−1, gi+1, . . . , gj−1, gj+1, . . .)(−1)i(−1)j−1 νn−1(. . . , gi−1, gi+1, . . . , gj−1, gj+1, . . .)(−1)j(−1)i = I, (D13)
where ν
(−1)j(−1)i
n−1 originates from dn deleting gj , and ν
(−1)i(−1)j−1
n−1 from dn deleting gi. We have thus shown that
dndn−1νn−1 = I.
An n-coboundary is an example of an n-cocyle, which is more generally defined as any n-cochain with a trivial
coboundary. The space of all n-cocycles is an abelian subgroup of Cn defined as
Zn = {νn|dnνn = I, νn ∈ Cn}. (D14)
The n’th cohomology group is defined by the quotient group
Hn(G◦,N ) = Z
n(G◦,N )
Bn(G◦,N ) ; (D15)
its elements are equivalence classes of n-cocyles, in which we identify any two n-cocycles that differ by an n-coboundary.
The rest of this Section establishes how H2(G◦,N ) classifies the different projective representations of G◦, as extended
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by N . Indeed, we have already identified the factor system of a projective representation with a 2-cochain through
Eq. (D5), and the associativity condition on the factor system will shortly be derived as
C−1ij,k C
−1
i,j σi(Cj,k)Ci,jk = I, (D16)
which translates to a constraint that the 2-cochain is a 2-cocyle. Indeed, from inserting Eq. (D4-D6) into gˆ1(gˆ2gˆ3) =
(gˆ1gˆ2)gˆ3, find that
σ1(C2,3)C1,23 gˆ123 = C12,3 C1,2 gˆ123,
⇒ I = σ1(C2,3)C−112,3 C1,23 C−11,2
⇒ I = ν2(g1, g12, g123) ν2(I, g12, g123)−1 ν2(I, g1, g123) ν2(I, g1, g12)−1
⇒ I = gˆ0 I gˆ−10 = gˆ0 ν2(g1, g12, g123) ν2(I, g12, g123)−1 ν2(I, g1, g123) ν2(I, g1, g12)−1 gˆ−10
⇒ I = ν2(g01, g012, g0123) ν2(g0, g012, g0123)−1 ν2(g0, g01, g0123) ν2(g0, g01, g012)−1
⇒ I = ν2(g1, g2, g3)ν2(g0, g2, g3)−1ν2(g0, g1, g3)ν2(g0, g1, g2)−1 ≡ [d2ν2](g0, g1, g2, g3), (D17)
where in the last ⇒ we relabelled g01...k → gk and g0 → g0. Furthermore, we recall from Eq. (35) that two projective
representations are equivalent if they are related by the gauge transformation gˆi → gˆ′i = Di gˆi with Di ∈ N . This
may be reexpressed as
gˆi → gˆ′i = ν1(I, gi)−1 gˆi, (D18)
by relabelling Di ≡ ν1(I, gi)−1 ∈ N . The motivation for calling gˆi and gˆ′i gauge-equivalent is that both representations
induce the same automorphism on the abelian group N , i.e.,
gˆi a gˆ
−1
i ≡ σi (a) for any a ∈ N ⇒ gˆ′i a gˆ′−1i ≡ σi (a). (D19)
Let us demonstrate that this gauge-equivalence condition may be expressed as an equivalence of 2-cochains modulo
1-coboundaries. By inserting Eq. (D18) and (D19) into Eq. (D4) with i = 1 and j = 2:
gˆ1 gˆ2 = C1,2 gˆ12 ⇒ (ν1(I, g1) gˆ′1) (ν1(I, g2) gˆ′2) = C1,2 ν1(I, g12) gˆ′12 ≡ ν2(I, g1, g12) ν1(I, g12) gˆ′12
⇒ ν1(I, g1)σ1(ν1(I, g2)) gˆ′1 gˆ′2 = ν2(I, g1, g12) ν1(I, g12) gˆ′12
⇒ gˆ′1 gˆ′2 = ν2(I, g1, g12) ν1(I, g1)−1 ν1(I, g12) ν1(g1, g12)−1 gˆ′12 ≡ ν2(I, g1, g12)′ gˆ′12. (D20)
To reiterate, the ν′2 and ν2 are two gauge-equivalent 2-cochains differing only by multiplication with a 1-coboundary:
ν2(1, g1, g12) = ν2(1, g1, g12)
′ ν1(I, g1) ν1(I, g12)−1 ν1(g1, g12)
⇒ gˆ0 ν2(1, g1, g12) gˆ−10 = ν2(g0, g01, g012) = ν2(g0, g01, g012)′ ν1(g0, g01) ν1(g0, g012)−1 ν1(g01, g012)
⇒ ν2(g0, g1, g2) = ν2(g0, g1, g2)′ ν1(g1, g2) ν1(g0, g2)−1 ν1(g0, g1) ≡ ν2(g0, g1, g2)′ [d1ν1](g0, g1, g2), (D21)
where in the last ⇒ we relabelled g01...k → gk and g0 → g0. We have thus demonstrated that different equivalence
classes of projective representations correspond to equivalence classes of 2-cocycles, where equivalence is defined
modulo 1-coboundaries, i.e., different projective representations are elements of the second cohomology group (recall
H2(G◦,N ) from Eq. (D15)).
3. A simple example
For a simple example of H2, consider a reduced prob-
lem where we extend G◦ ∼= Z2×Z2 (as generated by Mx
and T ) by the group of Wilson loops
N = {Wn | n ∈ Z} ∼= Z, (D22)
which differs from N in lacking the generators t(~z) and
E¯; nontrivial extensions by t(~z) and E¯ respectively de-
scribe nonsymmorphic and half-integer-spin representa-
tions, and are already well-known.11 Here, we focus on
extensions purely by momentum translations. G◦ acts
on N as
TWT−1 =W−1 and MxWM−1x =W. (D23)
Let us follow the procedure outlined in Ref. 65 to de-
termine the possible extensions of G◦. First we collect
all nonequivalent products of generators that multiply to
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identity according to the multiplication rules of G◦: from
Eq. (30), these would be
M2x = I, T
2 = I and Mx T M
−1
x T
−1 = I. (D24)
A projective representation is obtained by replacing I on
the right-hand side with an element in the G◦-module N :
M2x =Wa, T 2 =Wb and Mx T M−1x T−1 =Wc.
That a, b, c are integers does not imply Z3 inequivalent
extensions; rather, we will see that not all three integers
are independent, some integers are only gauge-invariant
modulo two, and moreover one of them vanishes so that
the representation is associative. Indeed, from the asso-
ciativity of T 3,
TWb = T (TT ) = (TT )T =WbT = TW−b
⇒ W2b = I. (D25)
Lacking spatial-inversion symmetry, the eigenvalues ofW
are generically not quantized to any special value, and the
only integral solution to W2b=I is b=0; we comment on
the effect of spatial-inversion symmetry at the end of this
example. Similarly, a=c follows from
WaT = M2xT =W2cTM2x =W2cTWa =W2c−aT.
Moreover, we will clarify that only the parity of a labels
the inequivalent classes. This follows from Mx and M
′
x =
WnxMx (nx ∈ Z) inducing the same automorphism on
N :
MxWM−1x =W ⇐⇒ M ′xWM ′x−1 =W. (D26)
We say that Mx and M
′
x are gauge-equivalent represen-
tations; consequently, only the parity of the exponent (a)
of W in M2x =Wa is gauge-invariant, as seen from
M2x =Wa ⇒ (W−nxM ′x)2 =Wa
⇒ M ′2x = W a+2nx ≡ Wa
′
. (D27)
One may verify that the relation a=c is gauge-invariant,
since if a→a′=a+2nx (as we have just shown), likewise
c→c′=c+2nx (as we will now show). To determine the
gauge-transformed c′, we consider two gauge-equivalent
representations of time reversal related by T ′=WnT T
with nT∈Z. By application of Eq. (D23), we derive
Wc = Mx T M−1x T−1
= (W−nxM ′x) (W−nT T ′) (M ′x−1Wnx) (T ′−1WnT ),
⇒ W−nx−nT−nx+nT M ′x T ′M ′x−1 T ′−1 =Wc
⇒ M ′x T ′M ′x−1 T ′−1 =Wc+2nx ≡ Wc
′
, (D28)
as desired. We conclude that there are only two elements
of H2(G◦, N): (i) the first is gauge-equivalent to a=0:
M2x = I, T
2 = I, [T,Mx] = 0, (D29)
as expected from the algebra of G◦; (ii) the second ele-
ment of H2(G◦, N) is gauge-equivalent to a=−1:
M2x =W−1, T 2 = I, T Mx =W−1 Mx T. (D30)
The first extension is split (i.e., it is isomorphic to a semi-
direct product of G◦ with N), and corresponds to the
identity element of H2(G◦, N) ∼= Z2. Multiplication of
two elements corresponds to multiplying the factor sys-
tems, e.g., the two non-split elements multiply as
M2x =W−2, T 2 = I, T Mx =W−2 Mx T, (D31)
which is gauge-equivalent to Eq. (D29) by the transfor-
mation of Eq. (D27) with nx=1.
To realize the nontrivial algebra in Eq. (D30), we
need that Mx is a Wilsonian symmetry, i.e., it describes
not purely a spatial reflection, but also induces parallel
transport. As elaborated in Sec. V, this Wilsonian sym-
metry is realized in mirror planes where any wavevector
is mapped to itself by a combination of spatial reflection
and quasimomentum translation across half a reciprocal
period. To clarify a possible confusion, Sec. V described
a nonsymmorphic, half-integer-spin representation of
a space group where M¯2x is a product of a spatial
translation (t(~z)) and a 2pi rotation (E¯), as is relevant
to the KHgX material class21; this Appendix describes
a symmorphic, integer-spin case study where M2x = I.
Indeed, we have rederived Eq. (23) and (27) in Sec. V,
modulo factors of E¯ and t(~z). Despite this difference,
all Wilsonian reflections, whether glide or glideless, have
the same physical origin: some crystal structures host
mirror planes (of glide-type for KHgX, but glideless
in this Appendix) where the group of any wavevector
includes the product of spatial glide/reflection with a
fractional recriprocal translation.
Finally, we address a different example where G◦ in-
cludes a spatial-inversion (I) symmetry. We have shown
in Ref. 26 that a subset of the W-eigenvalues may be
quantized to±1 depending on the I-eigenvalues of the oc-
cupied bands. Indeed, if we focus only on this quantized
eigenvalue-subset, we might conclude thatW2b=I (whose
derivation in Eq. (D25) carries through in the presence of
I symmetry) could be solved for any b∈Z. However, our
perspective is that Wilson-loop extensions classify differ-
ent momentum submanifolds in the Brillouin zone; this
classification should therefore be independent of specific
I-representations of the occupied bands. Thus assuming
that a finite subset of W-eigenvalues are generically not
quantized, we conclude that b=0 even with I symmetry.
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