We consider scheduling problems in wireless networks with respect to flexible data rates. That is, more or less data can be transmitted per time depending on the signal quality, which is determined by the signal-to-interference-plus-noise ratio (SINR). Each wireless link has a utility function mapping SINR values to the respective data rates. We have to decide which transmissions are performed simultaneously and (depending on the problem variant) also which transmission powers are used.
Introduction
The performance of wireless communication is mainly limited by the fact that simultaneous transmissions interfere. In the presence of interference, the connection quality can deteriorate or successful communication can even become impossible. In engineering, the common way to measure the quality of a wireless connection is the signal-to-interference-plus-noise ratio (SINR). This is the ratio of the strength of the intended signal and the sum of all other signal strengths plus ambient noise. The higher it is, the better different symbols in a transmission can be distinguished and therefore the more information can be transmitted per time. The significance of the SINR in this matter is information-theoretically supported by the Shannon-Hartley theorem stating a theoretical upper bound on the information rate proportional to log(1 + SINR).
Existing algorithmic research on wireless networks mainly focused on transmissions using fixed data rates. This way successful reception becomes a binary choice: Either the quality is high enough and the
Our Contribution
We present O(log n)-approximations for the capacity-maximization problem with flexible data rates, for the case that our algorithm has to specify the transmission powers as well as for a given power assignment. In both cases, the algorithm is built on one for the respective capacity-maximization problem with individual thresholds. Here, utility functions are step functions with u ℓ (γ ℓ ) = 1 for γ ℓ ≥ β ℓ and 0 otherwise. That is, we assume that each link has an individual threshold β ℓ and we maximize the number of links whose threshold is satisfied. For this special case, we present constant-factor approximations for both variable and fixed transmission powers.
For the case of variable transmission powers, this extends the result in [17] in two ways. On the one hand, the algorithm in [17] relies on the fact that all thresholds are equal. In order to guarantee feasible solutions under individual thresholds, the links have to be processed in a different order and further checks have to be introduced. Furthermore, in contrast to [17] , we are able to show a constant approximation factor without any further assumptions on the metric space respectively the model parameters.
For fixed transmission powers, we extend a greedy algorithm by Halldórsson and Mitra [14] that works with monotone, (sub-) linear power assignments. By modifying the processing order, we are able to prove a constant approximation factor independent of the thresholds. Furthermore, we present a simplified analysis.
In addition to capacity-maximization problems, we also consider latency minimization. That is, for each link there is a fixed amount of data that has to be transmitted in shortest possible time. We use the capacity-maximization algorithms repeatedly with appropriately modified utility functions. This way, we can achieve an O(log 2 n)-approximation for both variants.
Related Work
In a seminal work on power control, Foschini and Miljanic [8] give a very simple distributed algorithm for finding a power assignment that satisfies the SINR targets of all links. They show that it converges from any starting point under the assumption that the set of feasible solutions is not empty. In subsequent works, more sophisticated techniques have been presented (for an overview see [21] ). Very recently, this problem has also been considered from an algorithmic point of view [19, 3] deriving bounds on how the network size or parameters determine the convergence time. While in these problems typically no objective function is considered, Huang et al. [16] present a game-theoretic approach to maximize the sum of link utilities, where the utility of each link is an increasing and strictly concave function of the SINR. They show that their algorithm converges to local optima of the sum-objective function. Chiang et al. [2] present an approach to compute the global optimum for certain objective functions by the means of geometric programming in a centralized way. All these algorithms have in common that they solve a continuous optimization problem. That is, transmission powers are chosen from a continuous set in order to maximize a continuous function. When requiring a minimum SINR, the mentioned algorithms only work under the assumption that all links can achieve this minimum SINR simultaneously. Since this is in general not true, one may have to solve an additional scheduling problem. Many heuristics have been presented for these scheduling problems but recently a number of approximation algorithms were studied as well. Most of them assume a common, constant threshold β for all links. Usually, for the approximation factors this β is considered constant, which is not appropriate in our case.
For example, in a number of independent papers, the problem of finding a maximum feasible set under uniform transmission powers has been tackled. For example, Goussevskaia et al. [9] present anapproximation for the respective threshold variants.
The only approximation algorithm for individual thresholds was given by Halldórsson and Mitra [12] . It is a constant-factor approximation for capacity maximization for uniform transmission powers. Santi et al. [20] consider latency minimization with flexible data rates. This approach, however, only considers quite restricted utility functions that have to be the same for all links. Furthermore, they only consider uniform transmission powers.
Formal Problem Statements
We identify the network devices by a set of nodes V in a metric space. If some sender transmits at a power level p then this signal is received at a strength of p/d α by nodes whose distance to the sender is d. The constant α is called path-loss exponent. Given a set L ⊆ V × V and a power assignment p :
Here, N denotes the constant ambient noise. To avoid ambiguities such as divisions by 0, we assume it to be strictly larger than 0. However, it may be arbitrarily small.
In the capacity-maximization problem with flexible data rates, we are given a set R ⊆ V × V of pairs of nodes of a metric space. For each link ℓ ∈ R, we are given a utility function u ℓ : [0, ∞) → R ≥0 . Furthermore, we are given a maximum transmission power p max ∈ R >0 ∪ {∞}. The task is to select a subset L of R and a power assignment p :
We do not require the utility functions u ℓ to be continuous. It neither has to be represented explicitly. We only assume that two possible queries on the utilities can be carried out. On the one hand, we need to access the maximum utility u ℓ (p max /N ) of a single link ℓ. Note that this value could be infinite if p max = ∞. We ignore this case as the optimal solution is not well-defined in this case. On the other hand, we assume that for each link ℓ given a value B no larger than its maximum utility, we can determine the smallest SINR γ ℓ such that u ℓ (γ ℓ ) ≥ B. Both kinds of queries can be carried out in polynomial time for common cases of utility functions such as logarithmic functions or explicitly given step functions. As a technical limitation, we assume that u ℓ (γ ℓ ) = 0 for γ ℓ < 1. This is not a weakness of our analysis but rather of the approaches studied so far. In Section 8 we show that neither greedy nor ALOHA-like algorithms can dig the potential of SINR values smaller than 1.
In addition to this problem, we also consider the variant with fixed transmission powers. That is, we are given a set R ⊆ V × V and a power assignment p : R → R ≥0 . We have to select a set L ⊆ R maximizing ℓ∈L u ℓ (γ ℓ (L, p)). We assume that the respective assumptions on the utility functions apply.
Capacity Maximization with Thresholds and Unlimited Powers
As a first step towards the final algorithm, we consider the following simplified problem. We are given a set R of links and a threshold β(ℓ) ≥ 1 for each ℓ ∈ R. We have to find a subset L ⊆ R of maximum cardinality and a power assignment p : L → R ≥0 such that γ ℓ ≥ β(ℓ) for all ℓ ∈ L. In [17] an algorithm was presented that solves the special case where all β(ℓ) are identical.
The algorithm in [17] inherently requires that all thresholds are equal. To guarantee feasibility of the solution, it makes use of the fact that each link chooses a transmission power proportional to the one needed to overcome interference from longer ones. In the case of identical thresholds, selecting the links therefore boils down to guaranteeing small mutual distances. In consequence, some fundamental changes in the algorithm are necessary, that will be presented in this section.
We iterate over the links ordered by their sensitivity β(ℓ)N d(ℓ) α , which is the minimum power necessary to overcome ambient noise and to have γ ℓ ≥ β(ℓ) in the absence of interference.
More formally, let π be the ordering of the links by decreasing values of
Based on this ordering, define the following (directed) weight between two links ℓ and ℓ ′ . If π(ℓ) > π(ℓ ′ ), we set
otherwise we set w(ℓ, ℓ ′ ) = 0. For notational convenience we furthermore set w(ℓ, ℓ) = 0 for all ℓ ∈ R.
Our algorithm now works as follows: It iterates over all links in order of decreasing π values, i.e., going from small to large values of
Afterwards, powers are assigned iterating over all links in order of increasing π values, i.e., going from large to small values of β(ℓ)d(ℓ) α . The power assigned to link ℓ ′ is set to
If there were only links of smaller π values, this power would yield an SINR of exactly 2β(ℓ). One can show that due to the greedy selection condition, also taking the other links into account the SINR of link ℓ is at least β(ℓ).
Feasibility
In order to show feasibility, we have to adapt the respective proof in [17] . The most important difference is as follows. Each link has an indirect effect on itself due to the fact that links of smaller sensitivity adapt their powers to it. Due to the individual thresholds this effect can only be bounded when considering weights that are modified in the described way.
. In this notation, for each link ℓ i the power is set to
So p i,j is the adaptation of link i due to the interference of a link of larger sensitivity link j. This indirect effect of a link can be bounded by its direct effect as follows.
Observation 2. For
We split up the terms into two parts, namely
where the last step is due to the definition of M 2 and the fact that
Altogether this yields the claim. Now, let us consider some fixed i ∈ [n]. We need to show γ ℓ i ≥ β i . We define
In this notation, we have γ ℓ i = S I>+I<+N . Furthermore, we chose the powers such that S = 2β i (I > + N ). So, it remains to bound I < . Plugging in the definitions, we get
By re-arranging the sums, this is equal to
For the first part of the sum we can use j∈ [n] w(ℓ j , ℓ i ) ≤ τ for the latter ones Observation 2 to see this is at most
In the first two terms of the sum, we can recognize the definition of p i . Furthermore, the last term is again the definition of I < multiplied by 2 · 3 α · τ · 2.
Replacing the definition of S, we get
By definition of τ , this yields
Approximation Factor
In this section, we show that the algorithm achieves a constant approximation factor. In contrast to the analysis in [17] our analysis does not rely on any assumptions on the parameter α. We only require that the nodes are located in a metric space.
The central result our analysis builds on is a characterization of admissible sets. A set of links L is called admissible if there is some power assignment
That is, for each admissible set L there is a subset having the following property. If we take some further link ℓ, that does not necessarily belong to L, the outgoing weight of this link to all links in the subset is bounded by a constant. Before coming to the proof of this lemma, let us first show how the approximation factor can be derived.
Theorem 4. The algorithm is a constant-factor approximation.
Proof. Let ALG be the set of links selected by our algorithm. Let furthermore be OPT the set of links in the optimal solution and L ′ ⊆ OPT be the subset described in Lemma 3. That is, we have
All ℓ ′ ∈ L ′ \ ALG were not selected by the algorithm since the greedy condition was violated. That is,
Proof of Lemma 3 (Outline)
For the sake of clarity, the formal proof of Lemma 3 has been shifted to the appendix. Instead, we present the major steps here, highlighting the general ideas.
In the first step, we use the fact that we can scale the thresholds by constant factors at the cost of decreasing the size of L by a constant factor. Considering such an appropriately scaled set L ′ ⊆ L, we use the SINR constraints and the triangle inequality to show
In the next step, we use the following property of admissible set. After reversing the links (i.e. swapping senders and receivers) a subset of a constant fraction of the links is also admissible. Combining this insight with the above bound and Markov inequality, we can show that for each admissible set L there is a subset L ′ ⊆ L with |L ′ | = Ω(|L|) and
This subset has the property that not only for ℓ ∈ L ′ but for all ℓ = (s, r) ∈ R
In the last step, we show that there is also a subset L ′ with |L ′ | = Ω(|L|) and
This is shown by decomposing the set L. For one part we can use the result from above. For the remaining links we can show that among these links there has to be an exponential growth of the sensitivity and the distance to ℓ. In combination, the quotients added up in the sum decay exponentially, allowing us to bound the sum by a geometric series.
This condition is fulfilled in particular if all transmission powers are the same or if they are chosen by a (sub-) linear, monotone function depending on the sensitivity, e.g., linear power assignments
For the case of identical thresholds, Halldórsson and Mitra [14] present a constant-factor approximation that can be naturally extended as follows. Given two links ℓ = (s, r) and ℓ ′ = (s ′ , r ′ ), and a power assignment p, we define the affectance of ℓ on ℓ ′ by a p (ℓ,
Algorithm 1 iterates over all ℓ ′ ∈ R and adds a link to the tentative solution if the incoming and outgoing affectance to the previously selected links is at most 1 /2. At the end, only the feasible links are returned.
Algorithm 1: Capacity Maximization with Thresholds and Fixed Powers
initialize L = ∅ ; for ℓ ′ ∈ R in decreasing order of π values do if ℓ∈L a p (ℓ, ℓ ′ ) + a p (ℓ ′ , ℓ) ≤ 1 2 then add ℓ ′ to L; return {ℓ ′ ∈ L | ℓ∈L a p (ℓ, ℓ ′ ) < 1};
Theorem 5. Algorithm 1 yields a constant-factor approximation.
The analysis in [14] builds on a very involved argument, using a so-called Red-Blue Lemma. Essentially the idea is to match links in the computed solution and the optimal one. If the algorithm's solution was much smaller than the optimal one, one link would be left unmatched and thus taken by the algorithm. Our proof in contrast is much simpler and uses the same structure as the one for Theorem 4. Again, it is most important to characterize optimal solutions.
Using this lemma, we can adopt the proof that the set L is at most a constant-factor smaller than the optimal solution literally from the one of Theorem 4. Using Markov inequality, one can see that the final solution has size at least |L|/2. The formal proofs can be found in the appendix.
Capacity Maximization with Thresholds and Limited Powers
Having found algorithms for the threshold problem that chooses powers from an unbounded set and for the one with fixed transmission powers, we are now ready to combine these two approaches to an algorithm that chooses transmission powers from a bounded set [0, p max ]. The general idea has already been presented by Wan et al. [22] .
We decompose the set R into two sets
On the set R 1 , we run a slightly modified algorithm for unlimited transmission powers. Due to the definition of the set R 1 and the algorithm, it is guaranteed that all assigned transmission powers are at most p max . On the set R 2 , we run the fixed-power algorithm setting p(ℓ) = p max for all ℓ ∈ R 2 . In the end, we return the better one of the two solutions.
Algorithm 2: Capacity Maximization with Thresholds and Limited Powers
For this algorithm, we have to show that it computes feasible solutions and that the approximation factor is indeed constant.
Feasibility
In this case, showing feasibility requires two results. On the one hand, we again need that the SINR constraint is fulfilled. On the other hand, we have to show that the assigned transmission powers are no larger than p max . For the solution (L 1 , p) , we prove the claim by induction. Consider a link ℓ ′ ∈ L 1 . By induction hypothesis, we know that for all ℓ ∈ L 1 with π(ℓ) < π(ℓ ′
Theorem 7. Let (L, p) be the solution returned by the algorithm. Then we have
Since we have 4β
Approximation Factor
Theorem 9. Algorithm 2 computes a constant-factor approximation.
Proof. For i ∈ {1, 2}, let OPT i ⊆ R i be the optimal solution of the problem on the input R i . Obviously, |OPT 1 | + |OPT 2 | is an upper bound on the size of the optimal solution on R. We claim that |L i | = Ω(|OPT i |) for i ∈ {1, 2}. This then shows the claim. First, we show |L 1 | = Ω(|OPT i |). The set L ′ 1 is exactly the output of the unlimited-power algorithm run on R 1 . Thus, by Theorem 4, we have
. In order to show |L 2 | = Ω(|OPT 2 |), we first observe that the power assignment making OPT 2 feasible can only use transmission powers from the interval [p max /4, p max ]. Following the proof of Lemma 6, this shows that there has to be a subset OPT
Thus, we have |L 2 | = Ω(|OPT 2 |).
Capacity Maximization with General Utilities
In the previous sections we presented constant-factor approximations for the different variants of the capacity maximization problem with individual thresholds. In order to solve the flexible-rate problem with general utility function, we use the respective threshold algorithm as a building block. Inspired by an approach by Halldórsson to solve maximum weighted independent set in graphs [10] , we perform the following steps. For each link ℓ ∈ R, we determine the maximum utility that it can achieve, referred to as u max ℓ . This value is achieved if only this link is selected and (in case we can select powers) transmits at maximum power. Let the maximum of all maximum link utilities be called B. It is a lower bound on the value of the optimal solution. The optimal solution is in turn upper bounded by n · B. For all i ∈ {0, 1, 2, . . . , ⌈log n⌉}, we run the following procedure. For each link ℓ ∈ R, we query each utility function for the minimum SINR necessary to have utility at least 2 −i · B. This value is taken as the individual threshold of the respective link. On these thresholds, we run the respective algorithm from the previous sections. It returns a set of links and possibly (depending on the problem variant) also a power assignment. As the output, we take the best one among these ⌈log n⌉ + 1 solutions.
Algorithm 3:
run respective algorithm with these thresholds, let S i be the solution;
return the best one of the solutions S i ;
Theorem 10. Algorithm 3 computes an O(log n)-approximation.
Proof. Consider the set L of links selected in the optimal solution and let γ ℓ be the SINR of link ℓ ∈ L in this solution. That is, the optimal solution has value u(OPT)
e., the set of links having utility at least 2 −i · B in the optimal solution. Some links might not be contained in any of these sets. Let therefore be X = L \ L ⌈log n⌉+1 . We have that ℓ∈X u ℓ (γ ℓ ) ≤ n · 2 −⌈log n⌉−1 · B ≤ b(OPT)/2. So these links hardly contribute to the value of the solution and we leave them out of consideration.
Considering only the sets L i defined above, we get i 2 −i ·B ·|L i | ≥ u(OPT)/4. Furthermore, solution S i approximates the set L i by a constant factor in size. Expressing this in terms of the utility we have
Taking the sum over all i, we get i u(S i ) = Ω( i 2 −i · B · |L i |) = Ω(u(OPT)) and therefore max i u(S i ) = Ω(u(OPT)/ log n).
Latency Minimization
Apart from capacity maximization, the other common problem considered in optimization with respect to SINR models is latency minimization. In the standard threshold case this means finding a schedule of shortest possible length in which transmission is carried out successfully at least once. For the case of fixed transmission powers, there are very simple distributed approximation algorithms [18, 13] . With results shown above, not only these results but also the ones repeatedly applying a capacity-maximization algorithm can be easily transferred to the setting of individual thresholds.
Studying flexible data rates, this is different. Let us consider the following generalization. As before, we assume that each link has a utility function u ℓ expressing the amount of data that can be transmitted in a time slot depending on the SINR. Furthermore there is a demand δ ℓ representing the amount of data that has to be transmitted via this link. The task is to find a schedule fulfilling these demands, i.e. a sequence of subsets and possibly a power assignment for each step, such that t u ℓ (γ
denotes the SINR of link ℓ in step t.
In order to solve this problem, we consider Algorithm 4. It repeatedly applies the flexible-rate algorithm on the remaining demands and uses each set for a time slot. The crucial part is which utility functions are considered. The idea is to modify the utility functions by scaling and rounding such that in each round a reasonable step is guaranteed. For our algorithm, we use two differently modified utility functions and we take the shorter one of the two schedules. This also means that the running time of the algorithm can be made linear in the schedule length and polynomial in n by computing both schedules in parallel. For simplicity of the presentation, we neglect this aspect and pretend the two schedules were computed consecutively.
Algorithm 4: Latency Minimization
where γ ℓ is the achieved SINR; return the shorter schedule
Theorem 11. Algorithm 4 computes an O(log 2 n)-approximation.
Proof. Let T be the length of the optimal schedule. Note that scaling utility functions and demands by the same factor does not affect this schedule length. This does not hold for the rounding, which will be discussed below. We distinguish between the two cases T ≥ n and T < n.
Case 1: T < n
In the first case, we only consider the schedule that is computed for i = 1, i.e., with respect to the utility functions u 1,· . Our first observation is that the optimal schedule length with respect to these utility functions (in spite of the rounding) is at most 2T . This is due to the following fact: Considering the optimal schedule with respect to the scaled original utility functions, the utility of each link in each step is reduced by at most 1 /2n in each step. That is, the total utility of a link after rounding still sums up to at least 1 /2. Repeating the same schedule entirely, we get a schedule of length 2T in which each link's utility sums up to at least 1. Let us consider for each ℓ ∈ R and t the remaining demand δ
1,ℓ of this link after t rounds. We have that all these demands can be fulfilled in a schedule of length at most 2T . That is, the maximum utility solution with respect to these demands is at least 
Let us consider some round t with t > 4ψT · ln(2n). We have
By rounding the utility functions, we guaranteed that all δ (t) 1,ℓ are multiples of 1 /2n. Thus, showing that their sum is less than 1 /2n, we know that δ (t) 1,ℓ = 0 for all ℓ. Therefore, the schedule must be complete by this point.
Case 2: T ≥ n In this case, we consider the schedule computed with respect to the utility functions u 2,· , that is for i = 2. Let δ (t) 2,ℓ be the remaining demand of link ℓ after the tth iteration of the while loop. As we scaled the utility function accordingly, the minimal schedule length if only link ℓ existed would be ⌈δ 2,ℓ ⌉. Thus, we have ℓ∈R δ 2,ℓ ≤ n · T . Now consider the δ (t)
2,ℓ values after t ≥ ψ · T · ln n rounds. We have
Furthermore, we can observe the following fact: Each singleton set {ℓ} either fully satisfies the remaining demand of link ℓ or has utility 1. Thus in each round the algorithm will satisfy the demand of one link or compute a set of summed utility at least 1. After step t this can in total be at most n + T ≤ 2T steps. Thus, the schedule will have length at most t + 2T = O(T · log 2 n).
Thresholds Smaller than 1
When analyzing the algorithms in this paper, we assumed that SINR values below 1 have zero utility.
That also means that all thresholds are at least 1. Although not stated explicitly, this restriction also applies to related work [12, 20] . Due to the signal-strengthening technique this can be generalized to settings in which the thresholds are at least β min . However, if this lower bound is not considered as a constant, this worsens the approximation factors. In this section, we show that this is not a specific issue of our analysis but a more general problem of the two entire classes of simple algorithms that have been considered so far. In particular, we show that approximation factors will be Ω(1/β min ) for all greedy and ALOHA-like algorithms.
The algorithms for capacity maximization in this paper but also in most other works [15, 14, 17] follow the following structure. The main part is a greedy selection of the link set. That is, the algorithm first orders the links by some local property such as the length. In the second step it iterates over the ordered links and adds a link to the set after checking some property. This link stays in the set respectively cannot be added to the set anymore. In the last step, one might have to remove links whose constraints are not fulfilled by link added later on [14] .
Theorem 12. The approximation factor of every deterministic greedy algorithm is in Ω(1/β min ).
Proof. We consider instances of the following kind. We consider the line, identified with R. For each link, either the sender is located at 0 and the receiver at 1 (sender left of receiver) or the sender is located at 1 and the receiver at 0 (sender right of receiver). The threshold for each link is β min . In terms of the processing order, none of these links are distinguishable for the algorithm since each one has the same local properties. For this reason, we can consider the algorithm like an online algorithm.
The algorithm has to accept the first link in the processing order because otherwise the approximation factor would be unbounded if this was the only link. Our instance, however, is designed such that k = ⌊1/β min ⌋ "reversed" links follow. All of these links can be accepted in the optimal solution, whereas none can be accepted by the algorithm. Even adding a clean-up step like in [14] does not change the situation as this clean-up step only removes infeasible links. In our instance, however, if one link is infeasible all are.
Thus, the approximation factor is k/1 = Ω(1/β min ).
The second common approach [7, 18, 13] is to minimize latency by a randomized algorithm. Here, each sender transmits in each step with a certain probability until the transmission is successful. We consider protocols in which links may use different transmission probabilities over time but all links use the same probability in a time slot. For these algorithms also an Ω(1/β min ) holds.
Theorem 13. Every ALOHA-like algorithm for latency minimization has an approximation factor in
Proof. Let k = ⌊1/β min ⌋. Consider the following instance on the line. There are k links having the sender at 0 and the receiver at 1, and there are k further links whose sender is at 1 and whose receiver is at 0. The optimal schedule length in this case is 2. We show that any symmetric randomized algorithms yields a schedule of length Ω(k) with constant probability.
We assume binary feedback, that is each sender gets to know after a transmission attempt whether its transmission has been successfully received (in this case it drops out). Furthermore, we assume all senders follow the same algorithm. Consequently, running the algorithms can be described by the sequence of transmission probabilities p t , which all remaining senders use in round t.
We now consider the time T until at least k/2 transmissions have been carried out. We define n t to be the remaining number of transmissions after round t, n 0 := 2k. Furthermore, we define the random variable δ t as n t − n t+1 if n t ≥ 3 2 k and 0 otherwise. We have E [δ t ] ≤ 4 because of the following reason. In the case n t < 3 2 n this is clear by definition. In the case n t ≥ 3 2 n, in contrast, it is the expected number of successful transmissions. These transmissions are exposed to the interference of at least k/2 reverse links. Therefore, we have
2 n for all t ≤ T . Thus, we can get a bound on T as follows
That is, with constant probability we need at least k 16 = Ω(1/β min ) time slots.
Conclusion
In this paper, we presented the flexible-rate capacity maximization problem and a first approximation algorithm. Maybe surprisingly, understanding the threshold variants brings about a reasonable approximation factor for this case as well.
The most striking limitation is that these approaches are not able to deal with SINR values smaller than 1 respectively a constant. Indeed, by the use of forward error-correcting codes, this case can actually occur in practice. However, we could find evidence that one will have to come up with new techniques to solve this problem.
The other major open issue is to improve the approximation factor. As a first step, one could ask whether there is a constant-factor approximation for weighted capacity maximization with thresholds.
That is, each link has a threshold (or there is a global one) and a weight. The task is to select a feasible set of maximum weight. For linear power assignments, a constant-factor approximation is known [12] but all other approaches are only able to give O(log n) as well.
Another interesting topic for future research could include different objective functions. So far, we only maximized the sum of all link utilities. While it is trivial to maximize the minimal utility in a centralized way, it still remains an open problem to define further fairness aspects and solve the problem accordingly.
A Technical Preliminaries
In order to prove Lemma 3, we need two prerequisites that are known techniques in the case of constant thresholds. for the sake of completeness, we present both of them briefly in the context of individual thresholds.
First, we consider the technique of signal strengthening, introduced by Halldorsson and Wattenhofer [15] . Here, the key idea is that a set of links in which the SINR is at least β can be decomposed into ⌈2 · β ′ /β⌉ 2 sets for any β ′ ≥ β such that in the resulting subsets the SINR is at least β ′ for each link. Having individual thresholds for the links, the general technique still works in this case, now scaling all thresholds by some factor c ≥ 1. 
Lemma 14. Given a set of links L that is admissible with respect to SINR thresholds β(ℓ).
for all i, k ∈ U , and 
B Proof of Lemma 3
Lemma 3 states a bound for all ℓ ∈ R, not only the ones that belong to L or L ′ . This is due to the fact that the links are located in a metric space and for a node ℓ that does not belong to L, we can use a nearby node as a witness. In the following two lemmas, we present the general technique, that will be useful later on as well. This technique has essentially been introduced in [7] .
Lemma 17. Let w be a weight function on links having the following property: Given three links
Proof. Fix a link ℓ = (s, r) ∈ R. We consider the link set {ℓ ′ ∈ L | π(ℓ ′ ) < π(ℓ)}. Let the links in this set be denoted by ℓ 1 , . . . , ℓn. Let furthermore be ℓ i = (s i , r i ) for all i ∈ [n]. Let k be the index of the receiver r 1 ,. . . ,rn that is closest to r, that is k ∈ arg min i∈ [n] d(r i , r). We define the set U to be the indices of links whose senders s i lie within a distance of at most δ :=
By triangle inequality, we have for
We now bound the size of U . If U = ∅ this is trivial. Otherwise, fix an arbitrary
These inequalities yield i∈U \{j}
Thus, |U | ≤ 9 α + 1. Let us now proceed to the terms that do not belong to U . For all i ∈ [n] \ U it holds that
by definition of U = 3d(s i , r) .
Thus in total, we get
We can also swap roles of senders and receivers in the lemma.
Lemma 18. Let w be a weight function on links having the following property: Given three links
This lemma can be shown by exchanging senders and receivers and vice versa in the proof of Lemma 17 without further adaptations.
Proof. Fix a link ℓ = (s, r) ∈ R. We consider the link set {ℓ ′ ∈ L | π(ℓ ′ ) < π(ℓ)}. Let the links in this set be denoted by ℓ 1 , . . . , ℓn. Let furthermore be ℓ i = (s i , r i ) for all i ∈ [n].
Let k be the index of the sender s 1 ,. . . ,sn that is closest to s, that is k ∈ arg min i∈ [n] d(s i , s). We define the set U to be the indices of links whose senders r i lie within a distance of at most δ :=
To bound the size of U (unless it is empty), fix an arbitrary j ∈ U . For all i ∈ U , we have
These inequalities and the fact that L or L * is admissible, yield
Replacing the sum in the previously obtained bound, we get
This shows the claim.
Proof. Using Lemma 16, we know there is a subset L ′′ of L with |L ′′ | = Ω(|L|) such that both L ′′ and (L ′′ ) * are admissible. Using Claim 19, we know there is a subset L ′′′ being a constant fraction of L ′′ such that 1
for some suitable constant c. Adding up both bounds, we get
By reordering the sum, we get
Adding up these two inequalities, we get
By Markov's inequality for half of the links ℓ = (s, r) ∈ L ′′′ we have
Choose these links as the set L ′ .
Claim 21. For each admissible set
Proof. We show the claim for the set L ′ described in Claim 20. For ℓ = (s, r), ℓ ′ = (s ′ , r ′ ) ∈ R define the following weights
By definition of the set L ′ , we have for both i = 1 and i = 2 that ℓ∈L
We will now apply Lemma 17 on the weights w 1 and Lemma 18 on the weights w 2 . In combination, this will yield the claim. In order to apply Lemma 17, we consider three links ℓ = (s, r),
Thus, by Lemma 17,
Next, we apply Lemma 18 on the weights w 2 . For three links ℓ = (s, r),
Proof. We consider the subset described in Claim 21. Furthermore, without loss of generality, by Corollary 15, we can assume that all thresholds are scaled to β ′ (ℓ) = 2 α (2 + 6 α ) · β(ℓ). Let this be the set L ′ . Now consider some fixed ℓ ∈ R. In order to show the bound, we distinguish between three kinds of links in the sum. We set
Observe that the bound for the link sets L 1 and L 2 immediately follows from Claim 21. Therefore, in the remainder, we only consider the set L 3 .
Let the links in L 3 be referred to as ℓ 1 = (s 1 , r 1 ) 
D Proof of Lemma 6
In order to prove Lemma 6, we show two separate claims. Both of them have been shown before in the context of constant thresholds (see [18, 12] ). For the sake of completeness, we nevertheless present the full adapted versions here. Proof. We apply Lemma 17 on the weights w(ℓ, ℓ ′ ) = a p (ℓ, ℓ ′ ). Consider three links ℓ = (s, r), ℓ ′ = (s ′ , r ′ ), ℓ ′′ = (s ′′ , r ′′ ) ∈ R such that d(s ′ , r) ≤ 3d(s ′′ , r) and π(ℓ ′ ) < π(ℓ ′′ ). For the power assignment, we have 1
For the affectance this yields
That is, Lemma 17 is applicable and yields the claim.
For the second claim, we use essentially the same technique but this time combined with the notion of anti-feasibility [12] . That is, we consider a set for which not only the incoming affectance is bounded by 1 but also the outgoing affectance is bounded by 2.
