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1. Introduction
It is well known that anti-periodic problems of nonlinear differential equations have been extensively studied by many
authors. For example, anti-periodic trigonometric polynomials are important in the study of interpolation problems [1–7],
and anti-periodic wavelets are discussed in [8]. Recently, anti-periodic boundary conditions have been considered for the
Schrődinger and Hill differential operator [9,10]. Also anti-periodic boundary conditions appear in the study of difference
equations [11,12]. Moreover, anti-periodic boundary conditions appear in physics in a variety of situations [13–15]. In 1950
LaSalle [16] proved an existence theorem of periodic solutions for periodic differential equations, which shows that if the
distance between two arbitrary solutions tends to zero uniformly in future, then the equation admits an asymptotically
stable periodic solution. This result is called the LaSalle oscillation theorem. In 2007 Wu [17] proved an anti-periodic LaSalle
oscillation theorem for the equation
x′(t) = f (t, x), (E)
where f : R× Rn → Rn is continuous and−f (t + T, x) = f (t,−x), t ∈ R.
The following theorem is the main result of [17].
Theorem A. If Eq. (E) has the solution x0(t) on [0,∞), and there exists a nonnegative function α(t) on [0,∞)with limt→∞ α(t)
= 0, such that any two solutions x(t), y(t) of Eq. (E) satisfy
|x(t)− y(t)| ≤ α(t)|x(0)− y(0)|, t ≥ 0,
then Eq. (E) admits a T-anti-periodic solution.
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In this paper, we will extend Theorem A for a class of functional differential equations. To do this, we consider the anti-
periodic solution of the following functional differential equations
x′i(t) = fi(t, x1(t − τi1(t)), x2(t − τi2(t)), . . . , xn(t − τin(t))), i = 1, 2, . . . , n, (1.1)
where τij : R → [0,∞) and fi : R × Rn → R are continuous functions, and τij(t + T) = τij(t),−fi(t + T, x) = fi(t,−x), for all
t ∈ R, x ∈ Rn, i, j = 1, 2, . . . , n.
Then, we can choose a constant τ such that
τ = max
1≤i,j≤n
{max
t∈[0, T]
τij(t)}. (1.2)
For convenience, we introduce some notations. We will use x = (x1, x2, . . . , xn)T ∈ Rn to denote a column vector, in which
the symbol (T) denotes the transpose of a vector. For matrix D = (dij)n×n, DT denotes the transpose of D. A matrix or vector
D ≥ 0 means that all entries of D are greater than or equal to zero. D > 0 can be defined similarly. For matrices or vectors D
and E, D ≥ E (resp. D > E) means that D− E ≥ 0 (resp. D− E > 0).
As usual, we introduce the phase space C([−τ, 0]; Rn) as a Banach space of continuous mappings from [−τ, 0] to Rn
equipped with the supremum norm defined by
‖ϕ‖ = sup
−τ≤s≤0
max
1≤i≤n
|ϕi(s)|
for all ϕ = (ϕ1(t), ϕ2(t), . . . ,ϕn(t))T ∈ C([−τ, 0]; Rn).
The initial conditions associated with Eq. (1.1) are of the form
xi(s) = ϕi(s), s ∈ [−τ, 0], i = 1, 2, . . . , n, (1.3)
where ϕ = (ϕ1(t),ϕ2(t), . . . ,ϕn(t))T ∈ C([−τ, 0]; Rn).
2. Main results
The following is our main result.
Theorem 2.1. If Eq. (1.1) has the solution x˜(t) on [−τ,∞) with initial conditions
x˜(s) = ϕ˜(s), s ∈ [−τ, 0], ϕ˜ = (ϕ˜1(t), ϕ˜2(t), . . . , ϕ˜n(t))T ∈ C([−τ, 0]; Rn),
and there exists a nonnegative function α(t) on [0,∞) with limt→∞ α(t) = 0, such that any two solutions x(t) =
(x1(t), x2(t), . . . , xn(t))T, y(t) = (y1(t), y2(t), . . . , yn(t))T of Eq. (1.1) satisfy
|xi(t)− yi(t)| ≤ α(t) sup
−τ≤s≤0
max
1≤i≤n
|ϕi(s)−ψi(s)|, t ≥ 0, (2.1)
where
xi(s) = ϕi(s), yi(s) = ψi(s), s ∈ [−τ, 0], i = 1, 2, . . . , n,ϕ,ψ ∈ C([−τ, 0]; Rn).
Then Eq. (1.1) admits a T-anti-periodic solution.
Proof. Notice that for any natural number k, (−1)k x˜(t+kT) are the solutions of Eq. (1.1) on [−τ,∞). Since limt→∞ α(t) = 0,
without loss of generality, let τ ≤ T and α(t) ≤ α0 < 1, t ≥ T. Then, for t ∈ [0, T] and m = 2k + 1 > 0, in view of (2.1), we
obtain
|x˜i(t + (m+ 1)T)+ x˜i(t + mT)|
≤ α(t + T) sup
−τ≤s≤0
max
1≤i≤n
|x˜i(s+ mT)+ x˜i(s+ (m− 1)T)|
= α(t + T) sup
−τ≤s≤0
max
1≤i≤n
|x˜i(s+ T + T + (m− 2)T)+ x˜i(s+ T + T + (m− 3)T)|
≤ α(t + T) sup
−τ≤s≤0
[α(s+ T + T) sup
−τ≤s′≤0
max
1≤i≤n
|x˜i(s′ + (m− 2)T)+ x˜i(s′ + (m− 3)T)|]
≤ α20 sup−τ≤s′≤0 max1≤i≤n |x˜i(s
′ + (m− 2)T)+ x˜i(s′ + (m− 3)T)|
≤ α30 sup−τ≤s′′≤0 max1≤i≤n |x˜i(s
′′ + (m− 4)T)+ x˜i(s′′ + (m− 5)T)|
≤ , . . . ,
≤ α1+ m−120 sup−τ≤s≤0 max1≤i≤n |x˜i(s+ T)+ x˜i(s)|, (2.2)
where i = 1, 2, . . . , n.
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For t ∈ [0, T] and m = 2k > 0, from (2.1), we get
|x˜i(t + (m+ 1)T)+ x˜i(t + mT)| ≤ α1+
m−2
2
0 sup−τ≤s≤0
max
1≤i≤n
|x˜i(s+ 2T)+ x˜i(s+ T)|, (2.3)
where i = 1, 2, . . . , n.
Together with (2.2) and (2.3), for i = 1, 2, . . . , n, we can easily see that
∞∑
k=0
|x˜i(t + (k+ 1)T)+ x˜i(t + kT)|
uniformly converges on [0, T].
We next show that the sequence {(−1)mx˜i(t + mT)} uniformly converges to a continuous function on [0, T] for i =
1, 2, . . . , n. In fact,
(−1)m+1x˜i(t + (m+ 1)T) = x˜i(t)+
m∑
k=0
[(−1)k+1x˜i(t + (k+ 1)T)− (−1)kx˜i(t + kT)]. (2.4)
Then,
|(−1)m+1x˜i(t + (m+ 1)T)| ≤ |x˜i(t)| +
m∑
k=0
|x˜i(t + (k+ 1)T)+ x˜i(t + kT)|, i = 1, 2, . . . , n. (2.5)
Since
∑∞
k=0 |x˜i(t+ (k+1)T)+ x˜i(t+ kT)| uniformly converges on [0, T], (2.4) and (2.5) imply that {(−1)mx˜(t+mT)} uniformly
converges to a continuous function x∗(t) = (x∗1(t), x∗2(t), . . . , x∗n(t))T on [0, T]. Similarly, {(−1)mx˜(t+mT)} → x∗(t) uniformly
on any compact set of R.
Now we will show that x∗(t) is the T-anti-periodic solution of Eq. (1.1). First, x∗(t) is T-anti-periodic, since
x∗(t + T) = lim
m→∞(−1)
mx˜(t + T + mT) = − lim
(m+1)→∞
(−1)m+1x˜(t + (m+ 1)T) = −x∗(t).
Then, replacing x˜(t)with (−1)m+1x˜(t + (m+ 1)T) in Eq. (1.1), we have
((−1)m+1x˜i(t + (m+ 1)T))′ = (−1)m+1x˜′i(t + (m+ 1)T)
= (−1)m+1fi(t + (m+ 1)T, x˜1(t + (m+ 1)T − τi1(t + (m+ 1)T)),
x˜2(t + (m+ 1)T − τi2(t + (m+ 1)T)),
. . . , x˜n(t + (m+ 1)T − τin(t + (m+ 1)T)))
= (−1)m+1fi(t + (m+ 1)T, x˜1(t + (m+ 1)T − τi1(t)),
x˜2(t + (m+ 1)T − τi2(t)), . . . , x˜n(t + (m+ 1)T − τin(t)))
= (−1)m+1(−1)m+1fi(t, (−1)m+1x˜1(t + (m+ 1)T − τi1(t)),
(−1)m+1x˜2(t + (m+ 1)T − τi2(t)), . . . , (−1)m+1x˜n(t + (m+ 1)T − τin(t)))
= fi(t, (−1)m+1x˜1(t + (m+ 1)T − τi1(t)), (−1)m+1x˜2(t + (m+ 1)T − τi2(t)),
. . . , (−1)m+1x˜n(t + (m+ 1)T − τin(t))), i = 1, 2, . . . , n, (2.6)
which, together with continuity of fi, implies that {((−1)m+1x˜(t+ (m+1)T))′} uniformly converges to a continuous function
on any compact set of R. Thus, letting m −→∞, we obtain
x∗
′
i (t) = fi(t, x∗1(t − τi1(t)), x∗2(t − τi2(t)), . . . , x∗n(t − τin(t))), i = 1, 2, . . . , n. (2.7)
Hence x∗(t) is a solution of Eq. (1.1). This implies that the proof of Theorem 2.1 is now completed. 
As an application of Theorem 2.1, we consider the following equations:
x′i(t) = −ci(t)hi(xi(t))+
n∑
j=1
aij(t)gj(xj(t − τij(t)))+ Ii(t), i = 1, 2, . . . , n, (2.8)
which are often described as models for recurrent neural networks (see [18–20]).
For i, j = 1, 2, . . . , n, it will be assumed that ci, Ii, aij : R→ R and τij : R→ [0 +∞) are continuous functions, and
ci(t + T)hi(u) = −ci(t)hi(−u), Ii(t + T) = −Ii(t), aij(t + T)gj(u) = −aij(t)gj(−u),
I = max
1≤i≤n
sup
t∈R
|Ii(t)|, τij(t + T) = τij(t), ∀t, u ∈ R. (2.9)
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Theorem 2.2. Assume that the following conditions hold.
(H0) For each i ∈ {1, 2, . . . , n}, hi : R→ R are continuous functions, and there exist constants di such that
hi(0) = 0, di|u− v| ≤ sign(u− v)(hi(u)− hi(v)), for all u, v ∈ R.
(H1) For each j ∈ {1, 2, . . . , n}, there exists a nonnegative constant Lj such that
gj(0) = 0, |gj(u)− gj(v)| ≤ Lj|u− v|, for all u, v ∈ R. (2.10)
(H2) There exist constants η > 0, λ > 0 and ξi > 0, i = 1, 2, . . . , n, such that for all t > 0, there holds
−[ci(t)di − λ]ξi +
n∑
j=1
|aij(t)|eλτLjξj < −η < 0, i = 1, 2, . . . , n.
Then Eq. (2.8) admits a T-anti-periodic solution.
Proof. Let x˜(t) = (x˜1(t), x˜2(t), . . . , x˜n(t))T be a solution of Eq. (2.8) with initial conditions
x˜i(s) = ϕ˜i(s), |ϕ˜i(s)| < ξi I + 1
η
, s ∈ [−τ, 0], i = 1, 2, . . . , n. (2.11)
Then, we claim
|x˜i(t)| < ξi I + 1
η
, for all t ≥ 0, i = 1, 2, . . . , n. (2.12)
Assume, by way of contradiction, that (2.12) does not hold. Then, there must exist i ∈ {1, 2, . . . , n} and σ > 0 such that
|x˜i(σ)| = ξi I + 1
η
, and |x˜j(t)| < ξj I + 1
η
for all t ∈ [−τ,σ), j = 1, 2, . . . , n. (2.13)
Calculating the upper left derivative of |x˜i(t)|, together with (H0), (H1) and (H2), (2.13) implies that
0 ≤ D+(|x˜i(σ)|)
≤ −ci(σ)|hi(x˜i(σ))| +
n∑
j=1
|aij(σ)||gj(x˜j(σ − τij(σ)))| + |Ii(σ)|
≤ −ci(σ)diξi
I + 1
η
+
n∑
j=1
|aij(σ)|Ljξj I + 1
η
+ |Ii(σ)|
≤
[
−ci(σ)diξi +
n∑
j=1
|aij(σ)|Ljξj
]
I + 1
η
+ |Ii(σ)|
≤
[
−ci(σ)diξi +
n∑
j=1
|aij(σ)|eλτLjξj
]
I + 1
η
+ |Ii(σ)|
< −η× I + 1
η
+ |Ii(σ)| < 0,
which is a contradiction and implies that (2.12) holds. In view of the boundedness of this solution, from the theory of
functional differential equations in [21], it follows that x˜(t) can be defined on [−τ,∞).
Let u(t) = (u1(t), u2(t), . . . , un(t))T be the solution of Eq. (2.8) with initial value ϕ∗ = (ϕ∗1(t),ϕ∗2(t), . . . ,ϕ∗n(t))T, and
v(t) = (v1(t), v2(t), . . . , vn(t))T be the solution of Eq. (2.8) with initial valueϕ = (ϕ1(t),ϕ2(t), . . . ,ϕn(t))T, let y(t) = {yj(t)} =
{vj(t)− uj(t)} = v(t)− u(t). Then
y′i(t) = −ci(t)[hi(vi(t))− hi(ui(t))] +
n∑
j=1
aij(t)(gj(yj(t − τij(t))+ uj(t − τij(t)))
−gj(uj(t − τij(t)))), i = 1, 2, . . . , n. (2.14)
We consider the Lyapunov functional
Vi(t) = |yi(t)|eλt, i = 1, 2, . . . , n. (2.15)
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Calculating the upper left derivative of Vi(t) along the solution y(t) = {yj(t)} of (2.14) with the initial value ϕ¯ = ϕ−ϕ∗, from
(2.14), (H1) and (H2), we have
D+(Vi(t)) ≤ −ci(t)di|yi(t)|eλt +
n∑
j=1
|aij(t)(gj(yj(t − τij(t))+ uj(t − τij(t)))
−gj(uj(t − τij(t))))|eλt + λ|yi(t)|eλt
≤ (λ− ci(t)di)|yi(t)|eλt +
n∑
j=1
|aij(t)|Lj|yj(t − τij(t))|eλt, (2.16)
where i = 1, 2, . . . , n.
Let m∗ > 1 denote an arbitrary real number such that
m∗ξi > ‖ϕ− ϕ∗‖ = sup
−τ≤s≤0
max
1≤i≤n
|ϕi(s)− ϕ∗i (s)| > 0, i = 1, 2, . . . , n.
It follows from (2.15) that
Vi(t) = |yi(t)|eλt < m∗ξi, for all t ∈ [−τ, 0], i = 1, 2, . . . , n.
We claim that
Vi(t) = |yi(t)|eλt < m∗ξi, for all t > 0, i = 1, 2, . . . , n. (2.17)
Contrarily, there must exist i ∈ {1, 2, . . . , n} and ti > 0 such that
Vi(ti) = m∗ξi and Vj(t) < m∗ξj, ∀t ∈ [−τ, ti), j = 1, 2, . . . , n. (2.18)
Thus,
Vi(ti)− m∗ξi = 0 and Vj(t)− m∗ξj < 0, ∀ t ∈ [−τ, ti), j = 1, 2, . . . , n. (2.19)
Together with (2.15) and (2.18), we obtain
0 ≤ D+(Vi(ti)− m∗ξi)
= D+(Vi(ti))
≤ (λ− ci(ti)di)|yi(ti)|eλti +
n∑
j=1
|aij(ti)|Lj|yj(ti − τij(ti))|eλti
= (λ− ci(ti)di)|yi(ti)|eλti +
n∑
j=1
|aij(ti)|Lj|yj(ti − τij(ti))|eλ(ti−τij(ti))eλτij(ti)
≤
[
(λ− ci(ti)di)ξi +
n∑
j=1
aij(ti)eλτLjξj
]
m∗. (2.20)
Thus
0 ≤ (λ− ci(ti)di)ξi +
n∑
j=1
|aij(ti)|eλτLjξj,
which contradicts (H2). Hence, (2.17) holds. Letting M > 1 such that
m∗ξi ≤ M‖ϕ− ϕ∗‖, i = 1, 2, . . . , n. (2.21)
In view of (2.17) and (2.21), we get
|xi(t)− x∗i (t)| = |yi(t)| ≤ m∗ξie−λt ≤ M‖ϕ− ϕ∗‖e−λt,
where i = 1, 2, . . . , n, t > 0.
In view of all the above discussions, (2.8) satisfies all the conditions in Theorem 2.1. Hence,we conclude from Theorem 2.1
that Theorem 2.2 is proved. 
3. Remarks
If τ = 0, we can find that the main results of [17] are special ones of Theorem 2.1. Assume that all the conditions in
Theorem 2.1 are satisfied, we can also find that Eq. (1.1) with initial conditions (1.3) has a unique T-anti-periodic solution
x∗(t). Moreover, all solutions of Eq. (1.1) with initial conditions (1.3) converge to the T-anti-periodic solution x∗(t). This
implies that the results of this paper are essentially new.
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