In this paper, we establish a weight identity for stochastic beam equation by means of the multiplier method. Based on this identity, we first establish the global Carleman estimate for the special system with zero initial value and end value, then a revised Carleman estimate for stochastic beam equation is established through a cutoff technique. Finally, we use the revised Carleman estimate to get the required boundary observability estimate.
Introduction
Let I = [a, b] be a closed interval. We are concerned with the following stochastic beam equation
in Q = (0, T ) × I, y(a, t) = 0, y(b, t) = 0 in (0, T ), y x (a, t) = 0, y x (b, t) = 0 in (0, T ), y(x, 0) = y 0 (x), y t (x, 0) = y 1 (x) in I, (1.1) where {B(t)} t≥0 is a one dimensional standard Brownian motion and y t = dy dt . The beam equation is one of the main models used to describe the fluid-structure interactions, composite laminates in smart materials, structural-acoustic system and so on (see [11, 26, 14, 29, 30] and references therein). Hence, the stabilization and controllability problems for beam equations attracts many authors' attentions. Note that, observability estimate is an important tool for studying the stabilization and controllability problems for partial differential equations. For deterministic partial differential equations, the observability problems have been studied by many authors, and there are many approaches to establish the observability inequality, such as the multiplier techniques, the nonharmonic Fourier series techniques, the method based on the microlocal analysis and the global Carleman estimate, which can be regarded as a more developed version of the classical multiplier technique. See [15, 13, 2, 31] and references therein for more details.
Compared to the observability problems for deterministic partial differential equations, the stochastic counterparts are more challenging and need further understanding. Because of the time irreversible property of stochastic equations, the global Carleman estimate becomes the main technique to derive observability and controllability for stochastic evolution equations. See [19, 18, 28, 9, 23, 8, 16] and reference therein.
The main aim of this paper is to provide a boundary observability estimate for the equation (1.1). Due to the complexity of the 4th order equation, the global Carleman estimate for the stochastic beam equation (1.1) is difficult to establish directly. Hence, the method to establish observability estimate by global Carleman estimate is invalid in our case. To overcome this difficulty, we first establish the global Carleman estimate for the special system with zero initial value and end value(see (1.3) below). Then a revised Carleman estimate(see Theorem 1.4 below), can be established through a cutoff technique [18] , which is still enough for us to get the required observability estimate. As far as we know, our result is new about the stochastic beam equation.
Before we state our main results, we present our notations. Let (Ω, F, {F t } t≥0 , P ) be a complete filtered probability space, on which a one dimensional standard Brownian motion {B(t)} t≥0 is defined such that {F t } t≥0 is the nature filtration generated by {B(t)} t≥0 augmented by all the P -null sets in F.
Let H be a Banach space and C([0, T ]; H) be the Banach space of all H-valued
We denote by L 2 F (0, T ; H) the Banach space consisting of all H-valued {F t } t≥0 adapted processes X(·) such that E( X(·) 2 L 2 (0,T ;H) ) < +∞, with the canonical norm; by L ∞ F (0, T ; H) the Banach space consisting of all H-valued {F t } t≥0 adapted bounded processes; by
) the Banach space consisting of all adapted H-valued bounded processes such that E( sup
consisting of all H-valued {F t } t≥0 adapted continuous processes X(·) such that E( X(·) 2 C([0,T ];H) ) < +∞ with the canonical norm. See more details in [19] . We will use C, C(I) or C(I, T ) to denote a generic positive constant, a generic positive constant depending only on interval I = [a, b] or on I and T seperateley, which may vary from line to line.
The main result in this paper is the following:
2) holds, then there exists a constant C(I, T ) > 0 such that the solution of system (1.1) satisfies the following observability inequality: 
The solution of (1.1) is defined as follows:
A stochastic process y is said to be a solution of (1.1), if y ∈ H T satisfies the initial conditions and
holds for all t ∈ [0, T ] and all v ∈ H 2 0 (I) for almost ω ∈ Ω. Where
Note that, H T is a Banach space with the canonical norm. In order to obtain the observation inequality, we first establish a global Carleman estimate for the following special case
, we define the following weight function, for any t ∈ (0, T ), define
for simplicity, we just choose x 0 = 0. The global Carleman estimate for system (1.3) is the following: 
we could overcome the difficulties to establish the global Carleman estimates. Similar conditions are also used by P.Gao where they derive the Carleman estimates for the deterministic beam equation [7] .
In order to obtain the revised Carleman estimate for (1.1), we choose a cutoff function χ ∈ C ∞ 0 [0, T ] satisfying: for ǫ > 0 small,
The paper is organized as follows. In section 2, we show the existence and regularity results of the solution to (1.1). In section 3, we establish an identity for stochastic beam equation. In section 4, we prove Theorem 1.3 and Theorem 1.4. Finally, the proof of Theorem 1.1 is given in section 5.
Existence and Regularity
In this section, we give the existence and regularity results for the solution of (1.1), which will be used in the following sections. First, we give a special case of the Itô formula, which is enough for our purpose. The general form can be found in [ [21] ,Chapter 1].
Due to the classical theory of stochastic partial differential equations [3] , system (1.1) has a unique mild solution. In order to establish the Carleman estimate, we give the following well-posedness and regularity results of the solution. Here we borrow the idea from [12] . Theorem 2.2. Under the following condition, the system (1.1) has a unique solution y ∈ H T which satisfies:
) and satisfies
Proof. Let us consider the one-dimensional fourth order elliptic operator Λ on L 2 (I)
Let {v k } +∞ k=1 be the eigenfunctions of Λ corresponding to the eigenvalues {λ k } +∞ k=1 such that v k L 2 (I) = 1 (k=1,2,3...), which serves as an orthonormal basis of L 2 (I)(see [22] ,
for almost all ω ∈ Ω. Due to the classical theory of stochastic differential equations, we know that there is a pathwise unique solution c k adapted to {F t≥0 }, such that c k ∈
Which implies that
If we multiply v 2 k on both side of (2.4) and sum about k from 1 to m, then integrate over I, we have
Next, we fix m ≥ 1 and any positive integer L and define a stopping time
From (2.5), it is easy to obtain the following inequality
By the Burkholder-Davis-Gundy inequality, we have
for any ǫ > 0, where C denotes a positive constant independent of m, L, and T . We also have,
for any ǫ > 0. Since
Combining (2.7), (2.8) and (2.9) with (2.6) and choose a ǫ > 0 sufficiently small (Cǫ <   1 2 ), we have
for all t ∈ [0, T ], where C denotes a positive constant independent of m, L. By passing
By the same argument, we also have, for m ≥ n ≥ 1,
where C denotes a positive constant independent of m, n. Next, we observe that the right hand side of (2.11) converges to zero as m, n → +∞. Hence (y m , y m t ) is a Cauchy sequence that converges strongly in
. By the standard semigroup theory, we can show that (y m , y m t ) is also a Cauchy sequence that converges strongly in L 2
. Let (y, y t ) be the limit of (y m , y m t ) as m → +∞, then it solves (1.1). To prove the uniqueness of solution, assume y 1 and y 2 be solutions of (1.1) and let
therefore, y 1 = y 2 . By (2.10) and let m → +∞, we have
. Now, let m → +∞, without loss of generality, we assume that s ≤ t, by (2.5), we have 
then, if (2.12) subtract (2.13), we have
By (2.14), we have
By the same arguments as above, we have
That is
This completes the proof of (2.1).
Under the conditions (y 0 , y 1 ) ∈ L 2 (Ω, F 0 , P ; (H 2 0 (I)∩H 4 (I))×H 2 (I)), f ∈ L 2 F (0, T ; H 2 (I)) and g ∈ L ∞ F (0, T ; H 4 (I)), we multiply λ k v 2 k on both side of (2.4) and sum about k from 1 to m, then integrate over I, we have
Integrating by parts, we get that
If we use Burkholder-Davis-Gundy inequality, Cauchy inequality on (2.16), similarly
we have
) and due to the boundary condition of
). Due to Sobolev embedding theorem, it is easy to see that y t H 2 (I) can be controlled by y xxt L 2 (I) . As I is an interval, H 4 (I) ֒→ C 3 (I).
If y ∈ H 4 (I) ∩ H 2 0 (I), we can show that y H 4 (I) can be controlled by y xxxx L 2 (I) . Hence, by the same arguments as (1), we conclude that
Identity for stochastic beam equation
We show the following fundamental identity for stochastic beam equation.
Theorem 3.1. Assume y is a H 2 (I)-value {F t } t≥0 -adopted processes such that y t is a L 2 (I)-valued semi-martingale. Set θ = e l and u = θy. Then for a.e. x ∈ I and P -a.s ω ∈ Ω we have
Where
Proof. Let u = θy, θ = e l . Direct computation shows that
On the one hand,
On the other hand,
Combining the above equalities into (3.2), we can obtain the weight identity (3.1).
4 Proof of Carleman estimate (Theorem 1.3 and Theorem
1.4)
Proof of Theorem 1.3 . We choose l = λ[x 2 + (t − T ) 2 t 2 ], Φ 1 = −6l xx and Φ = −8l 2 x l xx in identity (3.1), then we integrate over Q on both side of (3.1) and taking expectation on both sides of the identity (3.1), by regularity result (2.2) in Theorem 2.2, l tx = 0, l t (0) = l t (T ) = 0, the fact that E( T 0 X(t)dB(t)) = 0 if E( T 0 X 2 (t)dt) < +∞ and the equation
we can obtain the following identity.
Next, we estimate each integral term on both side of (4.1). Define
Since by Theorem 2.2,
so is u. We have
Since u = θy, u t = θ t y + θy t , we have u(
Since
when λ is large enough, we can use the high order terms of λ to absorb the low order terms, by direct computation and Cauchy inequality, we have
Direct computation shows that
where
Consequently, we have
Since Since l t (T ) = l t (0) = 0, u t (a, t) = u t (b, t) = 0, u x (a, t) = u x (b, t) = 0, u xt (a, t) = u xt (b, t) = 0, integral by parts, we obtain We have
Since l t (0) = l t (T ) = 0, we have This completes the proof of Theorem 1.1.
