In modern information infrastructures, diagnosis must be able to assess the status or the extent of the damage of individual components. Traditional one-shot diagnosis is not adequate, but streams of data on component behavior need to be collected and filtered over time as done by some existing heuristics. This paper proposes instead a general framework and a formalism to model such over-time diagnosis scenarios, and to find appropriate solutions. As such, it is very beneficial to system designers to support design choices. Taking advantage of the characteristics of the hidden Markov models formalism, widely used in pattern recognition, the paper proposes a formalization of the diagnosis process, addressing the complete chain constituted by monitored component, deviation detection and state diagnosis. Hidden Markov models are well suited to represent problems where the internal state of a certain entity is not known and can only be inferred from external observations of what this entity emits. Such over-time diagnosis is a first class representative of this category of problems. The accuracy of diagnosis carried out through the proposed formalization is then discussed, as well as how to concretely use it to perform state diagnosis and allow direct comparison of alternative solutions.
Introduction
Diagnosis is an essential step in the definition of fault tolerance strategies, aiming at determining the cause of errors, both in location and in nature. The growing complexity of modern and future systems exacerbates the necessity of diagnosis mechanisms to cope with system and environment faults. In fact, in such distributed, large, heterogeneous and open systems, employing means for fault detection so as to promptly trigger reconfiguration strategies to cope with unforeseen malfunctions, is paramount to improve system resiliency and survivability.
Because of the intrinsic characteristics of such modern infrastructures, often including COTS and legacy components, diagnosis is a complex and delicate activity, which requires a careful assessment of the status or the extent of the damage in individual components. Issues to be tackled and that make diagnosis a critical task include: i) the limited knowledge and control over the system as a whole, as well as over individual components, by the system designer, ii) the large grained peculiarity of components on which diagnostic activities must be conducted, whereas traditional applications typically consist of relatively fine grained components; iii) heterogeneity of the environment under analysis, whereas the targets of traditional diagnosis are -to a large extent -homogeneous. Thus, it is not practical, as soon as an error is observed, to declare the entire component failed and proceed to repair and replacement. Traditional one-shot diagnosis is thus inadequate: an approach is needed, which collects streams of data about error symptoms and failure modes and filters them by observing component behavior over-time. This is the approach followed by several heuristics, as better discussed in Section 2.1.
In a wider perspective, diagnosis needs to assess the suitability of component/subsystems/infrastructure to provide services with adequate quality of service, which may dynamically change over time. In this view, the goodness of a component is not strictly tied to the absence or presence of faults which may impair its functionality; rather, it is the overall quality of service which determines whether a component is useful and contributes to the system activities or it is better to keep it out. Actually, this more general framework allows to capture several possible scenarios, such as: i) the component QoS decreases because of malfunctions affecting the component itself, ii) the application using the component changes the QoS requirements in such a way that they do not match anymore with the specification of the component under utilization, or iii) changes in the environment (e.g., system load) may lead to a change in the QoS provided. Component obsolescence is a typical example of case ii), while classical examples of case i) can be taken from the system fault tolerance area.
Current and future systems and infrastructures are going to be more and more characterized by heterogeneous components, used for disparate applications which may change their requirements during the lifetime, thus posing the problem of monitoring system components to assess when services with unsatisfactory QoS is going to be released, and for how long. Again, an over-time diagnosis is required, to cautiously understand when a component is no more beneficial against withdrawing still useful ones. Several diagnosis methods have been proposed, especially for what concerns discrimination between transient and permanent faults, which are mainly based on heuristic approaches. This paper proposes a general framework and a formalism to model over-time diagnosis scenarios, and to find appropriate solutions to employ in specific systems. As such, it is very beneficial to system designers to support design choices. To this aim, we explore the suitability of the hidden Markov models (HMM) formalism to represent in an intuitive but formal way the diagnosis problem. In fact, HMMs, widely used in the pattern recognition field, are well suited to represent problems where the internal state of a certain entity is not known and has to be guessed from the external observations of what this entity emits. Our framework accounts for the full chain Monitored Component, Deviation Detection and State Diagnosis (MC-DD-SD), by developing individual models for the three aspects involved, so as to gain in generality.
The contribution of the newly developed formalization is twofold. First, a new diagnosis mechanism is provided, which is highly accurate being based on probabilistic information rather than on merely intuitive criteria like many heuristics are based on. Second, because of its high generality and accuracy, the proposed approach may be usefully employed: i) to evaluate the accuracy of cheaper on-line heuristics to be employed as appropriate and effective diagnostic means in real system applications; ii) for those diagnostic mechanisms equipped with internal tunable parameters, to assist the choice of the most appropriate parameters setting to enhance effectiveness of diagnosis; and iii) to allow direct comparison of alternative solutions.
The rest of this paper is organized as follows. Section 2 presents the main entities involved in the diagnosis scheme, and refers some related work. Section 3 briefly exposes the theory of hidden Markov models, while the next Section 4 shows how to formalize the diagnosis problem using the HMM theory. Section 5 elaborates on the comparison of our approach with Bayesian inference. Section 6 shows how the new HMM-based formalization allows to set up a probabilistic state diagnosis mechanism and presents the results of a numerical analysis devoted to evaluate the proposed diagnostic mechanism and its usage to asses the goodness of less costly heuristics. Finally, conclusions and future work are drawn in Section 7.
The diagnosis problem
To tackle the diagnosis problem, all the involved system aspects need to be properly addressed. There are three main entities taking part in the diagnosis picture ( Figure 1 • The Monitored Component -MC. The first aspect concerns the system component under monitoring, which is properly working when first introduced in the system and that may change its healthy state because of faults it is exposed to during the lifetime. The internal state of the component is of course not visible to other components/systems it interacts with, but what these last perceive is the external behavior of the former through its emitted outputs.
• The Deviation Detection mechanism -DD. Deviation detection mechanisms are in charge of understanding whether the monitored component is properly working or is manifesting an unsuitable behavior. In general terms, an unsuitable behavior could be the result of: i) the manifestation of a fault affecting the component which leads such component to depart from its functional specification, or ii) it could be determined by a change in the requirements of the application using the service provided by the component itself, or iii) by changes in the environment (e.g., system load) which leads to a change in the QoS provided. In the literature on fault tolerance, a wide variety of error detection mechanisms are available, which are classified in different categories according to several criteria, among which the type of checks they perform, the implementation support (hw or sw), the system components they are tailored to, the applicability time (on-line or off-line) [12] . Each detection mechanism is characterized by a level of accuracy and a level of completeness (broadly, coverage), which are never 100% for both levels.
• The State Diagnosis mechanism -SD. The third aspect is the diagnosis mechanism. In our context of overtime diagnosis, this mechanism is fed by the deviation detection mechanism, and is in charge of emitting a judgement on the state of the component so as to understand whether it is beneficial to keep the monitored component in service or it is better to keep it off. In fault tolerant systems, diagnosis mechanisms are employed to discover whether components are affected by faults and of which nature, e.g. whether they are transient or intermittent/permanent faults.
Existing diagnostic models do not account separately for these three aspects; rather, a mixed framework is generally proposed. To gain in generality and to better understand the dependencies among the three involved aspects, we follow a separation approach, by properly defining models for each of them and providing rules on how they relate to each other. This way, the overall framework can be exercised on a wide variety of different deviation detection and/or diagnosis mechanisms, by simply modifying the model of the entity which is changed and the rules regulating its relationship with the others. Therefore, the chain Monitored Component, Deviation Detection and State Diagnosis (shortly, MC-DD-SD), will be explicitly considered along the development of the paper.
Related work
In fault tolerant systems, diagnosis has been traditionally used to identify faulty components among a set of homogeneous ones, or to assess the nature of the fault affecting a component, namely to distinguish between transient and permanent/intermittent faults [12] . The fault discrimination problem has been widely addressed and several methods have been proposed, which can be broadly classified into two groups: off-line analysis procedures, and on-line mechanisms. The first category includes more or less sophisticated procedures which analyze system error logs to derive trend analysis and predictions of future permanent faults, as proposed in [7, 6] . The second category includes a variety of more or less sophisticated heuristics, based on thresholding schemes, e.g. [3, 13, 8] . They count errors, and when the count crosses a pre-set threshold a permanent fault is assumed. Our approach differentiates from the referenced heuristics in that it looks for a rigorous formulation in probabilistic terms instead of relying on empirical attempts.
The approach in [9] tackles optimal discrimination between transient and permanent faults based on applying Bayesian inference to the observed events (correct and erroneous results) and describing how the assessed probability that a component is permanently faulty varies with observed symptoms. We share the same probabilistic view and the construction of a formal framework based on well stated mathematical theories (Bayesian inference and hidden Markov models). However, our method accounts for higher modularity, as already discussed in the previous section, and relies on a richer framework to solve diagnostic problems (e.g., helps in case of incomplete information on the involved parameters, although not exploited in this paper).
A hidden Markov model-based algorithm for fault diagnosis has been tackled in [14] , where the objective is to find the most likely state evolution, given a sequence of uncertain test outcomes over time. Therefore, diagnosis is approached differently from what we do, since we are interested in knowing when a component is deviating too much from an appropriate behavior to be of utility to the system, rather than knowing the state evolution over time. Because of the diversity of the tackled problem, [14] exploits HMM theory applying solution algorithms different from the one we considered appropriate for our purpose.
The hidden Markov models formalism
HMM is a formalism used in many scientific areas (speech recognition [1] [10], molecular biology [11] , and others) able to represent probability distributions over sequences of observations. An hidden Markov model is basically a Markov chain whose state is not observable (the state is indeed "hidden"); what can be observed of the model depends on a probabilistic function of the state.
An HMM is composed of two sets of random variables:
• {Q 1 , Q 2 , . . .}, that constitute an homogeneous, first order, discrete Markov chain, which assumes values in the set Ω and which determines state changes.
• {X 1 , X 2 , . . .}, that constitute an identically distributed, discrete time stochastic process which assumes values in the discrete alphabet Σ and which determines the observable symbols.
More precisely, an HMM is characterized by the following elements:
• Ω = {ω 1 , . . . , ω N }, the set of N states in the model.
• A, the state transition probability matrix. A is an N × N matrix where the generic element a ij represents the probability to transit from state ω i to ω j at time t 1 :
It holds that ∀i = 1, . . . , N , N j=1 a ij = 1.
• π(1), the initial state distribution vector. The generic element π i (1) (i = 1, . . . , N ) is the following:
The following property holds:
• Σ = {σ 1 , . . . , σ M }, the set of distinct M observable symbols, that is the alphabet;
• B, the observable symbol probability distribution matrix. B is a N × M matrix containing the probabilities of emission of observable symbols (belonging to Σ) from each state (belonging to Ω). Let's define b k (σ) the emission probability of symbol σ at time t given that the model is in state ω k :
B shows as follows:
Note that the first three elements presented above are those characterizing a traditional Markov chain, while the last two are those specifically characterizing the HMM.
Basic Developments with an HMM
The three fundamental problems described in the HMM literature are the following:
• the evaluation problem: given a sequence of observations S, what is the probability that the HMM could emit S?
• the decoding problem: given a sequence of observations S, which is the most probable state sequence P * able to generate the observed sequence S? Informally speaking, it has to be found the most likely state sequence associated with the given observation sequence.
• the training problem: given some sequences of observations S i (i = 1, . . . , n), how we can adjust the model parameters A, B and π(1) in order to maximize the probability of emitting each S i ? Informally speaking, how we can adapt the model parameters to the observed training sequences?
The diagnostic problem treated in this paper takes advantage of the so-called forward probability, an element used to efficiently solve the first and the third problems listed above: given a sequence of observations S and a state ω k , what is the probability that the HMM is in state ω k after having generated S? Let S be the sequence
to time L the model emitted the sequence S); the forward probability related to state ω k at time L is defined as
The forward probability takes into account all the possible sequences of states, terminating with state ω k , which can have generated the observed sequence S; the forward probability is computed by the following recursive formula:
The computation cost of the forward probability
, where L is the length of the sequence S and N is the number of the states in the model.
Modeling diagnosis through HMM
Here, we discuss how to set up the models for capturing the behavior of the involved entities MC-DD-SD. More details are in [4] .
Model of the monitored component
Since the internal state of the monitored component MC is hidden to the other two entities of the chain, its model is an HMM; the following elements have been defined:
• Definition of the set Ω. On the basis of the MC characteristics, including the assumptions on faults and QoS requirements, the set of component states is derived. In principle, a state could be associated to each assumed faulty condition and/or QoS level for the provided services, plus an additional state corresponding to the healthy condition and/or nominal QoS delivery. It could be also appropriate to include states corresponding to combinations of faulty/QoS conditions.
• Definition of the state transition probability matrix A and of the initial probability vector π(1). The definition of these two entities is basically based on the fault assumptions model and QoS requirements, which would allow to determine the admitted state transitions and probabilities to associate to them.
• Definition of the set Σ of the distinct M observable symbols emitted by MC towards DD. Such symbols are emitted at time intervals and according to modalities which are strictly tied to the specific adopted deviation detection means. More precisely, the deviation detector could be of the type "on-demand", that is it checks at specific intervals of time or at specific points in the application code whether part or the totality of the monitored component is properly working. The opposite alternative could be a "continuous" deviation detector, which performs checks on the outputs (all or partly) spontaneously emitted by the monitored component, on the basis of its functional activity. The simplest alphabet is that composed of just two symbols: "YES", to indicate the presence of a deviation, and "NO", to indicate the absence of deviations. It is assumed that the emitted symbols faithfully reveals the presence or absence of deviations; then, because of its imperfection, the DD may misinterpret them, as better detailed later on.
• Definition of the probability distribution matrix B of the observable symbols. Such probabilities of emitting a certain symbol, given that the monitored component is in a certain state (for each symbol in Σ and for each state in Ω), are determined on the basis of fault assumptions and/or QoS requirements.
Model of the deviation detection
The deviation detection subsystem DD emits symbols which belong to the same alphabet Σ defined in the component model. As previously discussed, the symbols emitted by the MC model are coherent with the real presence/absence of deviations. Because of the limited coverage and completeness of the checks performed by DD to discover inappropriate behaviors, symbols emitted by the DD model may be different from those of the MC model. Therefore, on the basis of these properties of DD, a translation probabilities matrix G is defined, which, for each symbol emitted by the MC model, determines the probabilities that DD correctly interprets it or translates it in a different symbol (but still in Σ). Let σ in be the symbol received by the DD model in a certain time instant, and σ out the corresponding translated symbol; if i and j are respectively indexes of a row and a column (respectively associated to symbols σ i and σ j of Σ), then the value g ij represents the probability that DD emits σ j , given that MC emits σ i :
where M j=1 g ij = 1 ∀i = 1, . . . , M . The probability values in G reflect the correctness and completeness properties of the considered DD mechanism. A perfect DD would have value 1 along the matrix diagonal, and 0 in all the other positions, but this is an ideal case. In general, along the same row, several positions may contain values greater than 0. An intuitive measure of the correctness of DD is the following: in G, the closer are values along the diagonal to the value 1 and the higher is the number of cells along the same row with value 0, then the higher is the accuracy of the performed detection.
Accounting for more sophisticated behaviors of DD would make the definition of matrix G more complex, as e.g. in case the error signals issued by DD are correlated along time, leading to have the probability of emitting a symbol depending not only on the current observed symbol from the monitored component, but also on one or more of the previously emitted symbols. In such a case, a new matrix G could be defined, where each row does not refer to an individual emitted symbol, but to relevant sequences of symbols, possibly determining a number of rows higher than M (while the columns still remain M ). Other features could be considered; for example, in order to improve on efficiency, the communication between DD and the state diagnosis mechanism could be not based on sending individually each single signal, but signals could be collected for a while and sent all together at more sparse times, as suggested in [2] . The developed model is ductile enough to account for a number of variations with respect to the simple basic behavior exposed above.
Model of the state diagnosis
The model of the state diagnosis mechanism SD is based on the sequences of symbols coming from the DD model. For simplicity, let's consider the case where the communication flow between DD and SD is synchronous, that is each signal emitted by DD is processed by SD.
The SD model uses the forward probability method of the HMM theory to judge the state of the monitored component. To apply such method, four elements are necessary: i) the initial probability vector π(1), ii) the transition probability matrix A, iii) the observation symbols probability distribution matrix B, and iv) the sequence of observed symbols. The first two elements have been already defined in the MC model, while the sequence of symbols is incrementally built by SD as it receives them from DD. Note that, as already discussed, DD does not send exactly the symbols emitted by the MC model, but modified ones according to the G matrix (because of its limited coverage). To take into account this aspect, a new matrix B is built: B = B × G. So, at receiving a new symbol from DD, SD applies formula (1) to incrementally determine the vector
T . f (t) has N elements, where element k th is the probability that MC be in state ω k at instant t, having processed the sequence of symbols received in the time interval [1, t] . To compact the notation, let's define the diagonal matrixD ot associated to symbol o t emitted by DD at time t:
The computational cost of f (t) is of order O(N 2 ) and does not depend on the particular time instant t. In fact, it is based only on the vector f relative to the previous time instant, and on the current symbol emitted by the error detection. However, it has to be observed that the sum of the elements of f (t) is not equal to 1, since such elements are determined as conditioned probabilities that in a given time instant the component is in a certain state having observed all the previous symbols. At growing the length of the sequence of symbols, such probabilities become lower and lower, with the risk of being erroneously approximated with 0. Therefore, as suggested in [10] , it is convenient to apply a scaling procedure which leads to a new formulation of the previous equations as follows:
where S 1 and S t are the scaling factors. After processing a sequence of L observations (L ≥ 1), the vector f (t) stores for each state ω k ∈ Ω the probability that at the end of the observation sequence the monitored component is in state ω k of its HMM model. Now, in order to take a decision on the state of component MC, the SD model has to be enriched with a pre-defined criterion on judging the probabilities in f (t) as good or not. A simple criterion would be to have a threshold vector d of N positions, where the value in position i represents the threshold for the probability of corresponding state i in f (t): in case one of the thresholds is violated, the monitored component is signalled as no more beneficial to the system activities. Actually, more sophisticated procedures could be envisioned. For example, the threshold value could be set on a subset of the positions in f (t) instead of on a single one. This is the typical case in discriminating permanent and intermittent faults against transient faults, where states of MC are partitioned in two sets: {No-Fault, Transient} and {Intermittent, Permanent} and a threshold value needs to be set on the latter partition only. Of course, variations are possible in a number of directions; in general, the setting of the threshold criterion is dependent on the requirements of the specific application using the MC services.
Results on the accuracy of the proposed diagnosis formalization
The approach to diagnosis proposed in [9] tackles the problem in probabilistic terms and proposes an optimal discrimination (that is, having the highest possible accuracy) between transient and permanent faults by applying the Bayesian inference. Because of the similarities of the probabilistic view in approaching the diagnosis problem, we conduct here a comparison between our solution and the Bayesian one. The Bayesian inference is expressed as follows. Let us suppose to have a conjecture x, about which there is uncertainty. The degree of belief in the conjecture x being true is P (x). After observing some new, relevant evidence e it is desirable to update the belief in a rational way. Both the evidence e and the conjecture x are described as events, that is subsets of the set of all possible outcomes of some experiment. Using the definition of conditional probability, one can write that in general:
The leftmost probability in this equation can be interpreted as the "posterior" probability of conjecture x (degree of belief in x after observing the new evidence e) and the rightmost as the "prior" probability (degree of belief in x before observing the new evidence e). If C is the universe of all the possible conjectures c, it can be derived:
The terms of the discrimination problem as identified in [9] are the following:
• A set of possible states for the monitored component, which constitutes the set of conjectures C;
• A set of evidences, which are defined as the outputs of a testing activity which at periodic intervals of time (rounds) checks the component's behavior.
On the basis of these elements, equation (2) for the i th test round has been rewritten as:
Using the "posterior" probability P post at round i − 1, the "prior" probabilities at round i have been determined:
Comparing the Bayesian approach with our approach, we can make the following observations:
• C corresponds to Ω, that is, every conjecture corresponds to a state of the MC model;
• the set of observable evidence e corresponds to Σ;
• the probability of the form P pre c(i) corresponds to the probability that the model at time i is in the state that corresponds to c(i);
• the probabilities of the form P e(i) | c(i) correspond to the values stored in theB matrix;
• the probabilities of the form P c(i) | c(i − 1) correspond to the values stored in the A matrix.
We can define the vector P post (i) to collect the values of P post c(i) obtained for every c(i), and the vector P pre (i) to collect the values of P pre c(i) obtained for every c(i).
From the second equation of the Bayesian diagnosis (4) we obtain
We can define Σ σ as the normalization factor used in equation (3):
, where ω corresponds to c(i) and σ to e(i). We can also defineD σ as the diagonal matrix built from P (σ | ω 1 ), . . . , P (σ | ω N ):
From the first equation of the Bayesian diagnosis (3) we finally obtain
Now it's quite simple to demonstrate that f (t) is equal to P post (t) by induction on t ≥ 1. This equivalence result is very important, since it allows to claim that our proposed probabilistic method has the highest possible accuracy, as the Bayesian approach has.
6 How to use the proposed approach to diagnosis: an operational description
In this section we focus on a specific diagnosis problem and provide the steps to put in operation a diagnosis mechanism based on the HMM framework described in Section 4. Specifically, we consider the well known fault discrimination problem, addressed in the literature by several studies adopting an heuristic approach [3, 13, 8] . We assume that components may be affected by permanent, intermittent or transient faults and the goal is to discriminate transient faults from intermittent and permanent ones. All faultrelated events occur at discrete points in time; two successive points in time differ by a (constant) time unit (or step). Permanent faults occur with probability q p and, once occurred, give rise to an error at each following step. Intermittent faults occur with probability q i ; an intermittent fault repeatedly causes errors, after the fault occurrence, with constant probability q. Transient faults occur with probability q t and last for only one step. An error detection subsystem is considered, which evaluates whether the component is behaving correctly or not. At each step, a binary signal is issued by the error detector towards the fault discriminator: 0, meaning that no error has been detected, or 1, if an error was revealed. The emitted signal is correct with a probability c, which accounts for the coverage of the error detection mechanism used. Based on this formulation of the discrimination problem, we show the three models involved in our approach and their related structures.
The component model
We recall that the structures of this model are the set of valid states Ω, the state transition probability matrix A, the initial state distribution vector π(1), the set of symbols Σ and the observation symbol probability distribution matrix B. From the above fault model, the following set of states is derived: Ω = {OK, TR, PERM, INT}, where OK is the fault-free state, TR is the state representing a transient fault, PERM is the state representing a permanent fault, and INT is the state representing an intermittent fault. The initial state distribution vector π(1) is assigned assuming that the component is fault-free when it starts working. Therefore, π(1) = (1, 0, 0, 0)
T . The values of the state transition matrix A are shown in Table 1 . The set of symbols is Σ = {0, 1}: 0 to signal the absence of errors and 1 to signal the presence of an error. Based on such identified symbols, the values of the observation symbol probability distribution matrix B are shown in Table 1 .
The error detection model
The values of the translation probability matrix G are shown in Table 1 . Here, a single coverage parameter c has been considered to give a measure of the "imperfection" degree of the error detection mechanism. However, the model would allow to incorporate richer and more realistic characteristics of the error detection mechanism, such as distinguishing between erroneous detection of a correct behavior and missed detection of an erroneous behavior.
The state diagnosis model
The component's states in Ω are partitioned in two sets: the partition of states representing healthy behavior and that of states representing faulty behavior: Ω HC = {OK, TR} and Ω FC = {PERM, INT}. Then, the judgement of the diagnostic mechanism is based on a pre-defined threshold probability P th on the estimated probability P (Ω FC ) for the component to be in one of the states in Ω FC . 
Numerical evaluation
To analyze the HMM based diagnostic mechanism, we modeled the whole diagnosis framework as depicted in Figure 1 using the Stochastic Activity Network formalism (a Petri Nets-like formalism) and the Möbius tool [5] for solving the model through simulation. For brevity, the model is omitted. The parameters setting in Table 2 has been used to compute the state probabilities in vector f (t). The simulation results have been obtained with a confidence level of 0.95 and a confidence interval of 0.01.
Table 2. Parameters values
To best appreciate the potentiality of the HMM approach to diagnosis, we analyzed the proposed mechanism in two scenarios.
The first scenario focuses on the HMM diagnostic mechanism and aims at evaluating its "promptness" in signaling a faulty component. As deeply discussed in [3] , a diagnostic mechanism is typically evaluated against two properties: completeness, i.e. its ability to detect a faulty component as faulty, and accuracy, i.e. its ability to identify as faulty only really faulty components. The accuracy has been demonstrated through the equivalence with the optimal Bayesian diagnostic mechanism (Section 5). Therefore, here we measure the delay between the fault occurrence and the signaling of the component as faulty, in terms of the number of steps between the occurrence of the fault and the exceeding of the probability threshold P th . Figure 2 plots the curves of the HMM diagnosis (P (Ω FC )) for different values of the probability q (intermittent fault manifestation) at increasing number of steps from the fault occurrence. We performed the analysis in the pessimistic case: the monitored component is hit by an intermittent fault at step 0 and f (t) has values as if the component is in a healthy state; these conditions lead to an upper bound of the steps to the identification of the component as faulty. From Figure 2 , for each threshold value P th on P (Ω FC ) it can be determined the expected number of steps required by the different curves to reach such probability threshold value: for example, setting P th to 0.8 implies more than 25 steps to the identification of an intermittently faulty component for q = 0.1 (lowest considered frequency of an intermittent fault manifestation), but only 2 steps for q = 0.9 (highest considered frequency of an intermittent fault manifestation). The second scenario focuses on using the HMM diagnosis approach to evaluate the accuracy of on-line heuristics, which are less computationally expensive. To this purpose, we selected the α-count heuristic in [3] , since it is the most sophisticated representative. α-count works under the same assumptions we made on the fault model and error detection mechanism presented above. α-count collects signals coming from the error detector in a score variable α associated with the monitored component; α is updated as long as signals are received as follows:
where J (L) is the signal received at step L (J (L) = 0 means no error, J (L) = 1 indicates the presence of an error), K is an internal parameter representing the ratio in which α is decreased after a time step without error signals, thus setting the time window where memory of previous errors is retained. When the score reached by the component exceeds a given threshold α T , the component is diagnosed as affected by a permanent or an intermittent fault. We first evaluated the behavior of α-count and of the HMM diagnosis mechanism on two sample sequences of signals. Figure 3 shows the plots of both discrimination mechanisms: on the X axis, each tick without label corresponds to a no-error signal (0), while the labeled ticks indicate the receipt of an error signal (1) (the indicated value represents the number of no-error signals received from the previous error signal). Three different values of the α-count parameter K have been used (upper graphs). A direct comparison of the behavior of the chosen heuristic with our probabilistic approach on the selected sequences of error symbols is thus possible. For example, looking at top graphs of Figure 3 , it can be observed that when error signal labeled "59" is received, the score of α-count with K = 0.94 crosses the value 1, while P (Ω FC ) is lower than 0.2. At the next error signal (tick labeled "40" meaning that it is received after 40 no-error signals), α has again a value close to 1, while P (Ω FC ) grows to a value higher than 0.8. Being the HMM diagnosis highly accurate, the higher is the value of P (Ω FC ) when α-count judges the component as faulty and the better is the behavior of the heuristic. Therefore, this comparison is very useful to guide the tuning of the parameters α and K.
Of course, in order to perform a fair and valid comparison between the two diagnostic mechanisms, it is insufficient to evaluate the performance of the mechanisms on some sparse error sequences only. To this purpose, we have extended the SAN model of the diagnosis framework to include the α-count heuristic, and evaluated by simulation P (Ω FC, α≥α T ), that is the value of P (Ω FC ) as estimated by the HMM diagnostic mechanism at the time instant when α-count judges the component as permanently/intermittently faulty (α ≥ α T ). Figure 4 plots P (Ω FC, α≥α T ) for different instances of α-count, as determined by coupling values of the heuristic parameter K (on the X axis), with five values of the threshold α T . Again, the higher is the value of P (Ω FC, α≥α T ), and the better is the accuracy of α-count; in the Figure, α-count instances employing values of α T ≥ 2 already show highly accurate. In addition, it is worth to note that, for higher values of α T , the accuracy of α-count is minimally influenced by the value of K; instead, the impact of K is very relevant when α T = 1.5. This is not surprising, considering that the parameter K sets the time window where the memory of an erroneous judgement by the error detector on the monitored component is retained: longer memory (i.e., higher K) accelerates the identification of components as faulty especially when the threshold is low, and consequently also increases the probability of signaling a healthy component as faulty. Although high accuracy is always desirable, and this paper has provided a concrete method to guide the set up of
