ABSTRACT Oversampling is an efficient technique in dealing with class-imbalance problem. It addresses the problem by reduplicating or generating the minority class samples to balance the distribution between the samples of the majority and the minority class. Synthetic minority oversampling technique (SMOTE) is one of the typical representatives. During the past decade, researchers have proposed many variants of SMOTE. However, the existing oversampling methods may generate wrong minority class samples in some scenarios. Furthermore, how to effectively mine the inherent complex characteristics of imbalanced data remains a challenge. To this end, this paper proposes a parameter-free data cleaning method to improve SMOTE based on constructive covering algorithm. The dataset generated by SMOTE is first partitioned into a group of covers, then the hard-to-learn samples can be detected based on the characteristics of sample space distribution. Finally, a pair-wise deletion strategy is proposed to remove the hard-to-learn samples. The experimental results on 25 imbalanced datasets show that our proposed method is superior to the comparison methods in terms of various metrics, such as F-measure, G-mean, and Recall. Our method not only can reduce the complexity of the dataset but also can improve the performance of the classification model.
I. INTRODUCTION
Classification is one of the important research topics in data mining and machine learning, most learning systems usually assume that dataset used for learning is balanced. But in many real applications, datasets are usually imbalanced, such as medical diagnosis [1] - [3] , detection of oil spills in radar images [4] , detection of fraudulent telephone calls [5] and software defect prediction [6] . Imbalanced data refers to one of its classes is outnumbered by the other classes. For a binary classification problem, the less one is called minority class and the other is majority class. In this paper, our research is based on the binary classification scenario.
Traditional classification techniques tend to be overwhelmed by the majority class and ignore the minority class. For example, if a dataset contains 1% minority class samples and 99% majority class samples, then, even all samples are classified as the majority class, it can also achieve a high
The associate editor coordinating the review of this manuscript and approving it for publication was Bora Onat. accuracy rate of 99%. However, all the minority samples have been misclassified in this case, which means minority class sample cannot be classified correctly. But in real world scenario, such as medical diagnosis, the cost of diagnosis a cancer patient as a health people is very expensive. Therefore, it's important to make the classifier performs equally well both on the minority class samples and the majority class samples. Some popular approaches have emerged to deal with class-imbalance problem. Such as sampling-based methods and cost-based methods [7] . Sampling methods solve this problem by changing the number of minority (or majority) class samples. It can be divided into three strategies: under sampling [8] - [11] , over sampling [12] - [14] and hybrid model [15] , [16] . Cost-sensitive methods focus on how to measure misclassification cost for both minority and majority class samples [17] - [19] . Synthetic Minority Over-sampling Technique (SMOTE) [14] has been proved to be very effective in dealing with class-imbalanced problem. It generates a certain number of minority class samples according to the similarity of two arbitrary minority class samples to balance the distribution between the samples of majority and minority class. However, SMOTE generates synthetic sample for each original minority sample without considering the distribution of majority class samples, which increases the occurrence of overlapping between classes [20] .
Many variations of SMOTE have been proposed to overcome the defects of SMOTE. Han et al. [21] proposed a SMOTE based approach, named Borderline-SMOTE. This method first determines whether a minority class sample belonging to the boundary region by comparing the number of samples with majority class and the number of samples with minority class in the neighbors of this sample. Then SMOTE is applied to the selected border samples. However, as pointed in [12] , Borderline-SMOTE cannot identify minority class samples of the boundary region in some cases. He et al [13] proposed an adaptive synthetic sampling (ADASYN) algorithm for oversampling. This algorithm uses a systematic method to automatically create different amounts of synthetic data according to the distribution of dataset. However, this method has the similar problems as Borderline-SMOTE, some samples cannot be effectively selected. Barua et al. [12] proposed a new method, called Majority Weighted Minority Oversampling Technique (MWMOTE). This method first identifies the hard-to-learn informative minority class samples and assigns them weights according to their Euclidean distance from the nearest majority class samples. It then generates the synthetic samples from the weighted informative minority class samples using a clustering approach. Finally, hierarchical clustering method is used for all the samples, and minority class samples are synthesized by interpolation according to the sample weight in each cluster. This method generates minority class samples in the cluster, which reduces the possibility of overlapping between classes. However, it is very likely to miss some valuable samples when generating minority class samples in the cluster.
The above mentioned approaches are focused on selecting key samples and then conducting over-sampling to create a new balanced dataset, after that, classification model is trained on the balanced dataset. The main problem with this kind of approaches is that the wrong samples introduced by oversampling have not been effectively processed. What's more, the aggregation phenomenon of samples are not well defined since some majority class samples might be invading in the space of minority class. Similar phenomenon can happen on minority class samples too. Constructing a classifier under such a situation may lead to over-fitting.
Learning performance on imbalanced dataset is not only related to class imbalance degree, but also related to some other complicated factors [15] , such as overlapping, disjuncts et al. [22] - [24] . As an alternative strategy for improving SMOTE, SMOTE+Tomek was first proposed by Batista et al [15] . Tomek Links can be used as an undersampling method or as a data cleaning method. It can be identified as a pair of minimally distanced nearest neighbors of opposite classes. It is used to remove the overlapping samples that is introduced by SMOTE. However, in many situations, an explicit description is needed to determine the minimum distance of opposite classes. Thus, the classification performance on the dataset generated by SMOTE+Tomek still need to be improved.
In view of this, we propose a data cleaning approach for SMOTE by introducing a geometrical representation based neural network called Constructive Covering Algorithm (CCA) [25] . Our method first apply CCA to divide the samples into a group of covers. And then the noise samples and the error samples were detected based on the sample space distribution. Finally, a pair-wise deletion strategy is proposed to remove the hard-to-learn samples to generate a new balanced dataset. Similar with Tomek Links, our method aims to balance the training data by removing the hard-tolearn samples while retain the representative samples. However, unlike Tomek Links, our method does not depend on any parameters, it is parameter-free.
The rest of the paper is organized as follows: Section 2 briefly introduces SMOTE and CCA. Section 3 describes the method of this paper in detail. Section 4 is devoted to the experimental study and comparison analysis. Section 5 summarizes the proposed method and points out the future research.
II. PRELIMINARY OF PROPOSED METHOD
To make the presentation clearer, some of the notations are used in this paper. Given an imbalanced dataset S with m samples: S=(x i , y i ), i={1,2, · · · ,m}, where x i ∈X is an instance in the n-dimensional feature space X ={ f 1 , f 2 , · · · , f n }; y i ∈Y ={1,2, · · · ,P} is a class label bounded up with x i . In particular, P=2 indicates a binary classification. Additionally, we define two subsets S min and S maj , representing the sample set of minority class and majority class respectively.
A. SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE
Oversampling can get better results than undersampling in dealing with class-imbalance problem [15] . As an oversampling method, SMOTE can achieve satisfactory result in practical application [14] . SMOTE synthetics the new minority class samples based on the similarity between the original minority class samples. The detail process of SMOTE is as follow:
1) For each minority sample x i ∈ S min , compute k nearest neighbors with minority class samples according to Euclidean distance. 2) Select a neighbor x j randomly from the k nearest neighbors of x i . 3) A new sample is generated between x i and x j according to:
where δ ∈ [0, 1] is a random parameter used to control the position of the new sample. Figure. 1 shows the detail process of SMOTE for k=5. Star and triangle represent the minority class sample and majority class sample respectively. The newly synthesized sample is represented by the diamond shape. And x new is a new sample between x i and x j .
B. CONSTRUCTIVE COVERING ALGORITHM
Zhang and Zhang [26] proposed a forward propagation algorithm according to the geometrical representation of M-P model, namely Constructive Covering Algorithm (CCA). The CCA based on the geometrical representation actually transforms the construction problem of the neural network into the cover construction problem. Therefore, the process of construction cover is actually equivalent to the process of constructing three-layer neural network classifier.
The structure of CCA is shown in Figure. 2, and the details of the three layers are shown below: FIGURE 2. The structure of CCA.
1) Input layer:
The input layer has n neurons, each neuron receives one dimension of the sample. 2) Hidden layer: The hidden layer has s neurons, each neuron is added for a corresponding spherical sphere (a cover) until all the samples are covered. 3) Output layer: There are m neurons in the output layer, the input of the neurons in output layer is a set of covers with same class, and the output is the corresponding class covered [27] . CCA first projects the samples from the infinite space into the finite spherical space, and then constructs the cover of each category based on the samples on the hyper-sphere, which greatly reduces the complexity of the problem.
III. PROPOSED SCHEME SMOTE and its variants can be roughly divided into two strategies: one is conducting key sample selection firstly and then adopting oversampling on the selected samples with SMOTE; the other is conducting SMOTE on the original imbalanced data directly and then using data cleaning technique to 'cleanup' unwanted samples. And our method belongs to the latter. The process of the two strategies is described in Figure. 3.
A. OVERVIEW OF THE SCHEME
The main idea in this paper is to cleaning the over-sampled dataset (balanced dataset) by using a CCA based methodology. The proposed method first apply CCA to divide the samples into a group of covers, then it detects the hard-tolearn samples based on the sample space distribution. Finally, a pair-wise deletion strategy is proposed to remove these samples. SMOTE+Tomek also falls into this category. Figure. 4 shows this process in detail. Similarly with Figure. 1, the star and triangle represent the minority class samples and majority class samples, respectively. The newly synthesized sample is highlighted by the square shape. SMOTE generates the same number of synthetic samples for each original minority sample without taking its neighbors into account, which increases the occurrence of overlapping between the two classes. Under this circumstance, learning algorithms are difficult to classify accurately. Assuming that we generate a new sample for sample E with k=5. SMOTE will randomly select another minority class sample from the nearest five neighbors of E. Suppose sample F is selected. According to Section 2.1, a new sample P will be generated between E and F. It can be seen from Figure. 4 that P is clearly a wrong minority class sample because it has been generated in the region of the majority class. It is also possible that P overlaps with a majority class sample. Thus, generating the sample P cannot improve algorithm performance in this scenario.
For example, samples with important information may be removed. As shown in Figure. 4, the sample C and D represent a majority and a minority class sample, respectively. If we apply Tomek Links to this dataset, the synthetic sample P will not be removed because of the bigger distance between P and its nearest sample. And the samples C and D will be removed from dataset. However, the sample D happen to lie in a relatively concentrated area of minority class samples which has a certain degree of aggregation phenomenon and it also can be regarded as one typical representation. Sample C also has the same characteristic. In this paper, considering the above mentioned situation, the two samples will not be removed to improve the performance of the downstream classifier trained on the balanced data.
It can be easily seen from the construction process of CCA, each isolated sample will be divided into a cover. So, we can remove these covers which has only one sample. After that, most of the representative samples can be retained.
B. CCA-SAMPLING ALGORITHM DESCRIPTION
In this paper, we introduce CCA as a data cleaning technique to clean the balanced dataset generated by SMOTE. The proposed method involves three key phrases. It first generates a balanced dataset S from the original dataset S with SMOTE; Then, mining the imbalanced pattern on S with CCA and detecting the hard-to-learn samples; Finally, cleaning the dataset S with a pair-wise deletion strategy.
1) OVER-SAMPLING THE TRAINING DATA
SMOTE is applied to generate new minority samples based on the imbalanced degree of the training dataset S and a given parameter k. Chawla et al. [14] of SMOTE claim that depending upon the amount of oversampling required, neighbors from the k nearest neighbors are randomly chosen, and they have set k=5 in the original paper. The relationship between the value of k and the oversampling performance is beyond the scope of this paper. Besides, Galar et al. [16] also set k=5 when apply SMOTE. Based on the above mentioned researches, we also set k=5 in this paper. Then, a new balanced dataset S can be obtained by appending the generated minority samples to the original training dataset s.
2) DETECTING THE HARD-TO-LEARN SAMPLES
Normalize the data to a range of [0, 1] , and then map the data to a (n + 1)−dimension sphere [26] .
where R ≥ max{| x |, x ∈ X }. After the above transformation, we can randomly select a sample x k as the center of a cover and then compute the radius r of the cover centered on x k as follows:
where d 1 (k) denote the minimum distance between x k and its nearest neighbor with the opposite class; d 2 (k) denote the maximum distance between x k and its farthest neighbor (it should be smaller than d 1 (k)) with same class. Here · indicates inner product.
Based on the radius r, we can construct a cover C k centered on x k with radius r and remove all the samples covered by C k . After that, we repeat the above cover construction process iteratively until all samples were covered. Finally, a set of covers C can be obtained:
where
i } represent all the covers of the ith category samples.
3) PAIR-WISE DELETION
By conducting CCA on the balanced dataset generated by SMOTE, we can obtain a set of covers C = {C 1 , C 2 }. As mentioned in section 3.1, each isolated samples will be divided into a cover only contains itself. In our method, those isolated samples will be removed to clean the dataset. However, the numbers of the covers with either minority class or majority class are hardly the same. Note that, either oversampling or undersampling for imbalanced data learning, the ultimate goal of both kinds of technique is to obtain a balanced dataset.
Some of the covers in C 1 and C 2 with single sample will be removed. To make sure that the obtained dataset is balanced, we propose a pair-wise deletion strategy in this study.
Let C 1 min and C 1 maj be the set of covers with single minority sample and single majority sample respectively.
Let t = min{| C 1 min |, | C 1 maj |}, where | · | represents be the cardinality of a set. For convenience, suppose t =| C 1 min |, thus, all samples in C 1 min will be removed, to make sure the generated dataset is balanced, we should remove t samples from C 1 maj . To this end, we propose a distance measurement method to determine whether a sample in C 1 maj will be removed or not. For an arbitrary sample x i in C 1 maj , the distance (Dist_SC) between x i and the all the samples in C 1 min will be calculated as follows and Figure. 5 provides a more intuitive understanding:
where dist(·) denote the distance between x i and x j , both euclidian distance and inner product are applicable, and we adopt inner product in this paper. We take Figure 5 as an example to visualize our approach, there are eleven covers with single minority sample and fourteen covers with single majority sample. According to our proposed method, 11 out of 14 covers with single majority sample should be removed. For an arbitrary cover with single majority sample, our method calculates the distance between the cover and all the covers with single minority sample according to equation (7). Thus, we can get 14 Dist_SC values. Then, we sort the 14 values in ascending order, and the top 11 covers with single majority sample with small Dist_SC are selected. For example, as depicted in the figure, the sample in the cover A has smaller Dist_SC value than it of the covers B, C and D respectively. So, A will be removed in our method, and B, C and D will be retained.
C. COMPUTATIONAL COMPLEXITY OF OUR METHOD
The SMOTE+CCA consists of three major steps: 1) Oversampling the training data by SMOTE; 2) Detecting the hardto-learn samples by CCA. 3) Pair-wise deletion by computing the Dist_SC. Their computational complexity are O (N p 
min ||C 1 maj |d) respectively. Where N p , N and d denote the number of the minority class samples, the number of the samples of the origin dataset and the number of attributes respectively. |C 1 min | and |C 1 maj | represent the number of covers with single minority/majority samples respectively. It is worth to note that, for imbalanced dataset, N p , |C 1 min | and |C 1 maj | are all smaller than N . In most cases, the computational complexity of CCA is much less than O(N (N − 1)d/2). In the worst case, the overall computational complexity of the proposed method is O (N 2 d) . Although the proposed method is a little bit complicated, the proposed method yields significantly better results.
IV. EXPERIMENTAL STUDY A. DATASET
In this study, 25 datasets from UCI [28] and keel [35] were employed for the simulation. These datasets have different number of instances and features, and furthermore they also differ in degrees of imbalance. Table 1 shows the datasets used in this paper, including the dataset name, labels of minority class in each dataset and the abbreviation for the dataset name. Some of the datasets have more than two classes, we choose the class with fewer VOLUME 7, 2019 samples as the minority class, and the remaining are treated as the majority class. For datasets yeast, glass, ecoli, satimage and vehical, we create several datasets for each of them: yeast1 and yeast2, glas1 and glas2, ecoli1, ecoli2 and ecoli3, sat1 and sat2, veh1 and veh2. Table 2 summarizes the detailed characteristics of the datasets, including the number of features (#Fea), number of instances (Size), number of minority class samples (#Min), number of majority class samples (#Maj) and the imbalanced ratios (IR). Where IR is the size of majority class divided by that of the minority class.
B. ASSESSMENT METRIC
When dealing with a binary classification problem, we can define one class as positive and another as negative. Then, confusion matrix can be expressed in four forms according to the real category of the sample and the predicted category by the classifier: True Positive (TP), True Negative (TN ), False Positive (FP) and False Negative (FN ). In this experiment, the minority class is the positive class and the majority class is the negative class. Thus, the performance of the classifier can be evaluated using the data in the confusion matrix, as shown in Table 3 .
Several performance metrics can be derived according to Table 3 . Classification accuracy is a standard assessment metric in machine learning, however, it is not suitable for class imbalance problem. Because it does not specify the classification of a particular class and highly sensitive to the changes of data, thus it may be deceived in some cases [29] . In place of accuracy, we use other metrics to assess the problem of class imbalance, namely, Precision, Recall, F-measure and G-mean. These metrics are defined as the equation (9), (10), (11) and (12), respectively. Another very popular metric is the Area Under ROC Curve, commonly referred to as AUC. AUC has been proved to be a reliable assessment metric for class imbalanced problem [30] .
C. EXPERIMENTAL RESULTS AND ANALYSIS
We compared five typical oversampling methods in this experiment, including SMOTE [14] , Borderline-SMOTE [21] , MWMOTE [12] , SMOTE+Tomek [15] , ADASYN [13] , RUSBoost [36] and SMOTEBoost [37] . Barua [12] of MWMOTE provides us with the source code, and the rest six comparison algorithms have been implemented in a python toolbox. We use C4.5 [32] as the base classifier, which has been implementd in WEKA [33] . In the study, we select the default parameters in the WEKA software for C4.5. Take into account the stability and fidelity of the assessment, 10-fold cross-validation is applied in the model, and the model is tested 10 times to give the average results on assessment metrics.
To clean the dataset after oversampling, a pair-wise deletion strategy based on CCA is applied in this paper. Table 4 shows the detail of the number of samples removed in the experiment. It includes several columns, number of deleted samples (D-total), number of deleted majority class samples (D-maj), number of deleted synthetic samples (D-syn), number of deleted original minority samples (D-org), number of covers with only one minority class sample (min-C1), number of covers with only one majority class sample (maj-C1). Table 4 reports the average results of ten times of experiments, and the values in the table is rounded to the nearest integer. It can be seen from Table 4 that for most of the datasets (21 of 25), the number of covers of minority class is much less than the number of covers of majority class with only one sample. The results on 4 datasets ionos, mf-m, pbs and winqua are the opposite. According to the nature of CCA, both the number of incorrect samples generated by SMOTE and the data distribution of the opposite class samples can affect the number of covers which has only one sample. The deleted minority class samples include the synthetic samples and the original minority class samples. Tables 5 to 9 report the average results for all eight algorithms on F-measure, G-mean, Recall, AUC and Precision, respectively. In accordance with the imbalance degree of the dataset, we divide each table into three categories based on the imbalanced ratio: IR<2, 2≤IR≤4 and IR>4. The average (ave) value over the datasets of the three categories are given in the last row of each categories respectively. And the average results of the twenty datasets (t_ave) is reported in the last row of the table. The best results are highlighted in bold-face. For clarity, we use SM+CCA, B-SMOT, ADASY, MWMOT, SM+Tmk, RUBst and SMBst to denote SMOTE+CCA, Borderline-SMOTE, ADASYN, MWMOTE, SMOTE+Tomek, RUSBoost and SMOTEBoost respectively.
It can be seen from the experimental results, generally speaking, the performance of SM+CCA is better than the other comparison algorithms on most datasets. For F-measure, G-mean, Recall, AUC and Precision, our methods perform better than the other methods on 21 of 25, 18 of 25, 13 of 25, 14 of 25 and 18 of 25 datasets, respectively.
In this section, experimental results were analyzed based on the three categories (IR<2, 2≤IR≤4 and IR>4) respectively. For convenience and clarity, we take the assessment metric Recall as an example to analyze the results.
For datasets with IR<2 (the first four datasets), SM+CCA shows superior performance than the other comparison algorithms on the metric Recall. IR<2 means that the majority class samples are approximately twice as many as the minority class samples, experimental results on the four datasets show that our algorithm can achieve a relatively stable performance. In this case, the strategy of conducting oversampling methods on the original imbalanced data directly and then using data cleaning technique to clean the oversampled dataset often shows better performance. Experimental results display that SM+CCA and SM+Tmk are better than ADASY, SMOTE, MWMOT and SMBst. Compared with SM+Tmk, SM+CCA has a better performance.
For datasets with 2≤IR≤4, the majority class samples and the minority class samples have a relatively larger difference in numbers. As can be seen from the results on the second category of datasets, SM+CCA still can have a good performance. MWMOT shows better performance on Recall than SM+CCA on the dataset ecoli1. And ADASY shows better performance only on dataset hous. SMBst shows better performance on the dataset glas1, wine and veh2. Overall, SM+CCA have achieved the best performance in most datasets (5 of 10).
For datasets with IR>4, number of majority class samples differs significantly from the number of minority class samples. In this case, because of the complexity of the data distribution, performance of some of the comparison algorithms are dramatically different on different datasets. For example, MWMOT has reached the best performance on dataset abalon and poker, and for datasets ecoli2, mf-m VOLUME 7, 2019 and sat2, the difference between MWMOT and the best performance is very small. While for dataset pbs, the performance of MWMOT is significantly inferior (about 20%) to the other algorithms. We can see the same phenomenon of algorithms ADASY. B-SMOT has reached the best performance on the sat2, SMBst has reached the best performance on the n-thy and glas2. The overall experimental results show that the performance of SM+CCA is relatively superior (6 of 11 datasets) to other approaches.
From the average results on F-measure, G-mean, Recall, AUC and Precision (on 25 datasets), we can see that the two strategies, selecting key samples before oversampling and data cleaning after oversampling show some differences in performance. The average results of ADASY, B-SMOT and MWMOT is smaller than that of SM+Tmk and SM+CCA. The underlying reason for this phenomenon may be that, the strategy of selecting key minority class samples for oversampling has insufficient consideration about the distribution of the majority class samples. And it may also ignoring that the oversampling may generate new noise samples or overlapped samples.
Data cleaning for the balanced dataset generated by oversampling takes full account of the distribution of both the minority class samples and the majority class samples. By conducting data cleaning, the overlapped samples and the noise samples can be removed, thus, learning algorithm could get the decision boundary much easier. The difference between SM+Tmk and SM+CCA is also obvious. Generally speaking, SM+CCA is better than SM+Tmk in all five assessment metrics. Which means that as a cleaning method, CCA is better than Tomek Links. When the number of the synthetic minority samples which are removed is significantly larger than that of the original minority samples, CCA performs better than Tomek Links obviously. For example, for datasets haber, hous and n-thy, the number of D-syn is 1.2, 1.8 and 2.3 times the number of D-org, and the performance of SM+CCA is apparently higher than SM+Tmk (with an improvement about 0.02, 0.01 and 0.01 respectively).
It is worth noting that our method removes more synthetic samples than the original minority samples on three datasets (mf-m: 169 versus 60, sat2: 234 versus 39, pbs: 193 versus 8). While it can still have a better performance. It indicates that CCA is effective in mining the hard-to-learn samples generated by SMOTE which we have claimed in subsection 3.1.
We apply the Wilcoxon signed-rank test [34] on all assessment metrics and on AUC of the datasets of IR>4. The test results are given in Table 10 and Table 11 between SM+CCA and the rest algorithms. In Table 10 , the value below or equal 0.05 are reported to reject the null hypothesis which is represented in bold. In Table 11 , we sum all the positive and negative ranks of the difference between SM+CCA and other algorithms to find R + and R − . Since there are 11 datasets, so the T value at a significance level of 0.05 should be less than or equal to 10 (the critical value) to reject the null hypothesis [38] . For example, in the case of SM+CCA versus MWMOTE. MWMOTE is better (negative difference) than SM+CCA on 3 datasets, while SM+CCA is better (positive difference) than MWMOTE on 8 datasets. The minimum between R + and R − is 6, so the value of T is 6 in this case. That is, SM+CCA is better than MWMOTE on the 11 datasets. As can be seen, the performance of SM+CCA is statistically better than the rest six algorithms. 
V. CONCLUSION AND DISCUSSION
To solve the problem of data imbalance, a lot of solutions have proposed in recent years, and the synthetic minority oversampling technique SMOTE has been well developed. There are two strategies to improve the oversampling technique. One is to select the key minority class samples and then to generate samples with the key samples. The selection of the key samples usually has the problem of selecting incorrect samples or missing crucial samples, which could make the problem more complex. And the performance of the classification cannot be effectively improved. The other is to synthesize minority class samples firstly, and then delete the samples which are easily misclassified by using the data cleaning technique. The proposed SMOTE+CCA method belongs to the second strategy. SMOTE+CCA uses a geometrical representation based neural network for data cleaning, which not only can ensure that the deleted samples are hardto-learn samples, but also can guarantee the representative of the remaining samples.
In this work we verify the performance of SMOTE+CCA on 25 imbalanced datasets. From the experimental results, although SMOTE+CCA is slightly worse than some of the comparison algorithms on some metrics on some datasets with high imbalance degree. But, generally, we can say that, the performance of SMOTE+CCA is better than the comparison algorithms. The proposed method is theoretically straight forward and no need of detailed algorithmic tricks. This paper focuses on binary classification scenario. In the future, we can solve the classification of multi-class imbalance problem by this method. Moreover, as a data cleaning method, CCA can be applied to other sampling methods.
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