Analysis of two-sample truncated data using generalized logistic models  by Li, Gang & Qin, Jing
Journal of Multivariate Analysis 97 (2006) 675–697
www.elsevier.com/locate/jmva
Analysis of two-sample truncated data using
generalized logistic models
Gang Lia,∗, Jing Qinb
aDepartment of Biostatistics, School of Public Health, University of California, Los Angeles,
CA 90095-1772, USA
bDepartment of Epidemiology and Biostatistics, Memorial Sloan-Kettering Cancer Center, New York,
New York 10021, USA
Received 12 September 2003
Available online 12 July 2005
Abstract
Parallel to Cox’s [JRSS B34 (1972) 187–230] proportional hazards model, generalized logistic
models have been discussed by Anderson [Bull. Int. Statist. Inst. 48 (1979) 35–53] and others. The
essential assumption is that the two densities ratio has a known parametric form. A nice property of
this model is that it naturally relates to the logistic regression model for categorical data. In astro-
nomic, demographic, epidemiological, and other studies the variable of interest is often truncated by
an associated variable. This paper studies generalized logistic models for the two-sample truncated
data problem, where the two lifetime densities ratio is assumed to have the form exp{ + (x; )}.
Here is a known function of x and , and the baseline density is unspeciﬁed.We develop a semipara-
metric maximum likelihood method for the case where the two samples have a common truncation
distribution. It is shown that inferences for  do not depend the nonparametric components. We also
derive an iterative algorithm to maximize the semiparametric likelihood for the general case where
different truncation distributions are allowed. We further discuss how to check goodness of ﬁt of the
generalized logistic model. The developed methods are illustrated and evaluated using both simulated
and real data.
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1. Introduction and summary
In this paper we consider a generalized logistic model for comparison of two treatments
with truncated data. Let X be a nonnegative random variable with distribution functions F1
and F2 under treatments 1 and 2, respectively. The generalized logistic model postulates
that
F2(x) =
∫ x
0
exp{ + (u; )} dF1(u), (1.1)
where  is an unknown parameter of dimension d and, for each , (x; ) is a known
function satisfying (0; ) = 0. Here (0; ) = 0 is assumed to ensure identiﬁability and
 = − log ∫ exp{(u; )} dF1(u) is a normalizing nuisance parameter. Note that, if X is a
categorical variable with possible values 0, . . . , m, then (1.1) is equivalent to the following
logistic regression model
log
{
P(X = x|F2)
P (X = 0|F2)
}
= log
{
P(X = x|F1)
P (X = 0|F1)
}
+ (x, ), x = 1, . . . , m.
In general, model (1.1) also has the following logistic regression interpretation: Deﬁne a
dummy variable D that takes value 0 if an individual is from treatment 1, and 1 otherwise.
Then (1.1) can be equivalently expressed as
log
{
P(D = 1|x)
1 − P(D = 1|x)
}
= ∗ + (x; ), (1.2)
where ∗ =  + log{P(D = 1)/P (D = 0)}.
The generalized logistic model (1.1) has been used in a variety of applications. Anderson
[1] considered some robustness issues by using (1.1). Also Anderson [2] used it in ordinal
data analysis. Efron and Tibshirani [9] considered it in density estimation problems. Gilbert
et al. [13] applied model (1.1) with (x, ) = T(x) to analyze HIV vaccine trial data
for assessing differential vaccine protection against human immunodeﬁciency virus types,
where  is a vector of speciﬁed functions. Fokianos et al. [10] applied the same model to
a data set from spaceborne precipitation radar and spaceborne radiometer. The choice of
(x; ) has been discussed lucidly by Kay and Little [16]. For example, they found that
(x; ) = 1 log x + 2 log(1 − x) is a good choice for a dataset on age of menarche in
girls from Warsaw. Storer et al. [22] observed that the choice of (x; ) = log(1 + xT )
is useful in some epidemiological problems. Vardi (1982, 1985), Gill et al. [14] and others
studied a k-sample bias sampling model that is a special case of the k-sample extension of
model (1.1). A nice discussion of model (1.1) can be found in a recent paper by Gilbert et
al. [12] who studied the identiﬁability of this model and derived semiparametric maximum
likelihood estimate of (, F1) for complete data.
In clinical trials and epidemiological followup studies, the survival time of interest is
often subject to random truncation. A random variable X is said to be left truncated by
another random variable T (or T is right truncated by X) if (X, T ) is observable only if
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X > T . For example, when subjects enter a study at random times and are followed from
the delayed entry time until the event of interest occurs, those who experience the event
prior to the delayed entry time will never be known to the investigator. In this case, the
event time is subject to left truncation by the delayed entry time. Randomly truncated data
has received extensive studies in the last two decades. See Kalbﬂeisch and Lawless [15],
Keiding and Gill [17], Wang [26,27], Wang et al. [28], Woodroofe [29] and others for more
discussion and examples of truncated data.
Several methods have been studied for comparing two treatments with truncated data.
Lagakos et al. [18] considered the proportional hazards model for F1 and F2 and used the
log rank statistic to test the equality of the two lifetime distributions. A different approach
was used by Bilker andWang [3] who essentially considered the location shift model for the
two sample truncation problem. By parameterizing the truncation distributions, Bilker and
Wang [3] proposed a modiﬁed Mann–Whitney statistic to test F1 = F2. The generalized
logistic model (1.1) provides a useful alternative when the proportional hazards and location
shift models do not provide good ﬁt to the data. Although we focus on the two-sample case
in this paper for simplicity, this model naturally extends to the general k-sample problem as
described in Gilbert et al. [12]. See Remark 2 in Section 2.1 for a more detailed discussion
on this point.
We ﬁrst consider model (1.1) with truncated data for the case where there is a common
unknown truncation distribution for the two groups. This is the case in the delayed entry ex-
ample discussed earlier when subjects enter the study at random times and are randomized
into each of the two treatments. Using a proﬁle likelihood method, we derive semiparamet-
ric maximum likelihood estimates of the parameter , the nonparametric components F1
and the truncation distribution. An appealing feature of our method is that estimation of
the Euclidean parameter  does not involve the nonparametric components of the model.
This is similar to the Cox [7] proportional hazards model under which estimation of the
regression coefﬁcients only depend on a partial likelihood that does not involve its base-
line hazard function. The truncation distribution is also estimated from a proﬁle likelihood
that does not involve other parameters. The lifetime distribution function F1 is estimated
using the biased sampling technique of Vardi [24,25]. It is worth noting that, in the de-
generate case with zero truncation rate, our estimation procedure reduces to that of Gilbert
et al. [12] for complete data. In addition, we derive large sample properties of the semi-
parametric maximum likelihood estimates and discuss how to check goodness-of-ﬁt of the
model.
We also study the general case where different truncation distributions are allowed. In this
case, estimation of the Euclidean parameter  and the nonparametric components can no
longer be separated. Using two different decompositions of the full likelihood, we propose
an iterative algorithm to obtain the semiparametric maximum likelihood estimates of the
parametric and nonparametric components simultaneously. We observed in our limited
simulations that the algorithm usually converges in just a few iterations unless the truncation
rate is very high. The resulting estimates also showed nice properties in terms of efﬁciency
and consistency. Large sample theory for this model is, however, beyond the scope of this
paper and will be studied elsewhere.
The paper is organized as follows. In Section 2 we study maximum likelihood estimation
for the case where there is a common truncation distribution and study their asymptotic
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distributions. We show that inferences on  can be done easily using the standard logistic
regression based on a parametric proﬁle likelihood that does not involve the nonparametric
components. In Section 3, we consider the general case where the truncation distributions
are different. An iterative algorithm is proposed for maximum likelihood estimation. We
also report some simulation results to illustrate the performance of the resulting estimates.
The proofs are given in Section 4.
2. Two-sample model with a common truncation distribution
We proceed with right-truncated data. Left-truncated data can be handled in the same
fashion by reversing the time direction. Let X represent the lifetime random variable and T
the truncation random variable for treatment 1, andY represent the lifetime random variable
and Z the truncation random variable for treatment 2. Suppose that X, Y, T , and Z are all
independent with unknown distribution functions F1, F2,G1, andG2 respectively. Assume
that one observes two independent right-truncated samples
(x1, t1), . . . , (xn1 , tn1) and (y1, z1), . . . , (yn2 , zn2),
where (xi, ti), i = 1, 2, . . . , n1, are i.i.d. from the conditional distribution of (X, T ) given
XT and (yj , zj ), j = 1, 2, . . . , n2, are i.i.d. from the conditional distribution of (Y, Z)
given Y Z. Although the sample size of a randomly truncated data could be random, all
the developments from now on are conditional on the sample size (cf. [29]).
2.1. Maximum likelihood estimation
Assume thatF1 andF2 satisfy (1.1). In addition, assume thatG1 = G2 = G,whereG is an
unknown distribution function. If patients were assigned randomly to two treatment groups
in the same protocol, then it is not unreasonable to assume that patients were truncated by
a common truncation variable.
Under mode(1.1), the likelihood is given by
L =
n1∏
i=1
dG(ti) dF1(xi)∫
G¯(x) dF1(x)
n2∏
j=1
dG(tj ) exp((yj ; )) dF1(yj )∫
G¯(y) exp((y; )) dF1(y)
,
where G¯ = 1−G. It is not easy to maximize L with respect to , F1 and G simultaneously.
We will solve the problem in two steps using a proﬁle likelihood method. In the ﬁrst step,
we maximize L with respect to F1 by holding  and G ﬁxed. Then, in the second step,
we plug the solution from step 1 into L to get a proﬁle likelihood for  and G. It turns
out that the proﬁle likelihood for  and G can be factorized into the product of a proﬁle
likelihood for  and a proﬁle likelihood for G, which can be maximized easily.We then
estimate F1 by plugging in the estimates of  and G from step 2 into the solution from
step 1.
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Before going further, we mention that the likelihood has the following decomposition:
L =
⎧⎨
⎩
n1∏
i=1
dG(ti)
G¯(xi)
n2∏
j=1
dG(zj )
G¯(yj )
⎫⎬
⎭
{
n1∏
i=1
G¯(xi) dF1(xi)∫
G¯(x) dF1(x)
×
n2∏
j=1
G¯(yj ) exp((yj ; )) dF1(yj )∫
G¯(y) exp((y; )) dF1(y)
⎫⎬
⎭
= L1L2, (2.1)
where L1 is the conditional likelihood of ti and zj given xi and yj , i = 1, 2 . . . , n1;
j = 1, 2, . . . , n2, and L2 is the marginal likelihood of xi, i = 1, 2, . . . , n1 and yj , j =
1, 2, . . . , n2.
Now, for ﬁxed G and (, ), maximizing L with respect to F1 is the same as maximizing
L2 with respect to F1. Let
{w1, w2, . . . , wn} = {x1, . . . , xn1; y1, . . . , yn2}
be the pooled lifetimes from the two samples, where n = n1 + n2. Clearly, we only need
to consider those F1 that distribute positive probabilities to w1, w2, . . . , wn since L2 = 0
if dF1(wi) = 0 for any i = 1, . . . , n. In addition, if ∑i dF1(wi) < 1, then the discrete
distribution F ∗1 with dF ∗1 (wi) = dF1(wi)/
∑
i dF1(wi) satisﬁes
∑
i dF
∗
1 (wi) = 1 and
gives a greater likelihood L2 than F1. Therefore, we can restrict our attention to those F1
that are supported on {w1, w2, . . . , wn} only. We note that similar arguments have been
used by Vardi (1985) and others in a number of different contexts. Now, write
pi = G¯(wi) dF1(wi)∑n
j=1 G¯(wj ) dF1(wj )
, i = 1, . . . , n.
Then
L2 =
n∏
i=1
pi
n2∏
j=1
exp(∗ + (yj ; )),
where ∗ = log{∫ G¯(x) dF1(x)/ ∫ G¯(y) exp((y; )) dF1(y)}. We wish to maximize L2
subject to the constraints
n∑
i=1
pi = 1, pi0,
n∑
i=1
exp(∗ + (wi; ))pi = 1.
The standard Lagrange multiplier approach implies that, for any given ∗ and , the pi’s
which maximize the log likelihood are given by
pi = 1
n[1 + {exp(∗ + (wi; )) − 1}]
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with the Lagrange multiplier  being the solution of
n∑
i=1
exp(∗ + (wi; )) − 1
[1 + {exp(∗ + (wi; )) − 1}] = 0.
As a function of (, ),  = (, ) is well deﬁned by the above equation as long as
min
i
{exp(∗ + (wi; ) − 1} < 0 < max
i
{exp(∗ + (wi; ) − 1}.
Under this assumption, the proﬁle likelihood function (after proﬁling out F) is given by
l(∗, ) = n2∗ +
n2∑
j=1
(yj ; ) −
n∑
i=1
log[1 + {exp(∗ + (wi, )) − 1}]
−n log n.
Furthermore, for any given , we may try to proﬁle this function over . Taking derivative
of l(, ) with respective to  and setting it zero, we get
l

= n2 − n = 0.
This implies, the likelihood is maximized only if  = n2
n
. Therefore,
pi = 1
n1
1
1 +  exp(∗ + (wi; )) ,  = n2/n1, i = 1, . . . , n. (2.2)
It turns out that this function is also the likelihood function under the logistic model in
case-control studies. Although it is motivated here by the empirical likelihood approach
with forceful assumption on , its property does not depend on this motivation. One added
beneﬁt is that the function is concave in ∗ and .
Thus
F1(t)
=
n∑
i=1
1
G¯(wi)
I (wi t)
1 +  exp(∗ + (wi; ))
/
n∑
i=1
1
G¯(wi)
1
1 +  exp(∗ + (wi; )) .
(2.3)
Plugging (2.3) into (2.1), we obtain the following proﬁle likelihood function:
Lpr =
⎧⎨
⎩
n1∏
i=1
dG(ti)
G¯(xi)
n2∏
j=1
dG(zj )
G¯(yj )
⎫⎬
⎭
×
⎧⎨
⎩
n∏
i=1
1
n1
1
1 +  exp(∗ + (wi; ))
n2∏
j=1
exp(∗ + (yj ; ))
⎫⎬
⎭ .
= L1Lpr2 .
It is important to note that L1 depends only on G and Lpr2 depends only on (
∗, ).
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Let (ˆ∗, ˆ) be a solution of
l2
∗
= 0 and l2

= 0
that maximizes the log proﬁle likelihood
l2 = log Lpr2 = −
n∑
i=1
log{1 +  exp(∗ + (wi; ))}
+
n2∑
j=1
{∗ + (yj ; )} − n log n1. (2.4)
Let
{(w1, u1), . . . , (wn, un)} = {(x1, t1), . . . , (xn1 , tn1); (y1, z1), . . . , (yn2 , zn2)}
be the pooled truncated data. Deﬁne
GP (t) =
n∏
i=1
(
1 − I (wi t)∑n
j=1 I (uj < twj)
)
to be the product-limit estimate of G based on the pooled sample [cf. Lynden-Bell [19]]. It
can be shown along the lines of Keiding and Gill [17, Section 4.1] that GP maximizes the
conditional likelihood L1.
Therefore, themaximum likelihood estimate of (, F1,G) is given by (ˆ, Fˆ1,GP ), where
Fˆ1(t) =
n∑
i=1
1
G¯P (wi)
I (wi t)
1 +  exp(ˆ∗ + (wi; ˆ))
/
n∑
i=1
1
G¯P (wi)
1
1 +  exp(ˆ∗ + (wi; ˆ))
.
Consequently, we estimate F2 by
Fˆ2(t)
=
∑n
i=1
exp((wi ;ˆ))
G¯P (wi)
I (wi t)
1+ exp(ˆ∗+(wi ;ˆ))∑n
i=1
exp((wi ;ˆ))
G¯P (wi)
1
1+ exp(ˆ∗+(wi ;ˆ))
.
Remark 1. The log proﬁle likelihood in (2.4) does not involve the truncation distribu-
tion G. It is easy to verify that the log proﬁle likelihood in (2.4) is equivalent to the log
likelihood function of the logistic regression model (1.2). This is a very attactive property
since the estimate of the odds ratio parameter  can be obtained by regressing D on w
using the conventional logistic regression model based on (Di, wi), i = 1, . . . , n, where
{w1, w2, . . . , wn} = {x1, . . . , xn1; y1, . . . , yn2} are the pooled lifetimes from the two sam-
ples. This can be easily done using standard statistical softwares when (x; ) = x. It is
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also worth noting that when G1 = G2, the proportional hazards model for truncated data
does not lead to a simple solution. Thus our method provides a more practical approach for
analysis of truncated data.
Remark 2. The generalization from two samples to k samples can be done along the same
lines (also see by Fokianos et al. [11]). In brief, denote the jth truncation data by
(x1j , t1j ), . . . , (xnj j , tnj j ), j = 1, 2, . . . , k.
Denote the pooled data (x11, . . . , xn11, x12, . . . , xn22, . . . , x1k, . . . , xnkk) by w1, . . . , wn,
where n = n1 + n2 + · · · + nk . Suppose that
fi(x)/f1(x) = exp(i + (x, i )), i = 2, . . . , k.
Then x1j , . . . , xnj j has density
hj (x) = G¯(x) dFj (x)∫
G¯(x) dFj (x)
, j = 1, 2, . . . , k.
Clearly,
hj (x)/h1(x) = exp(∗j + (x, j )}, j = 2, . . . , k,
where ∗j = log{
∫
G¯(x) dF1(x)/
∫
G¯(y) exp((y; j )) dF1(y)}. Then, similar to the two-
sample case, inference on i’s can be based on the proﬁling log likelihood
−
n∑
i=1
log[1 + 2 exp(∗2 + (wi, 2)) + · · · + k exp(∗2 + (wi, 2))]
+
n2∑
i=1
[∗2 + (xi2, 2)] + · · · +
nk∑
i=1
[∗k + (xik, k)]
and Fi can be estimated by
1
n1
n∑
i=1
1
G¯(wi)
I (wi t) exp(∗j + (wi, j ))
1 + 2 exp(∗2 + (wi, 2)) + · · · + k exp(∗k + (wi, k))
/C,
where
C = 1
n1
n∑
i=1
1
G¯(wi)
exp(∗j + (wi, j ))
1 + 2 exp(∗2 + (wi, 2)) + · · · + k exp(∗k + (wi, k))
j = nj/n1, j = 2, . . . , k and ∗1 = 1 = 0.
2.2. Large sample properties
We next give the asymptotic distributions of the proposed estimates. Similar to Prentice
and Pyke [20], Qin and Zhang [21] and Chen et al. [6], we have the following results on the
asymptotic normality of ˆ.
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Theorem 1. Denote F ∗(x) = F1(x) + F2(x). Assume that
∫
exp{(x, )}dF ∗(x) <
∞ for all  and 0 <  < 1. Furthermore, assume that (x, ) is twice continuously
differentiable with respect to . In addition, assume the following quantities:
A0 =
∫ ∞
−∞
exp(∗ + (y; ))
1 +  exp(∗ + (y; )) dH1(y),
A1 =
∫ ∞
−∞
exp(∗ + (y; ))
1 +  exp(∗ + (y; ))(y) dH1(y),
A2 =
∫ ∞
−∞
exp(∗ + (y; ))
1 +  exp(∗ + (y; ))(y)

(y) dH1(y),
are ﬁnite, where
 =


and H1(x) =
∫ x
0
G¯(u)dF1(u)
/∫ ∞
0
G¯(u)dF1(u) .
Then
√
n
(
ˆ∗ − ∗
ˆ − 
)
d−→ N(0,),
where
 = 1 + 

[
A−1 −
(
1 +  0
0 0
)]
and A =
(
A0 A

1
A1 A2
)
,
The next theorem gives large sample properties of Fˆ1, Fˆ2 and GP .
Theorem 2. Assume that the conditions of Theorem 1 hold and that F1, F2, and G are
continuous with support (0,∞). Assume further that ∫∞0 dG(x)1F1(x)+2F2(x) < ∞. Then, for
any 0 < b < ∞,
√
n{GP (t) − G(t)} d−→ ZG(t) in D[0, b],
√
n{Fˆ1(t) − F1(t)} d−→ ZF1(t)) in D[0, b],
√
n{Fˆ2(t) − F2(t)} d−→ ZF2(t)) in D[0, b],
where D[0, b] denotes the standard Skorohod space of functions on [0, b] that are right
continuous and have left limit, and ZG, ZF1 , and ZF2 are mean zero Gaussian processes
with continuous paths and covariance structures
cov(ZG(s), ZG(t)) = 1
(1 + )2 G¯(s)G¯(t)cov(	
(1)(x1, t1; s), 	(1)(x1, t1; t))
+
(

1 + 
)2
G¯(s)G¯(t)cov(	(2)(y1, z1; s), 	(2)(y1, z1; t)),
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cov(ZF1(s), ZF1(t)) =
1
(1 + )2 cov(

(1)
1 (x1, t1; s), 
(1)1 (x1, t1; t))
+
(

1 + 
)2
cov(
(2)1 (y1, z1; s), 
(2)1 (y1, z1; t)),
cov(ZF2(s), ZF2(t)) =
1
(1 + )2 cov(

(1)
2 (x1, t1; s), 
(1)2 (x1, t1; t))
+
(

1 + 
)2
cov(
(2)2 (y1, z1; s), 
(2)2 (y1, z1; t)).
Here 	(l)(u, v; t) and 
(l)k (u, v; t), k, l = 1, 2, are deﬁned by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(l)k (u, v; t) = 
˜
(l)
k (u,v;t)
Uk(∞) −
Uk(t)
[Uk(∞)]2 
˜
(l)
k (u, v;∞),

˜
(l)
k (u, v; t) = pk(u;)I (u t)G¯(u) − l
∫ t
0 pk(s; )dFl(s)
+
{∫ t
0
[
pk(s;)

]T [
G¯(s)
]−1
dL(s)
}(

1+A
)−1
(l)(u)
+ ∫ t0 pk(s;)G¯(s) 	(l)(u, v; s)dL(s),
Uk(t) =
∫ t
0
pk(s;)
G¯(s)
dL(s),
L(t) = ∫ t0 G¯(s)d [1F1(s) + 2F2(s)] ,
p1(t; ) = 1/[1 +  exp(∗ + (t; ))],  = (∗, )T
p2(t; ) = exp(∗ + (t; ))/[1 +  exp(∗ + (t; ))],
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
	(l)(u, v; t) = ∫ t0 I (us < v)C2(s) dL˜(s) − I (v t)C(v) −
[
1∫∞
0 Fl(s)dG(s)
]
×
[∫ t
0
Fl(s)G¯(s)
C2(s)
dL˜(s) − ∫ t0 Fl(s)C(s) dG(s)
]
,
C(s) = G¯(s) [1F1(s) + 2F2(s)] ,
L˜(s) = ∫ s0 [1F1(s) + 1F2(s)] dG(s),
1 =
(
1
1+
)(
1∫∞
0 F1(s)dG(s)
)
,
2 =
(

1+
)(
1∫∞
0 F2(s)dG(s)
)
.
Finally, we discuss two methods for assessing goodness-of-ﬁt of model (1.1).
Recall that the marginal likelihood L2 based on xi, i = 1, 2, . . . , n1 and yj , j =
1, 2, . . . , n2 is
L2 =
n1∏
i=1
dH1(xi)
n2∏
j=1
exp{∗ + (yj ; )) dH1(yj ),
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where
H1(x) =
∫ x
0
G¯(u) dF1(u)
/∫ ∞
0
G¯(u) dF1(u)
is themarginal distribution ofxi . Let Hˆ1(t) = ∑ni=1 piI (wi t)be the distribution function
that maximizesL2, where thepi’s are given by (2.2) with (∗, ) replaced by (ˆ∗, ˆ). Let H˜1
be the empirical distribution function based on x1, . . . , xn1 . Clearly Hˆ1 and H˜1 are expected
to be close if model (1.1) ﬁts the data well. See Qin and Zhang [21] for more discussion of
this approach.
The another method is to compare the product limt estimate FˆPL1 of F1 with the semi-
parametric estimator Fˆ1 derived earlier. For example, one could use graphical tools such as
the Q–Q plot or P–P plot to compare the two distributions. A natural test statistic is
 = sup
t
√
n|Fˆ1(t) − FˆPL1(t)|.
The bootstrap method could be used to approximate its distribution. The asymptotic distri-
bution of
√
n(Fˆ1 − FˆPL1) is given below.
Theorem 3. Under the conditions of Theorems 1 and 2,
√
n{Fˆ1(t) − FˆPL1(t)} → B(t) in D[0, b],
where B is a mean zero Gaussian process with continuous paths and covariance structure
cov(B(s), B(t)) = 1
1 + cov(

(1)
1 (x1, t1; s), 
(1)1 (x1, t1; t)
+(1 + )F1(s)F1(t)cov(PL(x1, t1; s), PL(x1, t1; t)
−F1(s)cov(
(1)1 (x1, t1; t), PL(x1, t1; s))
−F1(t)cov(
(1)1 (x1, t1; s), PL(x1, t1; t))
+ 
1 + cov(

(2)
1 (y1, z1; s), 
(2)1 (y1, z1; s)),
where 
(l)k (u, v; t), k, l = 1, 2, are deﬁned in Theorem 2 and
PL(u, v; t) =
[∫ ∞
0
F1(s)dG(s)
]−1 [∫ ∞
t
I (vs < u)
G¯(s)[F1(s)]2
dF1(s) − I (tv)
G¯(v)F1(v)
]
.
3. Two-sample model with different truncation distributions
We assume the same model as in Section 2 except that the truncation distributions G1
and G2 are allowed to be different.
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3.1. Maximum likelihood estimation when G1 = G2
We develop an iterative algorithm for maximum likelihood estimation of , F1, G1 and
G2. The algorithm is derived by considering two different decompositions of the likelihood
function.
First, one can decompose the likelihood as follows:
L∗ =
⎧⎨
⎩
n1∏
i=1
dF1(xi)
F1(ti)
n2∏
j=1
dF2(yj )
F2(zj )
⎫⎬
⎭
⎧⎨
⎩
n1∏
i=1
F1(ti)dG1(ti)∫
F1(t)dG1(t)
n2∏
j=1
F2(zj )dG2(zj )∫
F2(z)dG2(z)
⎫⎬
⎭
= L∗1L∗2,
where L∗1 is the conditional likelihood of xi and yj given ti and zj , i = 1, 2 . . . , n1;
j = 1, 2, . . . , n2, and L∗2 is the marginal likelihood of ti , i = 1, 2, . . . , n1 and zj , j =
1, 2, . . . , n2.
For ﬁxed F1 and F2, the marginal likelihood L∗2 is maximized at
G1(t) =
n1∑
i=1
I (ti t)
F1(ti)
/
n1∑
i=1
1
F1(ti)
, G2(z) =
n2∑
j=1
I (zj z)
F2(zj )
/
n2∑
j=1
1
F2(zj )
,
(cf. Wang, 1989, p. 743). Substituting these G1 and G2 in L∗, we have
L∗ = cL∗1 = c
n1∏
i=1
dF1(xi)
F1(ti)
n2∏
j=1
dF2(yj )
F2(zj )
= c
n1∏
i=1
dF1(xi)
F1(ti)
n2∏
j=1
exp( + (yj ; )) dF1(yj )∫ zj
0 exp( + (y; )) dF1(y)
, (3.1)
where c is a constant. However, it is not clear how to maximize L∗1 in (3.1) with respect to
F1 and (, ).
Instead of maximizing (3.1), we consider a different decomposition of the likelihood
function:
L =
⎧⎨
⎩
n1∏
i=1
dG1(ti)
G¯1(xi)
n2∏
j=1
dG2(zj )
G¯2(yj )
⎫⎬
⎭
⎧⎨
⎩
n1∏
i=1
G¯1(xi)dF1(xi)∫
G¯1(x)dF1(x)
n2∏
j=1
G¯2(yj )dF2(yj )∫
G¯2(y)dF2(y)
⎫⎬
⎭
= L1L2,
where G¯1 = 1 − G1, G¯2 = 1 − G2, L1 is the conditional likelihood of ti and zj given
xi and yj , i = 1, 2 . . . , n1; j = 1, 2, . . . , n2, and L2 is the marginal likelihood of xi, i =
1, 2, . . . , n1 and yj , j = 1, 2, . . . , n2.
For ﬁxed (G1,G2) and (, ), we now consider the problem of maximizing L2. Let
dH1(x) = G¯1(x)dF1(x)∫
G¯1(x)dF1(x)
and dH2(x) = G¯2(x) exp( + (x; )) dF1(x)∫
G¯2(y) exp( + (y; )) dF1(y)
,
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then
dH2(x) = G¯2(x)
G¯1(x)
exp(∗ + (x; )) dH1(x),
where ∗ = log{∫ G¯1(x)dF1(x)/ ∫ exp((y; ))G¯2(y)dF1(y)}. Again, let
{w1, w2, . . . , wn} = {x1, . . . , xn1; y1, . . . , yn2}
be the pooled lifetimes from the two samples, where n = n1 + n2. Also let dH1(wi) = pi ,
i = 1, 2, . . . , n. Note that
L2 =
n1∏
i=1
dH1(xi)
n2∏
j=1
{
G¯2(yj )
G¯1(yj )
exp(∗ + (yj ; ))dH1(yj )
}
=
{
n∏
i=1
pi
}
n2∏
j=1
{
G¯2(yj )
G¯1(yj )
exp(∗ + (yj ; ))
}
.
Maximize L2 subject to the constraints
n∑
i=1
pi = 1, pi0,
n∑
i=1
G¯2(wi)
G¯1(wi)
exp(∗ + (wi; ))pi = 1,
we have
pi = 1
n1
1
1 + G¯2(wi) exp(∗ + (wi; ))/G¯1(wi)
,  = n2/n1.
Therefore,
l2 = logL2 = −
n∑
i=1
log{1 + G¯2(wi) exp(∗ + (wi; ))/G¯1(wi)}
+
n2∑
j=1
{
∗ + (yj ; ) + log G¯2(yj )
G¯1(yj )
}
. (3.2)
By maximizing l2 we have point estimators of (∗, ) which depends on G1 and G2. Note
that H1(t) and H2(t) can be estimated by
H1(t) =
n∑
i=1
piI (wi t), H2(t) =
n∑
i=1
G¯2(wi)
G¯1(wi)
exp(∗ + (wi; ))piI (wi t),
respectively. Hence F1 and F2 can be estimated by
F1(t) =
n∑
i=1
1
G¯1(wi)
piI (wi t)
/
n∑
i=1
1
G¯1(wi)
pi
and
F2(t) =
n∑
i=1
exp(∗ + (wi; ))
G¯1(wi)
piI (wi t)
/
n∑
i=1
exp(∗ + (wi; ))
G¯1(wi)
pi,
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respectively. Denote
L∗1 = L∗1(F1, F2), L∗2 = L∗2(G1,G2|F1, F2)
and
L1 = L1(G1,G2), L2 = L2(F1, F2|G1,G2).
Then
L∗ = L∗1(F1, F2)L∗2(G1,G2|F1, F2) = L1(G1,G2)L2(F1, F2|G1,G2) = L.
In general, if G1 = G2, for given (G(k)1 ,G(k)2 ), let (F (k)1 , F (k)2 ) maximize L2(F1, F2|G(k)1 ,
G
(k)
2 ). Also, for given (F
(k)
1 , F
(k)
2 ), let (G
(k+1)
1 ,G
(k+1)
2 ) maximize L
∗
2(G1,G2|F (k)1 , F (k)2 ).
Therefore
L1(G
(1)
1 ,G
(1)
2 )L2(F1, F2|G(1)1 ,G(1)2 )  L1(G(1)1 ,G(1)2 )L2(F (1)1 , F (1)2 |G(1)1 ,G(1)2 )
= L∗1(F (1)1 , F (1)2 )L∗2(G(1)1 ,G(1)2 |F (1)1 , F (1)2 )
 L∗1(F
(1)
1 , F
(1)
2 )L
∗
2(G
(2)
1 ,G
(2)
2 |F (1)1 , F (1)2 )
= L1(G(2)1 ,G(2)2 )L2(F (1)1 , F (1)2 |G(2)1 ,G(2)2 )
. . .
We can iterate the process until the likelihood L = L∗ is no longer increasing. The limits
of (G(k)1 ,G
(k)
2 ) and (F
(k)
1 , F
(k)
2 ) as k → ∞ are the estimators of (G1,G2) and (F1, F2).
We mention that some similar iterative algorithm has been proposed by Wang [27] in a
different context for dealing with a three-dimensional truncation problem.
Similar to the previous section, one can assess goodness-of-ﬁt of model (1.1) by plotting
Fˆ1 against the product-limt estimate FˆPL1 of F1.
Because the estimators are deﬁned as the limit of a rather complicated iterative algorithm,
the techniques used for deriving the large sample properties in the previous section no longer
apply. The modern empirical process theory described in van der Vaart and Wellner [23]
could be used to establish consistency and asymptotic distribution theory for this general
case. It is, however, beyond the scope of this paper andwill be studied elsewhere. In practice,
we recommend the 2 likelihood ratio inference on , which performs well in our limited
simulation studies as shown in the end of Section 3.2. Model-based bootstrap could be also
be used to make inference for the semiparametric truncation model.
3.2. Numerical results
We conducted some numerical study to evaluate the algorithm and the resulting estimates
proposed in Section 3.1. An exponential model and a gamma model were considered. In
the exponential model, we assumed F1(x) = 1 − exp(−x), F2(x) = 1 − exp{−(1 − )x},
G1(x) = 1 − exp(−1x), G2(x) = 1 − exp(−2x), where 1 and 2 can be tuned to give
different truncation rates 1 = P(X > T ) and 2 = P(Y > Z). In the gamma model,
we assumed f1(x) ∝ x7 exp(−x), f2(x) ∝ x7 exp{−(1 − )x}, G1(x) = 1 − exp(−1x),
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Fig. 1. Estimated distribution functions from 10 independent samples under the exponential and gamma models,
respectively. The dotted line in each plot represents the true underlying distribution.
G2(x) = 1 − exp(−2x), where the lower cases denote densities and 1 and 2 can be
adjusted to give different truncation rates. The product limit estimates of F1 and F2 are
used as the starting points in the iterative algorithm.
We observed from the simulation that the algorithm converges quite quickly for low and
moderate truncation rates. For instance, the algorithm had achieved convergence after only
4–8 iterations under the exponential model with a 10% truncation rate for each of the two
samples. It usually takes a little longer to converge when the truncation rates increase.
As illustrations, we plotted in Fig. 1(a) the estimated distribution function Fˆ1 for each
of ten independent samples from the exponential model together with the true underlying
distribution F1 (dotted lines). Similar plots for F2 are given in Fig. 1(b) under the same
exponential model. Figs. 1(c) and (d) were constructed the same way as Figs. 1(a) and (b)
except that the gamma model was used. The truncation rates were set to be 0.10 for all
cases.
It is seen from Fig. 1 that the semiparametric estimates of F1 and F2 behave reasonably
well compared with the true underlying distributions F1 and F2 for both models.
We also performed a small Monte Carlo simulation to assess the performance of the
resulting estimate ˆ. Speciﬁcally, we estimated the bias and mean-squared error of ˆ from
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Table 1
Simulated mean bias and mean-squared error of ˆ under the exponential model
 1 = 2 = 0.10 1 = 2 = 0.30
Bias Mean-squared error Bias Mean-squared error
−1.5 −0.0039 0.1402 −0.0508 0.2538
−1.0 0.0005 0.0866 −0.0353 0.1655
−0.5 0.0020 0.0477 −0.0173 0.0992
0.0 0.0009 0.0251 0.0076 0.0573
0.5 −0.0007 0.0207 0.0295 0.0423
0.8 0.0079 0.0256 0.0395 0.0482
Sample sizes are n1 = n2 = 100. True distributions are F1(x) = 1− exp(−x); F2(x) = 1− exp(−(1− )x);
truncation distributions are exponentials with parameters set to give the truncation probabilities 1 = P(X < T )
and 2 = P(Y > Z).
Table 2
Ratio of the mean-squared errors of the product limit estimate and our semiparametric estimate of F1(t) under the
exponential densities ratio model
 1 = 2 = 0.10 1 = 2 = 0.30
t t
0.01 0.10 0.28 0.69 1.39 2.30 4.61 0.01 0.10 0.28 0.69 1.39 2.30 4.61
-1.0 1.79 1.85 1.45 1.13 1.08 1.05 1.02 1.82 1.59 1.18 1.07 1.06 1.04 1.01
0.0 1.32 1.77 1.56 1.26 1.18 1.27 1.49 1.38 1.56 1.23 1.11 1.17 1.44 1.70
0.5 1.01 1.45 1.39 1.23 1.22 1.28 3.61 1.08 1.33 1.20 1.12 1.17 1.69 4.97
Sample sizes are n1 = n2 = 100. True distributions are F1(x) = 1− exp(−x); F2(x) = 1− exp(−(1− )x);
truncation distributions are exponentials with parameters set to give the truncation probabilities 1 = P(X < T )
and 2 = P(Y > Z).
1000 Monte Carlo samples of sizes n1 = n2 = 100 generated from the exponential model
for various combinations of  and truncation rates. The results are given in Table 1.
It is seen from Table 1 that the bias of ˆ is very small in general. The main contribution to
the mean-squared error is from the variance. As one would expect, the mean-squared error
tends to be larger as the truncation rates increase.
We also did a simulation to study the relative efﬁciency of our semiparametric estimates
of F1(t) and F2(t) compared to the nonparametric product limit estimates under the expo-
nential model. Table 2 gives the ratio of the mean-squared errors of our estimates and the
product limit estimates of F1(t) and F2(t) at seven time points t for various combinations
of  and truncation rates. Each entry was computed using 1000 Monte Carlo samples.
Table 2 shows that under model (1.1), the semiparametric estimate of F1 is in general
more efﬁcient than the product limit estimate. The gain in efﬁciency can be substantial in
some situations. For example, the mean-squared error of the product limit estimate of F1(t)
is almost ﬁve times bigger than that of the semiparametric estimate ofF1(t) at time t = 4.61
when the truncation rates are 30% and  = 0.5.
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Fig. 2. QQ plot for the likelihood ratio test statistic versus the standard 2 distribution with one degree of freedom
based on Monte Carlo samples from the exponential model (n1 = n2 = 100 and truncation rate = 0.10).
Finally, we report a result on the appropriateness of the 2 approximation of the likelihood
ratio test statsitic mentioned in the end of Section 3.1. We considered model (1.1) with
(x, ) = x. We generated two independent right truncated samples of size 100 from the
unit exponential distribution, where the truncation distributions are exponential that give a
10% truncation rate for each sample. The likelihood ratio statistic for testing H0 :  = 0
was then calculated. Note that under H0, the maximum likelihood estimates of F1, F2,
G1 and G2 are their corresponding product-limit estimates [cf. Keiding and Gill [17]] A
quantile-quantile (QQ) plot of likelihood ratio statistic versus the 2 distribution was then
generated in Fig. 2 based on 100 Monte Carlo simulations.
It is seen that the QQ plot agrees with the 45◦line through the origin well, which indicates
that the 2 approximation of the likelihood ratio statistic works pretty well.
3.3. An example
In this section, we illustrate the proposed method on the induction time to AIDS data
reported by Lagakos et al. [18]. These data consist of 258 adults and 37 children who
were infected with the AIDS virus and developed AIDS by June 30, 1986. The adults were
thought to be infected with HIV by blood transfusion and the children were infected in
utero or at birth. The data report the induction time from HIV infection to the development
of AIDS. Because infected individuals who have yet to develop AIDS prior to the end of
the study period are not included, the induction time to AIDS is right-truncated by the time
from HIV infection to the end of the study.
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Fig. 3. Model-based estimates and product-limit estimates of the survival functions for the time to AIDS data.
LetF1 andF2 denote the cumulative distribution functions of the induction times for chil-
dren and adults, respectively. We consider the problem of testing F1 = F2 based on model
(1.1) with (x; ) = √x. We actually considered several possible functions for (x, )
and (x; ) = √x ﬁtted the data better than all others. Fig. 3 depicts the semiparametric
estimates of F1 and F2 together with the corresponding product limit estimates, which does
not show any serious violation of the generalized logistic model. The maximum likelihood
estimate of  is 1.879. The likelihood ratio test statistic for testing  = 0 is 36.38 and the
p-value based on the 21 distribution is smaller than 0.0001. Therefore the induction time
distributions are signiﬁcantly different between adults and children.
4. Proofs
We now prove the large sample properties given in Section 2.
Recall that  = (∗, )T . We can write the log likelihood l2 deﬁned in (2.4) as
l2() =
n1∑
i=1
l(1)(|xi) +
n2∑
j=1
l(2)(|yj ),
where
l(1)(|x) = − log{1 +  exp(∗ + (x, )} and
l(2)(|x) = ∗ + (x, ) − l(1)(|x).
The following lemma is needed to prove Theorem 1.
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Lemma 1. Under the conditions of Theorem 1,
√
n(ˆ − ) = 1 + 

A−1 1√
n
⎧⎨
⎩
n1∑
i=1
(1)(xi) +
n2∑
j=1
(2)(yj )
⎫⎬
⎭+ op(1), (4.1)
where
(1)(xi) = l
(1)(|xi)

− E
[
l(1)(|xi)

]
,
(2)(yj ) = l
(2)(|yj )

− E
[
l(2)(|yj )

]
,
and A is the 2 × 2 matrix deﬁned in Theorem 1.
Proof. Using the Taylor series expansion, it can be shown that under some regularity
conditions,
0 = l˙2(ˆ) = l˙2() + l¨2()(ˆ − ) + op(n− 12 ),
where l˙2 = l2 and l¨2 =
2l2
T
. Hence,
√
n(ˆ − ) =
[
− l¨2()
n
]−1 [ 1√
n
l˙2()
]
+ op(1). (4.2)
It is seen that
n1E
[
l(1)(|xi)

]
+ n2E
[
l(2)(|yj )

]
= 0.
Thus, we can write
l˙2() =
n1∑
i=1
l(1)(xi)

+
n2∑
j=1
l(2)(yj )

=
n1∑
i=1
{
l(1)(xi)

− E
[
l(1)(xi)

]}
+
n2∑
j=1
{
l(2)(yj )

− E
[
l(2)(yj )

]}
=
n1∑
i=1
(1)(xi) +
n2∑
j=1
(2)(yj ).
This combined with (4.2) and the fact that
[
− l¨2()
n
]−1
P−→
[

1 + A
]−1
,
leads to (4.1). 
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Proof of Theorem 1. Recall that the two samples {x1, . . . , xn1} and {y1, . . . , yn2} are in-
dependent. Applying the central limit theorem for sample means, it can be shown that
1√
n
n1∑
i=1
(1)(xi) + 1√
n
n2∑
j=1
(2)(xi)
d−→ N(0, V ), (4.3)
where
V = 
1 + A − 
(
A20 A0A1
A0AT1 A
T
1 A1
)
.
The conclusion of Theorem 1 then follows from (4.1) and (4.3). 
Lemma 2. Under the assumptions of Theorem 2,
√
n(G¯P (t) − G¯(t)) = G¯(t)√
n
⎧⎨
⎩
n1∑
i=1
	(1)(xi, ti; t) +
n2∑
j=1
	(2)(yj , zj ; t)
⎫⎬
⎭
+op(1). (4.4)
Proof. Note that the truncation variables T and Z are left-truncated by X andY, respectively.
Deﬁne
Cn(s) = 1
n
⎧⎨
⎩
n1∑
i=1
I (xis < ti) +
n2∑
j=1
I (yj s < zj )
⎫⎬
⎭ ,
L˜n = 1
n
⎧⎨
⎩
n1∑
i=1
I (tis) +
n2∑
j=1
I (zj s)
⎫⎬
⎭ .
Then, with probability 1, Cn(s) → C(s) and L˜n(s) → L˜(s). Furthermore, it can be shown
along the lines of Chao and Lo (1988, Section 2) that
− log G¯P (t) + log G¯(t) = −
∫ t
0
(
Cn
C2
)
dL˜ +
∫ t
0
(
1
C
)
dL˜n + op(n− 12 )
= −1
n
⎧⎨
⎩
n1∑
i=1
	(1)(xi, ti; t) +
n2∑
j=1
	(2)(yj , zj ; t)
⎫⎬
⎭+ op(n− 12 ),
where in the second equality we have used the fact that
n1E
[∫ t
0
I (xis < ti)
C2(s)
dL˜(s) − I (ti t)
C(ti)
]
+n2E
[∫ t
0
I (yj s < zj )
C2(s)
dL˜(s) − I (zj  t)
C(zj )
]
= 0.
This, together with a Taylor series expansion, implies that (4.4) holds. 
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Lemma 3. Under the conditions of Theorems 1 and 2,
√
n
(
Fˆ1(t)−F1(t)
)
= 1√
n
⎧⎨
⎩
n1∑
i=1

(1)1 (xi, ti; t)+
n2∑
j=1

(2)1 (yj , zj ; t)
⎫⎬
⎭+op(1). (4.5)
Proof. Let
Ln(t) = 1
n
⎧⎨
⎩
n1∑
i=1
I (xi t) +
n2∑
j=1
I (yj  t)
⎫⎬
⎭ , and Uˆ1(t) =
∫ t
0
p1(s; ˆ)
G¯P (s)
dLn(s).
Then, it can be shown that
F1(t) = U1(t)
U1(∞) and Fˆ1(t) =
Uˆ1(t)
Uˆ1(∞)
.
Thus,
√
n
[
Fˆ1(t) − F1(t)
]
= √n
[
Uˆ1(t)
Uˆ1(∞)
− U1(t)
U1(∞)
]
=
√
n[Uˆ1(t) − U1(t)]
Uˆ1(∞)
−
(
U1(t)
Uˆ1(∞)U1(∞)
)√
n[Uˆ1(∞) − U1(∞)]. (4.6)
Moreover,
√
n[Uˆ1(t) − U1(t)] =
∫ t
0
p1(s; )
G¯(s)
d{√n[Ln(s) − L(s)]
+
∫ t
0
√
n[p1(s; ˆ) − p1(s; )]
G¯(s)
dL(s)
+
∫ t
0
√
n[G¯P (s) − [G¯(s)]
G¯(s)]2 p1(s; )dL(s) + op(1).
This, combined with (4.6), Lemmas 1, and 2, implies (4.5). 
Lemma 4. Under the conditions of Theorems 1 and 2,
√
n
(
Fˆ2(t) − F2(t)
)
= 1√
n
⎧⎨
⎩
n1∑
i=1

(1)2 (xi, ti; t) +
n2∑
j=1

(2)2 (yj , zj ; t)
⎫⎬
⎭+ op(1).
(4.7)
Proof. The proof is parallel to that of that of Lemma 3 and is omitted. 
Proof of Theorem 2. From (4.4), the central limit theorem for sample means, and the
Cramer–Wold device, it can be shown that the ﬁnite-dimensional distributions of the process
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√
n{G¯P − G¯} converge to those of ZG. Furthermore, similar to Chao and Lo [5, p. 665],
the tightness of
√
n{G¯P − G¯} can be veriﬁed by employing the criteria in Billingsley [4, p.
128]. The weak convergence of √n{G¯P − G¯} to ZG then follows from Theorem 15.6 of
Billingsley (p. 128).
Using the representations (4.5) and (4.7), the weak convergence of the processes√
n{Fˆ1(t) − F1(t)} and √n{Fˆ2(t) − F2(t)} are obtained similarly. 
Proof of Theorem 3. By reversing the time direction, it can be shown from Chao and Lo
[5, Theorem 2] that
FPL1(t) − F1(t) = F1(t)
n1
n1∑
i=1
PL(xi, ti; t) + op(n− 12 ),
where PL(u, v; t) is deﬁned in Theorem 3. From this identity and Lemma 3, we have√
n{Fˆ1(t) − FPL1(t)}
= √n{Fˆ1(t) − F1(t)} − √n{FPL1(t) − F1(t)}
= 1√
n
⎧⎨
⎩
n1∑
i=1

(1)1 (xi, ti; t) +
(n2)∑
j=1

(2)1 (yj , zj ; t)
⎫⎬
⎭
−
√
n
n1
F1(t)
n1∑
i=1
PL(xi, ti; t) + op(1)
= 1√
n
⎧⎨
⎩
n1∑
i=1
[
(1)1 (xi, ti; t) − (1 + )F1(t)PL(xi, ti; t)] +
n2∑
j=1

(2)1 (yj , zj ; t)
⎫⎬
⎭
+op(1).
Using the above representation, the weak convergence of
√
n{Fˆ1(t) − FPL1(t)} is then
proved by verifying the convergence of its ﬁnite dimensional distributions and its tightness
using the criteria of Billingsley [4, p. 128]. 
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