A Firefly-inspired Micro and Macro Clustering Approach for Wireless Sensor Networks  by Jabeur, Nafaâ
 Procedia Computer Science  98 ( 2016 )  132 – 139 
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Program Chairs
doi: 10.1016/j.procs.2016.09.021 
ScienceDirect
Available online at www.sciencedirect.com
The 7th International Conference on Emerging Ubiquitous Systems and Pervasive Networks            
(EUSPN 2016) 
A Firefly-Inspired Micro and Macro Clustering Approach for 
Wireless Sensor Networks  
Nafaâ Jabeura,* 
aGerman University of Technology in Oman (Gutech) - P.O Box 1816, PC 130, Muscat, Oman 
Abstract 
Bio-inspired algorithms have been widely used to solve Wireless Sensor Network (WSN) challenges. In several studies, they have 
demonstrated effective capabilities to fulfil the expected goals while adapting to contextual changes and using limited resources. 
In this paper, we propose a new firefly-based approach for WSN clustering. Our approach includes a micro clustering phase during 
which sensors self-organize into clusters. These clusters are polished during a macro-clustering phase where they compete to 
integrate small neighboring clusters. Our simulations show promising results where the number of clusters tend to stabilize 
independently from the density of the network and the various communication ranges of sensors.  
© 2016 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Wireless Sensor Networks (WSNs) are being broadly studied because of their ability to collect in-situ, real-time 
data about a wide range of objects and events of interest. Thanks to continuous research and development advances, 
the spatially distributed sensors are now able to adapt to new environmental changes and reason on their own actions. 
Nevertheless, these abilities are not yet performing well enough because of the limited power and processing 
capabilities of sensors as well as the commonly changing contextual conditions, particularly in some harsh 
environments. Due to these constraints, sensors are highly recommended to collaborate in order to achieve goals 
exceeding their own competencies. This collaboration is usually achieved within clusters, which are created based on 
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a variety of criteria, including the distance between cluster-heads (CHs) and base stations, the uniform distribution and 
size of CHs, the residual energy of sensors, and the number of CHs1. Clusters can also be created based on the spatial 
location of CHs, their connectivity degrees, and their semantics.   
The research and development communities have recognized the multiple advantages of clustering in WSN. For 
instance, clustering allows for data aggregation, topology control, support of quality of service (QoS), and energy 
efficient routing by limiting participating nodes in route establishment2. It also allows for enhancing the network 
scalability and increasing the network lifetime in large-scale WSNs. To meet these goals, it is important to create the 
appropriate clusters. To address this issue, numerous approaches have essentially focused on selecting minutely the 
Cluster Heads (CHs) as they are commonly expected to bear higher processing and communication loads. Some of 
these approaches have not used any specific metric to elect CHs. They have, rather, used sensors’ IDs (e.g., LCA3), 
connectivity, or distance from CHs (e.g., Max-Min D-Cluster4, EEUC5). Other works have proposed to perform several 
iterations for the selection of CHs based on weights assigned to sensors desiring to become CHs. These weights are 
generally derived from the residual energy of sensors (e.g., EECA6) and/or intra-cluster communication cost (e.g., 
HEED7).  
For instance, weights reflect the obvious differences between sensors in terms of their capabilities and locations. 
They could, therefore, be effectively used to elect the right candidates for CHs, at the right locations, at the right time.  
In order to reach this goal, biologically inspired algorithms can be adopted, especially since the WSN could be 
effectively modeled based on observations of living systems8,9,10. In this regards, several works have been particularly 
inspired from Particle Swarm Optimization (PSO) and Artificial Bee Colony. Few other works have proposed firefly-
inspired algorithms where sensors carry out intense competition to be CHs while trying to attract peers to their clusters. 
We argue in this paper that this approach is well suited for WSN clustering and propose a firefly-inspired approach to 
cluster the WSN based on sensors’ residual energies, cluster sizes, and contextual spatial information. Our approach 
includes four phases, namely Initialization, Fetching, Intimidation, and Polishing where sensors self-organize into 
clusters and then neighboring clusters, especially small ones, self-organize to enhance the balance of clusters’ sizes. 
In the reminder of this paper, Section 2 will outline the current literature on bio-inspired WSN clustering. Section 
3 will focus on firefly-based clustering. Section 4 will present our clustering solution called FiCA. Section 5 will 
extend FiCA to SFiCA where the spatial context is taken into consideration. Section 6 will outline the results of our 
simulations. 
2. Related work on bio-inspired clustering  
Self-organizing clustering algorithms for large-scale networks have been inspired long time ago from the collective 
behavior of small living organisms. Based on simple rules, purely local decisions, and limited amount of broadcasted 
messages, most of the nodes in a network can determine their roles as either cluster heads or cluster members11. In this 
context, several authors have proposed approaches inspired from Particle Swarm Optimization (PSO) for network 
clustering. For example, Tillett et al.12 have proposed a PSO algorithm where a 'swarm' of test solutions, comparable 
to a natural swarm of bees, is allowed to interact and cooperate to find the best solution to a given problem. For 
optimization reasons, the authors have proposed to match the number of nodes and CH candidates in each cluster with 
the objective of minimizing the energy consumed by the nodes while maximizing the total data gathered. Dong and 
Qi13 have used a PSO-based clustering algorithm with an enhanced search ability. The authors have proposed an 
algorithm that solves the clustering problem by using the fast search ability of the particle swarm optimization. Each 
particle is composed of a cluster center vector and represents a possible solution of the clustering problem. Latiff et 
al.14 have presented an energy-aware clustering for WSNs using PSO. The performance of the protocol was compared 
with conventional WSN clustering protocols such as LEACH (Low-Energy Adaptive Clustering Hierarchy). Guru et 
al.15 have described a number of extensions of the PSO algorithm by using clustering techniques to reduce the total 
communication distance of the WSN and hereby decreasing the energy cost. Charalambous and Cui16 have used bio-
inspired intercellular communication to achieve a compact cluster via a lateral induction model in a purely distributed 
and energy-efficient manner. Initially, the sensor nodes collaborate to construct a functional cluster via lateral 
induction followed by a lateral inhibition phase. Once clusters are formed, a competition process is carried out between 
nodes to decide which ones should remain active and which ones should go to sleep.  
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Furthermore, Zhang et al.17 have proposed a distributed self-organizing Low-Complexity Clustering (B-LCC) 
algorithm for large-scale, dense WSNs inspired by the collective behavior of flocks and schools. The B-LCC algorithm 
does not require sensor locations, time synchronization or any prior knowledge of the network. Selvakennedy et al.18 
have proposed an approach whereby the network is clustered around certain nodes estimated biologically fit. 
According to this approach, when a node possesses a special agent, it elects itself to become a CH. Such election 
prevents the need to maintain many state variables. A fixed number of such agents are used to ensure that a certain 
number of clusters are formed throughout the network useful life. This number is calculated in a way to minimize 
energy dissipation through data aggregation. Krishnaveni and Arumugam19 have presented a clustering algorithm 
based on Harmony Search (HS) and including Artificial Bee Colony (ABC) features. The HS is a stochastic meta-
heuristic optimization algorithm inspired from musicians’ improvisation process. The food source exploitation feature 
of ABC algorithm is applied to enhance the convergence rate of the HS method by considering the fitness values of 
cluster members. Charalambous and Cui16 have proposed a distributed clustering algorithm for WSNs based on the 
biological lateral induction model for further node activation control. Hasnat et al.20 have presented a Distributed 
Energy Efficient Clustering (B-DEEC) protocol based on an Artificial Bee Colony (ABC) algorithm. The authors have 
simulated the social interactions of bees to optimize the CH selection. This selection was optimized with a probabilistic 
model by performing neighborhood search and nominating a node as CH with maximum energy. Karaboga et al.21 
have proposed a centralized energy efficient mechanism (working on the base station), based on fast searching features 
of ABC to cluster the WSN and ultimately prolong its life-time. Sarobin and Ganesan22 have presented a bio-inspired 
cluster-based deployment algorithm for energy optimization of the WSN and ultimately for improving the network 
lifetime. In the cluster initialization phase, a single cluster is formed with a single CH at the center of the sensing 
terrain. The second phase is for optimum cluster formation surrounding the inner cluster, based on swarming bees and 
a piping technique.  
3. Firefly-based clustering  
When sensors are competing for CHs, they are generally following a bully approach that gives priority to sensors 
with higher fitness value, such as residual energy (e.g., HEED7) or distance from sinks (e.g., EEUC5). Naturally, this 
fitness value should fade with distance as the distance highly affects communication costs and the complexity of 
controlling large clusters. It is, thus, important that the clustering approach reflects this fading as well as prevents the 
creation of clusters with large number of sensors. This could be modeled by a social behavior where individuals try to 
team up to reduce the number of competitors. In order to endow our algorithm with these abilities, we are proposing 
in this paper an approach inspired from the social life of firefly insects.  
The Firefly Algorithm (FA) is a bio-inspired technique that has been used for solving nonlinear optimization 
problems. It is based on observations from the social insect colonies, where each individual (for instance firefly 
glowing through bioluminescence) appears to operate for its own benefit and yet the group as a whole performs to be 
highly organized. This characteristic actually fits well to the context of WSN, where sensor nodes collectively operate 
for the benefit of the network while potentially exhibiting competitive, selfish behaviors.  
Senthilnath et al.23 have compared the performance of several bio-inspired algorithms, including FAs, ABC, and 
PSO and concluded that FAs can be efficiently used for data clustering. In the context of WSNs, few research works 
only have proposed FA-based approaches to cluster the network. In this regards, Sarma and Gopi24 have presented an 
energy-aware FA for WSNs which takes into account the maximum distance between the CH and the cluster members 
as well as the remaining energy of the CH candidates to determine the best k CHs. The algorithm is centralized as it 
is implemented on the base station. Sandeep et al.25 have applied a two-phases firefly-based approach to the basic 
LEACH protocol to enhance the energy efficiency. In the first phase (initialization), the base station broadcasts the 
percentage of CHs requirements for the entire network. Each node calculates then a random intensity number and 
declares its interest to be a CH if this number is less than a given threshold. In the second-phase (cluster formation), 
nodes continue to exchange their intensity and update their affiliations to CHs until the network is organized into 
clusters. It is not, however, clear when the clustering process stops.  
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4. FiCA: Firefly-based clustering approach   
Based on the findings of Senthilnath et al.23 (see Section 3), we are proposing an approach inspired from fireflies 
behaviors, where we assume that the WSN (also the swarm) includes n sensors (also fireflies). Each sensor s has a set 
of solutions {xsi : i=0, …, m} where each xsi is a neighboring CH candidate with a fitness value f(xsi). Every sensor has 
a probability to become a CH that matches the brightness of the firefly it represents. The attractiveness Es reflects the 
strength of the sensor s in attracting other sensors. It depends on its probability (brightness) as well as on its distance 
to each nearby sensors. Since we are assuming that sensors do not have location-aware facilities, we calculate this 
distance in terms of hops. In this case, the attractiveness is calculated as follows: 
ߚௌ ൌ ߚௌ଴݁ିఊ௥మ                                                                                                                                          (1) 
where ߚௌ଴ is the attractiveness of sensor s at r = 0 and J is the coefficient of brightness fading (corresponds to 
fireflies’ light absorption coefficient).    
For simplicity reasons, we use the following three idealized rules in describing our firefly algorithm: (i) all fireflies 
are unisex so that one firefly will be attracted to other fireflies regardless of their sex; (ii) an important and interesting 
behavior of fireflies is to glow brighter mainly to attract prey and to share food with others; (iii) attractiveness is 
proportional to their brightness, thus each agent firstly moves toward a neighbor that glows brighter. 
In contrast with any existing firefly-based solution, our proposed clustering algorithm includes four main steps (Figure 
1–right): Initialization, Fetching, Intimidation, and Polishing. In the initialization step, all sensors have to compute 
their initial brightness. To this end, we define the initial brightness E0 of each sensors as follows: 
ߚௌ଴ ൌ ܧ௥௘௦௜ௗ௨௔௟Ȁܧ௠௔௫                                                                                                                                 (2) 
where Eresidual is the current energy and Emax is the maximum energy (of the sensor battery). At any moment of the 
clustering process, the brightness Es of every sensor s must not fall below a given Emin. This reflects the fact that this 
brightness will fade continuously until it becomes unattractive.  
During the Fetching step, each sensor will iteratively look for the appropriate Cluster Head Candidate (CHC) to which 
it will belong or declare itself a CHC if it fails to find a sensor with higher attractiveness. In each iteration, the sensor 
will select the CHC to which belongs its neighbor k with the highest attractiveness. For instance, this attractiveness is 
not necessary the actual attractiveness of k. Indeed, because not all sensors are mobile as well as because of increasing 
energy consumption incurred from mobility, we are adopting an approach where every sensor promotes its currently 
selected CHC. In every iteration of the Fetching phase, we consider the coefficient J of brightness fading (light 
absorption coefficient in Equation (1)) of a given sensor as the energy consumption calculated according to the 
following Equation6:  
ߛ ൌ ݁ௗܾ݀ఈ ൅݁௧ܾ                                                                                                                                       (3) 
where ed is the energy dissipated, per bit per m2 and et is the energy spent by transmission circuitry per bit. Like in 
other works6, we chose the values 100 x 10-12 and 50 x 10-9 for ed and et respectively. Furthermore, b is the number of 
bits to transmit or receive, d is the distance from transmitter to receiver and D is a constant  ൒ ʹ which depends on the 
attenuation the signal will suffer in that environment. In this paper, we will consider the common values of D = 2 and 
D = 4. The Fetching phase of every sensor will finish once the current attractiveness falls below the threshold Emin.  
In order to balance the size of clusters, our first mechanism is to allow sensors who already decided on their CHs 
to intimidate neighboring peers from joining their clusters. Intimidation happens when sensors belonging to a given 
cluster promote a low attractiveness (zero or a value below a given threshold) to any neighboring sensors willing to 
join the cluster and located at a hop distance greater than a predefined value. For instance, intimidation reflects a 
natural behavior demonstrated by some animals that become aggressive and fight other animals to prevent them from 
joining their group.        
The Fetching and Intimidation phases may result in clusters with a variety of sizes, either because of the competition 
between neighboring CHCs or because of low sensor density in some spatial areas. We, thus, carry out a Polishing 
phase which is actually a macro firefly algorithm that allows small clusters (i.e., which sizes do not exceeding a 
predefined threshold) to be aggregated with other neighboring clusters. In this phase, which is representing our second 
mechanism for balancing cluster sizes, leaf sensors of every cluster will set up their attractiveness based on the number 
of hops they are far from their CHs (Figure 1-left). These sensors must not be among those who already showed earlier 
intimidating behaviors. The calculation of the attractiveness of any cluster A toward a neighboring cluster B is derived 
from the attractiveness of all leaf sensors of A toward neighboring leaf sensors of B and will be calculated as follows:   
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ܣݐݐݎሺܣǡ ܤሻ ൌ  ଵσ ௫೔೙೔స ݊             (4) 
where n refers to the number of pairs of neighboring sensors, one belonging to A and one to B, and xi refers to the 
number of hops that sensor i is away from the CH of A. In the example of Figure 1-left, three clusters (namely A, B, 
and D) are competing to integrate the smallest cluster C. Our Equation (4) leads to the following results: 
Attr(A,C) = ଵଵାଶ ʹ = 2/3 | 0.67, Attr(B,C) = 
ଵ
ଶାଶାଷ ͵ = 3/7 | 0.43, and Attr(D,C) = 
ଵ
ଷାଷ ʹ = 2/6 | 0.34 
The cluster C will thus be merged with cluster A. This result is reasonable since merging C with D will lead to 
sensors located relatively far from the CH of D. Merging cluster C with cluster B has the advantage of securing more 
connectivity. However, it will also lead to sensors a bit far from the CH of B compared to the solution of merging 
cluster C with cluster A. The implementation of our proposed micro and macro FA, that we call FiCA, will follow the 
activity diagram depicted in Figure 1-right. This implementation is executed in a distributed manner by each sensor.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  (left) Macro Firefly Clustering, (right) FiCA (Firefly-based Clustering Approach) activity diagram  
5. SFiCA: Spatial Firefly-based Clustering Approach    
In several applications, including environment monitoring and safety, specific spatial locations are given high 
priority during related decision making process. This is the case, for example, of schools that should be given high 
priority during evacuation when a sudden disaster like earthquake happens. In such cases, the frequency of collecting 
data about events of interest around sensitive locations will become intensive. Consequently, the sizes of clusters 
should be reduced in order to balance processing load and prevent an accelerated depletion of CHs’ energies. We thus 
propose to extend our FiCA algorithm with spatial capabilities that will allow sensors to self-organize into clusters 
based on the semantic of their current locations. The calculation of the attractiveness in our extended algorithm, called 
SFiCA (Spatial FiCA) is done according to the following Equation:  
ߚᇱௌ ൌ ߮ߚௌ଴݁ିఊ௥
మ
          (5) 
where Es0 is the initial brightness as defined in Equation (1) and ߮ is coefficient factor assigned to the sensitivity of 
the location to the event of interest. The more the location is sensitive to the current event, the higher is the coefficient 
߮. This coefficient will ultimately increase the chances of sensors in sensitive areas to become CHs. We will thus 
expect to have more clusters with smaller sizes around the important spatial areas with respect to the event of interest. 
More details about SFiCA and its implementation will be the subject of an upcoming publication.  
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6. Performance evaluation   
In order to test the performance of our approaches FiCA and SFiCA, we created a java-based application from 
which we simulated a randomly deployed WSN. The WSN was modeled by a multiagent system and every sensor is 
represented by a software agent. Our multiagent system was created with the java-based platform Jade. We run 
simulations for FiCA only, for different densities of the network while varying the sensors’ communication ranges. 
Figure 2, Figure 3, and Figure 4 depict the results of the micro FA clustering (left side) and the results of the macro 
FA polishing (right side). As shown is these figures, our FiCA algorithm was able to successfully cluster the WSN. 
The resulting clusters have relatively different sizes. This is particularly because we did not impose any restriction 
about the number of sensors in each cluster. These sizes may become further unbalanced, particularly when 
competition is low (for example in scares networks or when some sensors have much higher attractiveness compared 
to their neighboring).  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.  Simulation of FiCA for 800 randomly deployed nodes (left) micro FA, (right) macro FA 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Simulation of FiCA for 400 randomly deployed nodes (left) micro FA, (right) macro FA 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  Simulation of FiCA for 100 randomly deployed nodes (left) micro FA, (right) macro FA  
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In Figure 2, 800 sensors have been deployed in 600x600 area. The right side of the figure shows the results of the 
polishing phase performed on the clustering results depicted on left side of the figure. Because we set the size of small 
sensors to 3, few merging operations have been performed. This is expected since most of the clusters have sizes more 
than 3 due to the density of the network. In the left sides of Figure 3 and Figure 4 we also depict the results of the 
polishing phases for network densities of 400 and 100 respectively.  
In Figure 5-left, we estimated the effect of communication ranges and sensors’ density on the number of CHs. As 
we can see on this figure, the more we increase the communication range, the more the number of CHs decreases. This 
result is actually expected since by increasing the communication ranges, several sensors and CHs would be attracted 
by other CHs. The result could also be interpreted by the fact that the WSN tends to reach an equilibrium where 
competitive forces between sensors does not allow any furtherer merging between neighboring clusters. Our results 
could be different if we limited the size of clusters to a given threshold. Furthermore, we studied the effects of 
communication ranges and density on the percent of initial and final CHs. To this end, we calculated the number of 
initial CHCs and the number of final CHs. Our results depicted in Figure 5-right show that the percent of final CHs 
obtained from the initial number of CHs for different network densities and different communication ranges tends to 
grow for small densities slower than for higher densities. This percent tends to stabilize when the communication range 
increases. 
Fig. 5. Effect of sensors’ densities and communication ranges on: (left) the final number of CHs (right) the percent of initial and final CHs  
7. Conclusion    
In this paper, we presented a new WSN clustering approach, called FiCA, based on a firefly algorithm. Our 
approach consists of four steps: Initialization, Fetching, Intimidation, and Polishing. During the first three steps, called 
micro clustering, our approach allows CH candidates to attract neighboring peers to their clusters based on initially 
random calculated attractiveness values. During the last step, also called macro clustering, our approach allows small 
neighboring clusters to be aggregated. Because of the fading of CHs’ attractiveness, the clustering process will always 
stop and prevent the creation of large clusters, particularly when the density of the network is high. We also presented 
an approach called SFiCA where spatial contextual data could be taken into consideration to increase the spatial 
awareness of sensors and improve their decision-making process.  
The implementation of our FiCA algorithm demonstrated promising results in terms of cluster distribution. 
Nevertheless, some performance issues still need to be fixed. In addition to this ongoing work, we are planning to 
implement the SFiCA algorithm and then compare the performance of both algorithms with some existing clustering 
algorithms, including LEACH. We are also working on modifying our firefly approach by allowing sensors to attract 
other sensors based on additional criteria, such as their energy, semantics, and quality of their services. This is actually 
going to reflect the idea that clusters will compete to attract the best (also strongest) peers, which are not necessarily 
the closest ones.  
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