Abstract− Let (S 1,i , S 2,i ) ∼ i.i.d p(s 1 , s 2 ), i = 1, 2, . . . be a memoryless correlated partial side information sequence. In this work we study channel coding and source coding problems, where the encoder is informed with the encoder's side information (ESI, S 1 ) and the decoder is informed with the decoder's side information (DSI, S 2 ), and additionally, either the encoder or the decoder is also informed with a version of the other's side information with a rate limited toR s . We derive six special cases of channel coding and source coding problems and we provide a single-letter characterization for the capacity or the rate distortion function for the different cases. We then present a duality between the channel capacity and the rate distortion for the cases we study.
I. INTRODUCTION
Channel capacity with state information, source coding with side information and the duality between them were subjects of interest for many researchers throughout the years. Shannon [1] presented the capacity for a channel with causal CSI at the transmitter. Gelfand and Pinsker [2] presented the capacity for a channel with non-causal CSI at the transmitter. Heegard and El Gamal [3] presented a model of a state dependent channel, where the transmitter is informed with CSI at a rate limited to R e and the receiver is informed with CSI at a rate limited to R d . They have presented a tight achievability for the capacity of the following cases: a) no CSI at the encoder and the decoder, b) fully informed encoder and decoder, c) full CSI at the encoder and no CSI at the decoder (the Gelfand-Pinsker problem), and d) full CSI at the decoder and R e rate limited CSI at the encoder. Steinberg [4] presented the capacity for a channel class where the encoder is informed with full CSI and the decoder is informed with CSI at a rate limited to R d . Cover and Chiang [5] presented the capacity for a class of channel with two sided state information, where the encoder is informed with its local state information S 1 and the decoder is informed with its local state information S 2 , and S 1 , S 2 are correlated. Keshet, Steinberg and Merhav [6] presented a detailed subject review on channel coding with state information. The papers [3] , [4] and [5] are altogether strongly related to the current work and provide a basis for the forthcoming conclusions. With regard to source coding, in their landmark paper, Wyner and Ziv [7] presented the rate distortion for the case where the decoder is informed with full side information, and the encoder is informed with no side information. Cover and Chiang [5] presented a model of a rate distortion problem where the encoder is informed with S 1 and the decoder is informed with S 2 , and S 1 , S 2 are correlated. Kaspi [8] presented the rate distortion for the case that there are two users (encoders) trying to communicate between them in a consecutive way. The problem mode presented in Kaspi's paper is a general case of two of the source coding problems presented in this paper, and one can directly derive the rate regions for these two problems from [8, Theorem I] . Causal source coding was first introduced by Neuhoff and Gilbert [9] and was studied also by Weissman and Merhav [10] , Weissman and El Gamal [11] and others. The duality between the channel coding and the source coding was first mentioned by Shannon [12] . Since that significant paper, this duality was studied by many, and included the duality between the Wyner-Ziv and GelfandPinsker problems [13] . Cover and Chiang [5] presented in their work the duality for some fundamental channel capacity and rate distortion problems, and the duality for the two general cases mentioned above (the channel capacity or rate distortion with two sided state information). Let us denote the encoder side information as ESI and the decoder side information as DSI. For the channel coding problems, for the convenience of the reader, we will also refer to the transmitter as the encoder, the receiver as the decoder and state information as side information. Hence, the notations ESI and DSI also hold for channel coding problems. In this paper we will examine three cases of channel coding problems (see Figure 1 ) and three cases of source coding problems (see Figure 2) . In all six cases the encoder and the decoder are each informed with their own local state (or side) information (ESI and DSI, respectively), where the ESI and DSI are correlated. In addition, one of the users' side information is increased with a rate limited version of the other user's side information (i.e., either rate limited ESI at the decoder or rate limited DSI at the encoder). We will present the information-theoretic duality between the channel coding and the source coding cases, and provide a single-letter solution for each case.
II. PROBLEM SETTING
In this section we will describe and formally define three cases of channel coding problems and three cases of source coding problems. All six cases are presented in Figures 1  and 2 
and since there is no feedback, it follows that
Problem Formulation. For the channel K, consider the following channel coding problem cases:
• Case 1 The encoder is informed with the ESI (S n 1 ) and the decoder is informed with the DSI (S n 2 ) and rate limited ESI.
• Case 2 The encoder is informed with the ESI (S n 1 ) and rate limited DSI and the decoder is informed with the DSI (S n 2 ).
• Case 2 C The encoder is informed with the causal ESI (S i 1 at time i) and rate limited DSI and the decoder is informed with the DSI (S n 2 ) (this case is similar to case 2, except for the causal ESI).
All cases are presented in Figure 1 .
, for the channel K consists of two encoding maps and one decoding map, as described for each case: Case 1: Encoding maps
and a decoding map
Case 2: Encoding maps
Case 2 C : Encoding maps
The rate pair (R,R s ) of the code (n, M,M j ) is defined as
The average probability of error P
where the index W is chosen according to a uniform distribution over the set W. A rate pair (R,R s ) is said to be achievable if there exists a sequence of (2 nR , 2 nRs , n) codes such that the average probability of error P (n) e → 0 as n → ∞.
Definition 3.
The capacity of the channel C(R s ) is the supremum of all R such that the rate pair (R,R s ) is achievable.
B. Definitions and Problem Formulation -Source Coding with Side Information
Throughout this article we use the regular definitions of rate distortion as presented in [14] .
Definition 4. The source sequence {X
. . } are discrete random variables drawn from the finite alphabets X , S 1 and S 2 respectively. The random variables
. LetX be the reconstruction alphabet, and d x : X ×X → [0, ∞) be the distortion measure. The distortion between sequences is defined in the usual way
Problem Formulation. For the source X, the ESI S 1 and the DSI S 2 , consider the following source coding problem cases:
• Case 1 C The encoder is informed with the ESI and the decoder is informed with the causal ESI (S i 2 at time i) and rate limited ESI (this case is similar to case 1, except for the causal DSI).
All cases are presented in Figure 2 .
for the source coding cases illustrated in Figure 2 contains two encoders, a single decoder and a distortion constraint as described for each case: Case 1: Encoding maps
Case 1 C : Encoding maps
The distortion constraint for all three cases is:
The rate pair (R,R s ) of the (n, M,M j , D) code is defined as
For a given distortion D and for any > 0, the rate pair (R,R s ) is said to be achievable if there exists a (n, 2 nR , 2 nRs , D + ) code for the rate distortion problem.
Definition 6. For a givenR s and distortion D, the opera- D) is the infimum of all R, such that the rate pair (R,R s ) is achievable.
III. MAIN RESULTS
Here we present the main results of this paper. We will first present the results for the channel coding cases, then the main results for the source coding cases and finally we will present the duality between them.
A. Main Results -Channel Coding with Side Information
For a channel with two sided state information as presented in Figure 1, where (S 1,i , S 2,i ) ∼ p(s 1 , s 2 ) , the capacity is as follows Theorem 1 (The capacity for the cases in Figure 1 
Case 2: The encoder is informed with the ESI (S n 1 ) and rate limited DSI and the decoder is informed with the DSI (S n 2 ),
Case 2 C The encoder is informed with causal ESI (S i 1 at time i) and rate limited DSI and the decoder is informed with the DSI (S n 2 ),
For j ∈ {1, 2}, some joint distribution p(s 1 , s 2 ,s j , u, x, y) and (U,S j ) -some auxiliary random variables with bounded cardinality.
Lemma 1.
For all three channel coding cases described in this section, and for j ∈ {1, 2}, the following statements hold
(ii) It is enough to take X to be a deterministic function of (U, S 1 ,S j ) to evaluate C j .
B. Main Results -Source Coding with Side Information
For the problem of source coding with side information as presented in Figure 2 , the rate distortion function is as follows:
Theorem 2 (The rate distortion function for the cases in Figure 
I(U ; X, S1|S1). (18)
Case 2: The encoder is informed with the ESI (S n 1 ) and rate limited DSI and the decoder is informed with the DSI (S n 2 ), (ii) It is enough to takeX to be a deterministic function of (U, S 2 ,S j ) to evaluate R j .
C. Main Results -Duality
We now investigate the duality between the channel coding and the source coding for the cases in Figures 1  and 2 . with the following transformation it is noticeable that channel coding cases 1, 2, 2 C are dual to the source coding cases 2, 1, 1 C , respectively. The left column correspond with channel coding and the left column with source coding. Let j,j ∈ {1, 2},j = j, and consider the transformation:
then, the duality between the channel coding and the source coding cases is evident. This transformation is an extension of the transformation provided in [5] . Note that while the channel capacity formula in case j and the rate distortion function in casej are dual to each other in the sense of maximization-minimization, the corresponding ratesR s are not dual to each other in this sense. i.e., one would expect to see an opposite inequality (≥ ↔ ≤) for dual cases, but instead, we have the inequality is in the same direction (≤ ↔ ≤) in theR s formulas. The duality in the side information ratesR s , then, is in the sense that the arguments in the formulas for the dualR s are dual. This exception is due to the fact that while the Gelfand-Pinsker and the Wyner-Ziv problems for the main channel or the main rate distortion problems are dual, the Wyner-Ziv problem for the side information stays the same, the only difference is the input and the output.
IV. PROOF OF THEOREM 1 CASE 2
In order to solve this problem we have solve first a WynerZiv problem for the side information, where the state encoder is the W-Z encoder, the encoder is the W-Z decoder and S 1 is the W-Z side information at the decoder. Then, we have to solve a Gelfand-Pinsker problem for the main channel, where (S 1 ,S 2 ) is the G-P side information at the encoder and we consider (Y, S 2 ,S 2 ) to be the output of the G-P channel.
Achievability: 
nR s } into 2 nRs random bins. Let j denote the index assigned to the bin B s (j).
and uniformly distribute the sequences U n (l), l ∈ {1, 2, . . . , 2 nR u } into 2 nR random bins. Let w denote the index assigned to bin B u (w). Reveal the codebooks and the content of the bins to all encoders and decoders. Encoding
are jointly typical. Upon finding such aS n 2 (k), the state encoder stops searching and sends the index j of the bin B s (j), whereS 2 (k) is located. If no such k exists, the state encoder declares an error. 2) Encoder: Given the message W = w, sequence S n 1 and the index j, the encoder will look for ã S
. If a unique suchS n 2 (k) is found, the encoder will look inside the bin B u (w) (the bin that corresponds with the message w) for a
Otherwise, if the encoder is not able to find either a unique U n (l) or a uniqueS n 2 (k), it declares an error.
If it finds a unique such U n (l), it declares the message to be the indexŵ = w of the bin B u (w), where U n (l) is located. Otherwise, if it cannot find a unique such sequence, it declares an error.
Analysis of the probability of error
Without loss of generality, let us assume that the message W=1 was sent, and the indexes that correspond with the given W = 1, S
Define the following events:
The probability of error P (n) e is upper bounded by P n e ≤ P (E 1 )+P (E 2 )+P (E 3 )+P (E 4 ). Using standard arguments, and assuming that (S n 1 , S n 2 ) ∈ T (n) (S 1 , S 2 ) and that n is large enough, we can state that 1)
The probability that there is no k ∈ {1, 2, . . . ,
is strongly jointly typical is exponentially small provided that R s > I(S 2 ;S 2 ) + . This follows from the standard rate distortion argument that 2 
the probability that there is anotherS
in the bin B s (J) that is strongly jointly typical with S n 1 is bounded by the number ofS n 2 (k)'s in the bin times the probability of joint typicality. Therefore, if R s > I(S 2 ;S 2 ) − I(S 1 ;S 2 ) + then P (E 2 ) → 0. Furthermore, using the Markov chainS 2 − S 2 − S 1 we can see that the inequality can be presented as R s > I(S 2 ; S 2 |S 1 ).
3) We use here the same argument we used for P (E 1 );
By the covering lemma we can state that the probability that there is no U n (l) in the bin B u (1) that is strongly jointly typical with S
The probability that there is another
. This follows the standard channel capacity argument that one can distinguish at most
. This shows that for rates R andR S as described, and for large enough n, the error events are of arbitrarily small probability. This concludes the proof of the achievability for the channel coding Case 2.
Converse: Fix a rateR s and a sequence of codes (2 nR , 2 nRs , n) that achieve capacity. By Fano's inequality, 
where (a) follows from the fact that S 2,i is independent of (S 
where
(b) follows from the mutual information properties and (c) follows from the Csiszár sum identity. By using the Csiszár sum on (47) and (48), we get
and therefore, from (45) and (46)
Using the convexity ofR s and Jansen's inequality, the standard time sharing argument for R and the fact that n → 0 as n → ∞, we can conclude that
R ≤I(U ; Y, S 2 |S 2 ) − I(U ; S 1 |S 2 ).
Notice that the Markov chainsS 2 − S 2 − S 1 and U − (S 1 ,S 2 ) − S 2 hold. This concludes the converse, and the proof of Theorem 1 Case 2.
