Abstract. Efficient numerical algorithms are proposed for a class of forward-backward stochastic differential equations (FBSDEs) connected with semilinear parabolic partial differential equations. As in [J. Douglas, Jr., J. Ma, and P. Protter, Ann. Appl. Probab., 6 (1996), pp. 940-968], the algorithms are based on the known four-step scheme for solving FBSDEs. The corresponding semilinear parabolic equation is solved by layer methods which are constructed by means of a probabilistic approach. The derivatives of the solution u of the semilinear equation are found by finite differences. The forward equation is simulated by mean-square methods of order 1/2 and 1. Corresponding convergence theorems are proved. Along with the algorithms for FBSDEs on a fixed finite time interval, we also construct algorithms for FBSDEs with random terminal time. The results obtained are supported by numerical experiments.
Introduction. Forward-backward stochastic differential equations (FBSDEs)
have numerous applications in stochastic control theory and mathematical finance (see, e.g., [7, 5, 9, 25, 12] and references therein). Consider an FBSDE of the form
dX = a(t, X, Y )dt + σ(t, X, Y )dw(t), X(t 0 ) = x, (1.1) dY = −g(t, X, Y )dt − f (t, X, Y )Zdt + Z dw(t), Y (T ) = ϕ(X(T )). (1.2)
Here X = X(t) and a = a(t, x, y) are d-dimensional vectors; σ = σ(t, x, y) is a d × nmatrix; Y = Y (t), g = g(t, x, y), and ϕ = ϕ(x) are scalars; Z = Z(t) and f = f (t, x, y) are n-dimensional vectors; and w(t) is an n-dimensional {F t } t≥0 -adapted Wiener process, where (Ω, F, F t , P ), t 0 ≤ t ≤ T, is a filtered probability space. It is known (see, e.g., [1, 11, 19, 25, 12] and also references therein) that there exists a unique {F t } t≥0 -adapted solution (X(t), Y (t), Z(t)) of the system (1.1)-(1.2) under some appropriate smoothness and boundedness conditions on its coefficients.
Due to the four-step scheme from [11] (we recall it in the next section), the solution of (1.1)-(1.2) is connected with the Cauchy problem for the semilinear partial differential equation (PDE): In turn the corresponding solution of the semilinear PDE has a probabilistic representation using the FBSDE (1.1)-(1.2), which is a generalization of the Feynman-Kac formula (see, e.g., [22, 20, 19, 21, 25, 12] ). Our aim is to find an effective numerical algorithm for solving (1.1)-(1.2) in the mean-square sense. Not many works have been devoted to numerical integration of FBSDEs, but let us mention [4, 6, 2, 3] . Among these works, the present paper is most closely connected with [6] . As in [6] , we exploit the four-step scheme for numerical solution of (1.1)-(1.2). Unlike [6] , we use another approach for numerical solution of the corresponding semilinear PDE (1.3)-(1.4), which is developed in [14] (see also [16, 17, 18] ).
The most significant distinction between our paper and [6] consists of numerical evaluation of Z. According to the four-step scheme, Z is expressed through first derivatives of the solution u(t, x) to (1.3)-(1.4) with respect to x i , i = 1, . . . , d, while finding X and Y of (1.1)-(1.2) requires knowledge of u only. In [6] the authors write a system of semilinear PDEs for u and ∂u/∂x i , i = 1, . . . , d, and solve it numerically in order to simulate then X, Y, and Z. This approach is rather expensive from the computational point of view. We approximate the derivatives by finite differences; thus we need to simulate u only. As it is proved in section 3, this approximation gives quite accurate results.
Along with the algorithms for FBSDEs on a fixed finite time interval, we also construct algorithms for FBSDEs with random terminal time. To the authors' best knowledge, numerical solution of FBSDEs with random terminal time is considered for the first time. Let us note that in this case the approach of [6] leads to a complicated system of boundary value problems whose numerical solution is less effective than the algorithms proposed here.
For clarity of exposition, we state and prove our results for the one-dimensional case (d = 1, n = 1) although it is not difficult to generalize them to any dimension. However, since the obtained algorithms require simulation of nonlinear PDEs, they can realistically be used in practice for solving FBSDEs with forward equation of dimension three or lower (d ≤ 3). At the same time, the variable Y can be of a high dimension; in such a case we shall deal with a system of semilinear parabolic PDEs instead of (1.3)-(1.4).
Let us note that in [6] a more general FBSDE than (1.1)-(1.2) is considered; it is connected with quasi-linear parabolic equations. We will consider this case in a separate publication.
In section 2 we recall the four-step scheme due to [11] and the probabilistic approach to numerical solution of the Cauchy problem (1.3)-(1.4) from [14] (see also [18] ). In section 3 we obtain some results concerning accuracy of approximating derivatives ∂u/∂x i by finite differences. In section 4 we prove the mean-square convergence of the Euler method for FBSDEs when using the approximations of u and ∂u/∂x given in the previous two sections. Sections 5 and 6 are devoted to FBSDEs with random terminal time (see e.g., [19, 25] and references therein). In these sections we have to consider the Dirichlet boundary value problem for semilinear parabolic PDEs instead of (1.3)-(1.4). For solving the Dirichlet problem we use the probabilistic approach again [16, 18] , and for simulating solutions of FBSDEs with random terminal time we use the approximations of SDEs in space-time bounded domains [15, 18] . We also consider the case of unbounded random terminal time, which is connected with the Dirichlet boundary value problem for semilinear elliptic PDEs. The results obtained are supported by numerical experiments which are presented in section 7.
Preliminaries.
2.1. Four-step scheme for solving FBSDEs. First we recall the four-step scheme for solving FBSDE (1.1)-(1.2) [11] . Assume that the solution u(t, x) of the Cauchy problem (1.3)-(1.4) is known. Consider the following SDE:
Let X(t) = X t0,x (t) be a solution of the Cauchy problem (2.1). Introduce
It turns out that (X(t), Y (t), Z(t)) defined by (2.1)-(2.2) is the solution of the FBSDE (1.1)-(1.2). Indeed, it is {F t } t≥0 -adapted and (1.1) is evidently satisfied. To verify (1.2), it suffices to apply Ito's formula to Y (t) = u(t, X t0,x (t)).
Layer methods for
PDEs. Now we recall layer methods for solving the problem (1.3)-(1.4) due to [14] (see also [18] ). For simplicity in writing, we restrict ourselves to a one-dimensional version of the problem (d = 1, n = 1). Introducing
The solution to this problem is supposed to exist, be unique, be sufficiently smooth, and satisfy some conditions on boundedness. One can find theoretical results on this topic in [10, 23, 8, 24] (see also references therein). For convenience, we shall assume throughout the paper that the standing assumptions of [6] are fulfilled. We prefer to state them here in a less specific way since different numerical methods will require, e.g., different levels of smoothness of the coefficients. Assumption 2.1 ensures the existence of a unique bounded solution u(t, x) with bounded derivatives up to some order. We note that these assumptions are more than necessary (for instance, other types of assumptions are given in [14] (see also [18, pp. 419 , 422])), and the methods constructed in this paper can be used under broader conditions.
We introduce a time discretization; to be definite let us take the equidistant one:
Layer methods proposed in [14] (see also [18] 
where X t k ,x (s) is the solution of the Cauchy problem for the SDE
Exploiting the weak Euler scheme, the following layer method is constructed [14, 18] :
It is proved (see either [14] or [18, p. 420] ) that this method is of order one; i.e.,
where K does not depend on x, h, k.
To obtain a numerical algorithm, we need to discretize (2.7) in the variable x. Consider the equidistant space discretization
where x 0 is a point on R and κ is a positive number; i.e., the step h x of space discretization is equal to κh, where h = h t is the step of time discretization. Using, for instance, linear interpolation, we construct the following algorithm on the basis of the layer method (2.7).
Algorithm 2.2.ū
Algorithm 2.2 is of order one; i.e.,
where K does not depend on x, h, k (see either [14] or [18, p. 423 ] for a proof).
Along with linear interpolation, a spline approximation is also considered and the cubic interpolation with step h x = κ √ h is used to reduce the number of nodes x j (see [14, 18] ). Clearly, both the method and algorithm can be considered with variable time and space steps. Algorithms for the multidimensional parabolic problems (such as (1.3)-(1.4) with d > 1) are available in [14, 18] as well. 
where γ is a positive number and h is the time step which is the same as in (2.9)-(2.10).
The analogous formula is valid if the functionū is substituted byũ. Proof. Since the solution u has bounded third derivatives with respect to x (we assume that the functions from Assumption 2.1 have continuous bounded first derivative with respect to t and second derivatives with respect to x and u including the mixed ones), we have
Now (3.1) immediately follows from the inequality (2.11). Remark 3.2. Analogous to (3.1), we also get
In fact, it is possible to prove a more accurate result than (3.1) or (3.2) for the layer approximationũ from (2.7).
Theorem 3.3. The following formula holds:
where γ is a positive number and h is the time step which is the same as in (2.7).
Proof. Clearly, the pair of functions u(t, x) and v(t, x) := ∂u ∂x (t, x) satisfy the Cauchy problem for two parabolic equations consisting of (2.3)-(2.4) and
To solve the problem (2.3)-(2.4), (3.4)-(3.5), we use a layer method based on a local probabilistic representation. To this aim, introduce the system of SDEs with respect to X and scalars P, Q, R :
where ∂b/∂x, ∂b/∂u, and the other derivatives are known functions of s, X, u(s, X). One can verify that the following local probabilistic representation holds (cf. (2.5)-(2.6)):
The corresponding layer methodũ(t k , x),ṽ(t k , x) is given by the formulas (2.7) forũ whileṽ is found fromṽ
, and the notation ∂b k /∂x means
) and so on. The layer method (2.7), (3.8) for the system (2.3)-(2.4), (3.4)-(3.5) is of order one. The order of convergence can be proved due to [18] if we assume that the functions from Assumption 2.1 have continuous bounded second mixed derivatives with respect to t, x and t, u and third derivatives with respect to x and u including the mixed ones. This also implies thatũ(t k , x) has, in particular, a continuous bounded third derivative with respect to x.
Further, it is straightforward to verify
Thus we get
Sinceũ(t k , x) has a bounded third derivative with respect to x, we obtain
The formulas (3.9) and (3.10) imply (3.3).
Remark 3.4. We have not succeeded in a rigorous proof of the relation
forū(t k , x) from Algorithm 2.2. At the same time, we have some heuristic arguments justifying (3.11) . It is possible to obtain the following representation forū(t 0 , x):
Moreover, it is reasonable to consider R(x, h) a function which changes in x slowly or, more exactly, that R satisfies the inequality x j ) ) and the nearest node x i . These distances are random, in a sense, and it is natural to assume that ζ k are independent and identically distributed (i.i.d.) uniformly bounded random variables with zero mean and variance V arζ. Then, due to the central limit theorem, we get
where η is a standard Gaussian random variable. The relation (3.11) follows from (3.12)-(3.14). We also note here in passing that if in Algorithm 2.2 we would put h x = κh 5/4 instead of h x = κh, then it would not be difficult to prove (3.11) rigorously.
In the multidimensional case ((1.3)-(1.4) with d > 1) we use the approximation 
and also Δ k w := w(t k + h) − w(t k ). In practice it is advisable to choose the parameter γ close to the diffusion σ at the point (t k , x).
Consider two numerical schemes for the FBSDE (1.1)-(1.2) with d = n = 1: the Euler scheme
and the first-order scheme
the components Y and Z of the solution to (1.1)-(1.2) are approximated as
where X k is either from (4.2) or (4.3).
Let us note that the first-order scheme (4.3) becomes the Euler scheme in the case of additive noise in (1.1). 
where K does not depend on x, k, and h.
(ii) The scheme (4.3), (4.4) has the first mean-square order of convergence for X and Y ; i.e.,
With respect to the assumption (4.7), see Remark 3.4.
Proof. (i) Let us prove that the Euler scheme satisfies
Assume for a while that the solution u(t, x) to (1.3)-(1.4) is known exactly. Then the coefficients in (1.1) are known functions of t and x and we can apply the standard mean-square Euler schemê
which is of mean-square order 1/2; i.e.,X k from (4.10) satisfies a relation like (4.9). Now we compare X k andX k . To this end, we exploit the fundamental convergence theorem (see [13] or [18, p. 4] ). It states that if a one-step approximationX t,x (t + h) of the solution X t,x (t + h) satisfies the conditions
with p 2 > 1/2 and p 1 ≥ p 2 + 1/2, then the corresponding mean-square method X k has order of convergence p 2 − 1/2; i.e.,
Introduce the one-step approximations corresponding to X k andX k :
It is known [13, 18] thatX from (4.14) satisfies (4.11) with p 1 = 2 and (4.12) with p 2 = 1. Due to Assumption 2.1 and the relation (2.11), we get
and
whence it follows thatX from (4.13) also satisfies (4.11) with p 1 = 2 and (4.12) with p 2 = 1. Then, applying the fundamental convergence theorem, we prove (4.9). Now the rest of (4.5) follows from (2.2), (4.9), (2.11), and (3.1).
(ii) To prove (4.6), we just repeat all the arguments as above. The only difference is that this time we compare the one-step approximation corresponding to (4.3) with the one corresponding to the standard first-order mean-square scheme [18] applied to (1.1), assuming again that u(t, x) is known exactly. We note that the estimate (3.1) is enough to obtain (4.6) but it would imply the mean-square order 1/2 for Z instead of (4.8). At the same time, it is clear that by (2.2), (4.6) together with (4.7) we obtain (4.8).
Remark 4.2. Theorem 4.1 is also valid for other Euler-type methods (e.g., for the implicit Euler method) as well as for other first-order mean-square methods. Further, in the case of additive noise this theorem can be extended to constructive mean-square methods of order 3/2 [18] using second-order methods from [14, 18] for the semilinear parabolic problem (2.3)-(2.4).
Remark 4.3. Let us consider the weak Euler scheme
where ξ k , k = 0, . . . , N − 1, are i.i.d. random variables with the distribution P (ξ = ±1) = 1/2 andū(t k , x) is defined by Algorithm 2.2. It is possible to prove that for a sufficiently smooth function F (x, y) satisfying some boundedness conditions, the Euler method (4.15) and (4.4) is of weak order one; i.e.,
The proof is based on the main theorem on convergence of weak approximations [18, p. 100]. Remark 4.4. It is not difficult to generalize both the numerical algorithm considered and Theorem 4.1 to the case d > 1 using the multidimensional version of the Euler method (4.2) and (4.4), a multidimensional algorithm analogous to Algorithm 2.2 (see [14, 18] ) to solve (1.3)-(1.4), and (3.15) to approximate the derivatives.
FBSDEs with random terminal time.

The parabolic case. Let G be a bounded domain in
, and let Γ = Q \ Q. The set Γ is a part of the boundary of the cylinder Q consisting of the upper base and the lateral surface. Let ϕ(t, x) be a function defined on Γ.
Consider the FBSDE with random terminal time (see e.g., [19, 25] ):
where τ = τ t0,x is the first exit time of the trajectory (t, X t0,x (t)) from the domain Q; i.e., the point (τ , X(τ )) belongs to Γ. A solution to (5.1)-(5.2) is defined as an {F t } t≥0 -adapted vector (X(t), Y (t), Z(t)) together with the Markov moment τ , which satisfy (5.1)-(5.2). This solution is connected with the Dirichlet boundary value problem for the semilinear parabolic equation
Let u(t, x) be the solution of (5.3)-(5.4), which is supposed to exist, be unique, and be sufficiently smooth. One can find many theoretical results on this topic in [10] (see also references therein and in [16, 18] ). To be definite, we assume here that the conditions like Assumption 2.1 together with sufficient smoothness of the boundary ∂G and of the function ϕ are fulfilled.
Consider the following SDE in Q:
X, u(t, X))dt + σ(t, X, u(t, X))dw(t), X(t
with random terminal time τ which is defined as the first exit time of the trajectory (t, X t0,x (t)) of (5.5) from the domain Q. Introduce
Clearly, the four-tuple (X t0,x (t), Y (t), Z(t), τ) is a solution of (5.1)-(5.2).
In what follows we restrict ourselves to the one-dimensional version of (5.1)-(5.2) (d = 1, n = 1). Introducing In [16] (see also [18] ) we propose a number of algorithms for solving the problem (5.7)-(5.8). As an example, let us recall one of them. Consider an equidistant space discretization with a space step h x (recall that the notation for time step is h):
b(t, x, y) := a(t, x, y) + f (t, x, y)σ(t, x, y),
The algorithm has the following form.
Algorithm 5.1.ū
unique roots of the quadratic equations
It is proved in [16] (see also [18, p. 475] ) that if the value of h x is taken equal to κh with κ being a positive constant, then
To construct Z due to (5.6), we need an approximation of ∂u/∂x. To this end, we propose to use the formulas (cf. (3.1))
Most probably, the accuracy in (5.12)- (5.14) is O(h) rather than O(h 1/2 ), but we have not investigated this issue in detail.
Let us note that if we apply the method of differentiation to the boundary value problem (5.7) 
α, ϕ(t, α)).
Thus, in the case of FBSDEs with random terminal time the approach of [6] leads to a complicated system of boundary value problems.
The elliptic case.
The random terminal time in FBSDE (5.1)-(5.2) is bounded by the time T. Now we consider FBSDEs with unbounded random terminal time. Let G be a bounded domain in R d and Q = [0, ∞) × G be a cylinder in R d+1 . Consider the FBSDE with random terminal time (see e.g., [19, 25] (5.16) where τ = τ x is the first exit time of the trajectory X x (t) from the domain G; i.e., the point X(τ ) belongs to the boundary ∂G of G. A solution to (5.15)-(5.16) is defined as an {F t } t≥0 -adapted vector (X(t), Y (t), Z(t)) together with the Markov moment τ , which satisfy (5.15)-(5.16). This solution is connected with the Dirichlet boundary value problem for the semilinear elliptic equation
Let u(x) be the solution of (5.17)-(5.18), which is supposed to exist, be unique, and be sufficiently smooth. Consider the following SDE in G:
with random terminal time τ which is defined as the first exit time of the trajectory X x (t) of (5.19) from the domain G. Introduce
Clearly, the four-tuple (X x (t), Y (t), Z(t), τ) is a solution of (5.15)-(5.16). Note that in the one-dimensional case the problem (5.17)-(5.18) is the boundary value problem just for a second-order ordinary differential equation whose numerical solution does not cause any problem. To solve (5.17)-(5.18) for d > 1, one can use finite-difference methods or apply a multidimensional layer method analogous to (5.9)-(5.10) (see [16, 18] ) using ideas of the relaxation method.
Numerical integration of FBSDEs with random terminal time.
Trajectories (t, X(t)) of the SDE (5.1) belong to the space-time bounded domainQ, and a corresponding approximation (ϑ k , X k ) should possess the same property. It is obvious that, e.g., the standard Euler scheme (4.2) does not satisfy this requirement and specific methods are needed. Such approximations were proposed in [15] (see also [18] ). In the one-dimensional case they take a simpler form, which is presented below. We note that here the notation differs partly from that used in [15, 18] .
Consider the one-dimensional SDE Algorithm 6.1 (random walk over small space-time rectangles). Choose a time step h > 0 and numbers 0 < ε ≤ 1 and L > 0.
Step β) ; otherwisē τ t,x = ϑ ν and ξ t,x is the end of the interval [α, β] nearest to X ν .
Step 2. Put k := k + 1. Simulate the first exit point (θ k , w(
Go to Step 1.
The sequence (ϑ k , X k ) obtained by Algorithm 6.1 is a Markov chain stopping at the Markov moment ν in the neighborhood Γ λh (1−ε)/2 of the boundary Γ. At each
i.e., the chain belongs to the space-time bounded domain Q with probability one. The simulated points (ϑ k , X k ) are close in the mean-square sense to (ϑ k , X(ϑ k )), and the point (τ t,x , ξ t,x ) is close to (τ t,x , X(τ t,x ) ). It is proved in [15, 18] that
where the constant K is independent of h, k, t, x and c h tends to a positive constant independent of L as h → 0. We note that the accuracy of the algorithm depends on the choice of h, ε, and L. Clearly, we reach higher accuracy by decreasing h and/or ε and increasing L. Algorithm 6.1 in its turn requires an algorithm, which is considered below, for simulating the first exit point (θ, w(θ)) of the process (s, w(s)), s > 0, from the rectangle Π h . Let W (s) be a one-dimensional standard Wiener process and let τ be the first exit time of W (s) from the interval I 1 = [−1, 1]. Then the following formulas for the distribution and density of τ take place: (6.5) and
The formulas (6.5) and (6.7) are suitable for calculations under big t, and the formulas (6.6) and (6.8) are suitable for small t. See further computational details in [15, 18] .
For the conditional probability
where −1 < μ ≤ 1, the following equalities hold [15, 18] :
Note that the series (6.9) and (6.10) are of the Leibniz type, the formula (6.9) is convenient for calculations under big t, and the formula (6.10) is convenient for small t. We draw attention to the denominator (1 − P(t)) in (6.9) which is close to zero for t 1. But it is not difficult to transform (6.9) to a form suitable for calculations. See further computational details in [15, 18] . Algorithm 6.2 (simulating exit point of (t, W (t)) from space-time rectangle Π [15, 18] ). Let ι, ν, and γ be independent random variables. Let ι be simulated by the law P (ι = −1) = P(l), P(ι = 1) = 1 − P(l), let ν be simulated by the law P (ν = ±1) = 
otherwise, when ι = 1, the point (τ , ξ) belongs to the upper base of Π and 
where (τ , ξ) is simulated by Algorithm 6.2, has the same distribution as (θ, w(θ)). Algorithm 6.1 together with Algorithm 6.2 and Corollary 6.3 gives the constructive procedure for modeling the Markov chain (ϑ k , X k ) which approximates trajectories (t, X(t)) of the SDE (6.1) in the space-time bounded domain Q.
Remark 6.4. In the one-dimensional case one can construct a random walk which terminates on the boundary Γ rather than in a boundary layer. Indeed, fix a sufficiently small h > 0 and define the function ρ(t, x; h), (t, x) ∈ Q, in the following way. If Π(t, x; h) ∈ Q, set ρ ≡ ρ(t, x; h) = h. Otherwise, find ρ(t, x; h) < h such that Π(t, x; ρ) touches the boundary Γ; i.e., either t + ρ = T or one of the ends of the interval I(t, x; ρ) coincides with α or β. At each iteration of the algorithm we find
In comparison with Algorithm 6.1, the algorithm of this remark allows us to simulate a one-dimensional space-time Brownian motion (s, w(s)) exactly. We note that this algorithm cannot be generalized even to the two-dimensional case, while Algorithm 6.1 is available for any dimension [15, 18] . Now we are in position to propose a numerical algorithm for solving the FBSDE with random terminal time (5.1)-(5.2). Letū(t k , x) be defined by Algorithm 5.1 and Δū Δx (t k , x) by (5.12)-(5.14). Further, we defineū(t, x) by linear interpolation as 
The algorithm also gives us the approximation (τ t,x , ξ t,x ) for the first exit point (τ t,x , X t,x (τ t,x )) of the trajectory (s, X t,x (s)) from Q. Further, we compute the components Y and Z as
It is possible to prove (cf. (6.4) and (6.12)-(6.13)) that whence it follows that (7.8) satisfies (7.7). Thus, the solution of (7.1)-(7.2) is this example we restrict simulation to the space interval [−20, 20] . To check that this truncation does not affect accuracy, we performed control simulation for the interval [−30, 30] . Figure 1 presents a comparison of the exact sample trajectories X(t), Y (t), Z(t) found due to (7.10) and the approximate trajectories obtained by the Euler scheme (4.2) and (4.4). Table 1 gives errors in simulation of the test problem (7.1)-(7.2) by the Euler scheme (4.2) and (4.4). The "±" reflects the Monte Carlo error only; it does not reflect the error of the method. More precisely, the averages presented in the table are computed in the following way: The algorithms from section 6 were tested on the FBSDE with random terminal time (7.11)-(7.12). The tests supported the obtained theoretical results.
