Abstract. We present a preprocessing algorithm for SAT, based on the HypBinRes inference rule, and show that it does not improve the performance of a DPLL-based SAT solver with conflict recording. We also present evidence that the ineffectiveness of the preprocessing algorithm is the result of interaction with the branching heuristic used by the solver.
Introduction
Propositional satisfiability (SAT) is the archetypal NP-complete problem [3] . It is possible to solve a wide range of problems from classes such as constraint satisfaction [18] , quasigroup completion [19] , and model checking [2] , by encoding them into SAT and solving the SAT representation of the problem. In this paper we assume that SAT problem instances are given in conjunctive normal form (CNF), where a formula is the conjunction of a set of clauses. Each clause consists of a disjunction of literals, where a literal is either an atom or its negation.
The fastest available complete SAT solvers (such as Chaff [15] ) use variants of the DPLL [5, 4] search algorithm for SAT. These solvers typically augment the search procedure with two fast inference techniques: unit propagation (included in the original DPLL algorithm) and conflict clause recording [14] .
In this paper we present a preprocessor for complete SAT solvers, based on a binary clause inference rule called HypBinRes [1] . We show that this preprocessor does not improve the performance of Chaff, and give evidence that this is due to interaction with the branching heuristic used by Chaff.
HypBinRes Preprocessing
HypBinRes (or hyper-binary resolution) is a rule for inferring binary clauses. These binary clauses are resolvents of the original formula, but applying the HypBinRes rule can discover these binary consequences more efficiently than resolution. We first define the HypBinRes rule and discuss its implementation as a preprocessor for a SAT solver, and then give experimental results that demonstrate that HypBinRes preprocessing is ineffective at improving the performance of Chaff on a wide range of SAT instances.
The HypBinRes Rule
Given the literals a 1 , . . . , a n and h, where a i is the complement of a i , an example of applying HypBinRes is:
More formally, given a clause of the form (a 1 ∨ · · · ∨ a n ) and a set of n − 1 satellite clauses of the form (a i ∨ h) each containing a distinct a i ∈ {a 1 , . . . , a n }, we can infer the clause (a x ∨ h) where a x ∈ {a 1 , . . . , a n } and a x = a i for all i = x. This inference rule, called HypBinRes, corresponds to a series of binary resolution [16] steps resulting in a binary clause, and was defined by Bacchus [1] . It is more efficient to use HypBinRes to infer a set of binary clauses than to use resolution to find the same set of clauses, because resolution may take several steps and generate intermediate resolvent clauses.
De Kleer [6] describes an almost identical resolution rule called H5-3 which also infers binary clauses. The H5-3 rule differs by restricting operation to inference on negative satellite clauses, and by not requiring binary satellite clauses in the resolution.
2cls+eq [1] is a complete DPLL-based SAT solver that uses HypBinRes during search. 2cls+eq is unusual in its use of complex reasoning during search, and is the only publically available solver that uses non-unit resolution during search to achieve comparable performance to the fastest conventional SAT solvers. 
Using HypBinRes in a Preprocessor
While 2cls+eq is competitive, it is still outperformed by the best conventional SAT solvers. We decided to examine the effect of HypBinRes as a preprocessor for such a conventional SAT solver. Adding HypBinRes-implied clauses to SAT instances could result in the search space being pruned, and as a result improve runtime performance.
The effect of preprocessing using HypBinRes may vary from problem class to problem class. The constraint satisfaction problem (CSP) is another NPcomplete problem, for which two main SAT encodings exist: the direct encoding [18] , and the support encoding [10] . The support encoding of a CSP instance generally results in better SAT solver runtime performance than the direct encoding, as DPLL on the support encoding enforces arc consistency [11] on the formula. Furthermore, we have previously shown [8] that HypBinRes, when applied to the direct encoding will generate support clauses for the functional constraints in the instance. As a consequence, we might expect improved performance on SAT-encoded CSP instances after preprocessing with HypBinRes.
Experiments with 2cls+eq showed that for many other problem classes, a reasonable number of HypBinRes clauses can be generated during preprocessing. In order to make 2cls+eq perform well, its data structures and heuristics have been designed to interact efficiently with HypBinRes resolution during search. As a result, it is not a particularly efficient solver when used with HypBinRes disabled during search, but the number of inferences made during preprocessing suggested to us the hypothesis that a separate HypBinRes preprocessor would improve the performance of a more conventional SAT solver.
Results
In order to test this hypothesis, we wrote a preprocessor (based on Swan, our SAT solver) to apply HypBinRes. The preprocessor takes as input a file in DIMACS CNF format [7] , and produces as output a CNF file containing the HypBinRes resolvents of the formula in addition to the original clauses. Our implementation of HypBinRes is not the most efficient possible, but the preprocessor performs fast enough that the runtime required by the preprocessor is neglible compared to the solver runtime on most instances. Fig. 1 shows the results of comparing Chaff runtime performance at solving 100 hard random CSP instances using the direct encoding, 2 before and after applying HypBinRes as a preprocessor. The instances included a mix of satisfiable and unsatisfiable problems. Points below the line indicate improved performance resulting from the preprocessing, while those above the line show decreased performance. All times are given in seconds, and all the experiments in this section were carried out on a Pentium III 650 machine with 192MB of RAM.
The overall impact of using HypBinRes as a preprocessor for Chaff is negligible: the geometric mean runtime for the original problem instances is 1.74 seconds, while the corresponding mean for the preprocessed instances is 1.73 seconds (the medians were identical). However, performance on individual problem instances varies greatly, with some problems displaying much better and others much worse performance (with an interquartile range of 2.9s for the original instances and 3.1s for the preprocessed instances).
These results for HypBinRes preprocessing were not confined to SAT-encoded CSP instances, and in fact all problem classes in the SATLIB library [12] display substantially similar behaviour (though there are minor variations). For example, Fig. 2 shows Chaff's performance on 22 quasigroup (Latin squares) problems. The quasigroup problems contain a mix of satisfiable and unsatisfiable instances. In all the instances we examined, the change in runtime was matched by an approximately proportional change in the number of search nodes explored. This suggests that the runtimes were not significantly affected by the increased size of the preprocessed formulae, but were instead determined by the size of the search space explored.
Analysis
Intuitively, while making the inferences required to generate implied clauses must take time and the extra clauses will add some overhead to the search procedure, we would expect the additional clauses to result in a smaller search space. Instead, what we observed was that Chaff sometimes explored a larger search space on a preprocessed formula than on the corresponding original formula. Two possible explanations for this observed behaviour are that the additional clauses interact poorly with the conflict clause generation, and that they interact poorly with the heuristic. Interaction with the conflict clauses is difficult to study, but interaction with the heuristic is more practical to investigate so we examined that first (see Section 3.4 for some results on conflict analysis).
The heuristic used by Chaff is, like many SAT heuristics, based on counting literals. Adding implied clauses is likely to change the relative literal counts by increasing the occurrences of some literals relative to others. If the original heuristic ordering was nearly optimal, this change in relative literal counts may result in degraded performance on the preprocessed formula. Two quasigroup instances which demonstrate the variability in performance are qg3-09, which took 201 seconds to solve before preprocessing and 212 seconds afterwards, and qg5-13, which took 149 seconds to solve before preprocessing and 88 seconds afterwards. If these instances were satisfiable the faster times might simply be explained by the branching heuristic making a fortunate early choice in order to find a single satisfying assignment. However, since both these instances are unsatisfiable, if the branching heuristic is the reason for the the faster times then If these instances were satisfiable the faster times might simply be explained by the branching heuristic making a fortunate early choice in order to find a satisfying assignment. However, both instances are unsatisfiable, so if the branching heuristic is the reason for the performance differences then it must make . Figures 3 and 4 show density plots of the literal counts for these two instances. There are many hundreds of literals in these instances -too many for a bar plot of the literal counts. A density plot shows a smoothed version of the counts, while still displaying interesting features. Differences between the two lines in each plot correspond to differences in the literal count between the original and preprocessed formulae. In both cases it is clear that in each instance the relative literal counts have been altered by the additional clauses, and this effect is proportionally much greater in the case of qg3-09 (which Chaff performed worse on after preprocessing).
The differences between the two plots suggest that poor performance may be the result of the heuristic making poor decisions on the preprocessed formula, due to altered literal counts. It is not possible to be confident on this point based purely on counting literals in the formula, as the actual heuristic decisions in Chaff depend on the conflict clauses generated during search. However, the differences between these two instances and others we studied were enough to motivate further investigation of the interaction between implied clauses and the heuristic.
Isolating the Heuristic
One method for investigating the effect of implied clauses on a heuristic is to prevent the heuristic considering the additional clauses. In other words, if we ensure that only the clauses in the original formula are visible to the heuristic, the additional clauses will not significantly change the decision order. The additional clauses might directly terminate a branch early, or result in new unit propagations, but if a static heuristic is used this will not result in a larger search tree. There is potentially a small negative impact on runtime performance from handling a larger formula.
To achieve this in the context of Chaff, we would have to not only hide the additional clauses from the heuristic, but prevent them from being involved in conflict clause generation (as the heuristic used in Chaff is deliberately biased towards literals appearing in recent conflict clauses). We decided instead to implement implied clause hiding in our own SAT solver Swan (which is easy to modify and does not use conflict recording), by annotating the preprocessed formula with hints identifying the additional implied clauses, and altering the heuristic to stop it counting literals in implied clauses.
Hint syntax
In order to separate the marking of implied clauses from the particular preprocessor or solver implementation being used, we decided to extend the DIMACS CNF format [7] . We did this by giving implied clause "hints" as a comment line in the preamble, of the form c !! hint implied-clause 2 45 47 0, where 2, 45 and 47 are clause numbers. Clauses are assumed to be numbered in the order they appear in the formula, starting at 1. The format is intended to be easy for people to read and modify, and for software to parse. For example, Fig. 5 shows a CNF file in which the clauses (3 ∨ 10) and (3 ∨ 4) have been marked as implied clauses.
Because hints are placed in a comment line, they will be ignored by solvers that have not been modified to interpret the hints. As a consequence of this, a preprocessor that adds implied clauses can include a hint line in its output, and the resulting file still conforms to the DIMACS CNF format specification. Existing SAT solvers, such as Chaff, can be run on the preprocessed formula without modification (the implied clauses will still be used by the solver), while only a relatively simple parsing change is required in order to use the hints. 
Results
We tested implied clause hiding on the same set of quasigroup instances as before, using our modified version of Swan, and two static heuristics (one a static version of the VSIDS heuristic used in Chaff). The two heuristics behaved similarly with respect to the visibility of the implied clauses (though different problem classes performed better with one or the other heuristic).
All times are given in seconds, and all the experiments in this section were carried out on a dual processor Pentium III 750 machine with 1GB of RAM. A timeout of 5 minutes was used for the single solution counting experiments (Figures 6 and 7) , and a timeout of 20 minutes when we configured Swan to count all solutions of the satisfiable instances. Swan failed to solve a number of the instances within the time limit, though in some cases it solved the preprocessed version of those instances.
There are two main points to note from these results: on average, preprocessing a formula with HypBinRes reduced the runtime by more than 50%; and using hints to hide the additional clauses from the heuristic resulted in no performance improvement after preprocessing. We obtained similar results when we configured Swan to count all solutions on the satisfiable instances. When implied clauses were hidden from the heuristic, the search space on the preprocessed problem was no larger than that on the original problem, as expected (though there was occasionally a small runtime penalty). We also ran experiments on the SAT-encoded CSP instances, but Swan was unable to solve many of the instances within the time limit. However, on the instances that Swan was able to solve we observed similar behaviour to the results for the quasigroup instances.
Analysis
HypBinRes generates only binary clauses, which are most likely to contribute to a proof if they are involved in unit propagation. When the implied binary clauses are visible, the heuristic is more likely to make decisions resulting in unit propagation on those clauses, as the literals in the implied clauses will receive higher weightings. The heuristic used by Satz [13] is based on the idea of choosing to assign the literal which will result in the most unit propagations. Bacchus points out that while this heuristic is expensive to compute, given a literal l counting the number of binary clauses containing the negation of l gives the number of unit propagations resulting from assigning l true [1, Observation 6] . The effect on a literal counting heuristic (like those used in Chaff and Swan) of adding HypBinRes clauses will be to give higher priority to assigning those variables which will result in unit propagations (though the value ordering for a particular variable will not be optimal).
These results go some way towards explaining the performance results from Chaff. The heuristic used by Chaff gives precedence to literals appearing in recently generated conflict clauses, so as the search space is explored literals from clauses in the input formula (including those added by HypBinRes) will contribute relatively little to the literal counts. If the search proceeds for long enough, the clauses in the input formula will be effectively ignored in preference to those generated by conflict recording.
However, this explanation cannot completely account for the observed behaviour of Chaff, as on some of the SAT-encoded CSP instance the size of the search space explored by Chaff increased. These larger search spaces must be due either to poor branching heuristic choices early in the search space because of the altered literal counts, or to the generation of different conflict clauses because of the different decisions and unit propagations. 
Further results
In order to determine how much effect the implied clauses were having on the heuristic, we made two further modifications to Swan: first adding a form of conflict analysis, and then quantifying the size of branches pruned by implied clauses.
The conflict analysis uses the implication graph to identify the clauses involved in a conflict, operating in much the same way as the conflict analysis engine in a solver with conflict clause recording. Two differences are that instead of stopping at the first unique implication point (UIP) as Chaff and other similar solvers do, we trace all the way back to the decision variables, and we do not generate a conflict clause. If an implied clause is involved in a conflict, either directly by the current assignment making the clause false, or indirectly by being involved in the sequence of unit propagations that leads to another clause becoming false, then that clause has pruned a branch.
Worth considering is that it might not be necessary to do the full CR in JQuest thing. If the implied clauses are rarely (or never) involved in the conflicts, then they will have no impact on the generated CR clauses. So the experiments to show that implied clauses don't get involved in conflict are the most important. Try and give a proof of this.
Diagram of the traceback mechanism? Quantifying the size of the branch pruned by an implied clause is important because not all pruning will significantly reduce the search space. Given the overhead of generating implied clauses, those clauses are unlikely to significantly improve runtime performance unless they prune large portions of the search space. Fig. 8 shows the start of a search space that might be explored by a DPLL solver, where denotes failure nodes in the search space, and nodes which only fail when implied clauses are added to the original formula. If an implied clause becomes false under the assignment at node a, then the implied clause is involved in the conflict but does not contribute to pruning the search space because node a was already a failure node. Even if an implied clause becomes false under the assignment at node b, the clause does not result in any significant pruning because the successors of b, nodes c and d, were already failure nodes. However, a significant portion of the search space would be pruned if node e became a failure node because of an implied clause.
Our implementations of both the conflict analysis and the branch pruning measurement take a significant amount time to compute, so we do not have results over a large set of benchmarks. The conflict analysis is fast enough that we could examine a number of examples We will present two examples which appear to be typical of those instances which we could study in this way, and which. . . direct0006 and a qg instance.
Related work
Our current preprocessor implementation differs from 2cls+eq in one important respect: it does not perform the EqReduce operation described in [1] . While we could have modified 2cls+eq to operate as a preprocessor, including the EqReduce operation, doing so is not trivial and would limit the possibility of experiments examining the effect of adding EqReduce to HypBinRes. However, Bacchus has since written a preprocessor called Hypre that combines HypBinRes and EqReduce. Hypre can take a long time to run, but substantially improves solver performance on many problems. It can also solve some hard problems without search.
There is little existing work which analyses the reasons for the performance impact of a preprocessing algorithm, so we plan to investigate the interactions between inference and branching heuristics for other inference rules such as length bounded resolution and neighbour resolution. Other popular heuristics may exhibit different behaviour in the presence of additional clauses, so we will also study other heuristics.
We know that there is a relationship between the branching order of DPLL and the ordered resolutions that will prune the search space explored by DPLL [9] . By automating the comparison of the search spaces explored by Swan and combining it with the conflict analysis, we would be able to study the size of the branches pruned by additional clauses for a large set of benchmarks. This would give two pieces of information: whether large subtrees in the search space have been pruned, and if so, by which of the implied clauses. It may be possible to show a correlation between the branching order and the clauses which prune significant portions of the search space, and then to use that correlation to choose which implied clauses to generate and add to the formula.
Based on the density plots ( Figures 3 and 4) it may be possible to automatically determine how many implied clauses to add based on the relative alterations to the literal counts in the formula. If this technique is effective, it may be useful as an automatic measure for the likely effect on relative solver performance resulting from other preprocessing techniques that alter the formula.
Reasoning about the search space explored by a solver with conflict clause recording is difficult, but it would be possible to add clause recording to Swan, and then show which implied clauses contribute to the conflict clause generation. This would make it possible to study the interaction between the clauses added during preprocessing by HypBinRes and those added during search by conflict recording.
Conclusion
The effect of adding implied clauses on SAT solver performance can strongly interact with the branching heuristic used. In particular, using the HypBinRes rule to add clauses can result in Chaff searching a larger search space, with a corresponding increase in the solution time.
By isolating the effect of the additional clauses on the heuristic, we have shown that a DPLL solver without conflict recording such as Swan performs best when the implied clauses are visible to the heuristic. While the variable performance exhibited by Chaff on HypBinRes preprocessed instances could be partially due to interaction with conflict clauses, we have also shown that much of the poor performance on these instances can be explained by the Chaff heuristic ignoring the clauses added by HypBinRes in favour of those generated by conflict clause recording.
