Abstract. Let X be a separable Hilbert space endowed with a non-degenerate centred Gaussian measure γ and let λ 1 be the maximum eigenvalue of the covariance operator associated with γ. The associated Cameron-Martin space is denoted by H. For a sufficiently regular convex function U : X → R and a convex set Ω ⊆ X, we set ν := e −U γ and we consider the semigroup (T Ω (t)) t≥0 generated by the self-adjoint operator defined via the quadratic form
Introduction
This paper is a contribution to the study of infinite dimensional elliptic and parabolic partial differential equations. The basic data are an abstract Wiener space (X, H, γ) and a quadratic form which defines a self-adjoint operator. This is a recent field of research, that finds its main motivation in stochastic analysis and its different applications to mathematical finance, statistical mechanics, hydrodynamics and quantum mechanics. The simplest (still, quite challenging) case is that of a Hilbert space X endowed with a Gaussian measure γ and the Dirichlet form
that defines an Ornstein-Uhlenbeck operator L which in turn generates the associated OrnsteinUhlenbeck semigroup. Here D H denotes the gradient along the directions of Cameron-Martin space H. Much has been done on this subject, see [10, 20, 25, 26, 32, 33] , relying on the available explicit Mehler's formula for the semigroup. In this case, the related stochastic differential equation is the Langevin one, i.e., dX(t) = −X(t) dt + dW H (t),
where W H (t) is a cylindrical Brownian motion. It is natural to look for generalisations of the available results, going in two directions: one is that of replacing γ with a more general measure, the other is that of considering integration on a domain Ω ⊆ X. One of the main properties of Gaussian measures is that they factor according to the orthogonal decompositions of H, and this allows to get explicit formulas when integrating on the whole space X and to perform finite dimensional approximations with increasing sequences of subspaces. Moreover, integrating on a domain requires to deal with boundary conditions (or suitable classes of test functions) that have to be assigned in order to correctly define an operator and the generated semigroup. Introducing a different measure makes the finite dimensional approximation much more delicate and prevents to get explicit formulas even if the problem is studied in the whole space. Restricting to a domain, beside involving boundary conditions that have to be understood, makes still more difficult the infinite dimensional approximation, and in fact, to the best of our knowledge, the only case treated in the literature is that of convex domains, see [1, 5, 6, 7, 11, 13, 17, 19, 30] .
In this paper we consider a log-concave weighted Gaussian measure ν = e −U γ on a separable Hilbert space X. Here γ = N(0, Q ∞ ) is the Gaussian measure with zero mean and covariance operator Q ∞ := −QA −1 where Q is a self-adjoint bounded non-negative and non-degenerate operator on X, A : D(A) ⊆ X → X is a self-adjoint operator such that Ax, x ≤ −ω|x| 2 (ω > 0) and Q ∞ is a trace-class operator with non-negative eigenvalues (λ i ) i∈N . The function U : X → R is convex and sufficiently regular (precise hypotheses are stated in Section 1). We consider the quadratic form
which gives rise to the Kolmogorov operator (formally defined in a variational way through D Ω )
and to the stochastic differential equation
dX(t) = −(X(t) + DU (X(t))) dt + Q

1/2
∞ dW H (t) + boundary terms,
(we do not enter into the details of boundary terms because we shall not come back to the stochastic side, see [5, 6 ] for a precise formulation of the equation (2)). The domain we assign to the quadratic form corresponds heuristically to Neumann boundary conditions for L on ∂Ω, and L generates a strongly continuous semigroup (T Ω (t)) t≥0 (simply denoted by T Ω (t)) in L p (Ω, ν) for 1 ≤ p < ∞. In order to study this semigroup, we proceed with a double approximation. We approximate U via Moreau-Yosida type operators and penalise the characteristic function of Ω in order to state the problem in the whole space, eventually getting the restriction to Ω when the penalisation converges to χ Ω . It is here that the convexity assumption on Ω is essential. Indeed, in infinite dimension there is no available procedure to mimic the standard domain decomposition and partition of unity arguments which are classical in finite dimension. Once the (approximate) problem has been formulated in the whole space, we perform a finite dimensional approximation which provides a quite regular family of semigroups converging to T Ω (t)f in a suitable sense and to which the results of the finite dimensional case can be applied.
As we don't know any smoothing property of T Ω (t) (it is not even known whether T Ω (T ) maps C b (Ω) in C b (Ω))), we exploit the smoothing properties of the approximating semigroups. Indeed, the smoothness of the approximants is the crucial tool for many computations in this paper. Among the most relevant results that follow, there is the pointwise gradient estimate
which holds true for any p ∈ [1, +∞) and f smooth enough, λ 1 being the maximum eigenvalue of the covariance operator Q ∞ . Besides its own interest, estimate (3) represents the key tool in the investigation of many qualitative properties of T Ω (t) and the related invariant measure ν. In the finite dimensional case, gradient estimates similar to (3) are usually obtained by using the Bernstein method, which relies upon a variant of the classical maximum principle (see [28] and the reference therein) that does not have a counterpart in the infinite dimensional case, or by using stochastic techniques, such as the Bismut-Elworthy-Li formula (see [14, 20] and reference therein) and coupling methods (see for example [15, 16, 39] ). On the other hand, in infinite dimensional Wiener spaces some partial results are also available. In the case of a Gaussian measure γ and Ω = X, the classical Mehler's representation formula
gives D H T (t)f = e −t T (t)(D H f ), where the equality has to be meant componentwise, (see [10, Proposition 1.5.6]). Again for the Gaussian measure γ on a convex subset Ω, in [11, Theorem 3.1] it is proved that |D H T (t)f | H ≤ e −t T (t)|D H f | H for any smooth function f . In this case, the idea consists in approximating the parabolic problem with a sequence of finite dimensional parabolic problems and using the factorisation of the Gaussian measure. Clearly, this approach does not work in our case since our measure in general does not decompose as a product of measures on orthogonal subspaces. Finally, the case of a weighted Gaussian measure is also considered in [20] where a version of (3) is proved when Ω = X and the H-derivative is replaced by the Fréchet one. We point out that, in this latter case, the proof of the gradient estimate is based on purely stochastic techniques.
Hence, taking account of the existing literature, estimate (3) represents a generalisation of all the above results and the purely analytical proof we proposed, inspired by an idea due to Bakry andÉmery (see [4] and [38] ), is a novelty in the proofs of gradient estimates.
As announced, the pointwise gradient estimate (3) has several interesting consequences. First of all it yields that the semigroup T Ω (t) is smoothing, in the sense that it is bounded from
, for any p ∈ (1, ∞) and t > 0 as the estimate
reveals. Due to the fact that the Sobolev embedding theorems fail to hold when we replace the Lebesgue measure with another general measure (as the Gaussian one), despite
To give a positive answer, the starting point is the proof of a logarithmic Sobolev inequality for the measure ν which, as in the case of Gaussian measures, implies that the semigroup T Ω (t) is hypercontractive in the L p -spaces related to the measure ν. We also show a Poincaré inequality in L p (Ω, ν) for p ∈ [2, ∞) that together with the hypercontractivity estimate
(Ω, ν) and some p > q, allows us to study the asymptotic behaviour of T Ω (t)f as t → +∞ for f ∈ L p (Ω, ν), p > 1, and to relate it to the behaviour of the derivative |D H T Ω (t)f | as t → +∞. This last result was already known in the finite dimensional setting for evolution operators associated to non-autonomous elliptic operator (see [3] ). These estimates are drawn in a more or less standard way: we have presented sketches of proofs (or even complete proofs) for the convenience of the reader.
Further consequences can be deduced, but these will be hopefully matter of other works.
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Notations
For any k ≥ 0 and n ∈ N, we denote by 
where · ∞ denotes the sup-norm and, for any α ∈ (0, 1), [·] α is the α-Hölder seminorm. We use the subscript "loc" to denote the space of all f ∈ C [k] (R n ) such that the derivatives of order [k] are (k − [k])-Hölder continuous in any compact subset of R n . For any interval J and α, β ≥ 0, we denote by C α,β (J × R n ) the usual parabolic Hölder space. The subscripts "b" and "loc" have the same meanings as above.
We also consider functions defined in infinite dimensional spaces. X denotes a separable Hilbert space endowed with its norm |·| and inner product ·, · , while L(X) denotes the space of bounded linear operators from X to itself, endowed with its operator norm · L(X) .
We define C b (X) to be the space of all functions f : X → R which are continuous and bounded in X. For any k ∈ N, we denote by C k b (X) the space of functions f : X → R which have bounded and continuous Fréchet derivatives up to the order k with norm
where D j denotes the j-th Fréchet derivative operator. Moreover if f : X → R is Lipschitz continuous we set [f ] Lip = sup x,y∈X, x =y |f (x) − f (y)||x − y| −1 . For any f : [0, +∞) × X → R, once an orthonormal Hilbert basis (v i ) i∈N has been fixed, we use the symbols D t f, D i f to denote, respectively, the time derivative of f and the directional derivative of f in the direction of v i . We use the same notation in R n where D i f denotes the directional derivative of f along the i-th vector of the canonical basis of R n . Analogous meaning is given to the symbols D ij f and D ijk f .
For any finite Radon measure µ on X and 1 ≤ p < ∞, the set L p (X, µ) consists of all measurable functions f :
is the space of all µ-essentially bounded functions with norm f ∞ = ess sup x∈X |f (x)|. In a similar way we define the spaces L p (X, µ; X) and L p (X, µ; H 2 ) where H 2 is the space of Hilbert-Schmidt operators and the measurability is meant in Bochner's sense. With p ′ we denote the conjugate exponent of p, i.e., 1/p + 1/p ′ = 1, with the standard convention that 1 ′ = ∞.
Assumptions and preliminary results
We start this section by listing the hypotheses we assume throughout the paper.
is a self-adjoint and non-negative operator with Ker Q = {0}; (ii) A : D(A) ⊆ X → X is a self-adjoint operator satisfying Ax, x ≤ −ω|x| 2 for every x ∈ D(A) and some positive ω; (iii) Qe tA = e tA Q for any t ≥ 0; (iv) Tr(−QA −1 ) < +∞.
Under Hypotheses 1.1 we can consider the Gaussian measure γ with mean zero, covariance operator Q ∞ := −QA −1 and an orthonormal basis (v k ) k∈N of X such that
where (λ k ) k∈N is the decreasing sequence of eigenvalues of Q ∞ . The Cameron-Martin space (H, | · | H ), where
and | · | H is the norm induced by the inner product h, k 
for every h ∈ H and γ-a.e. x ∈ X (see [10, Section 4.5 and Section 5.11] for the basic properties of H-Lipschitz continuous functions). We denote with [F ] H-Lip the best constant C appearing in (1.2). Now, we introduce a notion of derivative weaker than the classical Fréchet one. We say that f : X → R is H-differentiable at x 0 ∈ X if there exists ℓ ∈ H such that
In such a case we set
. In a similar way we say that f is twice H-differentiable at x 0 if f is H-differentiable near x 0 and there exists B ∈ H 2 such that
In such a case we set 
This is equivalent to consider the domain of the closure of the gradient operator, defined on smooth cylindrical functions, in L p (X, γ). We define a weighted Gaussian measure considering a function U : X → R that satisfies the following
The convexity of the function U guarantees that U is bounded from below by a linear function, therefore it decreases at most linearly and by Fernique's theorem (see [10, Theorem 2.8.5]) e −U belongs to L 1 (X, γ). Then we can consider the finite log-concave measure
Notice that γ and ν are equivalent measures, hence saying that a statement holds γ-a.e. is the same as saying that it holds ν-a.e. Moreover the fact that U belongs to D 1,q (X, γ) for any q ∈ [1, ∞) allows us to conclude that the operator
and we may define the space D 1,p (X, ν), p > 1, as the domain of its closure (still denoted by D H ). In a similar way we can define D 2,p (X, ν), p ∈ (1, ∞) (for more details see [12] and [22] ). The Gaussian integration by parts formula
x, v i f dγ, which holds true for any f ∈ FC 1 b (X) and i ∈ N, yields that
. In what follows Ω denotes an open convex subset of X. In this case the spaces D 1,p (Ω, ν) and D 2,p (Ω, ν), p ∈ (1, ∞), can be defined in a similar way as in the whole space, thanks to the following result (proved in [2] in the Gaussian case). 
is the space of the restriction to Ω of the functions in FC
Proof. We just prove that the operator
By Lusin's theorem and standard arguments following from [34] , the space Lip c (Ω) of the bounded Lipschitz functions u defined on X with bounded support such that dist(supp u,
So it is enough to prove that Ω Φ, e i H udν = 0, for every i ∈ N and u ∈ Lip c (Ω).
To this aim, let us fix u ∈ Lip c (Ω) and observe that, by the Hölder inequality, Hypothesis 1.3 and the fact that e −U ∈ L q (X, γ) for every q ∈ [1, ∞), we get
for every i ∈ N and q ∈ (1, ∞). Moreover, Fernique's theorem and the quoted hypotheses imply that
(1.7) Now, we claim that Ω Φ, e i H udν = lim k→+∞ X uD i f k dν, where u is the null extension of u out of Ω. Indeed, again by using the hypotheses listed above we get
To conclude, let us observe that u is Lipschitz continuous on X, so by the integration by parts formula (1.3) and (1.5)-(1.7) we deduce
This proves the claim.
The spaces D 1,p (Ω, ν; H), p ∈ (1, ∞), are defined in a similar way, replacing smooth cylindrical functions with H-valued smooth cylindrical functions. We recall that if
In the sequel we consider boundary Cauchy problems defined in Ω and we will need some continuity properties of the distance function along H,
for any x ∈ X. In the following proposition we recall some results about the function d Ω (see [ Ω is H-differentiable and its Malliavin derivative is H-Lipschitz with H-Lipschitz constant less than or equal to 2, i.e.,
In order to prove our results we need further regularity of the second order Malliavin derivative of the distance function along H. More precisely, we assume that
Remark 1.7. We point out that there is a rather large class of subsets of X satisfying Hypothesis 1.6. For instance, by [23] and [27] An important tool in our analysis are the Moreau-Yosida approximants of U along H. We recall the main properties of this approximation and we refer to [8, Section 12.4] for the classical theory and to [1, 12, 13] for the case considered here. Proposition 1.8. Let f : X → R ∪ {+∞} be a proper convex and lower semicontinuous function and denote by dom(f ) = {x ∈ X | f (x) < +∞}. For any ε > 0 and x ∈ X, let us consider
Then the following properties hold true:
Further notation. We now introduce some notations which will be largely used in the paper. For any i, n ∈ N and x ∈ X, we define x i := √ λ i x, v i and by Π n the projection Π n : X → R n , Π n x := (x 1 , . . . , x n ). The function Σ n denotes the embedding Σ n :
x i e i for any x ∈ X and n ∈ N, then the conditional expectation of f , E n f defined as follows
enjoys some good continuity properties (see [ 
We conclude this section by recalling the main properties of the semigroup generated by the operator
Proposition 1.10. Under Hypotheses 1.1, 1.3 and 1.6, the following properties hold true.
Moreover u ∈ D 2,2 (Ω, ν) and the equation λu−L Ω u = f , λ > 0, holds ν-a.e. in Ω. Denoting by R(λ, L Ω ) the resolvent operator of L Ω , the following estimates hold:
can be extended to a positivity preserving contraction semigroup (still denoted by 
and
(1.14)
Statement (1) 
(Ω, ν), as n goes to infinity. Then, the sequence
and (1.14) holds true (see [11, Proposition 1.1] for more details). The strong continuity follows from [35] .
) for ν-a.e x ∈ X, where E x denotes the expected value with respect to the probability measure P x . We summarise here some of the main properties of the Markov process (Y, M, (X t ) t≥0 , (P x ) x∈X ) for the convenience of the reader:
• (Y, M) is a measurable space;
• there exists a filtration (M t ) t≥0 on (Y, M) such that (X t ) t≥0 is a (M t ) t≥0 -adapted stochastic process; • P x , x ∈ X, are probability measures on (Y, M);
for all Borel set A ⊆ X, any s, t ≥ 0 and for P x -a.e. x ∈ X. We remark that in [31, Chapter 4, Section 4(b)] the authors study exactly the case we are in. The claims are easy consequences of the Jensen and Hölder inequalities.
(Ω, ν), so letting n to infinity we get the claim.
If Ω = X the operator in (1.9), denoted by L, acts on smooth cylindrical functions ϕ as follows 15) and it is symmetrised by the measure ν, indeed
From now on we assume that Hypotheses 1.1, 1.3 and 1.6 hold true.
An approximation result
The main goal of this section is Theorem 2.8 which states that for any f ∈ L 2 (Ω, ν) the function T Ω (t)f can be approximated in a suitable way by smooth enough functions written in terms of semigroups depending on two parameters n and ε. These parameters take into account that the approximation procedure first reduces the problem from an infinite dimensional setting to a finite dimensional one and then, by using a penalisation argument, it allows to solve the problem in the domain Ω throughout the solution of a suitable problem in the whole space.
In view of these facts we first recall some results about parabolic and elliptic problem with unbounded coefficients in finite dimension.
Parabolic and elliptic equations in R
n . In this subsection, we consider a convex function φ ∈ C 2+α (R n ) for some α ∈ (0, 1) with bounded second derivatives and a second order differential operator L φ acting on smooth functions v as follows
where B is a constant symmetric matrix such that Bξ, ξ ≤ −β|ξ| 2 for any ξ ∈ R n and some β > 0.
It is known (see [28, Chapter 1] and the reference therein) that for any ϕ ∈ C b (R n ) there exists a unique bounded classical solution v of problem
((0, +∞) × R n ) and solves the Cauchy problem (2.1). The uniqueness of v is a consequence of the convexity of φ and of the existence of a Lyapunov function, i.e., a positive function g ∈ C 2 (R n ) such that lim |ξ|→+∞ g(ξ) = +∞ and
for some λ > 0. Indeed, taking g(ξ) = |ξ| 2 , ξ ∈ R n , we have
where we have used that Dφ(ξ) − Dφ(0), ξ ≥ 0 for every ξ ∈ R n so, clearly, we can find λ such that inequality (2.2) is satisfied.
In this way we can consider the semigroup T φ (t) associated with L φ in C b (R n ) and write v(t, ξ) = (T φ (t)ϕ)(ξ) for any t > 0 and ξ ∈ R n . It turns out that T φ (t) is a positivity preserving contractive semigroup in C b (R n ). To pass from finite to infinite dimension, we prove and exploit suitable uniform gradient estimates independent of the dimension. More precisely, we prove a dimension-free uniform estimate for the gradient of T φ (t)ϕ, ϕ ∈ C 1 b (R n ). Such kind of estimates have already been proved for semigroups associated with more general operators (see [28, Chapter 5] and the reference therein). However, since in all these estimates is not emphasised how and if the constants appearing depend on the dimension, we provide a sketch of the proofs (essentially based on the Bernstein method and the classical maximum principle) that allows us to verify that the constants are dimension-free. Proposition 2.1. The estimate
holds true for any t > 0, ξ ∈ R n and ϕ ∈ C b (R n ). Here β is the positive constant which bounds from below the quadratic form associated with −B.
Proof. It suffices to prove the claim for functions ϕ ∈ C 2+α c (R n ), i.e., the space of the functions in C 2+α (R n ) with compact support. Indeed, if ϕ ∈ C b (R n ) we can consider a sequence (ϕ m ) m∈N converging to ϕ locally uniformly as m goes to infinity and use the fact that, up to a subsequence, T φ (t)ϕ m converges to T φ (t)ϕ in C 1,2 loc ((0, +∞) × R n ), as m goes to infinity (see [28] ). Moreover, taking advantage of the interior Schauder estimates (see [24] ), we reduce ourselves to proving the claim for the solution v R of the homogeneous Neumann Cauchy problem associated with the equation D t v = L φ v in (0, T ] × B R , where B R is the open ball centered at the origin with radius R large enough such that the support of ϕ is contained in B R . Indeed, once (2.3) is proved for v R , recalling that v R converges to T φ (t)ϕ in C 1,2 loc ((0, +∞) × R n ) as R → +∞, we conclude. Therefore, let ϕ ∈ C 2+α c (R n ) and v R be as specified above. Then the function The contractivity of T φ (t) in C b (R n ) and estimate (2.3) yield some dimension-free uniform estimates for the solution (and its gradient) of the elliptic equation 
is the unit normal vector) on (0, T ] × ∂B R and solves the equation
Proof. Existence and estimates (2.5) are immediate consequences of the fact that
(see [9, Propositions 3.2 & 3.4] and [36, Proposition 3.6] ) and estimate (2.3).
Concerning the last statement, we just need to prove that the third order derivatives of v are bounded. Indeed, the classical theory of elliptic equations guarantees that v belongs to
for some positive constant C independent of ϕ. Thus, we can differentiate (2.4) and obtain 6) for any j = 1, . . . , n. Thus, taking into account that the right hand side of (2.6) is α-Hölder continuous and bounded we can apply again [29, Theorem 1] (see (1.1) for the definition of (λ i ) i∈N ). Moreover, we focus on the term D H U, D H H in the operator L in (1.15). We introduce some functions that, in some sense, reduce U from infinite dimension to finite dimension and that contain a penalisation term which allows us to localise the problem in Ω. More precisely, we define Φ ε : X → R and φ ε,n : R n → R, respectively, by
where U ε is the Moreau-Yosida approximation of U along H (see (1.8) ) and Σ n : R n → X is the embedding function defined in Section 1.
In order to apply the finite dimensional results obtained in Subsection 2.1 we need also to regularise the function φ ε,n . To do this we consider φ ε,n,η : R n → R, the convolution of φ ε,n with a standard mollifier ρ η .
First we state some properties of the functions just introduced. In the following statement we just need to show that the function φ ε,n,η belongs to C 2+α b (R n ) for any α ∈ (0, 1).
Lemma 2.3. For every ε, η > 0 and n ∈ N, the function φ ε,n,η belongs to
Proof. Clearly, φ ε,n,η belongs to C ∞ (R n ). Let us show that D 2 φ ε,n,η is bounded in R n . Propositions 1.5 and 1.8(ii) guarantee that Φ ε is H-differentiable and D H Φ ε is H-Lipschitz continuous in X. The same holds true in R n for the functions φ ε,n . Rademacher's theorem yields that Dφ ε,n is differentiable L n -a.e. and D 2 φ ε,n is L n -essentially bounded. This implies that D 2 φ ε,n,η are bounded in R n . With similar arguments it follows that φ ε,n,η ∈ C
Lemma 2.4. Let ε > 0. There exists a infinitesimal sequence (η n ) n∈N such that
where Φ ε,n,ηn (x) := φ ε,n,ηn (Π n x) for any x ∈ X. The limits in (2.7) and (2.8) are taken in L 2 (X, ν ε ; H) and L 2 (X, ν ε ; H 2 ), respectively, and ν ε is the measure e −Φε γ.
Proof. Throughout this proof, for any n ∈ N and x, y ∈ X we set Γ n (x, y) := P n x + (I − P n )y. We start by proving that (2.7) holds true for every infinitesimal sequence (η n ) n∈N . To this aim, let (η n ) n∈N be an infinitesimal sequence. Then
. Thus Proposition 1.9 yields that the second line in (2.9) vanishes as n goes to infinity. Now 10) and the right-hand side of (2.10) vanishes as n → +∞. Now we prove (2.8). Propositions 1.5 and 1.8(iii) guarantee that Φ ε belong to D 2,p (X, γ) for any p ∈ [1, ∞) and by Proposition 1.9 we immediately get that
In view of this fact, arguing as in (2.9), it remains to prove the existence of a vanishing
as n goes to infinity.
We start by showing that for any
To this aim, we can argue as in (2.10) and deduce that
By Hypotheses 1.3, 1.6 and Proposition 1.8(v), the function D 2 H Φ ε is H-continuous. This guarantees that the integrand function vanishes as η → 0. Moreover, as D 2 H Φ ε is γ-essentially bounded in X, we can estimate the integrand function by a constant independent of η and apply the dominated convergence theorem to conclude. Now, a diagonal argument yields an infinitesimal sequence satisfying (2.8) (and (2.7), too). We start by letting η 1 be such that
Proceeding by induction, for every n ≥ 1, we take η n+1 in such a way that η n+1 < η n and
So the proof is complete.
) for some n 0 ∈ N be such that f (x) = ψ(Π n0 x) for any x ∈ X. Proposition 2.2 and Lemma 2.3 allow us to consider v ε,n,ηn , (n ≥ n 0 ), the unique solution of (2.4) with φ replaced by φ ε,n,ηn and ϕ replaced by ψ.
In order to come back to the infinite dimensional setting we define
where (η n ) n∈N is the sequence of Lemma 2.4. Now we consider the operator L ε defined as
. We remark that L ε acts on smooth cylindrical functions ϕ as follows
Remark 2.5. Note that formulas (1.3) and (1.16) hold true also with ν, L and U replaced by ν ε , L ε and Φ ε , respectively. The same arguments listed after Hypothesis 1.3 allow us to define the spaces D k,p (X, ν ε ) for any ε > 0, p ∈ (1, ∞) and k = 1, 2. Moreover, if (T ε (t)) t≥0 is the analytic semigroup generated by the operator L ε in L 2 (X, ν ε ), then all the properties listed in Proposition 1.10 for T Ω (t), hold true for T ε (t), too. 
Proof. The fact that V ε,n belongs to FC 3 b (X) follows from Proposition 2.2 and Lemma 2.3. In order to obtain (2.12) we recall that v ε,n,ηn (ξ) = V ε,n (Σ n ξ) for any ξ ∈ R n . So we have
Now adding and subtracting L ε V ε,n (Σ n ξ) (see (2.11)) and letting ξ = Π n x we get (2.12). Observe that by Proposition 2.2 we also get the following estimate
Using (2.12) and (2.13) we get
and by (2.7) we obtain that f n converges to f in L 2 (X, ν ε ). In order to prove the last part of the claim we first estimate D 2 H V ε,n . Differentiating (2.12) along e j , multiplying the result by D j V ε,n and then summing up from 1 to n, yields
Since λ i > 0 for every i ∈ N, by the convexity of Φ ε we get
(2.14)
Thus, integrating (2.14) with respect to ν ε and using that
Thanks to (2.7) and (2.8) there is a constant C = C(K, ε) > 0 such that D 2 H V ε,n L 2 (X,νε;H2) ≤ C for every n ∈ N. To complete the proof, we show that νε;H2) bounded, the claim follows from (2.7) and (2.8). Proposition 2.6 and the Lumer-Phillips theorem yield that the resolvent set of L ε in L 2 (X, ν ε ) contains the half-line (0, +∞). In addition, from [12, Theorem 5 .10], we get the following approximation result.
Now, we are ready to prove the main theorem of this section.
Theorem 2.8. The following statements hold true.
where (f n ) n∈N is the sequence defined in Proposition 2.7. Furthermore T ε (t)f n belongs to FC
Proof. The analyticity of the semigroups T Ω (t) and T ε (t) in L 2 (Ω, ν) and L 2 (X, ν ε ), respectively and the decay estimates (1.10),(1.11), (2.15) and (2.16) (and Remark 2.5) allow us to write the following representation formulas
for any j = 0, 1, 2, where σ (resp. σ ′ ) is a smooth (unbounded) curve in C which leaves on the left a sector containing the spectrum of L ε (resp. L Ω ). (i) For any j = 0, 1, 2 we have 18) where | · | j denotes the norm in R, H, H 2 respectively and K(σ, t) = σ e λt dλ. We conclude observing that, by the dominated convergence theorem and the results in Proposition 2.7, the right hand side of (2.18) vanishes as n goes to infinity. The furthermore part is consequence of Proposition 2.7 and the integral representation formula (2.17). Finally, the last assertion is an immediate consequence of Proposition 2.6.
(ii) Since U (x) ≥ Φ ε (x) for any x ∈ Ω, by using (2.15) and (2.16) we immediately deduce that for any vanishing sequence (ε n ) and for any f ∈ L 2 (Ω, ν) the sequence (R(λ,
. A compactness argument yields that there exists a subsequence of (ε n ) (still denoted by (ε n )) such that R(λ, L εn ) f weakly converges to an element u ∈ D 2,2 (Ω, ν), as n goes to infinity. From [13, Theorem 5.3] it follows that u = R(λ, L Ω )f . Now, the proof proceeds as in (i). Indeed, for any f, g ∈ L 2 (Ω, ν) we have
Now, arguing as in (i), by the dominated convergence theorem we deduce
In a similar fashion it is possible to prove that
Pointwise gradient estimates
In this section we prove some pointwise gradient estimates for T Ω (t). As already observed in the Introduction, these estimates are interesting since firstly, they represent a generalisation to what it is known in literature and, secondly, they allow to deduce many properties of T Ω (t) and of the associated invariant measure ν, as the results in Section 4 show.
Proof. First we prove the claim with p = 1 and f ∈ FC ∞ b (Ω). Next we address to the general case.
, for any ε > 0) and g a bounded, continuous and positive function. To overcome the lack of regularity of the function |D H T Ω (t)f | H at its zeros, we replace it by η σ (|D H T Ω (t)f | 
for any ξ ≥ 0 and σ > 0.
To proceed further, we need to control the third order spatial derivatives of T Ω (t)f . Since we are not able to do that directly on T Ω (t)f , we replace it by the double indexed approximating sequence (T ε k (t)f n ) n,k∈N where the sequences (ε k ) k∈N and (f n ) n∈N are as in Theorem 2.8. More precisely ε k vanishes as k goes to infinity, (
where, to simplify the notation, we have set u ε k ,n := T ε k (·)f n for any k, n ∈ N. Recall that ν ε k = e −Φε k γ is the invariant measure associated with T ε k (t) and that by the definition of the operator L ε k we get
3) [12, Theorem 6.2] for the characterisation of the domain of D(L ε k )). Theorem 2.8 guarantees that, for every t ≥ 0, the function u ε k ,n (t, ·) belongs to FC 3 b (X) and, as consequence, that G is differentiable in (0, t). Thus, taking into account that d ds η σ (w
and using (3.3) twice, we deduce
Now, a straightforward computation and Hypothesis 1.1 yield that 1 2
In addition it is easy to prove that
Thus, using (3.4) and (3.5), taking into account the convexity of Ω and U and the fact that η ′′ σ ≤ 0 in (0, +∞) we deduce that
where in the last inequality we have used also (3.2)(ii)-(iii). Integrating the previous estimate with respect to s in (0, t) we get G(0) ≤ e −λ −1 1 t G(t) and letting σ → 0 we deduce
Proposition 1.10(vi), Remark 2.5 and formula (3.6) imply
Since formula (3.7) holds true for every positive, bounded and continuous function g and the measures ν ε and ν are equivalent, we get
e. in X for every k, n ∈ N and t ≥ 0. From Theorem 2.8, up to subsequences, we get that |D H u ε k ,n (t)| H and T ε k (t)|D H f n | H pointwise converge ν-a.e. in Ω to |D H T Ω (t)f | H and T Ω (t)|D H f | H respectively, as k, n → +∞. This yields (3.1) with p = 1 and f ∈ FC ∞ b (Ω). Formula (1.12) allows to extend the previous estimate to any p ∈ (1, ∞).
By Theorem 2.8 the function (φ ε,δ,n (t)) p/2 − δ p/2 belongs to FC 3 b (X), hence from the definition of L ε (see (2.11)) we get L ε (φ ε,δ,n (t)) p/2 − δ p/2 = p(φ ε,δ,n (t)) (p−2)/2 (T ε (t)f n )(L ε T ε (t)f n ) + p(φ ε,δ,n (t)) (p−2)/2 |D H T ε (t)f n |
Logarithmic Sobolev inequality and other consequences
Logarithmic Sobolev inequalities are important tools in the study of Gaussian Sobolev spaces since they represent the counterpart of the Sobolev embeddings which in general fail to hold when the Lebesgue measure is replaced by other measures, as for example the Gaussian one. In infinite dimension such inequalities are known for the Gaussian measure on the whole space (see [10, Theorem 5.5 .1]) and on convex domains (see [11, Proposition 3.5] ). In the weighted Gaussian case the inequality is known in the whole space (see [20, Proposition 11.2.19] ), for Fréchet differentiable functions. In this section we use the pointwise gradient estimates (3.1) and (3.8) to prove logarithmic Sobolev inequalities for weighted Gaussian measures on convex domains generalising all the above results. We also collect some consequences of the logarithmic Sobolev inequality (4.4). To simplify the notation we set, iff ∈ L 1 (X, ν ε ) and g ∈ L 1 (X, ν)
First of all we study the asymptotic behaviour of the semigroup (T ε (t)) t≥0 . Proof. First of all note that since the function (0, 1] ∋ x → x | log x| has a maximum, formula (4.3) can be obtained by (4.2) and the dominated convergence theorem. The proof of (4.2) is divided in three steps.
Step 1. Let us show that there exists a sequence (t k ) k∈N ⊆ [0, +∞), such that t k → +∞ as k → +∞ and T ε (t k )f → g ε weakly in L 2 (X, ν ε ) for some g ε ∈ L 2 (X, ν ε ), as k goes to infinity. To do this, it is sufficient to consider a sequence (t n ) n∈N tending to +∞ as n → +∞ and to recall that T ε (t n ) is a contraction in L 2 (X, ν ε ).
Step 2. Here we claim that g ε is H-invariant, i.e., g ε (x + h) = g ε (x) for γ-a.e. x ∈ X and for every h ∈ H. For any ϕ ∈ C b (X) we have
where (f n ) n∈N is the sequence in Theorem 2.8. The regularity of T ε (t k )f n and (3.7) allow us to estimate (I 3 ) as follows 
for some positive M , where in the second to last line we took into account that D H f n L 1 (X,νε;H) converges to D H f L 1 (X,νε;H) as n → +∞. Now, for every η > 0 we can choose k large enough such that (I 1 ) + (I 3 ) + (I 5 ) ≤ η/2 and n such that (I 2 ) + (I 4 ) ≤ η/2. This proves the claim.
Step 3. In this step we complete the proof. By [10, Theorem 2.5.2] a H-invariant function coincides γ-a.e. in X (hence ν-a.e. in X as well) with a constant function, i.e., there exists c ∈ R such that g ε (x) = c for γ-a.e. x ∈ X. We get
where in the last equality we used the invariance of ν ε with respect to T ε (t). Since our arguments are independent of the sequence (t k ) k∈N , we get (4.2).
Remark 4.2. In view of the method used in the proof, the results in Lemma 4.1 cannot be easily extended to the semigroup T Ω (t). However, as we prove in Proposition 4.7, the asymptotic behaviour of T Ω (t) as t → +∞ can be obtained also with a precise decay estimate.
Now we are ready to prove that the measure ν satisfies a logarithmic Sobolev inequality in Ω. The idea of the proof is to apply the Deuschel and Stroock method (see [21] ) to the measure ν ε and then taking the limit as ε → 0.
