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Given a function f over a domain and an element x in the domain, the cycle detection 
problem is to find a repetition in the sequence of values x,f(x),f(J(~)),f~(x),..., if one exists. 
This paper investigates lower bounds on the number of function evaluations needed when 
there is a bound on the amount of memory available. For certain restricted classes of 
algorithms which use two memory locations optimality is achieved. A summary of the major 
results appears in the final section. 
1. INTRODUCTION 
Let f be an arbitrary function with the same domain and codomain D and let 
E D. The cycle detection problem is to find two different nonnegative integers i and 
such that f’(x) =fj(x), if they exist. 
To insure maximum generality for possible choices of D and f, the manner in 
which algorithms may obtain information about both is restricted. The function f is 
iewed as a black box which, when given an element of D as input, will produce 
nother as output. The only fact initially assumed about D is that it contains the 
lement x. Additional elements of D are made known solely as a result of function 
valuations. Two elements of D can be compared to determine if they are equal, but 
Ither tests which presuppose additional structure on D are not allowed. 
An algorithm for cycle detection can also be viewed as a partial decision procedure 
or the ultimate periodicity of any sequence 
x3 f(x), f(f(X))~ .P(X)Y~ 
‘his is because f’(x) =fj(x) implies fi+m (x) =Sj+“(x) for all m > 0. Note that if D 
3 finite, then the pigeonhole principle implies that this sequence is always ultimately 
leriodic. 
Now suppose this sequence is ultimately periodic. Let t = tV; x) be the index of the 
irst value in the sequence which is a repetition of an earlier value. Then t is the 
ninimum number of function evaluations needed to find an i and a j given an 
.nlimited number of storage locations. This lower bound is obtained by Sedgewick 
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and Szymanski in [8]. The straightforward algorithm which successively computes 
f’(x) for i = 0, 1, 2 ,..., and compares each new value with all previous values 
performs exactly t function evaluations and thus achieves the lower bound. 
The situation becomes more interesting when there are only M memory locations 
available in which to store elements of D. This bound on space is not assumed to 
include any temporary storage which may be required for the computation of a 
function value. However, it does include the memory location needed to store the 
starting value x, if the algorithm wants to retain it. 
Focus attention on one such cycle detection algorithm. Let t’ = t’(f, x) denote the 
number of function evaluations performed by the algorithm for any particular choice 
off and x. The complexity of the algorithm is measured by sup(t’/t), where the 
supremum is taken over all functions f and starting values x such that sequence 
x9 f(x), fu-(x>), f3(X)Y. 
is ultimately periodic. 
The cycle detection problem is mentioned by Knuth [5, pp. 4, 7,8] in connection 
with the assessment of random number generators. Pollard [7] and Brent’s [2] Monte 
Carlo algorithms for the factorization of integers involve the detection of cycles using 
two memory locations. 
Another application is related to programs which compute the paths of orbiting 
bodies. Kahan [4] wanted to find examples where roundoff error caused the orbit to 
be nonperiodic. Cycle detection was useful for quickly eliminating from consideration 
those examples which resulted in periodic orbits. Algorithms which have a bound on 
the number of memory locations they use are particularly important for calculator 
implementation. 
The cycle detection problem is also discussed by Sedgewick and Szymanski [8], 
and Sedgewick et ~2. [9]. There, attention is focused on the trade-off between the 
number of function evaluations and the number of comparisons performed by cycle 
detection algorithms. 
2. AN EQUIVALENT PROBLEM 
Another characterization of the cycle detection problem can be formulated as 
follows. Consider placing M markers on a number line for the nonnegative integers. 
Initially, all markers rest on location 0. At any point in time, those locations on the 
number line with one or more markers on them will be referred to as marked 
locutions. The markers will correspond to memory locations. A marker on location i 
denotes that the valuef”‘(x) is stored in the corresponding memory location. 
0 1 2 3 4 5 6 
. . . 
FIG. 2.1. The number line. 
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FIG. 2.2. Types of moves. 
There are four allowable types of moves. If the front pile of markers is at location 
i.e., if n is the highest numbered marked location), then moving a marker from n to 
t 1 is called a front advance. Moving any other marker forward one position is 
own as a back advance. A jump consists of picking up a marker and putting it 
wn on top of any other marker. The special case of a jump in which there is only 
e marker in the front pile and this marker is moved (necessarily to a lower 
mbered point) is referred to as a retreat. A retreat is the only move that causes the 
lex of the location of the front pile to become smaller. 
An advance corresponds to performing an instruction of the form y *f(y), which 
rolves one function evaluation, while a jump corresponds to a simple assignment 
ttement such as y t z. More complicated instructions can be broken down into 
Iuences of statements of these two elementary types. For example, y +-f(z) can be 
written as y t z; y t-f(y). Consequently, each advance that is performed costs one 
it and jumps are free. Pippenger [6] observed that this model of computation is 
)sely related to pebbling. 
The actual problem can be described now. An adversary secretly chooses two 
egers 1 and t such that 0 < 1< t. An algorithm performs moves one at a time. Its 
al is to reach a position such that there are two marked locations i and j such that 
! i <j and j - i is an integral multiple of t - 1. Note, in particular, that j > t. The 
:ations of the M markers at this point in time will be called an (1, t) stopping 
rflguration. Until the algorithm reaches an (2, t) stopping configuration, it essen- 
lly gets no information about the values of 1 and t. Thus the sequence of moves 
it the algorithm performs must be independent of the values of 1 and t chosen by 
: adversary. Different l’s and t’s merely define possibly different stopping con- 
urations. 
For any particular choices of 1 and t, the number of advances the algorithm 
*forms before stopping will be denoted by t’ = t’(t, 1). The aim is to minimize sup 
lt), where the supremum is taken over all choices for 1 and t. 
If t is the smallest nonnegative integer such that there exists a (necessarily unique) 
nnegative integer 1 less than t satisfying f’(x) =f’(x), then for j > i > 0, f’(x) = 
X) if and only if i > 1 and j - i is a multiple of t - 1. Thus the quantity sup(t’/t) is 
:ually the complexity of the corresponding cycle detection algorithm. Throughout 
: rest of this paper, these two equivalent problems will be used interchangeably. 
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3. LOWERAND UPPERBOUNDS FOR 
ANY FIXED NUMBER OF MEMORY LOCATIONS 
The lower and upper bounds obtained in this section are valid for any finite 
number M of memory locations or markers, provided M > 2. The following technical 
lemma is the key to the lower bound results. 
LEMMA 3.1. LetO<a,<aa,<... < aM denote the locations of A4 markers on the 
number line, let n = max({a, + 1) U {a,-aa,-, 12 < k<M}), and let t >a,,,. If 
n > 1, then, for any sequence of moves containing fewer than n - 1 f t - aM 
advances, there exists 1, such that 0 < 1 < t and l# a, ,..., aM, for which no (1, t) 
stopping confIguration is achieved during the execution of these moves. 
Proof The value 1 will be chosen to be equal to 0 or to be located between the 
most widely spaced pair of adjacent markers. If one plus the distance from 0 to the 
leftmost marker is at least as large as the distances between adjacent markers, 1 = 0 is 
chosen. Otherwise, the particular choice for 1 depends on the sequence of moves per- 
formed. 
More formally, if n = a, + 1, let 1= 0. Then the largest distance between any two 
markers is a, -a, = t - 1- (n - 1 + t - aM). Since no move can cause the smallest 
numbered marked location to decrease, at least n - 1 + t - aM more front advances 
must be performed before the distance between the largest and smallest numbered 
marked locations is big enough for an (1, t) stopping configuration to be achieved. 
Note that n > 1 implies that a, > 0 = 1. 
Otherwise, n = ak - ak- 1 for some k such that 2 < k <M. Let a be the largest 
numbered location among all those which contained a marker at any time during the 
execution of the sequence of moves. 
If a < t, then no location t or larger contained a marker. Thus, for all 1 such that 
0 < t < t, no (1, t) stopping configuration could have occurred. In this case, let 
I= akel + 1. Note that 1~ ak, since n > 1. 
Therefore suppose a > t. In this case, let 1= ak-, + n - 1 + t - a = ak - 1 + t - a. 
Since a<a,+(n-2+t-a,)=n-2+t, it follows that a,-,+ l<l&a,-- 1. 
Consider any location j which contained a marker at some point during the execution 
of the sequence of moves. Note that j < a. At least a - aM of the at most n - 2 t 
t - a, advances performed were involved in moving the location of the front marker 
from a, to a. Therefore, during this time, all marked locations less than ak must have 
been less than or equal to ak-, + n - 2 t t - a ( 1. In particular, if i is an integer 
suchthatj>i~~andj-i=d(t-l)forsomeintegerd>,l,then1~i~j-(t-1)= 
(j-a) + ak - 1 < ak - 1, so that location i could not have contained a marker 
throughout this entire period of time. Hence, no (I, t) stopping configuration is 
achieved. 1 
It is easy to see that if n = max( {a, + 1) U {ak - ak- ,I 2 < k < M}) = 1 and 
t > a,, then, starting at the configuration a, < . . . < aM, at least n - 1 t t - aM more 
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front advances must be performed before an (1, t) stopping configuration is achieved 
for any 1 such that 0 < 1 < t. 
THEOREM 3.2. For any cycle detection algorithm which uses at most M locations 
and which performs at least one retreat, sup(t’/t) 2 1 -t (l/(M - 1)). 
ProoJ LetO<a,<a,<... < a,+, denote the locations of the M markers just after 
the first retreat is performed and let n = max({a, + 1 } U {ak - ak- ,I2 < k < M}). Let 
a denote the location of the front pile before the retreat took place. To achieve this 
state of affairs, a front advances must have been performed. 
First, suppose that at least one back advance was also performed. Let t = a t 1. 
Then the algorithm performed at least t advances to achieve the configuration 
al < . . . < aM. Prior to the retreat, all markers occupied locations with index less than 
t. It follows that, for any 1 such that 0 & 1 < t, no (I, t) stopping configuration could 
have occurred. Lemma 3.1 and the remark which follows it imply that there exists 1, 
such that 0 < 1~ t, for which the algorithm must perform at least n - 1 t t - a,,, 
more advances before stopping. For this choice of 1, t’ > t + n - 1 + t - a,,,. 
Now suppose that no back advances were performed to achieve the configuration 
a, < .a* < aM. Further suppose that the move prior to the retreat was a front advance. 
If n > 1, let ? = a. Note that (1, t) stopping configurations have previously occurred 
only for 1= a,,..., a,. Since Lemma 3.1 guarantees the existence of 1 such that 
O<lC t, I# a, ,..., aM, and for which the algorithm must perform at least 
n-l+t-a, more advances before achieving an (I, t) stopping configuration, 
t’>ttn-ltt-aa,. 
If n = 1 and a > aM t 1, let t = a and 1 = a,,,, t 1. In this case, no (1, t) stopping 
configuration has already been achieved and at least n - 1 + t-a, more front 
advances must be performed to achieve one. Hence t’ > t + n - 1 + t - aM. 
Since the last move performed to achieve the configuration a, < . . . < aM was a 
retreat, a,=a,-, for some r, 2<r<M. Hence n(M- l)>a,+ 1 + 
~;I:(ak-ak-l)t~~r+,(ak-ak_,)=a,t1t~~==,(a,-a,-,)=a,+1. Also 
note that M > 2 and t > a > aM f 1. Therefore, for the three cases discussed above, 
a,+ 1 
n-ltt-a, 
------l-t--a, 
a1-t 
M-l 
t t 
1 + t+(M-W-a,--> 1 + 1 ZZ 
(M-1)t ’ M-l’ 
In all other cases, let t = a + 1. Then, for any 1 such that 0 < 1 < t, no (1, t) 
stopping configuration could have occurred on or before the first retreat. By 
Lemma 3.1 and the remark which follows it, there exists 1 such that 0 < 1 < t and 
t’>at+-l+t-aa,=2t+n-2-a,. 
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Let m be the number of marked locations in the configuration 0 < a, < .a. < uM. 
Then nm > a, + 1 + Crz2 (uk - uk- J = u, + 1. Note that all marked locations are 
between 0 and uM ; therefore m < a, + 1. Hence uM < M - 3 implies m < M - 2. If 
the move performed by the algorithm prior to the first retreat was a jump, then 
m <M - 2. In these two cases, 
a,+ 1 
----2-u&# 
+2+ m 
t 
=2- (M-2)(u,+2) M-2 
(M-l)t + M- I 
1 
=l+p 
M-l 
since uM + 2 < a + 1 = t and (M - 1 - m)((u, + 1)/m) > 1. 
The only remaining case to consider is when n = 1, a = uM + 1, and uM = M - 2. 
(Note that uM > M - 2 implies n > 1.) Consider the locations of the markers the first 
time the location t is marked. Since t = M, there exists a location 1 < t which does not 
contain a marker. For this choice of I, at least one more advance is required to 
achieve an (I, t) stopping configuration. Hence 
a+@-1+t-a,)+1 1 =l+&+---. I 
t M-l 
THEOREM 3.3. For all cycle detection algorithms which use at most M locutions, 
sup(t’/t) > 1 + (l/(M - 1)). Furthermore, if an algorithm has a preset bound on the 
number of jumps it performs, then sup(t’/t) > 1 + 4. 
Proof: Suppose the algorithm uses arbitrarily many jumps. Let 0 < a, < a, < ... 
< a,,, denote the locations of the M markers immediately after a jump has occurred. 
Clearly, at least uM front advances are required to achieve this configuration. 
Let t = uM + 1. Because of Theorem 3.2, it may be assumed that the algorithm 
never performs retreats. Hence no location greater than or equal to t has ever been 
marked. In particular, this implies that for any 1, 0 < I < t, the algorithm has not 
already achieved an (1, t) stopping configuration. By Lemma 3.1 and the remark 
which follows it, there exists an 1, 0 < 1 < t, for which the algorithm must perform at 
least n - 1 + t - uM more advances before halting, where n = max( {a, + 1 } U 
h - u,c- 1 I 2 < k < Ml). 
Since a, = a,-, for some r, 2gr<M, it follows that n(M- l)>u,+ 1 + 
Cy=‘=, (uk - uk- J = u, + 1 = t. Thus 
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+> 
a,+@-1+t-a,) 
=1+++1+ 
n 1 -- 
t n(M- 1) t 
1 1 = I+---. 
M-l a,+1 
For the algorithm to work correctly, the front marker must move arbitrarily far along 
the number line. Since no retreats are performed, the location of this marker can 
never decrease. Also, the algorithm uses arbitrarily many jumps. Thus uM, the 
location of the front marker immediately after a jump has occurred, must become 
arbitrarily large. Hence sup(t’/t) > 1 + (l/(M - 1)). 
On the other hand, suppose the algorithm has a preset bound on the number of 
jumps it performs. Let 0 <b, < b, < .,a & b, denote the locations of the M markers 
after the last jump is performed. (If the algorithm uses no jumps, let 0 =,b, = 
b,= . . . = b,.) At least b, front advances must be performed to reach this state. 
From this point on, each marker can only be moved via advances and hence to 
higher numbered locations. 
Let a, < a2 < ... < uM be the locations of the markers at some later point in the 
algorithm. Note that uk > b, for 1 < k GM. To get to this configuration from the 
other one requires a total of Cr=i (uk - b,J advances. 
Since 1 can be arbitrarily large, the front two markers must both travel arbitrarily 
far along the number line. Therefore we may assume, without loss of generality, that 
a,+,-i is larger than any location marked by the algorithm prior to its last jump. 
The idea of the remainder of the proof is to have the adversary’s choice for 1 and t 
depend on the relative positions of uM and a,,,-, . If the distance between uM and uMP, 
is large and t is chosen to be small, then many of the front moves performed by the 
algorithm will have been “wasted.” On the other hand, if uM is not very far ahead of 
the other markers, then a strategy suggested by Lemma 3.1 yields good results. 
Ifu,~~u,~,+1+2~+b,~,,letZ=u,~,+landt=u,~,+2.Uptoand 
including the point in the algorithm when the configuration a, < u2 < .‘. < uM is 
obtained, all markers except the front one have been at locations less than or equal to 
U M-1 < 1. Hence the algorithm could not have achieved an (I, t) stopping 
configuration during this period of time. Thus t’ > 1 t b, t Cfz 1 (uk - bk) > 
1 t aM + uM- i - b,-, > (1 + fi)(u,-, + 2) and (P/t) > 1 t fl. Therefore suppose 
u,<~u,~,+1t2\/Z+b,~,forallconfigurationsO~u,~u,~~~~~uMunder 
consideration. 
Let t = uM t 1, a location which has never contained a marker. If A4 > 2, then, by 
Lemma 3.1 and the remark which follows it, at least uM- 1 - uMP2 more advances 
must be performed by the alogrithm before an (I, t) stopping contiguration is 
achieved. Thus t’> b, + ,JJfzl (uk- bk) + uMel -uMm2 > (aMpI - b,-,) t 
@a,-, -&,-A + a,+, + h-1 --a,+-2 ) = a,+ 2U,-, - b,-, - b,-, > (1 t fi) 
(u,tl)-C, where C=5f2~+(1+~)b,~,tb,~,. Similarly, if M=2, 
then at least uMP1 t 1 more advances are required and t’ > b, t (a,,,-, -b,-,) t 
h-bMM) + a,-,+1 > (ltfi)(u,+l)-C, where C=4+2@+ 
(1 t fi) b,- r. Hence (t’/t) > 1 t ~‘2 - (C/(u, + 1)) for some constant C. 
LOWERBOUNDS FORCYCLEDETECTION 399 
If the algorithm is to work correctly, then for any choice oft there must be a point 
in the algorithm where uM > t. Since t can be arbitrarily large, sup{ 1 + \/z - 
(C/(a, + 1))) = 1 + fi. Thus sup(t’/t) > 1 + \/z. 1 
Suppose 0 < 1< t and consider the point at which a given algorithm stops. The last 
move cannot have been a jump because, otherwise, the set of distances between the 
marked locations would just be a subset of the set of distances for the configuration 
occurring immediately before the jump. This fact is used in the proof of the following 
theorem. 
THEOREM 3.4. For any cycle detection algorithm that performs no back 
advances, there is a cycle detection algorithm that performs no back advances or 
retreats and has complexity at least as small. 
Proof To make the exposition clearer, the terminology recovery point of a retreat 
will be used to denote the highest numbered marked location immediately after the 
retreat has been performed. Just before the retreat is performed, the recovery point is 
the second highest numbered marked location. 
Suppose we are given an algorithm which uses no back advances, but does use 
retreats. Without loss of generality, we may assume that every retreat in the 
algorithm is a jump taking the front marker to its recovery point. This is because a 
retreat to any other marked location can be achieved by first retreating to the 
recovery point and then jumping from the recovery point to the desired location. Note 
that this second jump is not classified as a retreat because, after it is performed, at 
least one marker still remains on the recovery point. 
A new algorithm is constructed from the original algorithm as follows: For every 
front advance in the original algorithm there is a corresponding front advance in the 
new algorithm. If, in the original algorithm, there is a jump moving the rth marker on 
top of the sth marker and it is not a retreat, then, in the new algorithm, there is a 
jump moving the rth marker on top of the sth marker. In the case of a retreat, instead 
of moving the one marker in the front pile to the recovery point, all the markers on 
the second highest numbered location (i.e., the location that would have been the 
recovery point had a retreat been performed) are moved (via jumps) to the front pile. 
Let a, < ... < aM denote the locations of the M markers at some point during the 
execution of the original algorithm and let ai < . . . < at denote the corresponding 
configuration in the new algorithm. Then it is easy to show by induction that al > Ui 
andah-alaa,--aifor l<i<M. 
Now let a, < ... < aM denote the locations of the M markers when the original 
algorithm stops, for some choice of 1 and t. Since this algorithm uses no back 
advances, it follows from the discussion preceding this theorem that the last move 
performed must have been a front advance. Then a,,, - ai is a multiple of t - 1 for 
some i, 1 <i<M- 1. 
Consider the corresponding configuration a; < . . . < ah of the new algorithm. 
Because no back advances are performed, location ai must have remained marked 
continuously since the last time it was the position of the front marker. 
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Now aA -a; > a,,,, - a, > 0; therefore the front marker must reach location 
a; +a,- ui at some time between the points when the front marker was last on ai 
and when the current configuration ai < ... < aL was reached. This is because the 
front marker advances only one square at a time. Since ai > ai > I and 
(a: t aM - Ui) - a; = UM - ai is a multiple of t - I, the new algorithm achieves an 
(1, t) stopping configuration at this point in time. Thus the new algorithm has 
complexity at least as small as the original algorithm. 1 
Therefore, in the absence of back advances, retreats are never necessary. In fact, it 
can be assumed that all jumps are to the front pile. 
THEOREM 3.5. For any cycle detection algorithm that performs no back 
advances, there is a cycle detection algorithm that performs no back advances, has 
the front pile as the destination of all its jumps, and has complexity at least as small. 
Proof: By Theorem 3.4, we may assume that the original algorithm performs no 
retreats. Hence the location of the front pile is a nondecreasing function of time. 
A new algorithm is constructed as follows: Associate with each marker a virtual 
location, which may or may not be the same as its physical location. The idea of 
these virtual locations is that, at any point in time, they correspond to the locations 
of the markers in the original algorithm. The virtual locations of the markers will 
always form a subset of their physical locations (i.e., the marked locations). Thus if 
an (I, t) stopping configuration is achieved in the original algorithm, then one will 
also be achieved at the corresponding point in the new algorithm. Initially, the virtual 
and physical locations of all markers are identical. It will also remain true that all 
markers virtually located at the front pile are also physically located there. 
When the original algorithm performs a front advance, the new algorithm also 
performs a front advance, using a marker whose virtual location is also the front pile. 
The new virtual location of this marker is set equal to its new physical location. 
When the original algorithm performs a jump to the front pile, the new algorithm 
will also do so. If there is a marker whose virtual location differs from its physical 
location and is the source of the jump in the original algorithm, then the jump is 
performed using that marker. Otherwise, a marker whose virtual and physical 
locations are both equal to the source location of the original jump is used to perform 
the jump in the new algorithm. In either case, the virtual location of the chosen 
marker is updated to agree with its new physical location. 
Finally, if the original algorithm performs a jump to some location other than the 
front pile, then the new algorithm will perform no corresponding move. All that 
happens is that one marker, virtually located at the source of the jump, will have its 
virtual location set to the destination of the jump. A marker whose virtual location 
differs from its physical location is chosen, if possible. 
It is clear that the new algorithm performs no back advances, has the front pile as 
the destination of all its jumps, and has complexity at least as small as the original 
algorithm. 1 
LOWER BOUNDS FOR CYCLE DETECTION 401 
btl 
me1 
forke 1 toMdo 
begin 
locution (k) t 0 
value (k) t x 
end 
repeat 
begin 
if location (m) = -1 mod b then 
ifm =Mthen 
begin 
b t 2b 
m+l+[M/2] 
forkcltom-ldo 
begin 
locution (k) + location (2k) 
value (k) 6 value (2k) 
end 
location (m) + location (M) 
value (m) 4- value (M) 
end 
else begin 
locution (m + 1) t locution (m) 
value (m + 1) +- value (m) 
mcm+l 
end 
value (m) tf(value (m)) 
locution (m) t location (m) + 1 
end 
until value (i) = value (j) for some 1 < i < j & m 
FIG. 3.1. Sedgewick and Szymanski’s algorithm. 
Now turn attention to the upper bound. Consider the cycle detection algorithm 
given in Fig. 3.1. It is a slight modification of Sedgewick and Szymanski’s algorithm 
appearing in [8,9]. 
Associated with each marker k, 1 < k GM, are the two quantities location (k) and 
value (k). The former is the current position of the marker on the number line and the 
latter is the corresponding element in the sequence, namely, f'ocafion(k)(~). 
This algorithm performs no back advances. The idea is to achieve configurations 
where the markers are evenly spaced. Each time such a configuration is attained, the 
distance between the markers will be a factor of two larger. Every other marked 
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location of an evenly spaced configuration still will be marked when the next such 
configuration is attained. 
On each iteration the front marker (marker m) moves forward, leaving behind 
markers as it passes those locations which are one less than a multiple of b. When all 
the M markers are located before different multiples of b, there is no marker available 
to be left behind when the front marker next advances. In this case b is doubled in 
value and all markers (except for the front marker) with positions no longer 
congruent to -1 mod b are treated as if they had been removed. These markers are 
now available to be left behind. 
THEOREM 3.6. For Sedgewick and Szymanski’s algorithm, sup(t’/t) = 
1 + (2/&f- 1)). 
Proof: Suppose 0 < I ( t < (M - 1) b, where b is a power of 2. Let 
k = [(Z + 1)/b]. S ince Mb - 1 > bk - 1 + t - I > bk - 1 > I, an (1, t) stopping 
configuration occurs when locations bk - 1 + t - 1 and bk - 1 are both marked. This 
condition is achieved when the front marker reaches location bk - 1 + t - 1. Hence 
t’ < bk - 1 + t - I< t + b - 1. (Note that t’ is not necessarily equal to bk - 1 t t - 1 
since the algorithm might have, in fact, stopped earlier.) 
For t in the range (M - 1) 2’ + 1 < t < (M - 1) 2’+‘, it follows that t’ < t + 
2 r+1 - 1. Thus 
t+2”‘l-1 2 rtl 
=1+ 
-1 2 rt I -1 
t t <l-l- (M-1)2’+1’ 
Note that (P/t) = 1 + ((2’+’ - I)/(@4 - 1) 2’ t 1)) when t = (M - 1) 2’ t 1 and 
I= 0. Hence 
I 2 rt1 -1 2 
sup;=syp l+ (M-l)2’t1 =ltp. I I M-l I 
From Theorem 3.3 it follows that Sedgewick and Szymanski’s algorithm is very 
close to being optimal. 
4. LOWER AND UPPERBOUNDS FOR Two MEMORY LOCATIONS 
Throughout this section attention is restricted to algorithms having only two 
memory locations available in which to store elements of the domain D. As a result, 
algorithms can be denoted by a sequence of pairs 
(h,, a,), (b,, a,>, (b,, ad,..., 
where b, and ai, b, Q aI, represent the locations of the two markers after the ith move 
has been performed. Using this notation, move i is a front advance if a, = ai_, t 1 
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and b, = b,-i, a back advance if ai = u,-~ and b, = bi-, + 1, a jump in the forward 
direction if Ui = bi = ai-, , and a retreat if Qi = bi = hi-i. 
The first pair (b,, a,) always has the value (0,O). If bi = ai, the next move must be 
a front advance. This would be the situation initially as well as just after a jump has 
been performed. 
THEOREM 4.1. For any cycle detection algorithm that uses two memory locations 
and performs retreats there is a cycle detection algorithm that uses two memory 
locations, performs no retreats, and has complexity at least as small. 
Proof Consider any algorithm (b,, a,), (b,, a,), (b2, a&,... for the cycle detection 
problem. We can construct a new algorithm (bh, a;), (b’,, a;), (b;, a;),... by replacing 
every retreat (i.e., jump in the backward direction) by a jump in the forward 
direction. 
It can be shown by induction that the distance between the two markers al and bf 
is the same as the distance between the markers a, and bi. However, after the original 
algorithm performs its first retreat, the markers af and bi are located farther along 
the number line than a, and bi, respectively. From these facts, it is easy to see that 
the complexity of the new algorithm is no larger than the complexity of the original 
algorithm. 1 
Because of Theorem 4.1, it can be assumed that the algorithms under consideration 
use no retreats. This assumption will apply for the rest of Section 4. Attention first 
will be focused on algorithms which use no jumps. In this case, each move represents 
one function evaluation. Thus if an algorithm stops after exactly i moves, then t’ = i. 
Suppose the algorithm performs a( 1) front advances, then b( 1) back advances, then 
a(2) more front advances, followed by b(2) back advances, etc. Let A(k) = CFzl u(i) 
and B(k) = C:=i b(i). Note that u(i), b(i) > 1 for all i > 1, so A(k + 1) > A(k) and 
B(k + 1) > B(k) f or all k > 1. Furthermore, let A(0) = 0 = B(0). If B(k) t A(k) < i < 
B(k) + A(k + l), then, after i moves, exactly B(k) back advances and i -B(k) front 
advances have been performed. Thus ui = i - B(k) and bi = B(k). Similarly, if B(k) + 
A(k+ l)<i<B(kt l)+A(k+ l), then q=A(k+ 1) and b,=i-A(k+ 1). 
The following technical Lemma 4.2 determines, for the situation illustrated in Fig. 
4.1, when the algorithm will first achieve an (1, t) stopping configuration. 
LEMMA 4.2. Zf 1 + A(k) < t < A(k + 1) and 0 < 1 <B(k), then t’ = 2B(j) t t - 1, 
wherej=min{hJh>kandA(h+l)-B(h)>t-I}. 
0 B(k) A(k) Afk+U 
FIG. 4.1. A typical situation. 
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Proof. An (I, t) stopping configuration cannot be achieved before the front 
marker reaches t. It follows that a,, > t > A(k) and thus t’ > A(k) + B(k). Since 
A(k) - B(k) < t - 1 and the back marker is already beyond 1 by the time A(k) + B(k) 
moves have been performed, the algorithm will stop when the distance between the 
two markers reaches t - 1. Also notice that the first (I, t) stopping configuration 
occurs as the result of a front advance. From these facts, it is easy to see that 
b,, = B(j), a,, = t - Z-B(j), and, hence, t’ = 2B(j) + t - 1. 1 
THEOREM 4.3. For any cycle detection algorithm which uses only two memory 
locations and performs no jumps, sup(t’/t) > 3. 
ProoJ Attention is focused on those points when the algorithm temporarily stops 
doing front advances and starts doing back advances. The relative size of the distance 
from 0 to the leftmost marker and the distance between the two markers determines 
the action of the adversary. If the first of these two quantities is small, then t is 
chosen to be as small as possible so that, in effect, a large number of the front 
advances were “wasted.” Otherwise, 1 is chosen to be 0. The adversary must choose t 
large enough so that none of the previous configurations of the algorithm were (I, t) 
stopping configurations. Then the back advances the algorithm next performs will be 
“wasted.” Also, the number of advances the algorithm must perform before stopping 
is still significant. 
Suppose 2B(i) < A(i + 1). Let I= B(i) + 1 and t = B(i) t 2. 
If j < A (i t 1) t B(i), then bj < B(i) < 1. However, if j = A(i t 1) t B(i) + 1, then 
uj=A(it l), bj=B(i)+ 1 =I, and aj-bj=A(i+ l)-@(i)+ l)=(A(i+ l)- 
B(i) - l)(t - I). H ence t’=A(it l)+B(i)+ 1 and (t’/t)=(A(it l)tB(i)t l)/ 
(B(i) t 2) > (2B(i) + B(i) t l)/@(i) t 2) = 3 - (5/@(i) t 2)). 
Note that max,B(i) = co. Otherwise, the algorithm will not work for l> 1 t 
max, B(i). Therefore, if 2B(i) < A(i + 1) infinitely often, then sup(t’/t) > 
sup,{3 - (5/(W) t 2))} = 3. 
If 2B(i) < A(i + 1) is not true infinitely often, then there exists k > 0 such that 
2B(i) > A(i •t 1) for all i > k. In this case, let t = 1 -t-A(k) and let I = 0. Then, from 
Lemma 4.2, t’=2B(j)+t-I, where j=min{hlh>k and A(h+ l)-B(h)>t-I}. 
In addition, 2B(j)>A(j+ 1) so that B(j)>A(jt l)-B(j)>t-I=t. Thus 
t’ = 2B(j) + t - 1 > 2t + t = 3t and hence sup(t’/t) > (t’/t) > 3. 1 
Theorem 4.3 remains true even if the the algorithm is allowed to perform a fixed 
finite number of jumps. The ideas of the proof are essentially the same. Details can be 
found in [3]. Allender [l] further generalized this result. Specifically, he showed that, 
for any cycle detection algorithm which uses at most M locations and which 
performs at most a fixed finite number of jumps, sup(t’/t) > 3. 
Floyd’s algorithm, depicted in Fig. 4.2, achieves this bound using only two 
locations. This well-known algorithm ([5, pp. 7, 453; 7-91) performs only advances, 
with the front marker moving twice as fast as the back marker. 
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Y+x 
ztx 
it0 
repeat 
Y +f (Y) 
z +f(f(z>> 
iti+ 1 
until y = z 
j+- 2i 
FIG. 4.2. Floyd’s algorithm. 
Now consider the class of algorithms which perform no back advances. Since the 
back marker must move arbitrarily far along the number line, such an algorithm must 
perform an infinite number of jumps. 
For any algorithm, let c, denote the location of the two markers after the qth jump 
has been performed. Let c0 = 0. For cq + q < i < cg+ i + q, it follows that bi = cq and 
ai = i - q. Also, if such an algorithm stops after exactly i moves, then t’ = a,. 
The following technical lemma is similar in flavor to Lemma 4.2. 
LEMMA 4.4. If 0 < I< t and r > cs, then t’ = c, + t - I, where q = min(j Ij > s, 
l<cj,and t-l<cjfI-cj}. 
ProoJ An (I, t) stopping configuration cannot be achieved until after the sth jump 
has occurred. However, after that jump, the algorithm will stop as soon as the 
difference between the two markers reaches t - 1. 1 
THEOREM 4.5. For any algorithm which uses only two memory locations and 
performs no back advances, sup(t’/t) > (3 + \/5)/2. 
Proof This proof focuses on the points in the algorithm immediately preceding 
jumps. An adversary argument similar to the one given in Theorem 4.3 is used. 
Suppose cP+ r > (c - 1)(3 + fi)/2. Let I= cP + 1, let t = c, + 2, and let k be the 
smallest integer such that (bk, a,J is an (I, t) stopping configuration. If k < cp+ 1 + p, 
then b, < cP < 1, a contradiction. If k = c~+, t p + 1, then the kth move is a jump 
and ak - b, = 0 < t - 1, another contradiction. Hence k>cCp+,+p+2. For 
i=cp+1+pt2, bi=cp+l>l, a,=c,+, + 1, and ai - bi = 1 = t - 1. Therefore 
k=cp,, +p+2andt’=c,+, +l>(c-1)(3+\/5)/2+1.Thus 
t’ -‘c;+;+2l > 3+\/5 7+3fi 
t 
P 
2 - 2(cp + 2) . 
Hence, if c p+l > (c - 1)(3 + fi)/2 infinitely often, then sup(t’/t) > (3 + @)/2. 
Otherwise, there exists an s > 1 such that cp+ i ( (c - 1)(3 + fi)/2 for all p > s. 
Choose p > s such that cp+, - c, > cq+ I - cq for 0 < q <p. Such a p must exists; if 
not, for f - I > max{cq+ 1 - C, 10 < q < s}, the algorithm would never achieve an (I, t) 
stopping configuration. 
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Let 1 = 0 and let t = cP+ 1 - cP + 1. Then, from Lemma 4.4, it follows that 
t’=c,+t-l, where q=min{jIj>O, Z<cj, and t-l<cj+I-cj}>p+ 1. Hence 
f’ 
-=l++.l+c CPtl 
t c +1 Ptl- p 
=I+ 
1 
c -1 
> 
1-P 
C Ptl 
- 
1 
t =3+\/5 
i- 
cp - 1 2 * 
(cp - 1x3 + dv2 
Therefore sup(t’/t) > (3 t fi)/2. 1 
As was the case with Theorem 4.3, Theorem 4.5 can also be generalized. In [3] it 
is shown that sup(t’/t) > (3 t fi)/2 f or all cycle detection algorithms with two 
locations which have a fixed finite bound on the number of back advances they 
perform. Maria Klawe [lo] recently showed that this lower bound in fact holds for 
all cycle detection algorithms which use two memory locations. 
An algorithm which achieves this bound, the Fibonacci algorithm, is given in Fig. 
4.3. Front moves are performed by this algorithm until a - b, the distance between 
the front and back markers, reaches d. At this point, the back marker jumps forward 
to join the front marker, A is increased in value, and the process repeats itself. 
Y+x 
bc0 
z +.0x) 
at-1 
At1 
while y # z do 
begin 
ifa-b=Athen 
begin 
Y+z 
bc-a 
AtAta 
end 
z +f(z) 
a+-at1 
FIG. 4.3. The Fibonacci algorithm. 
THEOREM 4.6. For the Fibonacci algorithm, sup(t’/t) = (3 + \/5)/2. 
Proof: The analysis of this algorithm involves the Fibonacci sequence (F,}, 
which can be defined as follows: 
F0 = 0, F,= 1, Fpt,=Fp+Fp-, forall p> 1. 
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Let A,, denote the value of A after the block of three statements inside the if statement 
has been executed p times. It is easy to see that c,, = F,, and A, = F,, 1 for p > 0. 
In this proof, two inequalities concerning Fibonacci numbers are used: 
(F2p+lY(F2p + 1) < (1 + 6)/z and (F2p+2)/(F2p+l) < (1 + fi)/2 for P 2 0. These 
results are straightforward consequences of an alternate characterization of the 
Fibonacci numbers, namely, 
Suppose O<l<t and c,+lgt<c,+,. Then, by Lemma 4.4, t’=c, + t -1, 
whereq=min{j]j>p, I<cj, and t-I<cj+,-cj}. 
If t-l<C*+, -cp and I<cP then t’=c,+t-l<c,+, so that 
F 2p+2 F c-c F,+F,+, 
3+\/5 * F2,+ 1 F2,+ 1 < 1+ F2;;'l < 2
Ifeithert-l>c,+,- c,orl>c,,thenq=p+l.Thisisbecausel~t~c,+,and 
C ptz-cpt1 =F2pt4-F2p+2=F2p+3)F2pt2=~pt,~t~t-l. Thus t’=c,,+,+t-l< 
C pt1 +t- 
Newt-l>c,+,-c,impliest>c,,,-c,.Inthiscase 
F F 3+fi ‘l+F “‘;: =l+P< 2 * 
2pt2 2P 2pt1 
Finally, if l> cp, then t’ = cP + 1 + t - 1~ cp+, - C, + t SO that 
I c c 
&<I, P+l-CP<l+ Ptl -CP 
t c,+ 1 
F - F2, =l+ 2;;:+1 
F =I+*< 3+\/5 
F2p+ 1 
2 . 
Thus sup(t’/t) < (3 + fi)/2. By Theorem 4.5, sup(t’/t) > (3 + fi)/2. Hence 
sup(t’/t)= (3 + \rj)/2. II 
A closely related algorithm is the golden mean + 1 algorithm, depicted in Fig. 4.4. 
It too achieves sup(t’/t) = (3 + fi)/2. The proof of this result is similar to that proof 
of Theorem 4.6 and can be found in [3]. For practical purposes, the Fibonacci 
algorithm is easier to implement since the only arithmetic operations it involves are 
integer addition and subtraction. 
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Y+X 
bt0 
‘7 *f(x) 
ael 
while y # z do 
begin 
ifa& [ 3+2Jj b]then 
begin 
Y+z 
bta 
end 
z +f(z) 
a+-a+l 
end 
FIG. 4.4. Golden mean t 1 algorithm. 
In [2], Brent discusses an algorithm B,, parameterized by p, which also uses only 
two memory locations and performs no back advances. When p = (3 + fi)/2, the 
algorithm is essentially the golden mean + 1 algorithm and when p = 2, the algorithm 
is a variant of Sedgewick and Szymanski’s algorithm (Fig. 3.1). 
5. SUMMARY 
The lower bounds obtained for the various classes of cycle detection algorithms 
can be summarized as follows. The complexity of these algorithms is measured by 
sup(t’/t). This quantity relates the number of function evaluations performed by an 
algorithm to the smallest number used by any cycle detection algorithm, including 
those which use an unbounded amount of space. 
Class of Algorithms 
A4 memory locations 
bounded number of jumps, 
A4 memory locations 
2 memory locations 
Complexity 
1 + (l/W- 1)) 
3 
(3 + V5)/2. 
These last two results are optimal. 
Four algorithms were also discussed in this paper. The classes of algorithms to 
which they belong and the number of function evaluations they perform are 
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Algorithm 
Sedgewick and 
Szymanski’s algorithm 
Floyd’s algorithm 
Fibonacci algorithm, 
golden mean + 1 algorithm 
Class 
no back advances, 
M memory locations 
no jumps, 
2 memory locations 
no back advances, 
2 memory locations 
Complexity 
1 + WV4 - 1)) 
3 
(3 + VW. 
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