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Abstract
A normalizing flow is an invertible mapping between an arbitrary probability
distribution and a standard normal distribution; it can be used for density estimation
and statistical inference. Computing the flow follows the change of variables
formula and thus requires invertibility of the mapping and an efficient way to
compute the determinant of its Jacobian. To satisfy these requirements, normalizing
flows typically consist of carefully chosen components. Continuous normalizing
flows (CNFs) are mappings obtained by solving a neural ordinary differential
equation (ODE). The neural ODE’s dynamics can be chosen almost arbitrarily
while ensuring invertibility. Moreover, the log-determinant of the flow’s Jacobian
can be obtained by integrating the trace of the dynamics’ Jacobian along the flow.
Our proposed OT-Flow approach tackles two critical computational challenges that
limit a more widespread use of CNFs. First, OT-Flow leverages optimal transport
(OT) theory to regularize the CNF and enforce straight trajectories that are easier to
integrate. Second, OT-Flow features exact trace computation with time complexity
equal to trace estimators used in existing CNFs. On five high-dimensional density
estimation and generative modeling tasks, OT-Flow performs competitively to
a state-of-the-art CNF while on average requiring one-fourth of the number of
weights with 17x speedup in training time and 28x speedup in inference.
1 Introduction
A normalizing flow [44] is an invertible mapping f : Rd → Rd between an arbitrary probability
distribution and a standard normal distribution whose densities we denote by ρ0 and ρ1, respectively.
By the change of variables formula, the flow must approximately satisfy [42, 44]
log ρ0(x) = log ρ1(f(x)) + log |det∇f(x) | for all x ∈ Rd. (1)
Given ρ0, a normalizing flow is constructed by concatenating invertible layers to form a neural
network and training their weights. Since computing the log-determinant in general requires O(d3)
floating point operations (FLOPS), effective normalizing flows consist of layers whose Jacobians
have exploitable structure (e.g., diagonal, triangular, low-rank).
Alternatively, in continuous normalizing flows (CNFs), f is obtained by solving the neural ordinary
differential equation (ODE) [11, 23]
∂t
[
z(x, t)
`(x, t)
]
=
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(
z(x, t), t;θ
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tr
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z(x, 0)
`(x, 0)
]
=
[
x
0
]
, (2)
for artificial time t ∈ [0, T ] and x ∈ Rd. The first component maps a point x to f(x) = z(x, T ) by
following the trajectory z : Rd × [0, T ]→ Rd (Fig. 1). This mapping is invertible and orientation-
preserving under mild assumptions on the dynamics v : Rd × [0, T ] → Rd. The final state of the
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second component satisfies `(x, T ) = log det∇f(x), which can be derived from the instantaneous
change of variables formula as in Chen et al. [11]. Replacing the log determinant with a trace reduces
the FLOPS to O(d2) for exact computation or O(d) for an unbiased estimate [19, 23, 57, 58].
To train the dynamics, CNFs minimize the expected negative log-likelihood given by the right-hand-
side in (1) [23, 41, 42, 44, 55] via
min
θ
Eρ0(x)
{
C(x, T ) :=
1
2
‖z(x, T )‖2 − `(x, T ) + d
2
log(2pi)
}
, (3)
where for a given θ, the trajectory z satisfies the neural ODE (2). We note that the optimization
problem (3) is equivalent to minimizing the Kullback-Leibler (KL) divergence between ρ1 and the
transformation of ρ0 given by f (derivation in App. A or [42]).
Figure 1: Two flows with approximately equal
loss C. OT-Flow enforces straight trajectories.
A generic CNF can have more complicated
trajectories.
CNFs are promising but come at considerably high
costs. They perform well in density estimation [10,
23, 42] and inference [28, 42], especially in physics
and computational chemistry [9, 39]. CNFs are com-
putationally expensive for two predominant reasons.
First, even using state-of-the-art ODE solvers, the
computation of (2) can require a substantial number
of evaluations of v; this occurs, e.g., when the neural
network parameters lead to a stiff ODE or dynamics
that change quickly in time [3]. Second, computing
the trace term in (2) without building the Jacobian ma-
trix is challenging. Using automatic differentiation
(AD) to build the Jacobian requires separate vector-
Jacobian products for all d standard basis vectors,
which amounts to O(d2) FLOPS. Trace estimates,
used in many CNFs [19, 23, 57, 58], reduce these
costs but introduce additional error (Fig. 2). Our
approach, OT-Flow, addresses these two challenges.
Modeling Contribution Since many flows exactly
match two densities while achieving equal loss C
(Fig. 1), we can choose a flow that reduces the num-
ber of time steps required to solve (2). To this end, we
phrase the CNF as an optimal transport (OT) problem
by adding transport costs to (3). From this reformula-
tion, we exploit the existence of a potential function
whose derivative defines the dynamics v. This po-
tential satisfies the Hamilton-Jacobi-Bellman (HJB) equation, which arises from the optimality
conditions of the OT problem. By including an additional cost, which penalizes deviations from the
HJB equation, we further reduce the number of necessary time steps to solve (2) (Sec. 2). Ultimately,
encoding the underlying regularity of OT into the network absolves it from learning unwanted
dynamics, substantially reducing the number of parameters required to train the CNF.
Numerical Contribution To train the flow with reduced time steps, we opt for the discretize-
then-optimize approach and use AD for the backpropagation (Sec. 3). Moreover, we analytically
derive formulas to efficiently compute the exact trace of the Jacobian in (2). We compute the exact
Jacobian trace with O(d) FLOPS, matching the time complexity of estimating the trace with one
Hutchinson vector as used in state-of-the-art CNFs [23]. We demonstrate the competitive runtimes
of the trace computation on several high-dimensional examples (Fig. 2). Ultimately, our PyTorch
implementation1 of OT-Flow produces results of similar quality to a state-of-the-art CNF at 17x
training and 28x inference speedups on average (Sec. 5).
1Open-source code will be available at https://github.com/EmoryMLIP/pyMFGnet .
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Table 1: A comparison of flow formulations.
Model Neural ODEs (2) Potential Φ L2 cost HJB regularizer
FFJORD [23] 3 7 7 7
RNODE [19] 3 7 3 7
Monge-Ampère Flows [58] 3 3 7 7
Potential Flow Generators [57] 3 3 7 3
OT-Flow 3 3 3 3
2 Mathematical Formulation of OT-Flow
Motivated by the similarities between training CNFs and solving OT problems [8, 43], we regularize
the minimization problem (3) to encourage straight trajectories (Fig. 1).
Transport Costs We add transport costs L(x, T ) to the objective in (3), which results in the
regularized problem
min
Φ
Eρ0(x)
{
C(x, T ) + L(x, T )
}
s.t. (2). (4)
The L2 transport costs are given by
L(x, T ) =
∫ T
0
1
2
‖v(z(x, t), t)‖2 dt, (5)
which penalize the squared arc-length of the trajectories. In practice, this integral can be computed
in the ODE solver, similar to the trace accumulation in (2). The OT problem (4) has mathematical
properties that we exploit to reduce computational costs [16, 19, 37, 54]. In particular, its solution is
unique, and the trajectories matching the two densities ρ0 and ρ1 are straight and non-intersecting [20],
which reduce the number of time steps to solve (2). The OT formulation also guarantees a solution
flow that is smooth, invertible, and orientation preserving [2].
Potential Model Applying the Pontryagin maximum principle [17, 18] to (4) reveals additional
structure that guides our modeling. In particular, there exists a potential function Φ: Rd× [0, T ]→ R
such that
v(x, t;θ) = −∇Φ(x, t;θ). (6)
Analogous to classical physics, samples move in a manner to minimize their potential.
The optimality conditions of (4) imply that the potential satisfies the HJB equation [16] (App. B),
whose violation along the trajectories we penalize by
R(x, T ) =
∫ T
0
∣∣∣∣∂tΦ(z(x, t), t)− 12‖∇Φ(z(x, t), t)‖2
∣∣∣∣ dt. (7)
To include this additional regularizer, we parameterize Φ with a neural network instead of v. This
HJB regularizer R(x, T ) favors plausible Φ without affecting the solution of the optimization
problem (4). With implementation similar to L(x, T ), the HJB regularizer requires little computation,
but drastically simplifies the cost of solving (2) in practice (see examples in App. B and [36, 45, 57]).
OT-Flow Problem In summary, the regularized problem solved in OT-Flow is
min
Φ
Eρ0(x)
{
C(x, T ) + L(x, T ) +R(x, T )
}
, subject to (2). (8)
Our formulation combines aspects from Grathwohl et al. [23], Zhang et al. [58], Yang and Karniadakis
[57], and Finlay et al. [19] (Tab. 1). The computational costs of the regularizers are inexpensive since
we accumulate them along the trajectories using the already computed∇Φ (App. C).
3 Implementation of OT-Flow
We define our neural network model, derive analytic formulas for fast and exact trace computations,
and describe our efficient ODE solver.
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Figure 2: Performance comparison of trace computation using exact approach presented in Sec. 3
and Hutchinson’s trace estimator using automatic differentiation. (a-c): runtimes (in seconds) over
dimensions 43, 63, and 784, corresponding to the dimensions of MINIBOONE, BSDS300, and MNIST
data sets, respectively. (d): relative errors vs. number of Hutchinson vectors for different dimensions.
Network Parameterization We parameterize the potential as
Φ(s;θ) = w>N(s;θN ) +
1
2
s>(A>A)s+ b>s+ c, where θ = (w,θN ,A, b, c). (9)
Here, s = (x, t) ∈ Rd+1 are the input features corresponding to space-time, N(s;θN ) : Rd+1 →
Rm is a neural network chosen to be a residual neural network (ResNet) [25] in our experiments, and
θ consists of all the trainable weights: w ∈ Rm, θN ∈ Rp, A ∈ Rr×(d+1), b ∈ Rd+1, c ∈ R. We
set a rank r = min(10, d) to limit the number of parameters of the symmetric matrixA>A. Here,
A, b, and c model quadratic potentials, i.e., linear dynamics; N models the nonlinear dynamics.
ResNet Our experiments use a simple two-layer ResNet. When tuning the number of layers as a
hyperparameter, we found that wide networks promoted expressibility but deep networks offered no
noticeable improvement. For simplicity, we present the two-layer derivation (for the derivation of a
ResNet of any depth, see App. D or [45]). The two-layer ResNet uses an opening layer to convert the
Rd+1 inputs to the Rm space, then one layer operating on the features in hidden space Rm
u0 = σ(K0s+ b0)
N(s;θN ) = u1 = u0 + hσ(K1u0 + b1).
(10)
We use step-size h=1, dense matricesK0 ∈ Rm×(d+1) andK1 ∈ Rm×m, and biases b0, b1 ∈ Rm.
We select the element-wise activation function σ(x) = log(exp(x) + exp(−x)), which is the
antiderivative of the hyperbolic tangent, i.e., σ′(x) = tanh(x). Therefore, hyperbolic tangent is the
activation function of the flow∇Φ.
Gradient Computation The gradient of the potential is
∇sΦ(s;θ) = ∇sN(s;θN )w + (A>A)s+ b, (11)
where we simply take the first d components of ∇sΦ to obtain the space derivative ∇Φ. The first
term is computed using chain rule (backpropagation)
z1 = w + hK
>
1 diag(σ
′(K1u0 + b1))w,
∇sN(s;θN )w = z0 = K>0 diag(σ′(K0s+ b0))z1.
(12)
Here, diag(q) ∈ Rm×m denotes a diagonal matrix with diagonal elements given by q ∈ Rm.
Multiplication by diagonal matrix is implemented as an element-wise product.
Trace Computation We compute the trace of the Hessian of the potential model. We first note that
tr
(∇2Φ(s;θ)) = tr (E>∇2s(N(s;θN )w)E)+ tr (E>(A>A)E), (13)
where the columns of E ∈ R(d+1)×d are given by the first d standard basis vectors in Rd+1. All
matrix multiplications with E can be coded as constant-time indexing operations. The trace of the
A>A term is trivial. We solve the ResNet term via
tr
(
E>∇2s(N(s;θN )w)E
)
= t0 + h t1, where
t0 =
(
σ′′(K0s+ b0) z1
)>(
(K0E) (K0E)
)
1,
t1 =
(
σ′′(K1u0 + b1)w
)>(
(K1∇su>0 ) (K1∇su>0 )
)
1,
(14)
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where  is the element-wise product of equally sized vectors or matrices, 1 ∈ Rd is a vector of all
ones, and∇su>0 = K>0 σ′(K0 s+b0). For deeper ResNets, the Jacobian term∇su>i−1 ∈ Rm×(d+1)
can be updated and over-written at a computational cost of O(m2 · d) FLOPS (App. D).
The trace computation of the first layer uses O(m · d) FLOPS, and each additional layer uses
O(m2 · d) FLOPS (App. D). Thus, our exact trace computation has O(d) time complexity. In
clocktime, the analytic exact trace computation is competitive with the Hutchinson’s estimator using
AD, while introducing no estimation error (Fig. 2). Our efficiency in trace computation (14) stems
from exploiting the identity structure of matrix E and not building the full Hessian.
ODE Solver For the forward propagation, we use Runge-Kutta 4 with equidistant time steps to
solve (2) as well as the time integrals (5) and (7). The number of time steps is a hyperparameter
(App. C). For the backpropagation, we use AD. This technique corresponds to the discretize-then-
optimize (DTO) approach, an effective method for ODE-constrained optimization problems [1, 6,
12, 33]. In particular, DTO is efficient for solving neural ODEs [22, 34, 40]. Our implementation
exploits the benefits of our proposed exact trace computation combined with the efficiency of DTO.
4 Related Works
Finite Flows Normalizing flows [31, 42, 44, 50] use a concatenation of discrete transformations,
where specific architectures are chosen to allow for efficient inverse and Jacobian determinant
computations. NICE [13], RealNVP [14], IAF [30], and MAF [41] use either autoregressive or
coupling flows where the Jacobian is triangular, so the Jacobian determinant can be tractably com-
puted. GLOW [29] expands upon RealNVP by introducing an additional invertible convolution
step. These flows are based on either coupling layers or autoregressive transformations, whose
tractable invertibility allows for density evaluation and generative sampling. Neural Spline Flows [15]
use splines instead of the coupling layers used in GLOW and RealNVP. Using monotonic neural
networks, NAF [26] require positivity of the weights. UMNN [55] circumvent this requirement by
parameterizing the Jacobian and then integrating numerically.
Infinitesimal Flows Modeling flows with differential equations is a natural and common con-
cept [38, 46, 49, 56]. In particular, CNFs [10, 11, 23] model their flow via the neural ODE in (2).
FFJORD [23], our baseline, is a state-of-the-art CNF. To alleviate the expensive training costs of
CNFs, FFJORD sacrifices the exact but slow trace computation in (2) for a Hutchinson’s trace
estimator with complexity O(d) [27]. This estimator helps FFJORD achieve training tractability
by reducing the trace cost from O(d2) to O(d) per time step. However, during inference, FFJORD
has O(d2) trace computation cost since CNF inference requires the exact trace (Sec. 1). FFJORD
also uses the optimize-then-discretize (OTD) method and an adjoint-based backpropagation where
the intermediate gradients are recomputed. In contrast, our exact trace computation is competitive
with FFJORD’s trace approach during training and faster during inference (Fig. 2). OT-Flow uses
DTO with AD for the backpropagation. This combination has been shown to converge quicker when
training neural ODEs due to accurate gradient computation, storing intermediate gradients, and fewer
time steps [22, 34, 40] (Sec 3).
Flows Influenced by Optimal Transport To encourage straight trajectories, RNODE [19] regu-
larizes FFJORD with transport costs L(x, T ) and the Frobenius norm of the Jacobian; they report
a 2.8x speedup. Other approaches similarly draw from OT theory but parameterize a potential
function [57, 58]. Most similar to us, Potential Flow Generators [57] motivate their model from
OT and use the HJB regularizer (7). OT-Flow’s modeling combines ideas from these regularized
formulations [19, 57, 58] (Tab. 1); OT-Flow’s numerics differ substantially (Sec. 3). OT has also been
used in other generative models [4, 32, 37, 47, 48, 51].
5 Numerical Experiments
We perform density estimation on seven two-dimensional toy problems and five high-dimensional
problems from real data sets. We also demonstrate OT-Flow’s generative abilities on MNIST.
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Figure 3: Density estimation on two-dimensional toy problems. Top: samples from the unknown
distribution. Middle: density estimate for unknown ρ0 computed by inverse flowing from ρ1 via (2).
Bottom: samples generated by inverse flow where y ∼ ρ1(y).
Metrics In density estimation, the goal is to approximate ρ0 using observed samplesX = {xi}Ni=1,
where xi are drawn from the distribution ρ0. In real applications, we lack a ground-truth ρ0, rendering
proper evaluation of the density itself untenable. However, we can follow evaluation techniques
applied to generative models. Drawing random points {yi}Mi=1 from ρ1, we invert the flow to
generate synthetic samplesQ = {qi}Mi=1, where qi = f−1(yi). We compare the known samples to
the generated samples via maximum mean discrepancy (MMD) [24, 35, 43, 52]
MMD(X,Q) =
1
N2
N∑
i=1
N∑
j=1
k(xi,xj) +
1
M2
M∑
i=1
M∑
j=1
k(qi, qj)−
2
NM
N∑
i=1
M∑
j=1
k(xi, qj), (15)
for Gaussian kernel k(xi, qj) = exp(− 12‖xi − qj‖2). MMD tests the difference between two
distributions (ρ0 and our estimate of ρ0) on the basis of samples drawn from each (X and Q). A
low MMD value means that the two sets of samples are likely to have been drawn from the same
distribution [24]. Since MMD is not used in the training, it provides an external, impartial metric to
evaluate our model on the hold-out test set (Tab. 2).
Many normalizing flows use C for evaluation. The loss C is used to train the forward flow to match
ρ1. Testing loss, i.e., C evaluated on the testing set, should provide the same quantification on a
hold-out set. However, in some cases, the testing loss can be low although the distribution of the
flowed samples f(x) differs substantially from ρ1 (Fig. A2 and Fig. A3 in Appendix). Furthermore,
because the model’s inverse contains error, accurately mapping to ρ1 with the forward flow does not
necessarily mean the inverse flow accurately maps to ρ0.
Testing loss varies drastically with the integration computation [40, 52, 55]. It depends on `, which is
computed along the characteristics via time integration of the trace (App. E). Too few discretization
points leads to an inaccurate integration computation and greater inverse error. Thus, a low inverse
error implies an accurate integration computation because the flow closely models the ODE. An
adaptive ODE solver alleviates this concern when provided a sufficiently small tolerance [23].
Similarly, we check that the flow models the continuous solution of the ODE by computing the
inverse error
Eρ0(x)‖f−1 (f(x))− x‖ (16)
on the testing set using a finer time discretization than used during training. We evaluate the
expectation values in (8) and (16) using the discrete samples X , which we assume are randomly
drawn from and representative of the initial distribution ρ0.
Toy Problems We train OT-Flow on several two-dimensional toy distributions that serve as standard
benchmarks [23, 55, 57]. Given random samples, we train OT-Flow and use the trained model to
estimate the density ρ0 and generate samples (Fig. 3). We also perform a thorough comparison with a
state-of-the-art CNF on the toy Gaussian mixture problem (Fig. A2) .
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Table 2: Density estimation on real data sets. We trained all models on the same machine (a single
NVIDIA TITAN X GPU with 12GB RAM).
Data Set d Model # Param Training Testing Inverse MMDTime (hr) Time (s) Error
POWER 6 OT-Flow 17K 2.7 8.6 6.93e-8 4.29e-5FFJORD 43K 75.6 59.5 1.98e-7 4.37e-5
GAS 8 OT-Flow 69K 3.5 20.6 1.88e-7 5.76e-4FFJORD 279K 57.1 171.2 2.71e-7 1.43e-4
HEPMASS 21 OT-Flow 72K 3.6 47.9 2.83e-7 2.01e-5FFJORD 547K 51.7 635.6 7.66e-7 2.00e-5
MINIBOONE 43 OT-Flow 78K 0.9 0.9 2.06e-7 2.84e-4FFJORD 821K 10.0 27.9 3.59e-7 2.84e-4
BSDS300 63 OT-Flow 297K 8.8 433.3 9.06e-7 9.84e-4
FFJORD 6.7M 213.2† 34958.8 2.07e-7 1.28e-3
† Training manually terminated before convergence.
Samples OT-Flow FFJORD
x ∼ ρ0(x) f(x) f(x)
y ∼ ρ1(y) f−1(y) f−1(y)
(a) MINIBOONE dimension 16 vs 17
Samples OT-Flow FFJORD
x ∼ ρ0(x) f(x) f(x)
y ∼ ρ1(y) f−1(y) f−1(y)
(b) MINIBOONE dimension 28 vs 29
Figure 4: MINIBOONE density estimation. Two-dimensional slices using the 3,648 43-dimensional
testing samples x ∼ ρ0(x) and 105 samples y from distribution ρ1 (more visuals in Fig. A7).
Density Estimation on Real Data Sets We compare our model’s performance on real data sets
(POWER, GAS, HEPMASS, MINIBOONE) from the University of California Irvine (UCI) machine
learning data repository and the BSDS300 data set containing natural image patches. The UCI
data sets describe observations from Fermilab neutrino experiments, household power consumption,
chemical sensors of ethylene and carbon monoxide gas mixtures, and particle collisions in high
energy physics. Prepared by Papamakarios et al. [41], the data sets are commonly used in normalizing
flows [14, 23, 26, 29, 55]. The data sets vary in dimensionality (Tab. 2).
For each data set, we compare OT-Flow against the state-of-the-art FFJORD [23] in speed and
performance. We compare speed both in training the models and when running the model on the
testing set. To compare performance, we compute the MMD between the data set and M = 105
generated samples f−1(y) for each model; for a fair comparison, we use the same y for FFJORD
and OT-Flow (Tab. 2). We show visuals of the samples x ∼ ρ0(x), y ∼ ρ1(y), f(x), and f−1(y)
generated by OT-Flow and FFJORD (Fig. 4, App. F).
The results demonstrate the computational efficiency of OT-Flow relative to FFJORD (Tab. 2). With
the exception of the GAS data set, OT-Flow achieves comparable MMD to that of FFJORD with
drastically reduced training time. OT-Flow learns a slightly smoothed representation of the GAS data
set (Fig. A5). Although we use the exact trace, we introduce little to no extra runtime than computing
the Hutchinson’s trace estimation with one vector-Jacobian product (Fig. 2). On the testing set, our
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first 3 rows originals. last 3 rows are conditional generations.
(a) Originals
first 3 rows originals. last 3 rows are conditional generations.
(b) Generatations
Figure 5: MNIST generation conditioned by class. The en-
coder and decoder are trained beforehand and are responsible
for the slight thickness of the generations.
red boxed values are original; others are interpolated in rho_1 space
Figure 6: MNIST interpolation in
the latent space. Original images are
boxed in red.
O(d) exact trace leads to faster testing time than FFJORD’s O(d2) approach using AD to compute
the exact trace. For example, on the BSDS300 data set, OT-Flow has a testing time of 7 minutes
compared to FFJORD’s testing time of 9 hours. To evaluate the testing data, we use more time steps
than for training, effectively re-discretizing the ODE at different points. The inverse error is near
machine precision when adding more time steps, showing that OT-Flow is numerically invertible and
suggesting that it approximates the true solution of the ODE. Ultimately, OT-Flow’s combination
of OT-influenced regularization, reduced parameterization, DTO approach, and efficient exact trace
computation results in fast and accurate training and testing.
MNIST We demonstrate the generation quality of OT-Flow using an encoder-decoder structure.
Consider encoder B : R784 → Rd and decoder D : Rd → R784 such that D(B(x)) ≈ x. We
train d-dimensional flows that map distribution ρ0(B(x)) to ρ1. The encoder and decoder are each
comprised of a single dense layer and activation function (ReLU for B and sigmoid for D). We train
the encoder-decoder separate from and prior to training the flows. The trained encoder-decoder, due
to its simplicity, renders digits D(B(x)) that are a couple pixels thicker than the supplied digit x.
We generate new images via two methods. First, using d=64 and a flow conditioned on class, we
sample a point y ∼ ρ1(y) and map it back to the pixel space to create image D(f−1(y)) (Fig. 5b).
Second, using d=128 and an unconditioned flow, we interpolate between the latent representations
f(B(x1)), f(B(x2)) of two original images x1,x2. For interpolated latent vector y ∈ Rd, we invert
the flow and decode back to the pixel space to create image D(f−1(y)) (Fig. 6).
6 Discussion
We present OT-Flow, a fast and accurate approach for training and performing inference with CNFs.
Our approach tackles two critical computational challenges in CNFs.
First, solving the neural ODEs in CNFs can require many time steps resulting in high computational
cost. Leveraging OT theory to regularize the CNF, OT-Flow encourages straight trajectories, leading
to ODEs that are easier to solve. In particular, we include transport costs and add an HJB regularizer
by exploiting the existence of a potential function. These additions help carry properties from
the continuous problem to the discrete problem and allow OT-Flow to use few time steps without
sacrificing performance. Second, computing the trace term in (2) is computationally expensive.
OT-Flow features exact trace computation at time complexity equal to trace estimators used in
existing state-of-the-art CNFs. Our analytic gradient and trace approach is not limited to the ResNet
architectures, but expanding to other architectures requires further derivation.
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A Derivation of Loss C
Let ρ0 be the initial density of samples, and z be the trajectories that map samples from ρ0 to ρ1. The
change in density as we flow a sample x ∼ ρ0 at time t is given by the change of variables formula
ρ0(x) = ρ
(
z(x, t)
)
det
(∇z(x, t)), (17)
where z(x, 0) = x. In normalizing flows, the discrepancy between the flowed distribution at final
time T , denoted ρ(x, T ), and the normal distribution can be measured using the Kullback-Leibler
(KL) divergence
DKL
[
ρ(x, T ) || ρ1(x)
]
=
∫
Rd
log
(
ρ(x, T )
ρ1(x)
)
ρ(x, T ) dx. (18)
Changing variables, and using (17), we can rewrite (18) as
DKL
[
ρ(z(x, T )) || ρ1(z(x, T ))
]
=
∫
Rd
log
(
ρ(z(x, T ))
ρ1(z(x, T ))
)
ρ(z(x, T )) det
(∇z(x, T ))dx,
=
∫
Rd
log
(
ρ0(x)
ρ1
(
z(x, T )
)
det
(∇z(x, T ))
)
ρ0(x) dx,
=
∫
Rd
[
log
(
ρ0(x)
)− log (ρ1(z(x, T )))− log det (∇z(x, T ))]ρ0(x) dx.
(19)
For normalizing flows, we assume ρ1 is the standard normal
ρ1(x) =
1√
(2pi)d
exp
(−‖x‖2
2
)
, (20)
which will reduce the term
log
(
ρ1(z(x, T ))
)
= −1
2
‖z(x, T )‖2 − d
2
log(2pi). (21)
Substituting (21) into (19), we obtain
DKL =
∫
Rd
[
log
(
ρ0(x)
)− log det (∇z(x, T ))+ 1
2
‖z(x, T )‖2 + d
2
log(2pi)
]
ρ0(x) dx
=
∫
Rd
[
log
(
ρ0(x)
)
+ C(x, T )
]
ρ0(x) dx
= Eρ0(x)
{
log
(
ρ0(x)
)
+ C(x, T )
}
,
(22)
where C(x, T ) is defined in (3). Density ρ0(x) is unknown in normalizing flows. Thus, the term
log(ρ0(x)) is dropped, and normalizing flows minimize C alone. Subtracting this constant does not
affect the minimizer.
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N
o
H
JB
2
Ti
m
e
St
ep
s
N
o
H
JB
8
Ti
m
e
St
ep
s
W
ith
H
JB
2
Ti
m
e
St
ep
s
Figure A1: Effect of adding an HJB regularizer during training. The first row presents a flow trained
using two RK4 time steps without an HJB regularizer. The second row presents a flow trained using
eight RK4 time steps without an HJB regularizer. The third row presents a flow trained using two
RK4 time steps with an HJB regularizer. For each flow, we show initial, forward mapping, and
generation. The HJB regularizer allows for training a flow with one-fourth the number of time steps,
leading to a drastic reduction in computational and memory costs. White trajectories display the
forward flow f for several random samples; red trajectories display the inverse flow f−1.
B The HJB Regularizer
Theory The optimality conditions of (4) imply that the potential Φ satisfies the Hamilton-Jacobi-
Bellman (HJB) [16] equation
−∂tΦ(x, t) + 1
2
‖∇Φ(z(x, t), t)‖2 = 0, Φ(x, T ) = G(x). (23)
where −∂t indicates that we solve the equation backwards in time and G is the terminal condition
of the partial differential equation (PDE). Consider the KL divergence in (19) after the change of
variables is performed. OT theory [7, 54] states that the HJB terminal condition is given by
G(z(x, T )) :=
δ
δρ0
DKL
[
ρ(z(x, T )) || ρ1(z(x, T ))
]
=
δ
δρ0
∫
Rd
[
log
(
ρ0(x)
)− log (ρ1(z(x, T )))− log det (∇z(x, T ))]ρ0(x) dx
= 1 + log
(
ρ0(x)
)− log (ρ1(z(x, T )))− log det (∇z(x, T )),
(24)
where δδρ0 is the variational derivative with respect to ρ0.
While solving (23) in high-dimensional spaces is notoriously difficult, penalizing its violations along
the trajectories is inexpensive. Therefore, we include the value R(x, T ) in the objective function,
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which we accumulate during the ODE solve (Sec. 2). The density ρ0, which is required to evaluate
G, is unknown in our problems. Similar to Yang and Karniadakis [57], we do not enforce the HJB
terminal condition but do enforce the HJB equation for t ∈ (0, T ) via regularizer R.
Effect of Added Regularizer In Fig. A1, we show the effect of training the toy Gaussian mixture
problem with and without the HJB regularizer R. For this demonstration, we train the model using
two Runge-Kutta 4 (RK4) steps. As a result, the L2 cost is penalized at too few time steps. Therefore,
without an HJB regularizer, the model achieves poor performance and unstraight characteristics
(Fig. A1). This issue can be remedied by adding more RK4 time steps or the HJB regularizer. The
additional RK4 time steps would add significant memory and computational overhead. The HJB
regularizer, however, adds little memory and computation. We thus can train the model with two RK4
time steps and an HJB regularizer with efficient computational cost and good performance.
For the demonstration (Fig. A1), we compare three models: two RK4 time steps with no HJB
regularizer, eight RK4 time steps with no HJB regularizer, and two RK4 time steps with the HJB
regularizer. For several starting points, we plot the forward flow trajectories f in white and the inverse
flow f−1 trajectories in red. The last two models have straight trajectories, which the first model
lacks. All three models are invertible since their forward and inverse trajectories align.
C Implementation Details
We incorporate the accumulation of the regularizers in the ODE. The full optimization problem is
min
θ
Eρ0(x)
{
α1C(x, T ) + L(x, T ) + α2R(x, T )
}
(25)
subject to
∂t

z(x, t)
`(x, t)
L(x, t)
R(x, t)
 =

−∇Φ(z(x, t), t;θ)
− tr(∇2Φ(z(x, t), t;θ))
1
2‖∇Φ(z(x, t), t;θ)‖2∣∣∂tΦ(z(x, t), t;θ)− 12‖∇Φ(z(x, t), t;θ)‖2∣∣
 ,

z(x, 0)
`(x, 0)
L(x, 0)
R(x, 0)
 =

x
0
0
0
 ,
where we optimize the weights θ, defined in (9), that parameterize Φ. We include two hyperparameters
α1, α2 to assist the optimization. Specially selected hyperparameters can improve the convergence
and performance of the model. Other hyperparameters include the hidden space size m, the number
of time steps used by the Runge-Kutta 4 solver nt, the number of ResNet layers for which we use 2
for all experiments, and various settings for the ADAM optimizer.
For validation and testing, we use more time steps than for training, which allows for higher precision
and a check that our discrete OT-Flow still approximates the continuous object. A large number of
training time steps results in good generalizability and lower inverse error; too few time steps results
in high inverse error but low computational cost. We tune the number of training time steps so that we
maintain good generalizability (validation and training loss are similar) with low computational cost.
D Exact Trace computation
We expand on the trace computation formulae presented in Sec. 3 for a ResNet with M + 1 layers.
Gradient Computation To compute the gradient, first note that for an (M + 1)-layer residual
network and given inputs s = (x, t), we obtain N(s;θN ) = uM by forward propagation
u0 = σ(K0s+ b0)
u1 = u0 + hσ(K1u0 + b1)
...
...
uM = uM−1 + hσ(KMuM−1 + bM ),
(26)
where h > 0 is a fixed step size, and the network’s weights areK0 ∈ Rm×(d+1),K1, . . . ,KM ∈
Rm×m, and b0, . . . , bM ∈ Rm.
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The gradient of the neural network is computed using backpropagation as follows
zM+1 = w
zM = zM+1 + hK
>
M diag
(
σ′(KMuM−1 + bM )
)
zM+1,
...
...
z1 = z2 + hK
>
1 diag
(
σ′(K1u0 + b1)
)
z2,
z0 = K
>
0 diag
(
σ′(K0s+ b0)
)
z1,
(27)
which gives ∇sN(s;θN )w = z0.
Exact Trace Computation Using (13) and the same E, we compute the trace in one forward pass
through the layers. The trace of the first ResNet layer is
t0 = tr
(
E>∇s
(
K>0 diag(σ
′′(K0s+ b0))z1
)
E
)
= tr
(
E>K>0 diag
(
σ′′(K0s+ b0) z1
)
K0E
)
=
(
σ′′(K0s+ b0) z1
)>(
(K0E) (K0E)
)
1,
(28)
using the same notation as (14). For the last step, we used the diagonality of the middle matrix.
Computing t0 requires O(m · d) FLOPS when first squaring the elements in the first d columns of
K0, then summing those columns, and finally one inner product.
To compute the trace of the entire ResNet, we continue with the remaining rows in (27) in reverse
order to obtain
tr
(
E>∇2s(N(s;θN )w)E
)
= t0 + h
M∑
i=1
ti, (29)
where ti is computed as
ti = tr
(
J>i−1∇s
(
K>i diag(σ
′′(Kiui−1(s) + bi))zi+1
)
Ji−1
)
= tr
(
J>i−1K
>
i diag
(
σ′′(Kiui−1 + bi) zi+1
)
KiJi−1
)
=
(
σ′′(Kiui−1 + bi) zi+1
)>(
(KiJi−1) (KiJi−1)
)
1.
Here, Ji−1 = ∇su>i−1 ∈ Rm×d is a Jacobian matrix, which can be updated and over-written in the
forward pass at a computational cost of O(m2 · d) FLOPS. The J update follows:
∇su>i = ∇sui−1 + hσ′(Kiui−1 + bi)K>i ∇sui−1
J ← J + hσ′(Kiui−1 + bi)K>i J
(30)
Since we parameterize the potential Φ instead of the v, the Jacobian of the dynamics ∇v is given
by the Hessian of Φ in (2). We note that Hessians are symmetric matrices. We use the exact trace;
however, if we wanted to use a trace estimate, a plethora of estimators perform better in accuracy and
speed on symmetric matrices than on nonsymmetric matrices [5, 27, 53].
E Loss Metric
The testing loss metric C depends on the ` computation in (2), which is the integration of the trace
along the computed trajectory z. Different integration schemes have various error when integrating
the trace [40, 55]. Too coarse of a time discretization can result in a low C value while sacrificing
invertibility. Furthermore, a low C value does not imply good quality generation [52].
As a result, testing loss is unreliable for comparative evaluation of models’ performances, so we use
MMD.
Visualizations present the best evaluation of a flow’s performance. We motivate this with a thorough
comparison of OT-Flow against FFJORD (Fig. A2). Even though the testing losses are similar, the
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Data Set Model # Param Training Testing Inverse MMDTime (s) Loss Error
Gaussian Mixture OT-Flow 637 189 2.88 1.28e-8 6.38e-4FFJORD 9225 7882 2.85 7.22e-8 6.54e-4
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Figure A2: CNF performance heatmaps for the toy Gaussian mixture problem. (top row) 105 samples
x from the pretended unknown ρ0, the forward propagations of our flow f(x) and the FFJORD flow.
(bottom row) 105 samples y drawn from the known ρ1, our model’s generation f−1(y) using the
inverse flow on normal samples and FFJORD’s inverse flow on the same normal samples y.
Discrete normalizing flow trained on POWER
d Testing Loss Inv Error MMD
6 −0.64 2.34e-3 1.94e-2
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Figure A3: POWER density estimation for some discrete normalizing flow. By the testing loss metric,
this model is considered very competitive. However, the model itself performs poorly, as clear in the
visualization of the last two dimensions. The MMD shows that the generation is poor. The inverse
error shows that the testing loss uses an integration scheme that is too coarse, as addressed in [40, 55].
FFJORD flow pushes too many points to the origin and does not map well to a Gaussian. We can see
this flaw when using 105 samples.
In high-dimensions, visualizations become difficult, which is why reliance on a loss function is
appealing. We visualize two-dimensional slices of these high-dimensional point clouds using binned
heatmaps (App. F). We then get a sense for which dimensions are or are not mapping to ρ1. For
instance, we present an arbitrary finite normalizing flow trained on the POWER data set in which
the testing loss looks competitive, but other metrics and the visualization demonstrate the model’s
flaws (Fig. A3). The last two dimensions show that the forward flow f(x) noticeably differs from
ρ1 in these two dimensions. The associated MMD is poor for this model on the POWER data
set (comparable MMDs in Tab. 2), and the high inverse error suggests that the integration is not
trustworthy. However, the model achieves a testing loss of −0.64 which outperforms numerous
state-of-the-art models (Tab. A1). Motivated by these demonstrations, we do not use the testing loss
metric to evaluate flows.
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Table A1: Testing Loss C comparison with other models.
POWER GAS HEPMASS MINIBOONE BSDS300
OT-Flow (Ours) -0.31 -8.50* 17.46 10.52 -153.98
FFJORD trained by us -0.42 -10.53 16.57 10.64 -142.91†
MADE [21] 3.08 -3.56 20.98 15.59 -148.85
RealNVP [14] -0.17 -8.33 18.71 13.55 -153.28
Glow [29] -0.17 -8.15 18.92 11.35 -155.07
MAF [41] -0.24 -10.08 17.70 11.75 -155.69
NAF [26] -0.62 -11.96 15.09 8.86 -157.73
UMNN [55] -0.63 -10.89 13.99 9.67 -157.98
*This value is from a model trained using double precision and is different from the model
reported in Tab. 2.
†Training manually terminated before convergence.
Table A2: Number of parameters comparison with discrete normalizing flows. FFJORD already
reduced the parameterization of flows. We further reduce parameterization of CNFs, which includes
a drastic reduction across all normalizing flows.
POWER GAS HEPMASS MINIBOONE BSDS300
OT-Flow (Ours) 17K 69K 72K 78K 297K
FFJORD [23] 43K 279K 547K 821K 6.7M
NAF [26] 414K 402K 9.27M 7.49M 36.8M
UMNN [55] 509K 815K 3.62M 3.46M 15.6M
Papamakarios et al. [41] cleaned and normalized the GAS data set used by other normalizing flow
models (Tab. A1). However, after that preprocessing, some input values x still contain large values.
Some models handle the large values by using normalization layers. While we can easily add
normalization layers into OT-Flow, for simplicity, we further preprocess GAS. In particular, we scale
all inputs by dividing by 5 before passing to the model. Alternatively, if we want to compare testing
loss C with other methods, we can use double precision instead of scaling the inputs (Tab. A1). MMD
and inverse error are similar for these two approaches.
F Visualizations of High-Dimensional Data Sets
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Figure A4: Model performance on POWER test data.
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Figure A5: Model performance on GAS test data.
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Figure A6: Model performance on the HEPMASS test data.
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Figure A7: Other two-dimensional slices of the MINIBOONE density estimation to supplement Fig. 4.
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