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Resumen
Anticipar la evolucio´n de la tasa de desempleo es de suma relevancia para la conduccio´n de la pol´ıtica
econo´mica, ya que permite al Gobierno (Policy Makers) adoptar oportunamente medidas conducentes a
minimizar las fluctuaciones del producto respecto de su nivel potencial de crecimiento. Con tal propo´sito,
el presente documento utiliza un modelo de series de tiempo SARIMA (Seasonal Autorregresive Inte-
grated Movile Average) que adema´s de ajustar los componentes c´ıclico y estacional propios de una serie
econo´mica como es la tasa de desempleo, se caracteriza por ser un modelo fa´cil de estimar e interpretar
–esto porque no requiere de otras variables ni de estructuras complejas de la econometr´ıa tradicional. Al-
ternativamente, se ajusto´ un modelo ARFIMA (Autorregresive Fractionary Integrated Movile Average),
debido a los signos de persistencia que muestra el indicador de desempleo en su comportamiento; sin
embargo, a partir de los me´todos de estimacio´n de Reisen (1994), Geweke et al (1983), y Whittle (1962)
se obtuvieron para´metros de integracio´n mayor que 0.5, lo que emp´ıricamente sustenta el tratamiento
de la tasa de desempleo como una serie no estacionaria. Por u´ltimo, basa´ndonos en Albagli et al (2003)
se compara la ra´ız del error cuadra´tico medio (RECM) de predicciones mo´viles fuera de muestra de tres
modelos anidados: AR(1), ARIMA(1, 1, 2) y el modelo propuesto SARIMA(1, 1, 2) × (0, 1, 1)12, todos
estimados por Ma´xima Verosimilitud (ML). Los modelos presentan ciertas limitaciones para capturar
las discontinuidades (o saltos bruscos) de la serie histo´rica del indicador de desempleo. Sin embargo,
el modelo SARIMA adema´s de presentar la menor media y volatilidad del RECM de las predicciones
mo´viles fuera de muestra, captura los puntos de giro del ciclo de la variable de intere´s.
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1. Introduccio´n
La tasa de desempleo mensual es un indicador de alerta temprana de la actividad econo´mica
respecto de las Cuentas Nacionales publicadas trimestralmente por el Banco Central. A esto se agrega que
la dina´mica del empleo es considerado como uno de los factores ma´s incidentes en el desempen˜o econo´mico
del pa´ıs (Bergoing et al, 2005). En este contexto, es de suma relevancia para la conduccio´n de la pol´ıtica
econo´mica anticipar la evolucio´n de la tasa de desempleo entre otras variables, ya que permitira´ al Gobierno
(Policy Makers) adoptar medidas conducentes a minimizar las fluctuaciones del producto respecto de su
nivel potencial de crecimiento. Con tal propo´sito, el presente documento utiliza modelos de series de tiempo
del tipo SARIMA (Seasonal Autorregresive Integrated Movile Average) para predecir el comportamiento de
corto y mediano plazo de la tasa de desempleo de Chile. Para ello se utilizo´ informacio´n disponible desde
febrero de 1986 hasta abril de 2009 (279 observaciones). Alternativamente, se ajusto´ un modelo ARFIMA
(Autorregresive Fractionary Integrated Movile Average), debido a que el desempleo muestra cierta persis-
tencia en su comportamiento —coherente con el lento ajuste del salario real frente a los distintos estados del
ciclo econo´mico. Sin embargo, a partir de los me´todos de estimacio´n de Reisen (1994), Geweke et al (1983),
y Whittle (2002) se obtuvieron para´metros de integracio´n mayor que 0.5, lo que emp´ıricamente sustenta el
tratamiento de la tasa de desempleo como una serie no estacionaria.
El proceso de seleccio´n del mejor modelo predictivo esta´ basado en los criterios de informa-
cio´n de Akaike y BIC (Criterio Bayesiano de Informacio´n), con estimaciones in-sample y out-sample para un
horizonte de prediccio´n de uno y ocho meses.1 Una vez encontrado el mejor modelo SARIMA, se comparan
gra´ficamente la tasa de desempleo experimentada durante la crisis asia´tica (1998-1999) versus la crisis actual
-que incluye el per´ıodo observado y proyectado de los an˜os 2008 y 2009, respectivamente. Las similitudes
encontradas entre las trayectorias de los niveles de desempleo de ambos per´ıodos, pone de manifiesto la
significativa inercia del mercado laboral, al punto que los shocks materializados durante la crisis asia´tica
puedan ser replicados en la actualidad.
Los datos de desempleo son publicados mensualmente a partir de febrero de 1986 por el
Instituto Nacional de Estad´ısticas (INE)2; y su elaboracio´n consiste en dividir el nu´mero total de personas
desocupadas en el trimestre mo´vil de cada mes t, para la suma total de personas ocupadas y desocupadas
(fuerza laboral) en el trimestre mo´vil del mismo mes t. En otras palabras, la tasa de desempleo mide la
proporcio´n de la fuerza laboral que carece de trabajo en el mercado formal. Por ejemplo, el nu´mero de
desocupados al cierre estad´ıstico del presente estudio (trimestre mo´vil febrero-abril de 2009) es 716.33 miles
1Los ocho meses corresponden al per´ıodo faltante para cerrar el an˜o 2009, considerando que el cierre estad´ıstico del presente
trabajo fue marzo de 2009.
2Fuente oficial de Estad´ısticas de Chile.
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de personas, la fuerza laboral en igual per´ıodo es 7,316.25 miles de personas, por lo tanto, la tasa de desempleo
publicada por el INE en abril del presente an˜o es 9.8%, cifra que resulta de dividir el nu´mero de desocupados
para la fuerza laboral.
Por u´ltimo, siguiendo de cerca a Albagli et al (2003), se compara la ra´ız del error cuadra´tico
medio (RECM) de predicciones mo´viles fuera de muestra de tres modelos anidados: AR(1), ARIMA(1, 1, 2) y
el modelo propuesto ARIMA(1, 1, 2)×(0, 1, 1)12, todos estimados por Ma´xima Verosimilitud (ML). Todos los
modelos presentan ciertas limitaciones para capturar las discontinuidades (o bruscos saltos) en la trayectoria
histo´rica del indicador de desempleo. Sin embargo, el modelo SARIMA adema´s de presentar la menor media
y volatilidad del RECM de las predicciones mo´viles fuera de muestra, captura los puntos de giro del ciclo de
nuestra variable de intere´s.
El presente documento esta´ organizado en cuatro secciones de la siguiente forma: La primera
presenta la introduccio´n; la segunda seccio´n discute la metodolog´ıa; la tercera analiza los principales resul-
tados obtenidos; y la cuarta seccio´n concluye.
2. Metodolog´ıa
Desde febrero de 1986 –primer registro de desempleo publicado por el INE– la tasa de
desempleo nacional ha mostrado un comportamiento c´ıclico y estacional muy caracter´ıstico. Es decir, en
e´pocas de auge (parte ma´s alta del ciclo econo´mico) el desempleo disminuye considerablemente hasta ubicarse
bajo su promedio histo´rico. Por el contrario, frente a escenarios de crisis dicha variable tiende a expandirse
significativamente respecto de su medida de tendencia central. Con relacio´n al componente estacional, la
tasa de desempleo alcanza su mayor nivel en los meses de invierno -siendo julio y agosto los meses ma´s
predominantes de cada an˜o. Esto se debe en parte, a la menor actividad del sector agr´ıcola (per´ıodo estacional
de baja cosecha) y a la postergacio´n de las obras de infraestructura y edificacio´n -altamente intensivas en la
utilizacio´n de mano de obra- ante condiciones clima´ticas poco propicias para el normal desarrollo de tales
actividades.
En este contexto, es posible modelar la tasa de desempleo como un proceso del tipo ARIMA
(p, d, q) × (P,D,Q)s. Este modelo captura la particularidad estacional y c´ıclica de nuestra serie de intere´s




















donde, Φ(B) es un polinomio de coeficientes, con operador de rezagos B del componente
autorregresivo AR; y Φs(B) es ana´logo al caso anterior pero aplicado al proceso autorregresivo de la parte
estacional SAR. Finalmente, Θ(B) y Θs(B) son los polinomios de coeficientes del proceso de media mo´vil
MA y su s´ımil estacional SMA. Por otro lado, se sospecha que la tasa de desempleo es no estacionaria,
debido principalmente a los significativos cambios de media y varianza durante las fases de boom y recesio´n
econo´mica. De igual forma, se presume que el tramo ARIMA del componente perio´dico (o estacional) tambie´n
es no estacionario, ya que existen factores (propios del efecto calendario) que indirectamente podr´ıan acentu´ar
la estacionalidad de la serie como la composicio´n de los d´ıas de la semana. En resumen, el procedimiento
utilizado para modelar la serie de la tasa de desempleo es:
1. Se estimo´ la funcio´n de autocorrelacio´n (ACF) de la serie y se observo´ que e´sta converge hiperbo´lica-
mente a cero. Al descartar la posibilidad de que sea estacionaria con integracio´n fraccionaria –ana´lisis
pormenorizado en la seccio´n 3.1–, se opto´ por transformar la serie tomando una diferenciacio´n.
2. Se obtuvo nuevamente la ACF y se encontro´ un patro´n estacional con un comportamiento sinusoidal
de larga memoria, lo cual es t´ıpico en variables que muestran alta parsistencia en su trayectoria. Por
lo tanto, se opto´ por diferenciar en doce meses la serie obtenida en el paso inmediatamente anterior.
Sin embargo, como futura investigacio´n proponemos testear la posibilidad de modelar un proceso
SARFIMA, pero con integracio´n fraccionaria en el parte estacional.
3. Finalmente, basado en los criterio de Akaike y BIC se selecciono´ el mejor modelo SARIMA estimado
mediante Ma´xima Verosimilitud (ML).3 Finalmente, los residuos del modelo resultaron ruido blanco
-segu´n el test de Box-Ljung.
3. Resultados
En el per´ıodo 1986-1997 la tasa de desempleo mantuvo una trayectoria con una fuerte
tendencia a la baja –con un promedio histo´rico de 8.1%. Este feno´meno es coherente con el nivel potencial
de crecimiento econo´mico observado durante dicho per´ıodo –en torno a 7.8% (Chumacero, 1996). Dada
la caracter´ıstica de la serie, cualquier prediccio´n de desempleo, en base a estos datos, dif´ıcilmente habr´ıa
3En el ape´ndice de este documento se presenta una tabla que contiene los distintos modelos que se evaluaron con sus
respectivos estad´ıgrafos de ajuste.
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dado cuenta del fuerte cambio de tendencia como la observada durante la crisis asia´tica (1998-1999). Para
entonces, el desempleo aumento´ en forma persistente hasta anotar su ma´ximo nivel de 11.9% en agosto de
1999, para luego mantenerse oscilante en torno a 9.2% en los siguientes ocho an˜os. En igual periodo (post-
crisis asia´tica), la actividad econo´mica se caracterizo´ por su bajo desempen˜o –con un crecimiento potencial de
so´lo 5% (Johnson, 2001)– relativo a la pronta recuperacio´n experimentada por los pa´ıses del sudeste asia´tico.
Estos sucesos dieron origen al debate sobre la aparente persistencia de la actividad econo´mica y por ende del
empleo. As´ı, algunos autores sostienen que la dina´mica del empleo es uno de los factores altamente incidentes
en el prolongado deterioro de la economı´a (Bergoeing et al, 2005). Particularmente, la incertidumbre que
se derivo´ de los cambios al co´digo del trabajo en 2001, explicar´ıan la prolongada ca´ıda en el empleo post-
crisis asia´tica. En cambio, otros autores (Cowan et al 2003) encuentran que las fluctuaciones del empleo son
absolutamente c´ıclicas –sin cambios estructurales; es decir, la rigidez del mercado laboral se deber´ıa a la baja























Figura 1: Tasa de desempleo entre los an˜os 1986 y 2009 junto a su correlograma.
A partir del segundo semestre de 2008, tras los efectos de la crisis financiera internacional,
la tasa de desempleo nacional ha tendido nuevamente al alza; incluso, hasta alcanzar niveles similares a los
observados durante crisis asia´tica. Esto refleja en parte, un cierto grado de homogeneidad en la reaccio´n
del mercado laboral frente a shocks externos, al menos, durante la recesio´n de 1999 y la ma´s reciente au´n
en proceso. En este contexto y sumando las caracter´ısticas de no estacionariedad de la tasa de desempleo,
proponemos efectuar un ana´lisis basado en un modelo de series de tiempo del tipo SARIMA para predecir la
tasa de desempleo mensual en el corto plazo. Basado en el ana´lisis de densidad espectral, las discontinuidades
de la serie de desempleo son puramente c´ıclicas. La figura 2 destaca un peack en torno a 0.5 (2pi/0.5 ≈
12 meses), lo que refleja la predominancia del componente c´ıclico de la serie, validando emp´ıricamente la
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especificacio´n de nuestro modelo. Esto a su vez permite que el shock de la crisis asia´tica sea un argumento
va´lido para simular la crisis actual. Es ma´s, las similitudes encontradas entre las trayectorias de los niveles de
desempleo de la crisis asia´tica versus la crisis actual ponen de manifiesto la significativa inercia del mercado
laboral, al punto de que los shocks materializados durante la crisis asia´tica puedan ser replicados en la
actualidad.



















Figura 2: Periodograma de la Tasa de Desempleo obtenido a trave´s de la Transformacio´n Ra´pida Discreta
de Fourier (Singleton 1979).
Por u´ltimo, a diferencia de otros estudios en los que se modela una estructura econo´mica
para ajustar la tasa de desempleo nacional, el presente estudio permite que los propios datos temporales de la
variable desempleo nos revelen las caracter´ısticas de la estructura probabil´ıstica subyacente. En este sentido,
el presente documento no indaga sobre los factores que esta´n detra´s de la posible rigidez del mercado laboral,
sino que ma´s bien, el objetivo es modelar y proyectar la tasa de desempleo en base a su propia historia, es decir,
valie´ndonos u´nicamente de su significativa correlacio´n con el pasado. Por otra parte, la elevada persistencia
y volatilidad de la serie de desempleo hizo que cualquier intento de estabilizacio´n mediante la aplicacio´n de
funciones de transformacio´n de la variable de tipo Box Cox, resultara infructuosa. Adema´s, la funcio´n de
autocorrelacio´n (ACF) muestra un prolongado decaimiento a medida que aumentan los rezagos de tiempo
(Ver figura 1), por lo que en primera instancia sospechamos que podr´ıa tratarse de un proceso de larga




El te´rmino de memoria larga utilizado en el estudio de series de tiempo, suele asociarse con
la persistencia que muestran algunas series estacionarias en sus funciones de autocorrelacio´n, que convergen
paulatinamente hacia cero. Este comportamiento no es compatible con el modelo SARIMA aqu´ı propuesto,
que considera una medida extrema de persistencia de la tasa de desempleo. En este sentido, adema´s del
modelo SARIMA, tambie´n se ajusto´ un proceso de larga memoria ARFIMA (Autorregresive Fractionary
Integrated Movile Average) para modelar el comportamiento del desempleo, ya que e´ste muestra cierta
persistencia —coherente con el lento ajuste del salario real frente a los distintos estados del ciclo econo´mico.
Formalmente se tiene:









donde, Φ(B) es un polinomio de coeficientes con operador de rezagos B del componente
autorregresivo AR; Θ(B) es el polinomio de coeficientes del proceso de media mo´vil MA y d corresponde a
la diferenciacio´n fraccionaria del modelo. A continuacio´n se presentan tres estimadores para el para´metro d
de la tasa de desempleo:
Me´todo Estimacio´n dˆ S.E
Reisen 0.829 0.068
Geweke and Porter-Hudak 0.968 0.208
Whittle 1.002 0.033
1. Reisen: Esta´ basado en la ecuacio´n de regresio´n usando la funcio´n de periodograma alisado (smoothed)
como una estimacio´n de la densidad espectral.
2. Geweke and Porter-Hudak: Esta´ basado en la ecuacio´n de regresio´n usando la funcio´n de periodograma
como una estimacio´n de la densidad espectral.
3. Whittle: Es el estimador local exacto de Whittle a trave´s de me´todos cuasi-ma´ximo-veros´ımiles (QM-
LE).
Notemos que el estimador de Whittle es el que posee menor error esta´ndar y que su esti-
macio´n es un valor cercano a 1, por lo que finalmente ajusta un modelo autoregresivo integrado de primer
orden, es decir, la tasa de desempleo es no estacionaria. Sin embargo, al descartar la posibilidad de que sea
estacionaria con integracio´n fraccionaria, se concluyo´ que la serie posee una tendencia estoca´stica, lo que
valida nuestro modelo autorregresivo y de media mo´vil aplicado a la variable de desempleo diferenciada.
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3.2. Ana´lisis de tendencia y estacionalidad del ajuste SARIMA
Tras descartar la posibilidad de que la tasa de desempleo sea estacionaria con integracio´n
fraccionaria, se opto´ por la primera diferenciacio´n. En otras palabras, para eliminar la tendencia estoca´stica,
se procedio´ a diferenciar la serie una vez. El siguiente gra´fico muestra la pe´rdida de tendencia, aunque la
variabilidad producida por la estacionalidad de la serie persiste al observar la funcio´n de autocorrelacio´n de
la serie ajustada. Dado que eur´ısticamente estacionalidad es sino´nimo de no estacionariedad, se realizo´ el
respectivo ajuste estacional de la serie.
La siguiente figura muestra las ACF y la funcio´n de autocorrelacio´n parcial (PACF) de la
tasa de desempleo despue´s de controlar por su tendencia estoca´stica y estacionalidad. A partir de la ACF se
determino´ que existen los siguientes peacks: uno en la parte MA estacional (esto es cada 12 meses por ser
la serie de frecuencia mensual) y cuatro en la parte MA de los para´metros ARIMA de la serie. En el gra´fico
PACF es posible notar que existen los siguientes saltos: dos en la parte AR estacional (per´ıodos 12 y 24,
respectivamente) y tres significativos en la parte AR de los para´metros ARIMA de la tasa de desempleo.
De esta forma determinamos que nuestro modelo preeliminar es un ARIMA(3, 1, 4) × (2, 1, 1)12, estimado
por el me´todo de ma´xima verosimilitud (MV). No obstante, al estimar los para´metros de este modelo no
se encontro´ significancia para el componente AR estacional segu´n el estad´ıstico t-student. De esta forma y
tomando en consideracio´n el principio de parsimonia, se decidio´ estimar el modelo ARIMA(1, 1, 2)×(2, 1, 1)12,
el cual obtuvo valores AIC y BIC menores que el inicialmente propuesto (-38.05 contra -37.06 y -25.52 contra
-16.16, respectivamente).
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Figura 3: De izquierda a derecha: Seria diferenciada una vez y su ACF, ACF y PACF de la serie diferenciada
12 veces.
Todos los para´metros del modelo ARIMA(1, 1, 2) × (0, 1, 1) resultaron significativos a un
nivel de confianza de 95% y errores ruido blanco distribuidos normalmente (residuos independientes). La
siguiente tabla y gra´ficos dan cuenta de ello:
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Para´metro Estimacio´n s.e Test-t
φ1 −0.2433 0.0751 3.238
θ1 0.9032 0.0483 18.719
θ2 0.7726 0.0575 13.434
θs1 −0.8776 0.0566 15.498
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Figura 4: A la izquierda se presenta el gra´fico de los valores ajustados por el modelo SARIMA para los an˜os
1996-2000. Al centro los Residuos estandarizados, ACF residual y valores p de Box-Ljung. A la derecha el
gra´fico Normal Q-Qplot residual.
En la figura 4 se muestra que en la mayor´ıa de los casos, la serie estimada pasa por los puntos
observados; sin embargo, au´n existen observaciones de caracter estacional que no logran ser capturados por
el modelo ajustado. Por lo que, probablemente, los resultados de la estimacio´n este´n sugiriendo que un
modelo del tipo SARFIMA (Seasonal Autorregresive Fractionary Integrated Movile Average) podr´ıa ser el
ma´s apropiado para este caso. Por otro lado, en los gra´ficos del centro se puede apreciar que el test de Box-
Ljung muestra que los valores p asociados a los residuos del modelo son mayores que el error de confianza
α = 0.05 para un rezago equivalente a 24 meses, las autocorrelaciones residuales se concentran dentro de las
bandas de Bartlett, por lo que concluimos que los residuos no esta´n correlacionados. La figura del extremo
izquierdo muestra que los residuos en gran medida se concentran en la recta normal y el test de normalidad
Shapiro-Wilk arroja un valor p de 0.433 (W = 0.994) lo cual no rechaza la hipo´tesis nula de normalidad
residual. De esta forma conclu´ımos que los residuos son ruido blanco con distribucio´n normal.
Por otra parte, la estructura de los modelos de series de tiempo que aqu´ı analizamos permiten
aproximar el per´ıodo de permanencia de una perturbacio´n en la tasa de desempleo. Para ello, obtenemos la
funcio´n de impulso-respuesta a partir del modelo:




se obtiene la siguiente expresio´n:
xt =
(1 + θ1B + θ2B2)(1− θ12B12)²t
(1 + φB)





(1 + θ1B + θ2B2 − θ12B12 − θ12θ1B13 − θ12θ2B14) ²t
Definiendo una perturbacio´n ²t = 1, la funcio´n de impulso-respuesta del modelo esta´ dada por:
ω(j) = ∂xt∂²t+j =

1, j = 0
θ1 − φ, j = 1
(−φ)j − θ1(−φ)j−1 + θ2(−φ)j−2, 2 < j < 12
2(φ12 − θ1φ11 + θ2φ10 − 0.5θ12), j = 12
2(−φ13 + θ1φ12 − θ2φ11 − 0.5(θ1 − φ)θ12), j = 13
2[−φj + θ1φj−1 − θ2φj−2 − 0.5((−φ)j−12 + θ1(−φ)j−13 + θ2(−φ)j−14)θ12], j > 13













Figura 5: Gra´fico de la Funcio´n de Impulso Respuesta ω(j) (la periodicidad de los rezagos es mensual).
Es directo notar del gra´fico anterior la elevada persistencia de una perturbacio´n en la serie.
Segu´n el modelo propuesto, la persistencia en la dina´mica de la tasa de desempleo podr´ıa prolongarse por
ma´s de un an˜o (esto es hasta 16 meses).
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3.3. Predicciones In - Out sample
En esta seccio´n procedemos a evaluar la capacidad predictiva de nuestro modelo mediante
la ra´ız del error cuadra´tico medio (RECM) tanto de las estimaciones dentro de muestra (in-sample) como
de las predicciones fuera de muestra (out-sample). Para el caso de las predicciones out-sample, se genero´ ar-
bitrariamente una submuestra que representa el 70% de las observaciones disponibles y se proyecto´ la tasa
de desempleo para un horizonte de uno, tres y doce meses, respectivamente –en te´rminos cronolo´gicos las
predicciones comprenden el per´ıodo mayo 2002 a abril 2003. Por su parte, las predicciones in-sample se
obtienen a partir de modelo SARIMA estimado con el 100% de las observaciones disponibles y se calcula el
RECM para el mismo per´ıodo del caso anterior. En te´rminos formales, la ra´ız del error cuadra´tico medio (o







donde p es el horizonte de prediccio´n, ŷi es la i-e´sima prediccio´n e yi es el valor real de la serie.
Prediccio´n a 12 meses Prediccio´n a 3 meses Prediccio´n a 1 mes Prediccio´n
Mes/an˜o Out-Sample Out-Sample Out-Sample In-Sample Observacio´n
05/2002 9.983 (±0.220) 9.983 (±0.220) 9.983 (±0.220) 9.981 9.93
06/2002 10.282 (±0.422) 10.282 (±0.422) 10.282 (±0.219) 10.192 10.30
07/2002 10.610 (±0.644) 10.610 (±0.644) 10.608 (±0.218) 10.667 10.28
08/2002 10.719 (±0.788) 10.718 (±0.214) 10.716 (±0.218) 10.209 10.50
09/2002 10.727 (±0.913) 10.724 (±0.411) 10.720 (±0.217) 10.446 10.63
10/2002 10.403 (±1.023) 10.401 (±0.628) 10.399 (±0.216) 10.666 10.52
11/2002 9.877 (±1.122) 9.876 (±0.214) 9.874 (±0.216) 9.950 9.75
12/2002 9.220 (±1.212) 9.222 (±0.411) 9.222 (±0.215) 8.885 8.70
01/2003 9.191 (±1.297) 9.191 (±0.628) 9.190 (±0.214) 8.471 8.53
02/2003 9.206 (±1.376) 9.204 (±0.214) 9.204 (±0.214) 8.511 8.80
03/2003 9.480 (±1.451) 9.474 (±0.411) 9.473 (±0.213) 9.319 9.21
04/2003 9.542 (±1.522) 9.528 (±0.628) 9.527 (±0.213) 9.364 9.59
RECM 0.309 0.309 0.308 0.207
De la figura 6 y la tabla anterior se desprende que las predicciones fuera de muestra resultan
bastante exitosas en el corto plazo. Esto se constata en la inexistente diferencia entre la serie real y las
predicciones dentro y fuera de muestra para un horizonte de dos meses. De igual forma, para un horizonte
de prediccio´n de mayor alcance, el modelo SARIMA es capaz de capturar los puntos de inflexio´n (o puntos
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Figura 6: Predicciones fuera de muestra (in-sample) y dentro de muestra (out sample) de la tasa de desempleo
nacional a 1, 3 y 12 meses para el perio´do comprendido entre 05/2002 a 04/2003.
3.4. Perspectivas del error cuadra´tico medio de predicciones out-sample
En esta seccio´n, nuestro objetivo es realizar comparaciones entre el modelo ARIMA(1, 1, 2)×
(0, 1, 1)12, el modelo esta´ndar AR(1) y el modelo no estacional ARIMA(1, 1, 2) (con los mismos componentes
no estacionales del modelo SARIMA). Para las comparaciones se recurrio´ al RECM, al criterio tradicional
AIC (Criterio de Informacio´n de Akaike) y al Criterio BIC para los cuales, se realizaron los siguientes pasos:
1. Se seleccionaron las primeras observaciones correspondientes al 70% de la muestra (195 observaciones).
2. De esa muestra, se realizo´ una prediccio´n de un horizonte de 12 meses del cual se extrajo solamente la
primera estimacio´n para luego incorporarla a la base original de 195 observaciones.
3. Se realizo´ esta operacio´n 73 veces hasta agotar la muestra. Es decir, hasta que la posicio´n de la u´ltima
prediccio´n y del u´ltimo horizonte estimado coincidiera con el u´ltimo dato que completa el 100% de las
observaciones.
4. Dado que se han obtenido 73 series con 84 valores estimados a partir de 73 modelos, se realizo´ en cada
paso el ca´lculo del RECM, AIC y BIC, respectivamente.
5. A partir de estos resultados, se procedio´ a calcular los estad´ıgrafos de media y desviacio´n esta´ndar
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Figura 7: Gra´fico de RECM y AIC.
Note que los valores AIC y BIC del modelo SARIMA son inferiores respecto de sus s´ımiles
de los modelos AR(1) y ARIMA, cuyo resultado es corroborado por el gra´fico de RECM. Los promedios
RECM, muestran una pequen˜a diferencia entre el modelo estacional y no estacional, aunque el estacional
presenta menor volatilidad. No obstante, cabe mencionar que pese a que existen episodios en que el modelo
SARIMA no logra capturar la variabilidad absoluta de los datos sobrestimando de esta forma el valor real,
es capaz de alinearse a los puntos de inflexio´n o puntos de giro del ciclo de la tasa de desempleo –tal como se
corroboro´ en la seccio´n anterior. La figura 7 muestra que los modelos en promedio presentan menor RECM,
mostrando episodios con mayor error en relacio´n al modelo esta´ndar AR(1), tal es el caso de los meses
01/2006 y 06/2007 en donde coinciden con el brusco decaimiento de la tasa de desempleo en esos an˜os.
4. Comentarios Finales
Segu´n el ana´lisis espectral, encontramos que los cambios de la tasa de desempleo son ne-
tamente c´ıclicas. Por otra parte, la funcio´n de autocorrelacio´n y los me´todos de estimacio´n de diferen-
ciacio´n fraccionaria de un modelo ARFIMA permitieron descartar que la variable de intere´s se comporte
como un proceso estacionario. En este contexto, se decidio´ modelar la tasa de desempleo como un proceso
ARIMA(1, 1, 2) × (0, 1, 1)12, segu´n el criterio de informacio´n de Akaike, BIC y funcio´n de autocorrelacio´n.
La validacio´n de este modelo se sustento´ en los siguientes me´todos: test residual de Box-Ljung y la ra´ız
cuadra´tica media del error (RECM) de las predicciones out-sample. El RECM del modelo seleccionado fue
menor con relacio´n a los obtenidos de los procesos esta´ndares AR(1) y ARIMA(1, 1, 2). No obstante, cabe
mencionar que pese a que existen episodios en que el modelo SARIMA no logra capturar la variabilidad ab-
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soluta de los datos sobrestimando de esta forma el valor real, es capaz de alinearse a los puntos de inflexio´n
o puntos de giro del ciclo de la tasa de desempleo
Por otra parte, la estructura de los modelos de series de tiempo que aqu´ı analizamos, per-
miten aproximar el per´ıodo de permanencia de una perturbacio´n en la tasa de desempleo. Segu´n nuestro
modelo, la persistencia en la dina´mica de la tasa de desempleo podr´ıa prolongarse por ma´s de un an˜o (esto
es hasta 16 meses).
Tras los efectos de la crisis internacional, la tasa de desempleo ha tendido nuevamente al alza
e inclusive, hasta alcanzar niveles similares a los observados durante crisis asia´tica. Esto refleja en parte, un
cierto grado de homogeneidad en la reaccio´n del mercado laboral frente a shocks externos, al menos durante
la recesio´n de 1999 y la ma´s reciente au´n en proceso segu´n se observa en la figura 8.
Tasa de desempleo























Predicción de crisis actual 2008−2009
Bandas de predicción
Figura 8: Gra´fico de la Tasa de desempleo de los an˜os 1998-1999, 2008 y predicciones desde Junio a Diciembre
de 2009
Lo anterior a su vez confirma que el shock de la crisis asia´tica podr´ıa ser un argumento
va´lido para simular la crisis actual, poniendo de manifiesto la significativa inercia del mercado laboral al
punto de que los shocks materializados en el primer caso puedan ser replicados en la actualidad. Finalmente,
si bien en la mayor´ıa de los casos la serie estimada replica la trayectoria de la tasa de desempleo reportada
mensualmente por el INE, au´n existen observaciones de caracter estacional que no logran ser ajustadas por
el modelo propuesto. Por lo que probablemente los resultados obtenidos este´n sugiriendo que un modelo del
tipo SARFIMA (Seasonal Autorregresive Fractional Integrated Movile Average) sea el ma´s apropiado para
este caso, lo que dejamos propuesto para futuras investigaciones.
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5. Ape´ndice
5.1. A1: Ajuste del modelo SARIMA
La siguiente tabla muestra distintas especificaciones de modelos de series de tiempo con
sus respectivos estad´ıgrafos de ajuste: Criterio de Informacio´n de Akaike (AIC) y Criterio de Informacio´n
Bayesiana (BIC). De acurdo a estos resultados, se eligio´ el modelo ARIMA(1, 1, 2) × (0, 1, 1)12 que adema´s
de ser parsimonioso exhibio´ un AIC y BIC relativamente altos en valor absoluto.
Modelo BIC AIC
ARIMA(1, 1, 1)× (0, 1, 1)12 27.613 18.719
ARIMA(1, 1, 2)× (0, 1, 1)12 -25.527 -38.052
ARIMA(1, 1, 3)× (0, 1, 1)12 -20.295 -36.451
ARIMA(1, 1, 4)× (0, 1, 1)12 -15.451 -35.238
ARIMA(2, 1, 1)× (0, 1, 1)12 14.478 1.953
ARIMA(2, 1, 2)× (0, 1, 1)12 -20.722 -36.878
ARIMA(2, 1, 3)× (0, 1, 1)12 -15.661 -35.449
ARIMA(2, 1, 4)× (0, 1, 1)12 -13.453 -36.872
ARIMA(3, 1, 1)× (0, 1, 1)12 0.193 -15.962
ARIMA(3, 1, 2)× (0, 1, 1)12 -17.306 -37.093
ARIMA(3, 1, 3)× (0, 1, 1)12 -11.869 -35.287
ARIMA(3, 1, 4)× (0, 1, 1)12 -11.775 -38.825
ARIMA(4, 1, 1)× (0, 1, 1)12 -1.009 -20.797
ARIMA(4, 1, 2)× (0, 1, 1)12 -12.107 -35.526
ARIMA(4, 1, 3)× (0, 1, 1)12 -6.045 -33.095
ARIMA(4, 1, 4)× (0, 1, 1)12 -8.987 -39.667
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