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Abstract
In this paper we study the relationships between two Markov Chain Monte Carlo algorithms—
the Swapping Algorithm (also known as the Metropolis-coupled algorithm) and the simulated
tempering algorithm. We give a proof that the spectral gap of the simulated tempering chain is
bounded below by a multiple of that of the swapping chain.
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1. Introduction
Standard Markov chain Monte Carlo (MCMC) methods encounter serious di4culties
if the target distribution to be sampled has isolated modes. This is because the Markov
chains get stuck in some local modes and rarely move between those isolated modes,
in other words, the rate at which the Markov chain converges to the target distribution
is too slow to be practical.
To speed up the convergence rates of Markov chains in standard Monte Carlo meth-
ods used to sample from multimodal distributions, several new hybrid MCMC meth-
ods have been proposed. Among the most interesting new hybrid MCMC methods,
the following three algorithms are based on the similar ideas: the swapping algorithm
(also known as the Metropolis-coupled algorithm (Geyer, 1991; Geyer and Thompson,
1995), and Multiple Markov chain method (Orlandini, 1998)), the simulated tempering
algorithm (Marinari and Parisi, 1992; Geyer and Thompson, 1995), and the tempered
transition method (Neal, 1996).
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Simulated tempering algorithm was ?rst proposed to sample from the Boltzmann
distribution on some statistical mechanical system:
(x)˙ e−H (x);
where  is a parameter proportional to the inverse temperature and H is the Hamiltonian
of the system. Sampling from this distribution directly using the usual Monte Carlo
Markov chain algorithms (such as the Metropolis algorithm) is ine4cient for some
interesting values of the parameter . Instead, simulated tempering algorithm considers
an enlarged space where the parameter  becomes a dynamical variable, in doing so,
we hope to use data obtained by running our Monte Carlo simulation at ˜ (chosen
to be close enough to ) for learning about expectation values at  and also use
this information for speeding up the dynamics itself. See Section 2.3 for more formal
discussion of this algorithm.
In contrast, the swapping algorithm was ?rst proposed in statistical literature
and contains similar ideas. It consists of two basic steps: one is the usual Markov
chain Monte Carlo update step (we will use the Metropolis update), the other is the
swapping step. More formal and detailed description of the algorithm is given in
Section 2.4.
Some studies and applications of the simulated tempering algorithm and the swapping
algorithm have been made, for further details and relevant discussion see, e.g., Coluzzi
(1995), FernDandez et al. (1995), Geyer (1996), Geyer and Thompson (1995), Kerler
and Rehberg (1994), Marinari (1998), Thomas and Gauderman (1996), Vicari (1993),
and references therein.
Though these new methods seem to be quite diGerent, when we use them
to sample from the same desired distribution, we need to compare their convergence
rates and see if any one of them is better than any one else from the viewpoint
of their spectral gaps. In this paper, we shall focus on the problem of comparing
the spectral gap of the swapping chain to that of the simulated tempering
chain.
Our main result is that the spectral gap of the simulated tempering chain is bounded
below by a factor (depending only on the number of Metropolis chains coupled in the
algorithm, where the number is chosen to be same as the number of parameters  in
the simulated tempering chain) times that of the swapping chain. A Markov chain is
rapidly mixing if it reaches its equilibrium in polynomial time, which is the case if
its spectral gap is bounded below by the reciprocal of a polynomial in the problem
size. As a consequence of our result, if the swapping chain is rapidly mixing, so is the
simulated tempering chain.
In the following sections, we ?rst introduce some notation and state our main result,
then we introduce another transition matrix which has the same nonzero eigenvalues
as that of the transition matrix of the simulated tempering chain. Finally, in the last
section, we prove our main result of this paper.
We state and prove our result only for the ?nite state spaces. However, ?niteness is
not crucial to our argument, and it can be directly generalized to more general state
spaces.
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2. Some preliminaries
Let X = {Xt; t = 1; 2; : : : ; } be a Markov chain, and let f be a real-valued function.
De?ne
JfN =
1
N
N∑
t=1
f(Xt):
Many MCMC methods are based on the following limit theorem.
Theorem 1. If X is an irreducible, aperiodic and reversible Markov chain with respect
to the distribution , then,
(i) for all x; y,
Pt(x; y)→ (y) as t →∞: (1)
(ii) If E(f)
def=
∑
x f(x)(x) is 6nite, then
JfN → E(f) with probability 1; as N →∞: (2)
2.1. Techniques for bounding convergence rates
For many applications, the limit result (i) in the last theorem is not satisfactory.
We need to know how large t should be to have Pt(x; y) suitably close to (y). One
standard way of quantifying the closeness to stationarity is to use the total variation
distance:
‖Ptx − ‖def=
1
2
∑
y
|Pt(x; y)− (y)|:
There are many techniques that have been proved to be useful in the study of the con-
vergence rates of Markov chains. For a review, see the expository paper by Rosenthal
(1995). For geometrical techniques, see Diaconis and Stroock (1991), Diaconis and
SaloG-Coste (1998). Applications of other tools can also be found in Diaconis and
others’ works, see, e.g., Diaconis and SaloG-Coste (1996) and references therein. For
our present purpose, we brieLy review basic de?nitions and results relating to compar-
ison techniques.
Let P(x; y) be the transition matrix of an irreducible, aperiodic Markov chain on a
?nite state space S. Suppose P is reversible with respect to the stationary distribution
. De?ne an inner product on real-valued functions on S by (f; g)=
∑
f(x)g(x)(x).
Then reversiblity is equivalent to saying that the operator P which takes f to Pf(x)=∑
y P(x; y)f(y) is self-adjoint on ‘
2(), the Hilbert space of real-valued functions on
S with ?nite norm induced by the above inner product. This implies that P has real
eigenvalues,
1 = 0 ¿1¿ · · ·¿ |S|−1 ¿− 1;
and an orthonormal basis of real eigenvectors fk .
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One major concern is to bound the total variation distance between Pt(x; ·) and (·).
We have
x(t)
def=‖Ptx − ‖6
1
2
√
(x)
t∗; (3)
where ∗ =max(1; ||S|−1|). See in Diaconis and SaloG-Coste (1998, p. 24) for this
bound.
Thus, in order to get bounds on rates of convergence, we may try to get bounds
on eigenvalues. To this end, we may apply the minimax principle. If we de?ne the
Dirichlet form of P by
E(f;f) =
1
2
∑
x;y
|f(x)− f(y)|2P(x; y)(x);
for any real-valued function f on S, and write
Var(f) = E(f2)− (Ef)2
=
1
2
∑
x;y
|f(x)− f(y)|2(x)(y);
then the spectral gap of P (or say ‘of the chain’) is
Gap(P) = 1− 1 = min
f
{
E(f;f)
Var(f)
; Var(f) 	= 0
}
: (4)
The next lemma allows comparison between spectral gaps of two chains on the same
state space in the case where there are comparisons between their Dirichlet forms and
between their stationary distributions.
Lemma 1. Let (K; ) and (K ′; ′) be two Markov chains on the same 6nite state
space S. Assume that there exist A; a¿ 0 such that
E′6AE; a6 ′:
Then
Gap(K ′)6
A
a
Gap(K):
The above lemma can be extended to allow comparison of chains de?ned on two
diGerent state spaces as in the following lemma.
Lemma 2. Let (K; ) and (K ′; ′) be two Markov chains de6ned, respectively, on the
6nite sets S and S′. Assume that there exists a linear map
‘2(S; )→ ‘2(S′; ′)
f 
→ f′
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and constants A; B; a¿ 0 such that, for all f∈ ‘2(S; ),
E′(f′; f′)6AE(f;f) and aVar(f)6Var′(f′) + BE(f;f):
Then
Gap(K)¿
aGap(K ′)
A+ BGap(K ′)
:
These results can be proved directly. See also Diaconis and SaloG-Coste
(1996, p. 718).
Remark. 1. Because of ?niteness of the state space S; ‘2(S; ) and ‘2(S; ′) are
the same function space, and we may omit the explicit dependence of the Dirichlet
form on the function involved in the former lemma.
2. Spectral gaps for continuous Markov chains have been studied by Chen and Wang
using coupling. Among other results, they obtained a very nice variational formula dual
to the minimax principle in the sense that it gives us lower bounds for the spectral gap
compared to upper bounds given by the minimax principle. For more details about this
formula as well as applications to eigenvalue estimates for other operators, see, e.g.,
Chen (1996), Chen and Wang (1997) and references therein.
We note that the above notions have closely related analogues in graph theory. If
P is the transition matrix of an aperiodic irreducible and reversible Markov chain,
an underlying graph G can de?ned as follows. The vertex set of the graph G is the
state space of the chain, and for each pair of states x; y the edge (x; y) has weight
wxy = (x)P(x; y) = (y)P(y; x).
For each nonempty subset D of states with nonempty complement JD in S, we de?ne
CD =
∑
x∈D
(x) the capacity of D;
FD =
∑
x∈D;y∈ JD
P(x; y)(x) the :ow out of D:
Note that 0¡FD6CD ¡ 1. The conductance of the graph G (or say, of the chain P)
is de?ned by
((G)def= min
0¡|D|¡|S|; CD61=2
FD
CD
:
To see how these graph theoretical concepts relate to those operator theoretical
notions as de?ned previously, we record their de?nitions in the following table.
Var(f) =
∑
x |f(x)− E(f)|2(x) CD =
∑
x∈D (x)
E(f;f) = 12
∑
x;y |f(x)− f(y)|2P(x; y)(x) FD =
∑
x∈D;y∈ JD P(x; y)(x)
Gap(P) = minf : Var(f)=0
E(f;f)
Var(f) ((G) = min 0¡|D|¡|S|
CD61=2
FD=CD
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Given a subset D; 0¡ |D|¡ |S|, with CD6 1=2 and any two diGerent real numbers
a and b, we may de?ne a function f on the state space S by
f(x) =
{
a if x∈D;
b if x 	∈ D:
Then, it is easy to ?nd that
Var(f) = (a− b)2CDC JD;
E(f;f) = (a− b)2FD:
So we can choose a and b in such a way that either Var(f) = CD or E(f;f) = FD.
Also, we see that
E(f;f)
Var(f)
=
FD
CDC JD
6 2
FD
CD
:
Last inequality follows from the fact that C JD = 1 − CD and 0¡CD ¡ 1=2. It follows
from the de?nition of Gap(P) that
Gap(P) = min
g
E(g; g)
Var(g)
6
E(f;f)
Var(f)
6 2(D:
Then, taking the minimum with respect to all subsets D as required in the de?nition
of ((G) shows that
Gap(P)6 2((G):
Conversely, in the function space ‘2(), we ?x an orthonormal basis ( i)
|S|−1
0 of
real eigenfunctions such that P i = i i and  0 ≡ 1. Then, we may try to de?ne a
function f using  1 and a corresponding subset D in such a way that the quantities
in the previous table can be compared in order to prove the following inequality
Gap(P)¿
((G)2
2
:
However, this part is much more delicate. Because the present paper does not use the
techniques involved in the proof, we content ourselves with the above discussion about
the two inequalities relating the spectral gap Gap(P) and the conductance ((G) of the
chain P. One may ?nd the details of the proof, intuitive ideas leading to the de?nition
of ((G), and a wealth of interesting applications in Sinclair (1993). Now, we turn
to discuss the Metropolis algorithm, which is a very basic ingredient in those hybrid
algorithms that will be studied in later sections.
2.2. The Metropolis algorithm
This is the simplest, oldest but maybe the most important Markov chain Monte Carlo
algorithm. For an excellent review, see Diaconis and SaloG-Coste (1998). Since this
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algorithm is a basic building block of the two algorithms we study in later sections,
we give a brief description of the procedure and summarize a basic result.
Let S be a ?nite set and (x)¿ 0 a probability distribution on S. The Metropolis
algorithm is a method of sampling from . Let K be an irreducible, aperiodic and
symmetric Markov chain on S. This chain K is called a proposal chain or a base
chain. The chain K is modi?ed by auxiliary coin tossing to a new chain T with
stationary distribution . More precisely, if the chain T is currently at x, we choose y
from the distribution K(x; y). Let
r(x; y) =
(y)
(x)
: (5)
The chain T moves to y with probability min(1; r(x; y)), otherwise it stays at x.
Formally,
T (x; y) =


K(x; y) if r(x; y)¿ 1; y 	= x
K(x; y)r(x; y) if r(x; y)¡ 1
1−
∑
y =x
T (x; y) if y = x:
(6)
The following lemma says that the new chain T has  as its stationary distribution:
Lemma 3. The chain T as de6ned above is an irreducible, aperiodic Markov chain
on S with
(x)T (x; y) = (y)T (y; x) for all x; y: (7)
In particular, for all x; y
lim
t→∞T
t(x; y) = (y): (8)
For a proof of this lemma, see, e.g., Diaconis and SaloG-Coste (1998, p. 20).
2.3. The simulated tempering algorithm
The simulated tempering algorithm was proposed (see Marinari and Parisi, 1992;
Geyer, 1991; Geyer and Thompson, 1995) to attack sampling problems where ordinary
Metropolis sampling is ine4cient.
To use the method of simulated tempering, we choose m values of  from 0 to ∗
such that ∗ corresponds to the distribution from which we want to sample:
1 = 0¡2 ¡ · · ·¡m = ∗ (9)
and choose nonnegative weights a1; : : : ; am that add up to 1. (Typically, take
ai = 1=m for each i. Also note that in our setup, all distributions are of the canon-
ical form, i.e., hi(x) = exp{−iH (x)}=Zi , where Zi are normalizing constants given
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by
∑
x∈. exp{−iH (x)}, for 16 i6m and x∈.. The problem of how to choose
appropriate values of i may be delicate. For an example, see the second remark after
our main result as discussed in Section 3. Also, see Neal (1996) for a discussion of
this issue.)
The simulated tempering algorithm consists of two kinds of steps: updating the
original con?guration as usual by Metropolis updating steps at ?xed  and steps in
which we keep the con?guration ?xed and try to randomly change . The simulated
tempering chain therefore has a larger state space, namely the Cartesian product of the
original con?guration space . and the set of “labels”:
. × {1; : : : ; m}= {(x; i): x∈.; 16 i6m}: (10)
The state of the simulated tempering chain after its nth iteration will be written as
(Xn; In), where Xn ∈. and In ∈{1; : : : ; m}. The equilibrium distribution of the simulated
tempering chain will be
st(x; i) = hi(x)ai; (x; i)∈. × {1; : : : ; m}: (11)
Let Ti be the Metropolis chain with stationary distribution hi and based on a proposal
chain K . Consider the following implementation (as de?ned in Madras, 1998): we
alternate between a Metropolis update of X according to Ti at ?xed I , and a “heat
bath” update of I for ?xed X . (A “heat bath” update generates I from its conditional
distribution given X .) Thus we obtain a Markov chain (Xn; In); n=1; 2; : : : ; satisfying:
P{Xn+1 = y |Xn = x; In = i}= Ti(x; y); (12)
and
P{In+1 = j |Xn+1 = y}= P{In+1 = j |Xn+1 = y; Xn = x; In = i}
=
st(y; j)∑m
k=1 st(y; k)
: (13)
Note that, in practice, one does not know the ratios Z(k)=Z(j), and estimates of
these quantities must be used instead. One may use rough estimates from preliminary
Monte Carlo runs.
Until now little has been proved rigorously about this algorithm. Here, for complete-
ness and comparison purposes we brieLy explain (without proof) a related result by
Madras and Piccioni (1999). De?ne
mix(x) =
m∑
i=1
hi(x)ai
=
1
Z(ˆ)
m∑
i=1
exp(−iH (x)) Z(ˆ)Z(i)ai; (14)
where ˆ is some ?xed value of , say m=2: mix is a distribution on the original space
., so if we can get estimates on the ratios Z(ˆ)=Z(i), then we know mix up to a
normalizing constant, and so it is easy to use the Metropolis algorithm based on the
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proposal chain K to sample from mix. Note that, like the Metropolis algorithm, the
swapping algorithm has the advantage that it does not require these ratios.
Theorem 2 (Madras and Piccioni, 1999). Let (Xn; In); n = 1; 2; : : : be the simulated
tempering chain given by (11), (12), and (13). Then:
(a) The sequence Xn; n=1; 2; : : : is itself a Markov chain with equilibrium distribution
mix;
(b) If every i has the same sign, then the Markov chain Xn; n=1; 2; : : : is identical
(in distribution) to the Markov chain obtained by sampling from mix via the
Metropolis algorithm using the same proposal chain K as in the de6nition of Ti.
(c) If the i’s do not all have the same sign, then the Metropolis chain for mix has
larger (i.e. better) spectral gap than does the chain Xn; n= 1; 2; : : : :
For more details about this algorithm and discussion on relationships between simu-
lated tempering and importance sampling, see Madras (1998) and references
therein.
2.4. The swapping algorithm
In this section, we outline the idea of using the swapping algorithm to sample from
a (multimodal) distribution h on a state space .. To use the swapping algorithm, we
need to choose m distributions: hj; j = 1; : : : ; m, on the same state space . such that
neighboring hj’s have some overlap (see the main theorem for a formulation of such a
condition) and h= hm, and h1 is a distribution which is supposed to be easy to sample
from, such as the uniform distribution.
In order to be comparable with the simulated tempering algorithm, we choose these
hj’s to be same as in the previous section. For each k ∈ [1; m], let Tk be a Markov
chain reversible with respect to hk . Let S be the Cartesian product .m of m copies
of the state space ., i.e.,
S= .m = . × . × · · · × .︸ ︷︷ ︸
m
:
Let (i; i + 1) be a transposition, 16 i¡m; x∈S, then denote by (i; i + 1)x the
element of S obtained from x by swapping the ith coordinate with the (i + 1)th
coordinate.
Formally, the swapping algorithm proceeds as follows: If the current state is x =
(x1; : : : ; xm), then we ?rst try to swap some two nearest neighbors, say xi and xi+1, and
we accept the swapping with the following acceptance probability:
1i; i+1(xi; xi+1) = min
{
1;
hi(xi+1)hi+1(xi)
hi(xi)hi+1(xi+1)
}
: (15)
If we denote by Q the chain corresponding to this pure swapping step, then
it is determined as follows: If y 	= x but y = (i; i + 1)x for some i: 16 i¡m,
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then set
Q(x; y) =
1
2(m− 1)1i; i+1(xi; xi+1): (16)
If y 	= x and y 	= (i; i + 1)x for any i: 16 i¡m, then let Q(x; y) = 0. Finally, de?ne
Q(x; x) = 1−
∑
y =x
Q(x; y): (17)
Next, we try to update some coordinate of the current state. So if the current state
is y = (y1; y2; : : : ; ym), then the updating step is given by a product chain P which
corresponds to choosing a coordinate uniformly at random and updating that coordinate.
In terms of transition matrices, P is given by
P(x; y) =
1
m
m∑
i=1
3(x1; y1) · · · 3(xi−1; yi−1)Ti(xi; yi)3(xi+1; yi+1) · · · 3(xm; ym);
where x= (xi)m1 ; y= (yi)
m
1 ; 3(u; v) = 1 if u= v and 0 otherwise, and Ti is the Markov
chain as de?ned before. In terms of operators, this means that
P =
1
m
m∑
i=1
I ⊗ · · · ⊗ I︸ ︷︷ ︸
i
⊗ Ti ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
m−1−i
: (18)
Starting from some initial state, the swapping algorithm successively alternates the
above two steps.
Remark. 1. Both P and Q are reversible with respect to the product distribution given
by
∏m
i=1 hi, so it also is the equilibrium distribution for the swapping algorithm.
2. The pure swapping chain Q is reducible: there exists a pair of states such that
it is impossible to go from one state of the pair to the other in any number of pure
swapping steps.
3. Unlike the simulated tempering algorithm, the swapping algorithm does not require
any estimates of the ratios Z(k)=Z(j).
4. Product chains have been studied by Diaconis and SaloG-Coste (see Diaconis and
SaloG-Coste, 1996, pp. 712–717). Among other results, they proved that the spectral
gap of the product chain is equal to the minimum over spectral gaps of its component
chains divided by the number of components.
5. Let P˜=(I +P)=2. In the pure updating step, if we replace P by P˜, then we make
randomly with probability 1/2 a null move in place of a move given by P. Thus, we
may consider two chains given by QPQ and QP˜Q, respectively. In this paper, we shall
mainly deal with the swapping chain QPQ. If Tm is slow (which is the case for many
applications), so is the product chain P, but we hope QPQ is fast.
6. A simple comparison argument (cf. Lemma 1) can be used to show that the
spectral gaps of the swapping chains QPQ and QP˜Q satisfy the following:
Gap(QP˜Q)¿
1
2
Gap(QPQ): (19)
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So the modi?cation of P to P˜ does not slow down the convergence too much. For
more information on the chain QP˜Q as well as other applications, see, e.g., Madras
and Zheng (2003).
7. Observe that replacing each updating chain Ti by (I + Ti)=2 has the same eGect
on the resulting swapping chain as replacing P by P˜.
3. Statement of the main result
Denote a ?nite state space by .= {!i: 16 i6M}, where M = |.|. For simplicity,
instead of writing !i, we simply write i (sometimes, we will use x; y to represent
elements of the state space). Consider the simulated tempering chain as de?ned in the
previous section and take ak = 1=m for each k; 16 k6m. Let hk ; 16 k6m, be m
probability distributions on .. De?ne
Jh=
1
m
m∑
k=1
hk ; uik =
hk(i)
m Jh(i)
; 8ij =
m∑
k=1
Tk(i; j)uik ; A= (8ij)M×M
where Tk is a Markov chain reversible with respect to hk .
Let  be the product measure given by
∏m
k=1 hk on .
m. Denote by Q and P the tran-
sition matrices of the pure swapping chain and of the pure updating chain, respectively,
in the swapping algorithm. Let W = QPQ. Then, W represents one complete cycle of
the implementation of the swapping algorithm. Note that W is reversible with respect
to , and A is reversible with respect to Jh. We will refer to (W; ) as the swapping
chain. In the next section, we will explain why we can just consider A instead of the
transition matrix in the augmented state space for the simulated tempering chain. So,
we will refer to (A; Jh) as the simulated tempering chain. Also note that, with the above
notation, the swapping chain and the simulated tempering chain have same component
updating chains Tk ’s.
The main result of this paper is the following.
Theorem 3. Assume that neighboring distributions have some overlap in the sense
that for each k with 16 k ¡m the following holds∑
x∈.
min{hk(x); hk+1(x)}¿ 3; (20)
for some 3¿ 0. Then the spectral gaps of the swapping chain W and the simulated
tempering chain A with the same corresponding component updating chains Tk satisfy
the following inequality:
Gap(A)¿
3
3m
Gap(W ): (21)
Remark. 1. The following example satis?es the above assumption on the overlaps of
neighboring distributions with 3= CM=N .
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The swapping algorithm can be used to sample from the distribution  given by
(x) =
C|x|
Z
; for x∈ [−M;M ];
where C ¿ 1 is a given constant and Z is the normalizing constant.
To use the swapping algorithm, we choose m= N + 1 distributions as follows:
hk(x) =
Ck |x|
Zk
; x∈ [−M;M ];
where Zk ’s are normalizing constants, k ’s are given by
k =
k
N
; k = 0; 1; : : : ; N:
Thus, = hN , and h0 is the uniform distribution on [−M;M ].
2. Consider a more general example: the swapping algorithm can be used to sample
from the distribution  of the following canonical form
(x) =
e−H (x)
Z()
; for x∈.;
where  represents some parameter (e.g., inverse temperature for some statistical me-
chanical systems), H is some known function and Z is the normalizing constant.
To use the swapping algorithm, we need to choose m distributions. We can make
the following choices:
hk(x) =
e−kH (x)
Z(k)
; x∈.;
where Z(k)’s are normalizing constants, k ’s are chosen such that
06 1 ¡2 ¡ · · ·¡m = ; k − k−16 :C′ ; if |H |6C
′;
where : and C′ are some known constants. Thus, = hm, and h1 is a (close or equal
to uniform) distribution on .. For this example, it is easy to see that we can take
3= e−2:.
3. Recall that the swapping chain QP˜Q can be put in the form of QPQ if we replace
Tk by (I + Tk)=2 for each component k. Since the updating chains Tk (16 k6m) in
the above theorem can be any reversible Markov chains, we see that this theorem is
also valid for the swapping chain QP˜Q.
4. An equivalent chain
In this section, we compute the eigenvalues of the simulated tempering chain on a
general ?nite state space. In the end we de?ne an equivalent chain whose nontrivial
eigenvalues are same as those of the simulated tempering chain.
Let . = {!i; 16 i6M} be a ?nite space. For simplicity, we shall write i rather
than !i later on. Then the state space of the simulated tempering chain can be
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written as
. × {1; 2; : : : ; m}:
If we order the states in the lexicographical order, the transition matrices for updating
the second coordinate (labels) and for updating the ?rst coordinate (states of original
state space) can then be written as follows:
U = diag{U11; U22; : : : ; UMM}; T = (Tij)M×M ;
where
Uii =


ui1 ui2 · · · uim
ui1 ui2 · · · uim
· · · · · · · · · · · ·
ui1 ui2 · · · uim


m×m
; 16 i6M:
and Tij = diag{tij1 ; tij2 ; : : : ; tijm}, tijk = Tk(i; j); 16 k6m; 16 i; j6M . Here U denotes
the transition matrix used to update a label when the original state is kept ?xed, while
T denotes the one used to update an original state when the label is ?xed. We refer
to UTU as the transition matrix of the simulated tempering chain.
With the above notation, it is easy to check that
UTU = (UiiTijUjj)M×M ;
where for all i and j such that 16 i; j6M ,
UiiTijUjj =


uj18ij uj28ij · · · ujm8ij
uj18ij uj28ij · · · ujm8ij
· · · · · · · · · · · ·
uj18ij uj28ij · · · ujm8ij


m×m
:
So the characteristic polynomial pst() for UTU is given by
pst() = |IMm×Mm − UTU |
=
∣∣∣∣∣∣∣∣∣∣∣
Im×m − U11T11U11 · · · −U11T1MUMM
−U22T21U11 · · · −U22T2MUMM
· · · · · · · · ·
−UMMTM1U11 · · · Im×m − UMMTMMUMM
∣∣∣∣∣∣∣∣∣∣∣
: (22)
Fortunately, this formidable determinant can be reduced by a series of elementary
operations. Note that
∑m
k=1 uik = 1;
∑M
j=1 t
ij
k = 1;
∑M
j=1 8ij = 1. For each i∈ [1; M ],
starting from column (i ∗ m − m + 2) to column (i ∗ m), add each column to column
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(i ∗ m− m+ 1). Then, starting from row (i ∗ m− m+ 2) to row (i ∗ m), subtract row
(i ∗ m − m + 1). Having done all these operations, the eGect is that the oG-diagonal
block −UiiTijUjj is reduced to

−8ij −uj28ij · · · −ujm8ij
0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0


m×m
;
and the diagonal block Im×m − UiiTiiUii is reduced to

− 8ij −uj28ij · · · −ujm8ij
0  · · · 0
· · · · · · · · · · · ·
0 0 · · · 


m×m
:
Finally, we expand the resulting determinant along each row with the diagonal ele-
ment equal to  (the only nonzero element in the row). We obtain that
pst() = M (m−1)|IM×M − A|;
where A is the matrix as de?ned in Section 3.
From this equation, we see that the nontrivial eigenvalues of the simulated tempering
chain are the same as those of the matrix A. We call a chain with transition matrix
equal to A a chain equivalent to the simulated tempering chain. From now on, we can
work with A instead of UTU .
5. Two inequalities
In this section, we prove our main result of this paper. Assume that the swapping
chain and the simulated tempering chain have the same component updating chains
with some overlaps between neighboring distributions. Because the swapping chain
and the simulated tempering chain are de?ned on two diGerent state spaces, we can
apply the comparison lemma (see Lemma 2) to get the desired result.
To that end, we must ?rst de?ne a linear map which maps a function in ‘2(.; Jh) to
a function in ‘2(.m; ), then obtain two inequalities relating the Dirichlet forms and
variances of the swapping chain and the simulated tempering chain.
Let <sw and <st be the Dirichlet forms of W and A respectively. Consider the following
linear map: ‘2(.; Jh)→ ‘2(.m; ), given by f 
→ f˜, where f˜ is de?ned to be
f˜(!1; : : : ; !k ; : : : ; !m) =
1
m
m∑
k=1
f(!k):
It is easy to see that this map is well-de?ned (i.e., if f∈ ‘2(.; Jh), then f˜∈ ‘2(.m; )).
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In the following, we ?rst try to get an inequality relating their Dirichlet forms. By
de?nition of Dirichlet form, we ?nd that
<st(f;f) =
1
2
∑
x;y∈.
|f(x)− f(y)|2A(x; y) Jh(x)
=
1
2
∑
x;y∈.
|f(x)− f(y)|2
[
m∑
k=1
Tk(x; y)
hk(x)
m Jh(x)
]
Jh(x)
=
1
2m
∑
x;y∈.
|f(x)− f(y)|2
m∑
k=1
Tk(x; y)hk(x);
<sw(f˜; f˜) =
1
2
∑
xi ;yi∈.; 16i6m
|f˜(x1; : : : ; xm)− f˜(y1; : : : ; ym)|2
×W ((x1; : : : ; xm); (y1; : : : ; ym))(x1; : : : ; xm)
=
1
2m2
∑
xi ;yi∈.;16i6m
∣∣∣∣∣
m∑
k=1
f(xk)−
m∑
k=1
f(yk)
∣∣∣∣∣
2
×(QPQ)((x1; : : : ; xm); (y1; : : : ; ym))h1(x1) · · · hm(xm):
=
1
2m3(m− 1)
∑
(x1 ; :::; xm)∈.m
m∏
‘=1
h‘(x‘)
m−1∑
i=1
×

∑
yi∈.
|f(xi+1)− f(yi)|2 12 1i; i+1(xi; xi+1)Ti(xi+1; yi)
+
∑
yi+1∈.
|f(xi)− f(yi+1)|2 12 1i; i+1(xi; xi+1)Ti+1(xi; yi+1)
+
∑
k =i; i+1
∑
yk∈.
|f(xk)− f(yk)|2 12 1i; i+1(xi; xi+1)Tk(xk ; yk)
+
m∑
k=1
∑
yk∈.
|f(xk)− f(yk)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
Tk(xk ; yk)

 :
To see the last equality, note that (i) the second swapping step does not change the
value of f˜ so we may ignore it; (ii) the sum over yi corresponds to the case where
xi and xi+1 are swapped and xi+1 is updated to yi; (iii) the sum over yi+1 corresponds
to the case where xi and xi+1 are swapped and xi is updated to yi+1; (iv) the next
sum over yk and k 	= i; i + 1 corresponds to the case where xi and xi+1 are swapped
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and component xk (k 	= i; i + 1) is updated to yk ; and (v) the last sum over k and
yk corresponds to the case where the ?rst swapping is rejected. Also note that the
above result does not get aGected even if the ?rst swapping is not visible (i.e. when
xi = xi+1).
<sw(f˜; f˜) =
1
2m3(m− 1)
m−1∑
i=1
∑
xi ;xi+1∈.
hi(xi)hi+1(xi+1)
×

∑
yi∈.
|f(xi+1)− f(yi)|2 121i; i+1 (xi; xi+1) Ti(xi+1; yi)
+
∑
yi+1∈.
|f(xi)− f(yi+1)|2 × 12 1i; i+1(xi; xi+1)Ti+1(xi; yi+1)
+
∑
k =i; i+1
∑
xk ;yk∈.
|f(xk)− f(yk)|2 × 12 1i; i+1(xi; xi+1)Tk(xk ; yk)hk(xk)
+
∑
yi∈.
|f(xi)− f(yi)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
Ti(xi; yi)
+
∑
yi+1∈.
|f(xi+1)− f(yi+1)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
Ti+1(xi+1; yi+1)
+
∑
k =i; i+1
∑
xk ;yk∈.
|f(xk)− f(yk)|2
×
(
1− 1
2
1i; i+1(xi; xi+1)
)
Tk(xk ; yk)hk(xk)


=
1
2m3(m− 1)
m−1∑
i=1
6∑
j=1
{Gji};
where
G1i =
∑
xi ; xi+1 ;yi∈.
|f(xi+1)− f(yi)|2 12 1i; i+1(xi; xi+1)
×Ti(xi+1; yi)hi(xi)hi+1(xi+1)
G2i =
∑
xi ; xi+1 ;yi+1∈.
|f(xi)− f(yi+1)|2 12 1i; i+1(xi; xi+1)
×Ti+1(xi; yi+1)hi(xi)hi+1(xi+1)
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G3i =
∑
xi ; xi+1∈.
∑
k =i; i+1
∑
xk ;yk∈W
|f(xk)− f(yk)|2 12 1i; i+1(xi; xi+1)
×Tk(xk ; yk)hk(xk)hi(xi)hi+1(xi+1)
G4i =
∑
xi ; xi+1 ;yi∈.
|f(xi)− f(yi)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
×Ti(xi; yi)hi(xi)hi+1(xi+1)
G5i =
∑
xi ; xi+1 ;yi+1∈.
|f(xi+1)− f(yi+1)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
×Ti+1(xi+1; yi+1)hi(xi)hi+1(xi+1)
G6i =
∑
xi ; xi+1∈.
∑
k =i; i+1
∑
xk ;yk∈.
|f(xk)− f(yk)|2
(
1− 1
2
1i; i+1(xi; xi+1)
)
×Tk(xk ; yk)hk(xk)hi(xi)hi+1(xi+1)
If we replace xi+1 by x; yi by y in G1i, then
G1i =
∑
x;y∈.
∑
xi∈.
|f(x)− f(y)|2 1
2
1i; i+1(xi; x)Ti(x; y)hi(xi)hi+1(x)
=
∑
x;y∈.
|f(x)− f(y)|2Ti(x; y)
∑
xi∈.
1
2
1i; i+1(xi; x)hi(xi)hi+1(x):
If we note that
1i; i+1(a; b)hi(a)hi+1(b) = 1i; i+1(b; a)hi(b)hi+1(a); (23)
and that 1i; i+1(b; a)6 1, we obtain that
∑
xi∈.
1
2
1i; i+1(xi; x)hi(xi)hi+1(x)
=
∑
xi∈.
1
2
1i; i+1(x; xi)hi(x)hi+1(xi)
6
∑
xi∈.
1
2
hi(x)hi+1(xi)
=
1
2
hi(x):
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Hence,
G1i6
1
2
∑
x;y∈.
|f(x)− f(y)|2Ti(x; y)hi(x): (24)
If we replace xi by x; yi+1 by y in the expression of G2i, then we get
G2i =
∑
x;y∈.
|f(x)− f(y)|2Ti+1(x; y)
∑
xi+1∈.
1
2
1i; i+1(x; xi+1)hi(x)hi+1(xi+1):
But also, we have∑
xi+1∈.
1
2
1i; i+1(x; xi+1)hi(x)hi+1(xi+1)
=
∑
xi+1∈.
1
2
1i; i+1(xi+1; x)hi(xi+1)hi+1(x)
6
∑
xi+1∈.
1
2
hi(xi+1)hi+1(x)
=
1
2
hi+1(x):
Hence,
G2i6
1
2
∑
x;y∈.
|f(x)− f(y)|2Ti+1(x; y)hi+1(x): (25)
For each ?xed k 	= i; i + 1, replace xk by x and yk by y in G3i, we see that
G3i =
∑
k =i; i+1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
×
∑
xi ; xi+1∈.
1
2
1i; i+1(xi; xi+1)hi(xi)hi+1(xi+1)
Clearly, 1i; i+1(xi; xi+1)6 1, thus,∑
xi ; xi+1∈.
1
2
1i; i+1(xi; xi+1)hi(xi)hi+1(xi+1)6
∑
xi ; xi+1∈.
1
2
hi(xi)hi+1(xi+1) =
1
2
:
Hence, we obtain that
G3i6
1
2
∑
k =i; i+1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x) (26)
De?ne
== max
xi ; xi+1∈.;16i6m−1
(
1− 1
2
1i; i+1(xi; xi+1)
)
:
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Since 0¡1i; i+1(xi; xi+1)6 1 for all 16 i¡m and xi; xi+1 ∈., we see that
1
26 =¡ 1: (27)
Replace xi and yi in G4i, and note that 1i; i+1(xi; xi+1)6 1, we have
G4i ∈
[
1
2
; =
] ∑
x;y∈.
|f(x)− f(y)|2Ti(x; y)hi(x); (28)
Similarly, it is easy to obtain that
G5i ∈
[
1
2
; =
] ∑
x;y∈.
|f(x)− f(y)|2Ti+1(x; y)hi+1(x); (29)
For each ?xed k 	= i; i + 1, replace xk by x; yk by y in G6i, respectively, then,
G6i =
∑
k =i; i+1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
×
∑
xi ; xi+1∈.
(
1− 1
2
1i; i+1(xi; xi+1)
)
hi(xi)hi+1(xi+1):
Note that∑
xi ; xi+1∈.
(
1− 1
2
1i; i+1(xi; xi+1)
)
hi(xi)hi+1(xi+1)∈
[
1
2
; =
] ∑
xi ; xi+1∈.
hi(xi)hi+1(xi+1)
=
[
1
2
; =
]
:
Therefore, we get
G6i ∈
[
1
2
; =
] ∑
k =i; i+1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x); (30)
6∑
j=4
Gji ∈
[
1
2
; =
] m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x); (31)
6∑
j=1
Gji6
1
2
∑
x;y∈.
|f(x)− f(y)|2Ti(x; y)hi(x)
+
1
2
∑
x;y∈.
|f(x)− f(y)|2Ti+1(x; y)hi+1(x)
+
1
2
∑
k =i; i+1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
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+ =
m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
=
1
2
m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
+ =
m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
=
(
1
2
+ =
) m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x) (32)
Therefore,
<sw(f˜; f˜) =
1
2m3(m− 1)
m−1∑
i=1
6∑
j=1
Gji (33)
6
1
2m3(m− 1)
m−1∑
i=1
(
1
2
+ =
) m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
6
1
2m3
(
1
2
+ =
) m∑
k=1
∑
x;y∈.
|f(x)− f(y)|2Tk(x; y)hk(x)
=
1
2 + =
m2
<st(f;f): (34)
Next, we try to obtain an inequality involving Var(f˜) and Var Jh(f). Note that
E Jh(f) =
∑
x∈.
f(x) Jh(x)
=
∑
x∈.
f(x)
1
m
m∑
k=1
hk(x)
=
1
m
m∑
k=1
∑
x∈.
f(x)hk(x)
=
1
m
m∑
k=1
Ehk (f);
Var Jh(f) =
∑
x∈.
f2(x) Jh(x)− E2Jh(f)
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=
∑
x∈.
f2(x)
1
m
m∑
k=1
hk(x)− E2Jh(f)
=
1
m
m∑
k=1
∑
x∈.
f2(x)hk(x)− E2Jh(f)
=
1
m
m∑
k=1
Ehk (f
2)− E2Jh(f);
E(f˜) =
∑
(x1 ; :::; xm)∈.m
f˜(x1; : : : ; xm)(x1; : : : ; xm)
=
∑
(x1 ; :::; xm)∈.m
(
1
m
m∑
k=1
f(xk)
)
m∏
k=1
hk(xk)
=
1
m
m∑
k=1
∑
(x1 ; :::; xm)∈.m
f(xk)h1(x1) · · · hm(xm)
=
1
m
m∑
k=1
∑
xk∈.
f(xk)hk(xk)
=
1
m
m∑
k=1
Ehk (f)
= E Jh(f);
Var(f˜) = E(f˜2)− E2(f˜)
=
∑
(x1 ; :::; xm)∈.m
(
1
m
m∑
k=1
f(xk)
)2 m∏
k=1
hk(xk)− E2Jh(f)
=
1
m2
∑
(x1 ; :::; xm)∈.m
m∑
i=1
m∑
j=1
f(xi)f(xj)
m∏
k=1
hk(xk)− E2Jh(f)
=
1
m2

 m∑
k=1
Ehk (f
2) +
∑
i =j
Ehi(f)Ehj (f)

− E2Jh(f)
=
1
m2

 m∑
k=1
Ehk (f
2) +
(
m∑
i=1
Ehi(f)
)2
−
m∑
i=1
E2hi(f)

− E2Jh(f)
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=
1
m2
m∑
k=1
Ehk (f
2)− 1
m2
m∑
k=1
E2hk (f)
=
1
m2
m∑
k=1
Varhk (f):
Now we can apply the following result to obtain the desired inequality.
Lemma 4 (Madras and Randall, 2002). Assume that all neighboring distributions have
some overlap in the sense that they satisfy the following condition for each k with
16 k ¡m∑
x∈.
min{hk(x); hk+1(x)}¿ 3; (35)
for some 3¿ 0. Then the following holds:
Var Jh(f)6
2m
3
m∑
k=1
Varhk (f): (36)
Remark. This result was obtained as a part of proof of the second theorem in their
paper.
By the above lemma, we see that
m∑
k=1
Varhk (f)¿
3
2m
Var Jh(f): (37)
Therefore, we have
Var(f˜) =
1
m2
m∑
k=1
Varhk (f) (38)
¿
3
2m3
Var Jh(f); (39)
Once we have the above two inequalities about the Dirichlet forms and variances, we
can apply the usual comparison lemma (see Lemma 2) to get the following inequality
relating the gaps of the swapping chain and the simulated tempering chain:
Gap(A)¿
3
m(1 + 2=)
Gap(W )
¿
3
3m
Gap(W ) (by (27)):
Therefore, we have proved our main result.
Remark. 1. One intriguing question is the following: Can we improve the bound to
Gap(A)¿Constant × Gap(W )?
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Or, in other words, is there really no 1=m factor? We think this may be possible and it
is very likely to depend on the assumption on the overlaps of neighboring distributions.
2. Another question is: Does the reverse inequality
Gap(A)6C × Gap(W )
hold for some constant C? If both questions were answered a4rmatively, the two
chains would be shown to be equivalent in the sense that their spectral gaps are of the
same order.
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