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ABSTRACT: Vibrationally excited 2-methylhexyl radicals formed by shock wave activation or
by chemical activation can isomerize by multiple pathways to form any of six stable isomers,
can fragment by multiple C—H and C—C bond fission pathways, and can be collisionally
stabilized. Master equation simulations of chemical activation and of shock wave activation
are used to explore the generic behavior of this complicated coupled system. Selecting the
argon pressure in chemical activation systems that produce the 2-methyl-1-hexyl radical iso-
mer (1) can control the yield of specific isomers. Shock heating of 1 also shows a highly regular
sequence of isomer formation. This regular behavior is because the first isomerization steps
are faster than subsequent steps. Other radical isomers, such as 2-methyl-3-hexyl (3), do not
show such regular behavior, because the first isomerization step is slower than subsequent
steps. Incubation and unimolecular rate-constant fall-off are observed in the shock wave sim-
ulations. The unimolecular rate-constant fall-off for the coupled system produces low-pressure
limiting rate constants proportional to [M]n, where n can be greater than unity. The fact that
n can be greater than unity is a natural feature of multichannel coupled unimolecular reaction
systems, but detection of the effect in experiments may be very demanding.  2001 John Wiley
& Sons, Inc. Int J Chem Kinet 33: 246–261, 2001
INTRODUCTION
Unimolecular reaction systems with multiple isomers
that are connected by multiple isomerization pathways
and that may react by multiple fragmentation path-
ways are common in pyrolysis and combustion chem-
istry. Alkyl radicals (R•) that contain at least two car-
bon atoms isomerize by means of the free radical
center’s abstracting a hydrogen atom from a site fur-
ther along the carbon chain: an intramolecular metath-
esis reaction. They fragment by C—C and C—H
Correspondence to:J. R. Barker (jrbarker@unmich.edu)
 2001 John Wiley & Sons, Inc.
bond fission to produce R•  olefin or H  olefin
products, respectively. Alkoxy (RO•) radicals and per-
oxy (RO2•) radicals, which are important in atmo-
spheric and combustion oxidation systems, undergo
analogous reactions.
The isomerization and fragmentation reactions of
alkyl radicals are of great importance because the ac-
tivation barriers are low and hence the reactions are
rapid under conditions that are readily achieved in
common chemical systems, such as combustion and
atmospheric photooxidation. Furthermore, the rates of
isomerization and fragmentation are competitive, lead-
ing to complicated mixtures of products. Modeling
these systems can become extremely complicated be-











amu Å2 ext ge m
1 3.53 521. 1 2 2
2 0.00 528. 1 2 1
3 1.29 537. 1 2 2
4 1.11 528. 1 2 2
5 1.12 530. 1 2 2
6 3.00 516. 1 2 1
See Eq. (1) and text for definitions.
Figure 1 Structure of 2-methylhexane, showing the num-
bering scheme for free-radical sites.
cause the reactions have energy-dependent rate coef-
ficients and collisional activation and deactivation
must be taken into account. In the preceding article
(Article I) [1], a computer code, MultiWell [2], is de-
scribed that was specifically designed for master equa-
tion simulations of systems like these.
In the following sections, the 2-methylhexyl (2MH)
radical system is described, followed by a description
of technical aspects of the master equation simula-
tions. The results of two types of simulations are then
summarized: chemical activation excitation, such as
might occur in a photochemical system, and shock-
induced reaction, such as would occur in shock tube
experiments and in other extreme environments.
Results and conclusions are summarized in the final
section.
THE 2-METHYLHEXYL RADICAL SYSTEM
Recently, Viskolzc et al. [3] reportedab initio calcu-
lations of structures and energies of the isomers and
isomerization transition states for the 2MH free radical
system, a prototype for alkyl radicals. In the absence
of isotopic substitution, this system consists of six sta-
ble chemical isomers that can isomerize via 3-, 4-, 5-,
6-, or 7-membered ring transition states for a total of
15 reversible isomerization reactions. Viskolcz et al.
did not consider the fragmentation reactions, which are
at slightly higher energies, but Yamauchi et al. [4]
investigated such reactions for a series of alkyl radicals
both experimentally and theoretically and gave rec-
ommendations for high-pressure-limit Arrhenius pa-
rameters. In the 2MH system, each isomer can frag-
ment via at least two pathways to produce 14 distinct
sets of products (the distinction betweencisandtrans
olefins is neglected throughout this article). All of the
isomers (6), all of the isomerization pathways (30),
and all of the fragmentation pathways (19) were used
simultaneously in the master equation calculations de-
scribed here.
Relatively little experimental work has been done
on the isomerization and fragmentation of alkyl radi-
cals (see Viskolzc et al. [3] for references). Experi-
ments have been reported on the 2MH system involv-
ing the reactions of chemically activated
2-methyl-3-hexyl radicals in a collisional bath of H2
[5], as discussed in a later section.
Isomers
For convenience, the isomers in the 2MH system are
labeled according to the carbon atom where the free
radical site resides. For example,1 is the 2-methyl-1-
hexyl radical with the free radical site on carbon #1.
The numbering system is shown in Figure 1, where
radicals are produced by removing a hydrogen atom
from any one of the six chemically distinguishable car-
bon atoms. In Table I are listed values of the enthalpy
of formation relative to the most stable isomer (Hf(0
K)), moment of inertia for the two-dimensional exter-
nal rotor (IA), the external rotational symmetry number
(ext), the electronic degeneracy (ge), and the number
of optical isomers (m) for each geometrical isomer. All
of these quantities are derived from theab initio cal-
culations of Viskolcz et al. [3]. Because of internal
rotation, each isomer has many possible conforma-
tions, each with its own moment of inertiaIA. For
present purposes, this variation was neglected, and for
each structural isomer all conformations of all optical
isomers were assumed to have the same moment of
inertia.
Vibrational frequencies for each vibrational struc-
ture were calculated by Viskolcz et al. [3] and were
communicated by G. Lendvay [6]. The vibrational fre-
quencies were scaled by the usual factor [7] of 0.8929
before being used in calculating sums and densities of
vibrational states. Sample calculations of specific un-
imolecular rate constants (k(E)’s) showed that rate
constants calculated with, and without, the scaling fac-





Figure 2 Schematic reaction mechanism for 2-methylhexyl radical isomerization and fragmentation. Reversible isomerization
reactions are shown by solid and dashed lines connecting the circles that represent each of the six isomers. Thick solid lines:
6-membered-ring cyclic transition states; thin solid lines: 5- and 7-membered rings; long dashes: 4-membered rings; short
dashes: 3-membered rings. Fragmentation products (in boxes) are numbered according to Table III.
tor were practically identical. Although many of the
low-frequency vibrations can be identifiedwith torsions
and hindered free rotors, we used strictly vibrational
models in the present work. The replacement of some
low-frequency vibrations by torsions can affect the nu-
merical results but will not affect any of the qualitative
conclusions, which are the focus of this work.
Reactions and Transition States
The reactions in the 2MH system are summarized in
Figure 2, where the lines indicate isomerization and
fragmentation pathways. Viskolcz et al. [3] reported
activation barriers and structures for all of the isom-
erization pathways (see Table II), and Lendvay com-
municated the vibrational frequencies calculated in
that work [6]. The properties of the isomerization tran-
sition states are summarized in Table II, where the ‡
superscript denotes the transition state. Note that the
isomers have slightly different energies (Hf(0 K)
and the pathways have significantly different energy
barriers to reaction, as shown in Figure 3 for1.All of
the isomerization reactions have significant energy
barriers, and thus fixed (tight) transition states are ap-
propriate [8–11].
All of the master equation calculations described
below were carried out using standard features of
MultiWell (Article I). The specific rate constants were
calculated according to RRKM theory for the 30 en-
ergy-dependent unimolecular isomerization reactions.
Once again, the vibrational frequencies were scaled by
the factor [7] of 0.8929. According to RRKM theory,
the specific rate constant is given by [8–11]
‡ ‡ ‡m  g 1G (EE )ext e 0k(E)  (1) ‡m  g h (E)ext e
wherem‡ andm are the numbers of optical isomers
[10]; ext‡ andext are the external rotation symmetry
numbers;ge‡ andge are the electronic state degenera-
cies of the transition state and reactant, respectively;
h is Planck’s constant;G‡(E E0) is the sum of states
of the transition state;E0 is the reaction threshold en-
ergy; and(E) is the density of states of the reactant
molecule. The internal energyE is measured relative
to the zero-point energy of the reactant molecule, and
the reaction threshold energy (critical energy) is the
difference between the zero-point energies of reactant
and transition state.
Fragmentation of alkyl radicals can take place via
C—H and C—C bond fission to produce the products
summarized in Table III. A recent paper by Yamauchi










amu Å2 ext‡ ge‡ m‡
E0b kcal
mole1 Ab,c s1 Ac,d s1
Ed
kcal mole1
1 2 2MH-1-02 524. 1 2 2 36.46 9.6 (12) 9.1 (12) 36.8
1 3 2MH-1-03 523. 1 2 4 38.12 7.9 (12) 1.4 (13) 38.3
1 4 2MH-1-04 429. 1 2 4 20.59 9.8 (11) 1.8 (12) 20.5
1 5 2MH-1-05 388. 1 2 4 13.43 3.0 (11) 7.2 (11) 13.2
1 6 2MH-1-06 339. 1 2 2 15.14 1.4 (11) 1.4 (11) 14.7
3 2 2MH-3-02 529. 1 2 2 38.56 7.6 (12) 4.9 (12) 39.0
4 2 2MH-4-02 433. 1 2 2 37.37 1.0 (12) 2.0 (12) 37.6
4 3 2MH-4-03 530. 1 2 4 38.32 1.6 (12) 6.0 (12) 38.6
5 2 2MH-5-02 248. 1 2 2 19.53 5.2 (11) 7.5 (11) 19.8
5 3 2MH-5-03 427. 1 2 4 39.02 2.2 (12) 8.8 (12) 39.2
5 4 2MH-5-04 526. 1 2 4 38.38 4.1 (12) 1.6 (13) 38.7
6 2 2MH-6-02 300. 1 2 1 12.11 3.8 (11) 3.2 (11) 12.0
6 3 2MH-6-03 359. 1 2 2 21.51 7.4 (11) 1.4 (12) 21.4
6 4 2MH-6-04 462. 1 2 2 38.17 5.4 (12) 9.9 (12) 38.3
6 5 2MH-6-05 519. 1 2 2 38.59 6.2 (12) 1.2 (13) 38.9
aSee Eq. (1) and text for definitions.
bViskolcz et al. [3].
cNotation: 9.55 12(12) 9.55 10 .
d This work (evaluated at 300 K).
Figure 3 Schematic of reaction energetics. Boldface numbers designate isomers.
et al. reports experiments andab initio calculations on
alkyl radical decomposition and fragmentation reac-
tions [4]. Their results are in generally good agreement
with other experimental work and with estimation
methods like those described by Benson [12]. High-
pressure-limit rate constants for the decomposition re-
actions tabulated in Table I of the paper by Yamauchi
et al. were used to estimate the parameters presented
in Table IV, whereA is the high-pressure-limit A-
factor andE0 is the estimated critical energy for each
of the 19 fragmentation reactions. Note that the num-
ber of optical isomers (m‡) of each transition state is
the same as that for the reactant. All of the fragmen-
tation reactions were included in the calculations.
The specific rate constants for all of the fragmen-
tation reactions were calculated using the results from
Yamauchi et al. [4], as given in Table IV. Because
vibrational frequencies were not reported by Yamau-





Table III Fragmentation Product Sets [3]
Number Product Seta
7 BC  C  CCCCC
8 BC  CC CCCC
9 BC  C  CCC(C)C
10 C BC  C  CC(C)C
11 CC BC  C  C(C)C
12 BC(C)C C  CCC
13 CCCBC  C  CC
14 BCC(C)C C  CC
15 BCCC(C) C  C
16 BH  C  C(C)CCCC
17 BH  CC(C) CCCC
18 BH  CC(C)C CCC
19 BH  CC(C)CC CC
20 BH  CC(C)CCC C
aNotation: i-propyl radical: 2-methyl-1-hexene:BC(C)C;
C  C(C)CCCC.
Table IV Fragmentation Reactions [4]
From To
Transition
State m‡ E0 kcal mole1 Aa,b s1
1 7 2MH-1-07 2 30.0 1.0 (13)
1 13 2MH-1-13 2 30.0 1.0 (13)
1 16 2MH-1-16 2 37.5 7.0 (13)
2 11 2MH-2-11 1 30.0 1.0 (13)
2 16 2MH-2-16 1 37.5 7.0 (13)
2 17 2MH-2-17 1 37.5 2.1 (14)
3 8 2MH-3-08 2 30.0 1.0 (13)
3 10 2MH-3-10 2 30.0 1.0 (13)
3 17 2MH-3-17 2 37.5 7.0 (13)
3 18 2MH-3-18 2 37.5 1.4 (14)
4 9 2MH-4-09 2 30.0 1.0 (13)
4 12 2MH-4-12 2 30.0 1.0 (13)
4 18 2MH-4-18 2 37.5 1.4 (14)
4 19 2MH-4-19 2 37.5 1.4 (14)
5 14 2MH-5-14 2 30.0 1.0 (13)
5 19 2MH-5-19 2 37.5 2.1 (14)
5 20 2MH-5-20 2 37.5 1.4 (14)
6 15 2MH-6-15 1 30.0 1.0 (13)
6 20 2MH-6-20 1 37.5 1.4 (14)
Notation: 1.0a 13(13) 1.0 10 .
Note that (according to the present version of the inverse Laplace transformb E  E 0
expression fork(E)).
chi et al., it was convenient to estimate the specific
rate constants by using the inverse Laplace transform
expression described by Forst, in which strict Arrhe-
nius behavior is assumed for the high-pressure-limit
rate constant [9,13]:
‡m  (EE )ext k(E)  A (2)  ‡m  (E)ext
whereA andE are the Arrhenius A-factor (preex-
ponential factor) and activation energy, respectively,
for the high-pressure-limit thermal rate constant. This
is a convenient and reasonably accurate approximation
that is suitable for use when a detailed vibrational as-
signment of the transition state is not available. In or-
der to improve accuracy just above the reaction thresh-
old, the high-pressure-limit activation energy (E) was
replaced in Eq. (2) by the reaction critical energy (E0).
This replacement is expected to improve the accuracy
of thermal rate constants in the fall-off, but the high-
pressure-limit activation energy will be affected
slightly.
Whetherk(E) is evaluated according to Eq. (1) or
according to Eq. (2), the unimolecular rate constant at
the high pressure limitk(Ttrans) can be expressed in
terms of(E) andk(E):
1
k (T )  k(E)(E)exp trans Q(T ) E0trans
(E/k T )dE (3)B trans
whereQ(Ttrans) is the partition function of the reactant





Table V Parameters for 2-Methylhexane and Argon
Parameter Value
2-Methylhexane (see text for details)
TC 538.22 K
PC 27.41 atm







internal degrees of freedom (the degrees of freedom
used to calculate(E) andk(E)) at translational tem-
peratureTtrans:

Q(T )  (E)exp(E/k T )dE (4)trans B trans
0
In MultiWell, the integrals in Eqs. (4) and (5) are car-
ried out numerically and the activation energy is ob-
tained by calculatingk(Ttrans) at two closely spaced
temperatures:
ln[k (T )/k (T )] 2  1E  R (5) 1 1[T  T ]2 1
From theE and thek at one temperature, the A-
factor (A) can be calculated. Values forE andA
calculated in this way atTtrans  300 K are reported
for each reaction in Tables II and IV. The results ob-
tained in this way for reactions wherek(E) was cal-
culated via Eq. (2) agree within 0.1% with the original
input data (A andE0), which should be recovered by
this numerical procedure. This level of agreement is
quite satisfactory, confirming the accuracy of the nu-
merical techniques.
As shown in Table II, the values ofA obtained in
the present work differ from those reported by Vis-
kolcz et al., which were not described in detail but
were apparently obtained using statistical mechanics
formulas [3]. In most cases, the ratios of the present
results to those reported by Viskolcz are approxi-
mately, but not exactly, integers. The specific reasons
for the differences are not known, but there are several
possible contributions. First, thek(E) values were cal-
culated in the present work from exact counts of states
(10 cm1 grain size) and numerical integration of Eqs.
(3) and (4), instead of from the statistical mechanics
formulas used by Viskolcz et al. Numerical tests using
k(E) from Eq. (2) showed that the numerical methods
are accurate to within a small fraction of 1%. Thus,
the numerical techniques do not introduce significant
errors. Second, the statistical factors (see Eqs. (1) and
(2)) that were used in the present work included optical
isomers. Viskolcz et al. do not mention whether they
considered the optical isomers. If they did not, then
this omission can explain most, but not all, of the near-
integer ratios. In those few remaining cases, we have
no explanation for the discrepancies.
Collisional Energy Transfer
All of the simulations were carried out by assuming
that the 2MH radicals are diluted in an infinite excess
of argon. The collision frequency was calculated as-
suming a Lennard-Jones interaction potential [14].
The Lennard-Jones parameters for the free radicals
were assumed to be identical to those for 2-methyl-
hexane, which were estimated [15] from the critical
properties. The critical properties for 2-methylhexane
were estimated using the formulas [15] of Miller (for
TC), Lydersen (for PC), and Vetere (for VC). The re-
sulting values for the estimated critical properties and
Lennard-Jones parameters are listed in Table V.
Energy transfer data are not available for the 2MH
system. As discussed elsewhere [16], energy transfer
data for largemolecules are scanty and of uneven qual-
ity. When faced with the necessity of estimating en-
ergy transfer parameters that have never been mea-
sured, a reasonable approach is to adopt the parameters
corresponding to an analogous compound, when pos-
sible. Almost all systems that have been studied by
physical (“direct”) techniques consist of substituted ar-
omatics, and it has been found that internal rotation
significantly affects energy transfer parameters [17–
19]. 2MH radicals contain low-frequency (torsional)
vibrations, and thus we selected toluene as an ana-
logue. Toluene contains an internal rotor, and its en-
ergy transfer properties have been measured by the
two most accurate experimental techniques currently
available.
The toluene energy transfer properties measured by
the infrared fluorescence (IRF) technique [17,18] were
fitted using the exponential and biexponential models
for collisional energy transfer. Those measured by the
kinetically controlled selective ionization (KCSI)
method [20] are based on a generalized version of the
exponential model, described by the following ex-
pression for the collision step-size distribution for de-
activation steps [21]:
EE
f (E, E)  exp  , for E  E (6)d   (E )





Table VI Energy Transfer Parameters (see text for
details)
Experimental
Method  (E), 1cm Reference
IRF 1.0 36 0.009 E 18
KCSI 0.7 43.5 0.0042 E 20
where(E) is a linear function of vibrational energy
and is a parameter that ranges from0.5 to1.5.
The corresponding expression for activation collisions
is obtained from detailed balance according to Eq. (4).
When the parameter is less than unity, the wings of
the step-size distribution have enhanced relative prob-
abilities that qualitatively resemble the biexponential
distribution. When  1, Eq. (18) gives the expo-
nential model. For more details, see Article I and [16].
In order to determine how the choice of energy transfer
model can affect master equation simulations, we car-
ried out calculations using a simple exponential model
with parameters derived from IRF data and using the
generalized exponential model with parameters de-
rived from KCSI experiments (Table VI). Note that
the KCSI technique is currently thought to be more
accurate than other methods [16].
NUMERICAL SOLUTION OF THE
MASTER EQUATION
The master equation for multiple-well, multiple-chan-
nel reaction systems is highly complicated, especially
when collisional energy transfer is included. One of
the purposes of the present work is to demonstrate the
capabilities of MultiWell [1], a new computer program
that was designed to handle such problems without the
need for recompiling or restructuring the code. This
code is publicly available from the author or by down-
loading from a website [2]. In brief, MultiWell is a
significant extension of codes previously developed in
our laboratory [22–26]. It is based on an exact sto-
chastic algorithm, which Gillespie showed to be math-
ematically equivalent to the set of integro-differential
equations that comprise the master equation [27–29].
Article I [1] should be consulted for a complete de-
scription of the numerical details and of the strengths
and weakness of the method.
RESULTS
Chemical Activation
In chemical activation, an exothermic chemical reac-
tion generates excited species by the following
[5,30,31]. In the 2MH system, two types of chemical
activation processes are possible:
1H•  Olefin : R•* E  37 kcal mole (7)0
1R•  Olefin : R•* E  30 kcal mole (8)0
where the asterisk denotes vibrational excitation; the
approximate threshold energies (E0) for the reverse re-
actions [4] are shown. The nascent energy distribution
[8–10] of excited radicals, which is relatively narrow,
can be calculated usingki(E) for the reverse reaction
(i designates the reaction channel):
k (E)(E)exp(E/k T )dEi B vib(ca,i)y (E)dE (9)0 
k (E)(E)exp(E/k T )dE i B vib
E0
where(E) is the density of states,E0 is the threshold
energy,ki(E) is the specific rate constant forith de-
composition reaction, andkB is the Boltzmann con-
stant.
Convergence Tests.As described in Article I, several
parameters are needed for the numerical solution of
the master equation. For example, the vibrational en-
ergies spanned in the simulations should not exceed
the maximum energy (Emax) specified for the numeri-
cal solution using MultiWell [2]. MultiWell is based
on a “hybrid” formulation of the numerical master
equation. According to this approach, the low energy
range is treated effectively with an energy-grained
master equation and the high energy range is treated
with a continuum master equation, as described in Ar-
ticle I. The energy separating the two energy ranges
must lie above the sparse states regime. Most impor-
tant, the energy grain size (Egrain) for the low energy
range must be small enough so that the sparse states
regime is accurately represented. Here, the “sparse
states regime” refers to the widely separated states
near the bottom of a potential well as well as to the
widely separated states of the transition state at ener-
gies just above a reaction threshold energy. In the
sparse states regime at low energies within a well, col-
lisional energy transfer is slow because the states are
widely separated, necessitating large energy transfer
steps. Furthermore, the unimolecular rate constant var-
ies dramatically in the sparse states regime just above
a reaction threshold.
In the limit of very smallEgrainand very highEmax,
numerical accuracy is maximized, as are the demands
on computer time and storage. By carrying out tests,
it is possible to determine simulation parameters that
do not compromise accuracy and yet are not so de-





Figure 4 Convergence tests for energy grain size. Bold-
face numbers designate isomers and reaction product sets.
manding on computer time. In all of the calculations
reported here,Emax 85,000 cm1. Preliminary results
showed that only a vanishingly small population oc-
curred at energies higher than 50,000 cm1, and in-
creasingEmax from 85,000 cm1 to 100,000 cm1 had
no effect on the results. Similarly, tests showed that a
dividing line between the high and low energy regimes
set at2500 cm1, where the state densities are almost
continuous (i.e., the vibrational quasicontinuum), gave
results indistinguishable from a dividing line set at
3000 cm1.
The variation of test results forEgrain are shown
in Figure 4 for chemical activation (via the reaction
H  2-methyl-hexene-1) at 300 K and a number den-
sity of 1.5 1012 cm3 of argon collider. The duration
of the simulated experiments was 0.001 s, correspond-
ing to 966 collisions, which was more than enough for
collisional stabilization of those isomers that did not
decompose. In these tests, the dividing line between
the low and high energy regimes was given by 249
Egrain. The “relative yield” in Figure 4 is the yield of
a particular species or product set relative to the yield
whenEgrain  5 cm1. For the 2MH system, the rel-
ative yields have converged to the limit (within the
statistical uncertainties) forEgrain  50 cm1. In all
subsequent simulations, we have usedEgrain  10
cm1.
Chemical Activation Simulations.Figure 2 shows
the many chemical activation pathways available for
study in this system. In many cases, a single set of
reactants can lead to two of the 2MH radical isomers
because of addition to either end of a double bond. For
example,
H  2-methyl-1-hexene: 1 (10a)
: 2 (10b)
Formation of the tertiary radical (2) is strongly favored
(Markownikoff addition) over the primary radical
(anti-Markownikoff addition) due to a difference in
activation energy [30,12]. Similar behavior is expected
for Reactions (7) and (8). Both1 and2 can isomerize
readily via both 5- and 6-membered-ring cyclic tran-
sition states, which have low energy barriers. The
same is true of5 and6, in contrast with3 and4,which
have only a single 5-membered-ring transition state
reaction path available to each of them.
To explore the behavior of radicals with one rapid
isomerization pathway and those with more than one,
we carried out simulations of several chemical acti-
vation systems. These included examples of H-atom
and of alkyl radical addition to olefins to form several
of the 2MH isomers. Two chemical activation systems
are described here:
CH  1-hexene: 1 (11)3
H  2-methyl-3-hexene: 3 (12)
As mentioned earlier,3 has only one rapid isomeri-
zation pathway, whereas1 has three (via 5-, 6-, and
7-membered-ring transition states). The vibrational
excitation energy produced by Reaction (11) is lower
than that produced by Reaction (12). The simulated
conditions were for 300 K, and the free radical was
diluted in a great excess of argon at various pressures.
To determine the sensitivity of the calculated results
to the choice of energy transfer model, simulations
based on Reaction (11) were carried out for the two
sets of energy transfer parameters in Table VI. Both
sets of parameters were determined from experiments
under similar conditions on the vibrational deactiva-
tion of excited toluene by argon [18,20]. Simulations
based on Reaction (12) employed only the parameters
from KCSI measurements (Table VI). The duration of
the simulations was chosen to be long enough so that
all free-radical isomers that had not decomposed were
collisionally thermalized. The calculated fractional
yields of some of the products are shown as a function
of collision frequency (varying argon pressure) in Fig-
ures 5, 6, and 7.





Figure 5 Yields of isomers and fragmentation products as a function of collision frequency after chemical activation of1
via the reaction7 : 1. Solid lines show simulations with the generalized exponential model and KCSI parameters; broken
lines show simulations with the simple exponential model and IRF parameters (see text for details).
Figure 6 Yield of 6 as a function of collision frequency after chemical activation of1 via the reaction7 : 1. Simulations
were carried out with generalized exponential-model and KCSI parameters. Error bars show the statistical uncertainties.





Figure 7 Yields of isomers and fragmentation products as a function of collision frequency after chemical activation of3
via the reaction18 : 3. Simulations were carried out with generalized exponential-model and KCSI parameters.
The results for chemically activated1 in Figure 5
exhibit an interesting pattern. The same qualitative be-
havior was calculated for formation of1 via the more
exothermic Reaction (10a), but the collision frequency
corresponding to a given isomer was higher. The
yields of several of the isomers can be “selected” by
controlling the collision frequency (argon pressure).
This behavior can be explained as follows. Isomeri-
zation of1 to form5 via a 6-membered-ring transition
state is very rapid, because of the low energy barrier
(see Figs. 2 and 3). Collisional deactivation can only
compete with this isomerization at the highest colli-
sion frequencies. As the collision frequency is low-
ered, isomerization competes and the yield of5 in-
creases. The reverse isomerization is also very rapid,
and therefore1 and5 approach equilibrium with each
other. Because5 has a lower heat of formation than1
(see Fig. 3), the concentration of5 is larger than1 at
equilibrium. However, as the collision frequency is
lowered further, the slower5 : 2 isomerization can
take place, explaining the production of2 (the most
stable isomer) at collision frequencies around 107 s1.
At still lower collision frequencies, the excited species
have still more time for further isomerizations to com-
pete with collisional deactivation. The reaction se-
quence is less clear at lower collision frequencies. Iso-
mers 3 and 4 appear in significant yields only at
relatively low collision frequencies because they are
not connected by fast processes to the more abundant
isomers. At very low collision frequencies, decom-
position products dominate the yield spectrum. For
clarity, only one set of decomposition products is
shown in Figure 5, although, in fact, several sets of
products are of comparable importance. Note that
stabilization of excited species by spontaneous infra-
red emission [32,33] has been neglected in this version
of MultiWell, and thus the yields estimated at low
collision frequencies should be regarded as lower
limits.
The choice of energy transfer parameters does not
strongly affect the results shown in Figure 5. This is
because the two sets of parameters give comparable
values for the average energy transferred per collision
at high energies and not many collisions are needed
for deactivation of the isomers to energies below the
reaction barriers.
The yield of6 at high collision frequencies (Fig. 6)
reflects its rapid production via the 7-membered cyclic
isomerization from1.Because of the fast 6-membered
cyclic isomerization of6 to 2, the magnitude of the
yield of 6 is not large, however. At lower collision
frequencies,6 is still produced, but this time via the
isomerizationfrom2.Again, the yield of6 is not large,
because2 has a lower heat of formation and because
both isomers decompose to produce fragmentation
products.





The second chemical activation route described
here is the production of3 via the reverse of Reaction
(12). The fastest isomerization that3 can undergo in-
volves a 5-membered cyclic transition state, which is
significantly slower than the 6-membered cyclic isom-
erizations of1 and 2 described earlier. At collision
frequencies low enough for the isomerization reaction
to compete with collisional stabilization, the fragmen-
tation reactions are already competitive, as shown in
Figure 7. As soon as3 isomerizes to produce6, the
latter radical isomerizes to produce1and2.These also
isomerize rapidly to produce4 and5. Thus, all of the
isomers appear simultaneously as3 is lost. All of the
isomers can decompose via C—C and C—H bond
fission to produce fragmentation products. All of the
yields are comparable at collision frequencies be-
tween 105 and 106 s1 because the first isomerization
reactions involving3 are the slowest steps of the se-
quence.
The limited experimental data [5] on the reactions
of chemically activated3 are qualitatively consistent
with model simulations. In the experiments,3was pro-
duced by the reverse of Reaction (17) in a bath con-
sisting of H2 at room temperature. The results were
reported as the ratio of stabilized3 to the yield of10
(the S/D ratio) as a function of total pressure. We car-
ried out simulations of this chemical activation reac-
tion in an argon bath, and the results were in good
agreement with the experiments. As in the experi-
ments, the S/D ratio was found to be proportional to
pressure over the range 1–64 Torr, but the simulated
ratio was about a factor of 3 higher than the experi-
ments. This agreement is surprisingly good, consid-
ering that argon collisions were simulated instead of
H2 and the reaction rate constants were predicted by
theoretical calculations— not from experiments. The
factor of3 could be eliminated in the simulations by
making minor changes to the energy transfer and rate
constant parameters (including careful attention to the
differences in rate constants for formation ofcis and
trans isomers of the olefins), but the additional infor-
mation gained from such an exercise would be very
limited.
The clear sequence of reaction yields in Figure 5 is
the result of the relative rates of the reactions involved.
The first reactions involving1 are faster than the sub-
sequent steps, which, in turn, are faster than the later
steps, and so on. This relative ordering allows the sys-
tem to produce the yield sequence shown. When the
first reaction step has a slower rate constant than sub-
sequent steps, then all of the reaction products appear
together and no sequence is apparent. This is the case
for 3. Thus, Figures 5 and 7 illustrate two cases of
relative ordering of the reaction rate constants.
Shock Wave Excitation
Prior to the arrival of a shock wave, the translational
and vibrational temperatures are equal to each other.
When the shock arrives, the translational temperature
rises extremely rapidly due to adiabatic compression,
while slow collisional energy transfer limits the rate
of the vibrational energy increase. In the calculations,
this situation was simulated by assuming that a reac-
tant alkyl radical is initially described by a high trans-
lational temperature (Ttrans) and a Boltzmann vibra-
tional distribution at 300 K (Tvib). During the
simulation, the vibrational energy increases due to col-
lisional energy transfer and the alkyl radicals undergo
isomerization and fragmentation reactions. Eventu-
ally, the vibrational energy distribution reaches a
steady state: The rate of collisional energy transfer
matches the rate of unimolecular reaction. Thus, the
shock wave simulations describe the approach to
steady state (including vibrational relaxation and in-
cubation times) as well as the steady-state unimole-
cular reaction rate constant “fall-off” [25,26]. These
simulations are very demanding because they require
reaction rate constants and energy transfer data over a
very wide range of vibrational energy.
Convergence Tests.Only an abbreviated series of
convergence tests was carried out because it quickly
became apparent that the chemical activation system
provided a more stringent case. The tests confirmed
that the parameters adopted for the chemical activation
series are also suitable for the shock wave simulations.
Shock Wave Simulations. After passage of a shock
wave, but before energy transfer takes place, the vi-
brational energy is the initial thermal energy charac-
terized byTvib. The vibrational energy is no longer in
equilibrium with the translational temperature, and
collisional activation dominates over deactivation.
Low on the energy ladder, the average collisional en-
ergy transfer step size is quite small for the models in
Table VI, and thus many collisions are required for
collisional activation, as shown in Figure 8. In both
cases, the average internal energy increases at a rate
that can be characterized by a time constant. Because
of the different step-size distributions, energy transfer
derived from the KCSI measurements is almost four
times as efficient as that derived from the IRF mea-
surements. This behavior is closely analogous to that
described by simulations [20] of the original vibra-
tional deactivation experiments. The differences be-
tween the two energy transfer models accumulate be-
cause of the many collisions (Figure 8) required for
vibrational excitation. This result demonstrates that





Figure 8 Average internal energy as a function of the number of collisions for two energy transfer models (see text for
details). Z denotes the average number of collisions corresponding to the vibrational relaxation time.
shock wave experiments are more demanding of high-
accuracy data, but they also can provide a sensitive
means for measuring energy transfer.
For both energy transfer models, the relatively slow
vibrational excitation rate produces a delay (the “in-
cubation time”) in the onset of the chemical reactions,
as has been seen in previous model calculations
[34,25,26] and in experiments [35,36]. This delay is
apparent in Figure 9, which shows the relative con-
centrations of various species as a function of time. In
this simulation, the very low pressure (0.001 bar) em-
phasizes the incubation time and approach to steady
state, which are much faster at higher pressures. The
solid and dashed curves show the simulations based
on the KCSI and IRF models, respectively. It is clear
that the initial reactant (1) begins to isomerize and final
decomposition products appear considerably earlier,
according to the KCSI model.
Because of the incubation delay, the initial reaction
rates are vanishingly small. As the vibrational energy
approaches a steady state, the unimolecular reaction
rates also increase and approach steady state. Figure
10 shows the initial increase in the instantaneous av-
erage (over energy) rate constant (see Article I) while
the vibrational energy distribution is still evolving. At
longer times, the average rate constants become es-
sentially independent of time, corresponding to the
usual steady-state unimolecular reaction rate constants
in the fall-off regime. Note, however, that these reac-
tions are closely coupled, and therefore the steady-
state energy distributions, and hence the rate constants,
are affected byall of the reactions.
By varying the argon pressure, the steady-state un-
imolecular rate constants can be determined as a func-
tion of pressure and “fall-off” curves can be con-
structed (Figure 11). Arrhenius plots, such as Figure
12, can be constructed for each argon pressure. In Fig-
ure 12, the curvature in the Arrhenius plots is due to
the fall-off discussed above. Strong curvature is com-
mon even for single-channel reactions at high temper-
ature and moderate pressures, where fall-off is impor-
tant [8–10,35].
The usual fall-off curve for a single-channel uni-
molecular reaction displays three regimes. In the low-
pressure regime, the rate constant is directly propor-
tional to pressure. In the high-pressure regime, the rate
constant is independent of pressure. In the fall-off re-
gime, the rate constant makes the transition smoothly
between the low-pressure and high-pressure regimes.
In the coupled system, the fall-off curves are more
complicated, as shown in Figure 11. Rate constantk51
(reaction1 : 5) and rate constantk61 (reaction1 :





Figure 9 Fractional populations of isomers and fragmentation products as a function of time after shock excitation of1 (see
caption of Fig. 5).
Figure 10 Average rate constants for production of isomers and products as a function of time after shock excitation of1.
Simulations were carried out with generalized exponential-model and KCSI parameters.





Figure 11 Fall-off curves of the steady-state rate constants
for production of isomers and products from1 at 1000 K.
Simulations were carried out with generalized exponential-
model and KCSI parameters.
Figure 12 Temperature dependence of the steady-state
rate constants for production of isomers and products from
1 at the pressure of 1 bar (argon). Simulations were carried
out with generalized exponential-model and KCSI parame-
ters.
6) both appear to follow the usual behavior described
above: They show a smooth transition from first-order
to zero-order. Rate constantk41behaves differently: At
low pressure it appears to be nearly second-order, and
it then makes a smooth transition to zero-order. Each
successively slower rate constant appears to be of
higher order at low pressure, and each smoothlymakes
a transition to zero-order at high pressure.
This unusual fall-off behavior is due to the deple-
tion of population at higher energies by the (fast) re-
actions that have lower energy thresholds. It is a direct
consequence of the coupling among the multiple re-
action channels. In the high-pressure limit, energy
transfer can maintain the thermal distribution function
and there is no population depletion at high energy.
Under these conditions, all reactions are in the high-
pressure limit. At somewhat lower pressures, the re-
actions with low energy thresholds deplete the high-
energy population distributions, and hence the
reactions with high-energy thresholds are greatly
slowed. This effect can be illustrated qualitativelywith
a Lindemann-type mechanism that describes the uni-
molecular decomposition of reactant A via two reac-
tion channels:
A  M 4 A*  M (a,-a)
A*  M 4 A**  M (b,-b)
A* : P (c)c
A** : P (d)c
A** : P (e)e
where M is a collider gas, successive vibrational ex-
citation is denoted by successive asterisks, and Pc and
Pe are products. The rates of production of Pc and Pe
can be obtained by using a pseudo-steady-state anal-
ysis for [A*] and [A**]. The results can be expressed
as the rate of production of product Pc and the ratio of
the production rates:
d[P ] k k [M]c b e k  c dt k [M]  k  kb d e
k [M]a (13)
2k k [M] b b(k  k )[M]  ka b c k [M]  k  kb d e





d[P ]/dt k k [M]e b e (14)
d[P ]/dt k (k [M]  k  k )  k k [M]c c b d e b d
where [M] is the concentration of M. The ratio of the
production rates is pressure-dependent, showing that
the fall-off curves are different for the two products.
In the low-pressure limit, the rate of production of
product Pc is directly proportional to [M], whereas that
for product Pe depends on [M]2.
This simple mechanism illustrates qualitatively the
effects seen in Figure 11 for the far more complex
2MH system. The higher-order dependence on [M] ex-
hibited by many of the reactions in Figure 11 is ex-
pected to be present to a greater or lesser degree in all
unimolecular systems with multiple reaction channels.
In the 2MH simulations, many weak collisions are
needed for thermal activation of the alkyl radicals to
the lowest reaction threshold, and many more colli-
sions are needed for activation to the next threshold,
etc. Furthermore, multiple isomerization reactions take
place concurrently with the fragmentation reactions.
Because of these complexities, the pressure depen-
dence of the 2MH reactions in the low-pressure limit
is more complex than the simple first- and second-
order dependence on [M] predicted by Eqs. (13) and
(14). In order for the effect to be apparent, the reaction
thresholds must be widely separated, but this produces
rate constants that differ very widely in magnitude (see
Fig. 11), which are not amenable to experimental
study. In systems that have nearly identical reaction
thresholds, the rate constants are of similar magnitude,
but the higher-order pressure dependence has not been
observed experimentally [37–39].
CONCLUSIONS
The master equation simulations presented here are
model calculations based onab initio and density
functional electronic structure calculations from the
literature. Furthermore, energy transfer data are not
available and arbitrary assumptions were needed in or-
der to carry out the master equation calculations. Nev-
ertheless, the qualitative results are in good agreement
with experiments that were carried out on analogous
alkyl radical systems and on chemically activated re-
actions of3 [5]. The results reveal several interesting
properties of coupled reactions.
The yields in a given chemical activation system
correspond closely to the sequence of the appearance
of intermediate products in the same system activated
by shock waves. Both types of activation produce a
very regular appearance of isomers when the first
isomerization steps are faster than subsequent steps.
The fortuitous ordering of the isomerization rates of1
produces exceptionally regular behavior in both the
chemical activation and the shock wave activation sys-
tems. In contrast, the first isomerization steps involv-
ing 3 are slower than the subsequent steps and all of
the product isomers appear simultaneously. In all
cases, the results are qualitatively in agreement with
those of earlier workers, who described the rapid
“identity scrambling” of chemically activated alkyl
radicals [30].
The unimolecular rate-constant fall-off curves
showed the effects of the coupled multiple reaction
channels. In particular, the isomerization reaction rate
constants are not second-order at low pressure, in con-
trast to the pressure dependence expected for single-
channel reactions. In the coupled system, the reactions
with higher threshold energies react more slowly than
in the uncoupled system at the same pressure, because
the reactions with lower threshold energies deplete the
higher-energy population distributions. The coupling
produces fall-off curves that have a higher-order [M]
dependence in the low-pressure limit. This effect can
only be simulated by including the coupled pathways.
It will be present in all multiple-channel unimolecular
reaction-channel systems and may have important ef-
fects on the rate constants in those systems.
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