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SUBMANIFOLDS WITH CONSTANT PRINCIPAL CURVATURES
IN RIEMANNIAN SYMMETRIC SPACES
JU¨RGEN BERNDT AND VI´CTOR SANMARTI´N-LO´PEZ
Abstract. We study submanifolds whose principal curvatures, counted with multiplici-
ties, do not depend on the normal direction. Such submanifolds are always austere, hence
minimal, and have constant principal curvatures. Well-known classes of examples include
totally geodesic submanifolds, homogeneous austere hypersurfaces, and singular orbits
of cohomogeneity one actions. The main purpose of this article is to present a system-
atic approach to the construction and classification of homogeneous submanifolds whose
principal curvatures are independent of the normal direction in irreducible Riemannian
symmetric spaces of non-compact type and rank ≥ 2.
1. Introduction
Consider a cohomogeneity one action on a connected complete Riemannian manifoldM .
If there is a singular orbit of this action, say P , then its principal curvatures do not depend
on the normal directions. More precisely, if ξ1 and ξ2 are two unit normal vectors of P , at
the same point or at two different points, then the principal curvatures of P with respect
to ξ1 and ξ2 are the same, counted with multiplicities. This is a simple consequence of the
fact that the slice representation of the action at a point p ∈ P acts transitively on the unit
sphere in the normal space of P at p. In this paper we always count principal curvatures
with their multiplicities.
An obvious consequence is that every singular orbit of a cohomogeneity one action is
an austere, and hence minimal, submanifold. Austere submanifolds were introduced by
Harvey and Lawson [15] in the context of calibrated geometries. They proved for instance
that the normal bundle of an austere submanifold of the Euclidean space En is a special
Lagrangian submanifold of the cotangent bundle T ∗En. Note that the principal curvatures
of a homogeneous austere hypersurface do not depend on the normal direction.
Another consequence is that every singular orbit of a cohomogeneity one action is a
submanifold with constant principal curvatures. By definition, a submanifold P of a Rie-
mannian manifold M has constant principal curvatures if the principal curvatures of P
are constant for any parallel normal vector field of P along any piecewise differentiable
curve in P . Submanifolds with constant principal curvatures were introduced and studied
by Heintze, Olmos and Thorbergsson [16] in the context of isoparametric submanifolds.
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They proved that a submanifold of a Euclidean space has constant principal curvatures
if and only if it is an isoparametric submanifold or a focal manifold of an isoparametric
submanifold.
It is interesting to investigate the classification of submanifolds having the above geomet-
ric property of singular orbits of cohomogeneity one actions. Assume thatM is a standard
real space form, that is, M is the real hyperbolic space RHn, the Euclidean space En, or
the sphere Sn, with their standard metrics of constant curvature −1, 0,+1 respectively.
Let P be a submanifold of M with codim(P ) ≥ 2. Using Jacobi field theory one can show
that the principal curvatures of P are independent of the normal direction if and only if the
tubes (of sufficiently small radii) around P have constant principal curvatures. According
to E´lie Cartan [9], a hypersurface in a space of constant curvature has constant principal
curvatures if and only if it is isoparametric. For RHn and En the classification problem
for isoparametric hypersurfaces was solved by Cartan [9] and Segre [18] approximately 80
years ago. In contrast, the problem for Sn turned out to be very challenging and was solved
only recently by Chi ([10]; see [11] for a survey).
One of the implications in the above characterization in spaces of constant curvature
was recently generalized by Ge and Tang [14] to arbitrary Riemannian manifolds: Let
P be a submanifold of a Riemannian manifold M with codim(P ) ≥ 2 for which the
tubes around it (for sufficiently small radii) are isoparametric hypersurfaces with constant
principal curvatures. Then the principal curvatures of P are independent of the normal
direction.
In this article we assume that M is an irreducible Riemannian symmetric space of non-
compact type and P is a connected complete submanifold ofM whose principal curvatures,
counted with multiplicities, are independent of the normal direction (parametrized by
the unit normal vectors of P ). For the sake of brevity, we call such a submanifold P
a CPC submanifold (CPC = constant principal curvatures). Note that our notion of
constant principal curvatures is more restrictive than the one studied in [16]: Every CPC
submanifold is a submanifold with constant principal curvatures in the sense of [16]. It is
evident that totally geodesic submanifolds are CPC submanifolds. Since totally geodesic
submanifolds of irreducible Riemannian symmetric spaces are not yet classified, unless the
rank of M is ≤ 2, we cannot expect to achieve full classification results.
If M = RHn (n ≥ 2), then the above result by Cartan implies that P is congruent
to a totally geodesic RHk ⊂ RHn for some k ∈ {0, . . . , n − 1}. For the other rank one
symmetric spaces, which are the complex hyperbolic spaces CHn (n ≥ 2), the quaternionic
hyperbolic spaces HHn (n ≥ 2), and the Cayley hyperbolic plane OH2, the problem is
already much more complicated. Their totally geodesic submanifolds are known from the
work by Wolf [20]. In each of the spaces CHn, HHn and OH2 there exists a homogeneous
austere hypersurface [1]. Singular orbits of cohomogeneity one actions on these spaces
were described in [2], [7] and [12]. Note that, up to orbit equivalence, the cohomogeneity
one actions on CHn, HH2 and OH2 are classified, whereas for HHn, n ≥ 3, this is still
an open problem. A remarkable discovery in [12] is an 11-dimensional homogeneous CPC
submanifold of OH2 that is not an orbit of a cohomogeneity one action. To our knowledge,
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this is the only known non-totally geodesic CPC submanifold in an irreducible Riemannian
symmetric space of non-compact type that is not an orbit of a cohomogeneity one action.
The main purpose of this article is to present a systematic approach to the construction
and classification of homogeneous CPC submanifolds in irreducible Riemannian symmetric
spaces of non-compact type and rank ≥ 2. Let M = G/K be an irreducible Riemannian
symmetric space of non-compact type, where G = Io(M) is the identity component of the
isometry group of M and K is the isotropy group of G at a point o ∈ M . Let g = k ⊕ p
be the corresponding Cartan decomposition of the Lie algebra g of G. Choose a maximal
abelian subspace a of p and let g = g0 ⊕
(⊕
α∈∆ gα
)
be the induced restricted root space
decomposition of g, where ∆ denotes the set of restricted roots. Let g = k ⊕ a⊕ n be the
corresponding Iwasawa decomposition of g. Denote by AN the solvable closed connected
subgroup of G with Lie algebra a⊕n. Then M is isometric to AN endowed with a suitable
left-invariant Riemannian metric. Let Π be a set of simple roots for ∆ and denote by Π′
the set of simple roots α ∈ Π with 2α /∈ ∆. Note that there is at most one simple root in
Π that does not belong to Π′, and this happens precisely when the restricted root system
of G/K is of type BCr. Denote by k0 = g0 ∩ k the principal isotropy subalgebra of k. If U
is a vector space with an inner product and W ⊆ U is a linear subspace, we will denote by
U ⊖W the orthogonal complement of W in U with respect to the inner product.
We now state the main result of this paper.
Main Theorem. Let s = a⊕ (n⊖ V ) be a subalgebra of a⊕ n with V ⊆⊕α∈Π′ gα. Let S
be the connected closed subgroup of AN with Lie algebra s. Then the orbit S · o is a CPC
submanifold of M = G/K if and only if one of the following statements holds:
(I) There exists a simple root λ ∈ Π′ with V ⊂ gλ.
(II) There exist two non-orthogonal simple roots α0, α1 ∈ Π′ with |α0| = |α1| and sub-
spaces V0 ⊆ gα0 and V1 ⊆ gα1 such that V = V0 ⊕ V1 and one of the following
conditions holds:
(i) V0 ⊕ V1 = gα0 ⊕ gα1;
(ii) V0 ⊕ V1 is a proper subset of gα0 ⊕ gα1 and
(a) V0 and V1 are isomorphic to R; or
(b) V0 and V1 are isomorphic to C and there exists T ∈ k0 such that ad(T )
defines complex structures on V0 and V1 and vanishes on [V0, V1]; or
(c) V0 and V1 are isomorphic to H and there exists a subset l ⊆ k0 such
that ad(l) defines quaternionic structures on V0 and V1 and vanishes on
[V0, V1].
Moreover, only the submanifolds given by (I) and (II)(i) can appear as singular orbits of
cohomogeneity one actions.
Note that this result has three different aspects: a construction part, a classification
part and a description part. We will first construct the submanifolds introduced in the
Main Theorem (in particular we see that all the cases occur) and prove that their principal
curvatures are independent of the normal direction. We will then prove that there are no
other such submanifolds under the hypotheses of the Main Theorem. Finally, some of them
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can be described as singular orbits of cohomogeneity one actions, but one of the main goals
of this work is that most of those examples do not come from cohomogeneity one actions.
The submanifolds in (I) can be thought of as canonical extensions of submanifolds in real
hyperbolic spaces. According to [9], all these examples are singular orbits of cohomogeneity
one actions. Thus, from the above mentioned result by Ge and Tang we obtain directly
that their principal curvatures are independent of the normal direction. Therefore we will
focus here only on the submanifolds presented in (II).
We will construct these submanifolds explicitly and compute their shape operator. For
this purpose, we first generalise the concept of strings generated by a single root to strings
generated by two roots. This more general concept will then induce a natural decomposition
of the tangent space of the submanifold into subspaces that are invariant under the shape
operator. The root space structure will then allow us to calculate explicitly the shape
operator when restricted to each of these invariant subspaces. This technique is original
and we hope that it can be applied also in other situations. We will also construct explicitly
the complex and quaternionic structures mentioned in the Main Theorem.
The paper is organized as follows. In Section 2, we introduce the main tools for our
investigations. In Section 3, we start by introducing the general setting for constructing
the new examples. We show that for understanding the principal curvatures of those ex-
amples it suffices to determine a decomposition of the tangent space by invariant subspaces
with respect to the shape operator. We also determine one of these invariant subspaces.
Calculating the shape operator when restricted to such a subspace turns out to be equiv-
alent to studying the Main Theorem for a symmetric space of non-compact type whose
Dynkin diagram is of type A2. Thus, in the final part of the section, we prove the construc-
tion and classification part of the Main Theorem for the symmetric spaces SL3(R)/SO3,
SL3(C)/SU3, SL3(H)/Sp3 and E
−26
6 /F4. In Section 4 we will show that all the examples
of the Main Theorem are indeed CPC submanifolds. Thus, in Section 4 we finish the
construction part of the paper. Section 5 is devoted to the classification part of the Main
Theorem. Actually, we just see that if the subspace V does not satisfy the conditions of (I)
or (II), then S ·o cannot be a CPC submanifold. In Section 6, we analyze if the examples be
realized as singular orbits of cohomogeneity one actions. Finally, in Section 7 we provide
some further geometric explanations of the examples in the rank 2 cases.
2. Preliminaries
Let M be a connected Riemannian symmetric space of non-compact type. Denote by
G the identity component of the isometry group of M . Let K be the isotropy group of
G at a point o ∈ M . Then M is diffeomorphic to G/K. Let g and k be the real Lie
algebras of G and K, respectively. Then k is a maximal compact subalgebra of the real
semisimple Lie algebra g. Let B be the Killing form of g and define p as the orthogonal
complement of k in g with respect to B. See [17] for details. Then g = k ⊕ p is a Cartan
decomposition of the Lie algebra g. If we denote by θ the corresponding Cartan involution,
then 〈X, Y 〉Bθ = −B(X, θY ) defines a θ-invariant positive definite inner product on g.
Note also that θ|k = idk and θ|p = − idp. The map φo : G → M, g 7→ g(o), allows us to
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identify p with the tangent space ToM . Then, by a suitable normalization, the metric of
M at ToM coincides with the restriction of the inner product 〈·, ·〉Bθ to p× p.
Let a be a maximal abelian subspace of p and denote by a∗ its dual vector space. For
each λ ∈ a∗ define gλ = {X ∈ g : ad(H)X = λ(H)X for all H ∈ a}. If λ 6= 0 and gλ 6= {0},
then λ is called a restricted root and gλ is called a restricted root space. We denote by ∆
the set of all restricted roots and put ∆0 = ∆∪{0}. The root spaces gλ and g−λ are related
by θgλ = g−λ for all λ ∈ ∆. Note that {ad(H) : H ∈ a} is a family of pairwise commuting
self-adjoint endomorphisms of g. This guarantees that ∆ is a finite and non-empty subset
of a∗. The 〈·, ·〉Bθ-orthogonal decomposition
g = g0 ⊕
(⊕
λ∈∆
gλ
)
is called the restricted root space decomposition of g with respect to a. Furthermore, the
restricted root spaces satisfy the bracket relation
(1) [gλ, gµ] ⊆ gλ+µ
for all λ, µ ∈ ∆, where gλ+µ = {0} if λ+ µ /∈ ∆. For each λ ∈ ∆ the root vector Hλ ∈ a is
defined by λ(H) = 〈H,Hλ〉Bθ for all H ∈ a. Thus we have an inner product in ∆ given by
〈α, λ〉 = 〈Hα, Hλ〉Bθ , for each α, λ ∈ ∆. Let Π be a set of simple roots for ∆ and denote
by ∆+ the resulting set of positive roots. We also define
Π′ = {α ∈ Π : 2α /∈ ∆+}.
Note that Π′ = Π if and only if the restricted root system is not of type BCr. If the root
system is of type BCr, then there exists exactly one simple root α ∈ Π with 2α ∈ ∆.
Each root λ ∈ ∆ can be written as λ = ∑α∈Π nαα, where the coefficients nα are either
all non-negative or all non-positive integers depending on whether λ is a positive root or
a negative root, respectively. For each root λ ∈ ∆+, the sum l(λ) =∑α∈Π nα is called the
level of the root λ.
Let α ∈ ∆ and λ ∈ ∆0. The α-string containing λ is defined as the set of all elements
in ∆0 of the form λ + nα with n ∈ Z. We state some important facts about strings that
will be used throughout this work.
Proposition 2.1. [17, Proposition 2.48] Let ∆ be the restricted root system of a Riemann-
ian symmetric space of non-compact type.
(i) If α ∈ ∆, then −α ∈ ∆.
(ii) If α ∈ ∆ and λ ∈ ∆0, then
Aα,λ =
2〈λ, α〉
|α|2 ∈ {0,±1,±2,±3 ± 4},
and ±4 occurs only when ∆ is non-reduced and λ = ±2α.
(iii) If α, λ ∈ ∆ are non-proportional and |λ| ≤ |α|, then Aα,λ ∈ {0,±1}.
(iv) Let α, λ ∈ ∆. If 〈α, λ〉 > 0, then α− λ ∈ ∆0, and if 〈α, λ〉 < 0, then α+ λ ∈ ∆0.
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(v) If α ∈ ∆ and λ ∈ ∆0, then the α-string containing λ has the form λ + nα for
−p ≤ n ≤ q with p, q ≥ 0. There are no gaps. Furthermore p − q = Aα,λ. The
α-string containing λ contains at most four roots.
In the following result we relate the dimensions of the root spaces involved in a string.
Lemma 2.2. Let α, λ ∈ ∆+ be linearly independent.
(i) If the α-string containing λ is λ, λ+ α, then Aα,λ = −1 and dim(gλ) = dim(gλ+α).
(ii) If the α-string containing λ is λ, λ+α, λ+2α, then Aα,λ = −2, dim(gα) = dim(gλ+α)
and dim(gλ) = dim(gλ+2α).
Proof. The statements about Aα,λ follow immediately from Proposition 2.1(v). We denote
by sα(λ) = λ− Aα,λα the Weyl reflection of α.
If the α-string containing λ is λ, λ+α, then Aα,λ = −1 and sα(λ) = λ−Aα,λα = λ+α.
Since the Weyl reflection sα interchanges λ and λ+ α, we get dim(gλ) = dim(gλ+α).
Next, assume that the α-string containing λ is λ, λ + α, λ + 2α. Then Aα,λ = −2 and
sα(λ) = λ−Aα,λα = λ+2α, which implies dim(gλ) = dim(gλ+2α). The only root systems of
rank two with α-strings of length 3 and containing only positive roots are B2 and BC2. In
the B2-case there is only one such string λ, λ+α, λ+2α, namely when α, λ are the simple
roots of B2 and α is the shortest of the two roots. In this case we have sλ(α) = λ+α, which
implies dim(gα) = dim(gλ+α). In theBC2-case there is another such string λ
′, λ′+α′, λ′+2α′
with λ′ = 2α and α′ = λ. In this situation we have sλ′(α′) = s2α(λ) = 2α + λ = λ′ + α′,
which implies dim(gα′) = dim(gλ′+α′). 
After these algebraic considerations about the structure of the root system ∆, we will
focus on the Riemannian structure of M . From the bracket relations (1) we easily see that
n =
⊕
λ∈∆+ gλ is a nilpotent subalgebra of g. The direct sum decomposition g = k⊕ a⊕ n
is an Iwasawa decomposition of g. Since [a, n] = n, we deduce that a ⊕ n is a solvable
subalgebra of g. Let A, N and AN be the connected closed subgroups of G with Lie
algebras a, n and a ⊕ n respectively. Then G is diffeomorphic to the product KAN .
Furthermore, the solvable Lie group AN acts simply transitively on M , which allows us to
equip AN with a left-invariant Riemannian metric 〈·, ·〉AN so that AN andM are isometric
Riemannian manifolds. As shown in [19], this metric is given by
〈H1 +X1, H2 +X2〉AN = 〈H1, H2〉Bθ +
1
2
〈X1, X2〉Bθ
for H1, H2 ∈ a and X1, X2 ∈ n. Let ∇ be the Levi-Civita connection of AN = M . Using
the identity
(2) 〈ad(X)Y, Z〉Bθ = −〈Y, ad(θX)Z〉Bθ
and the Koszul formula, we deduce (see e.g. [5]) the equation
(3) 4〈∇XY, Z〉AN = 〈[X, Y ] + (1− θ)[θX, Y ], Z〉Bθ .
In this paper, we are interested in a particular class of submanifolds of M . Let s be a
subalgebra of a ⊕ n and S the connected closed subgroup of AN with Lie algebra s. We
will study the orbit S · o, which by definition is a homogeneous submanifold of M . We
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can identify the tangent space To(S · o) with s and the normal space νo(S · o) with the
orthogonal complement V of s in a⊕ n. The shape operator Sξ of S · o with respect to a
unit normal vector ξ ∈ V is given by
(4) SξX = − (∇Xξ)⊤ ,
where X ∈ s and (·)⊤ denotes the orthogonal projection onto To(S · o) ∼= s.
In order to simplify some arguments in this paper, we state a result which will allow us
to use the Levi-Civita connection more efficiently.
Lemma 2.3. Let λ ∈ ∆+ and X, Y ∈ gλ be orthogonal.
(i) [θX,X ] = 2〈X,X〉ANHλ = 〈X,X〉BθHλ.
(ii) [θX, Y ] ∈ k0 = g0 ⊖ a.
(iii) If 2λ /∈ ∆+, then 〈[θX, Y ], [θX, Z]〉Bθ = 4|λ|2〈X,X〉AN〈Y, Z〉AN for all Z ∈ gλ or-
thogonal to X.
(iv) If 2λ /∈ ∆+, then ∇XY = 0.
Proof. Firstly, we have θ[θX,X ] = −[θX,X ]. Using the bracket relation in (1), the Cartan
decomposition g = k ⊕ p and the facts that θ|k = idk and θ|p = − idp, we deduce that
[θX,X ] ∈ a = p∩ g0. Now, using (2) and the definition of restricted root space, we obtain
〈[θX,X ], Hλ〉Bθ = 〈X, [Hλ, X ]〉Bθ = |λ|2〈X,X〉Bθ = 2|λ|2〈X,X〉AN .
A similar calculation shows that 〈[θX,X ], H〉Bθ = 0 for all H orthogonal to Hλ. Then, we
get [θX,X ] = 2〈X,X〉ANHλ, which proves (i).
For (ii), let H ∈ a. Clearly, [θX, Y ] ∈ g0 by (1). However, using again (2) and the
definition of restricted root space, we obtain 〈[θX, Y ], H〉Bθ = λ(H)〈Y,X〉Bθ = 0, which
implies [θX, Y ] ∈ k0 = g0 ⊖ a.
For (iii), let Z ∈ gλ be orthogonal to X . Then, using (2), the Jacobi identity and the
assumption 2λ /∈ ∆+, (i), and the definition of restricted root space, we have
〈[θX, Y ], [θX, Z]〉Bθ = −〈Y, [X, [θX, Z]]〉Bθ = 〈Y, [Z, [X, θX ]]〉Bθ = 〈Y, [[θX,X ], Z]〉Bθ
= 2|λ|2〈X,X〉AN〈Y, Z〉Bθ = 4|λ|2〈X,X〉AN〈Y, Z〉AN .
In order to prove (iv), we will use equation (3) directly. On the one hand, from (1),
we obtain that the vectors [θX, Y ] and [X, θY ] both belong to g0. Since n =
⊕
λ∈∆+ gλ,
we deduce that they have trivial projections onto n. From (ii) we conclude they have also
trivial projections onto a and consequently onto a ⊕ n. On the other hand, the element
[X, Y ] vanishes because of (1) and the assumption that 2λ /∈ ∆+. Then, we deduce
4〈∇XY, Z〉AN = 〈[X, Y ] + [θX, Y ]− [X, θY ], Z〉Bθ = 0
for all Z ∈ a⊕ n. This finishes the proof. 
The next result will be used later for calculating principal curvatures.
Lemma 2.4. Let γ ∈ ∆+ be the root of minimum level in its non-trivial ν-string, for
ν ∈ ∆+ non-proportional to γ. Let X ∈ gγ and ξ ∈ gν with 〈ξ, ξ〉AN = 1.
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(i) ad(ξ)|gγ : gγ → gγ+ν is an injective map preserving the inner product up to a positive
constant.
(ii) [θξ, [ξ,X ]] = Aν,γ|ν|2X.
(iii) [θξ, [ξ, [ξ,X ]]] = (Aν,γ+ν + Aν,γ)|ν|2[ξ,X ].
(iv) If Aν,γ ≤ −2, then [θξ, [ξ, [ξ, [ξ,X ]]]] = (Aν,γ+2ν + Aν,γ+ν + Aν,γ)|ν|2[ξ, [ξ,X ]].
Proof. Since γ is the root of minimum level in its ν-string, we have γ − ν /∈ ∆. Since γ
and ν are non-proportional, we have γ − ν 6= 0. Altogether, we conclude γ − ν /∈ ∆0.
(ii): Using the Jacobi identity, the fact that γ − ν /∈ ∆0 and Lemma 2.3 (i), we obtain
[θξ, [ξ,X ]] = −[X, [θξ, ξ]]− [ξ, [X, θξ]] = [[θξ, ξ], X ] = 2[Hν , X ] = Aν,γ|ν|2X.
(i): Let Y ∈ gγ. Combining (2) with (ii), we obtain
〈ad(ξ)X, ad(ξ)Y 〉AN = −〈X, ad(θξ) ◦ ad(ξ)Y 〉AN = −〈X, [θξ, [ξ, Y ]]〉AN
= −|ν|2Aν,γ〈X, Y 〉AN .
Since the ν-string of γ is non-trivial, we have Aν,γ < 0 and the assertion follows.
(iii): Next, using the Jacobi identity together with (ii) and Lemma 2.3 (i), we deduce
[θξ, [ξ, [ξ,X ]]] = −[[ξ,X ], [θξ, ξ]]− [ξ, [[ξ,X ], θξ]] = 2[Hν , [ξ,X ]] + [ξ, [θξ, [ξ,X ]]]
= Aν,γ+ν |ν|2[ξ,X ] + Aν,γ|ν|2[ξ,X ] = (Aν,γ+ν + Aν,γ)|ν|2[ξ,X ].
(iv): Similar arguments as those used before, together with (iii), lead to
[θξ, [ξ, [ξ, [ξ,X ]]]] = −[[ξ, [ξ,X ]], [θξ, ξ]]− [ξ, [[ξ, [ξ,X ]], θξ]]
= 2[Hν , [ξ, [ξ,X ]]] + [ξ, [θξ, [ξ, [ξ,X ]]]]
= Aν,γ+2ν |ν|2[ξ, [ξ,X ]] + (Aν,γ+ν + Aν,γ)|ν|2[ξ, [ξ,X ]]
= (Aν,γ+2ν + Aν,γ+ν + Aν,γ)|ν|2[ξ, [ξ,X ]]. 
3. Construction of cpc submanifolds
In this section we construct new examples of CPC submanifolds in the rank 2 non-
compact symmetric spaces SL3(R)/SO3, SL3(C)/SU3, SL3(H)/Sp3 (= SU
∗
6 /Sp3) and
E−266 /F4. These are precisely the non-compact symmetric spaces whose restricted root
system is of type A2. The new examples will provide the building blocks for further new
examples in other non-compact symmetric spaces, via the so-called canonical extension
method introduced in [8] and studied further in [13]. We emphasize that the CPC property
is not preserved in general under the canonical extension method (an example will be
given later). A fundamental ingredient in our investigations will be a decomposition of the
tangent space of a CPC submanifold into subspaces that are invariant under the shape
operator.
We continue using the notations introduced in Section 2. Our construction is based on
a suitable choice of a linear subspace V of
⊕
α∈Π′ gα ⊆ n. The nilpotent subalgebra n has
a natural gradation that is generated by
⊕
α∈Π gα. Thus, if we remove a linear subspace
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V from
⊕
α∈Π′ gα, that is, consider the subspace n⊖ V , we get a subalgebra of n. We then
define the subspace
s = a⊕ (n⊖ V )
of a ⊕ n. Unfortunately, this subspace is in general not a subalgebra of a ⊕ n. Assume
for the moment that s is a subalgebra of a ⊕ n and choose a vector X ∈ s of the form
X =
∑
α∈Π′ Xα. Let β ∈ Π′ and 0 6= H ∈ a ⊖
(⊕
α∈Π\{β} RHα
)
. Since s is a subalgebra
of a ⊕ n and a ⊂ s, we get [H,X ] = ∑α∈Π′[H,Xα] = ∑α∈Π′ α(H)Xα = β(H)Xβ ∈ s.
Since H 6= 0 is orthogonal to the vector spaces RHα for all α ∈ Π\{β}, we must have
β(H) 6= 0 and hence Xβ ∈ s. Thus, if
∑
α∈Π′ Xα ∈ s, we deduce that Xα ∈ s for all α ∈ Π′.
Consequently, if s is a subalgebra of a⊕ n, then V is of the form
(5) V =
⊕
α∈ψ
Vα
with Vα ⊆ gα and ψ ⊆ Π′. Without loss of generality, we can assume that Vα 6= {0} for
each α ∈ ψ.
We assume from now on that s = a ⊕ (n ⊖ V ) is a subalgebra of a ⊕ n and that V is
of the form (5). Let S be the connected closed subgroup of AN with Lie algebra s. The
orbit S · o of S through o is a connected homogeneous submanifold of the symmetric space
M = G/K ∼= AN . We want to understand when this orbit is a CPC submanifold.
The simplest situation occurs when V is contained in a single root space gα, α ∈ Π′.
Let mα = dim(gα) and k = mα − dim(V ). The orbit through o of the connected closed
subgroup of AN with Lie algebra RHα⊕ gα is a real hyperbolic space RHmα+1, embedded
in M as a totally geodesic submanifold. The orbit through o of the connected closed
subgroup of AN with Lie algebra RHα ⊕ (gα ⊖ V ) is a real hyperbolic space RHk+1,
embedded in RHmα+1 as a totally geodesic submanifold. This RHk+1 is the singular orbit
of a cohomogeneity one action on RHmα+1. This cohomogeneity one action admits a
canonical extension to a cohomogeneity one action on M (see [8] for details). The singular
orbit of this cohomogeneity one action on M , which is the canonical extension of RHk+1,
then must be a CPC submanifold since the slice representation at any point of the singular
orbit acts transitively on the unit sphere in the normal bundle. We can also give a slightly
more complicated argument in this situation, which has the advantage though that we can
apply it to more general situations. The generic orbits are homogeneous hypersurfaces,
hence have the properties that they are both isoparametric and have constant principal
curvatures. By applying the result by Ge and Tang that we mentioned in the introduction,
we can deduce that the canonical extension of the RHk+1 must be a CPC submanifold. It
is this line of argument that we are going to apply for producing our new examples.
Back to the general situation. The orbit S ·o is a homogeneous submanifold and therefore
it suffices to study its shape operator S at the point o. We will now investigate the shape
operator in Lie algebraic terms by using equation (3). In our situation we need to analyze
the equation
(6) 4〈∇Xξ, Z〉AN = 〈[X, ξ] + (1− θ)[θX, ξ], Z〉Bθ ,
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for unit normal vectors ξ ∈ V , tangent vectors X ∈ s and all Z ∈ a⊕ n.
We start by choosing X ∈ a ⊂ p. Then θX = −X and
[X, ξ] + [θX, ξ]− [X, θξ] = −[X, θξ] ∈
⊕
α∈ψ
g−α.
Hence [X, θξ] has trivial projection onto a ⊕ n. Therefore, ∇Xξ = 0 for all X ∈ a and
all normal vectors ξ ∈ V . In other words, for each unit normal vector ξ, 0 is a principal
curvature of S · o with respect to ξ and a is contained in the 0-eigenspace. This is also
clear from a geometric viewpoint. The orbit A · o is a Euclidean space Er of dimension
r = rk(M) and embedded in M as a totally geodesic flat submanifold, a so-called maximal
flat in M . Since a ⊂ s, we have A · o ⊂ S · o, and the assertion follows. In particular, the
maximal flat A · o = Er is a totally geodesic submanifold of S · o.
Therefore, we now need to examine the terms involved in (6) when X ∈ n⊖ V . On the
one hand, since X, ξ ∈ n, we have [X, ξ] ∈ n and hence [X, ξ] has trivial projection onto
a. On the other hand, we will see that the elements [θX, ξ] and [X, θξ] involved in (6)
have also trivial projections onto a. Moreover, we will justify that [θX, ξ] must have trivial
projection onto a⊕ n.
Let X ∈ n ⊖ V and decompose X into X = ∑λ∈∆+ Xλ with Xλ ∈ gλ. We decompose
ξ into ξ =
∑
α∈ψ ξα with ξα ∈ Vα. Let α ∈ ψ and β ∈ Π. We will analyze the elements
[θXβ, ξα] and [Xβ, θξα]. Since α, β ∈ Π, we have ±(α − β) /∈ ∆. Using (1) we deduce
[θXβ, ξα] = 0 = [Xβ, θξα] whenever α 6= β. If β = α, since 〈Xα, ξα〉AN = 0 for all α ∈ ψ
because of (5), we have [θXα, ξα] ∈ k0 and [Xα, θξα] ∈ k0 by Lemma 2.3(ii), and hence they
have trivial projections onto a⊕n. Thus we conclude that [θXβ , ξ] and [Xβ , θξ] have trivial
projections onto a⊕ n. Let λ ∈ ∆+ \Π. Then α− λ /∈ ∆+0 and hence [θXλ, ξα] ∈ gα−λ has
trivial projection onto a⊕n. Altogether this implies that [θX, ξ] has trivial projection onto
a ⊕ n. We also see that [Xλ, θξα] ∈ gλ−α has trivial projection onto g0 and, since a ⊆ g0,
also onto a, which implies that [X, θξ] has trivial projection onto a. Then the Levi-Civita
connection becomes
2〈∇Xξ,H + Y 〉AN = 〈[X, ξ]− [X, θξ], Y 〉AN ,
for H ∈ a, Y ∈ n, ξ ∈ V and X ∈ n ⊖ V . We saw above that [X, θξ] ∈ k0 ⊕ n. Moreover,
0 6= [X, θξ] ∈ k0 is possible only if there exists α ∈ ψ with Xα 6= 0 6= ξα. In this
situation, since Xα, ξα are orthogonal for each α ∈ ψ, we have ∇Xαξα = 0 by Lemma
2.3(iv). Otherwise, the above equation yields
(7) 2∇Xξ = [X, ξ]− [X, θξ]
for all ξ ∈ V and X ∈ n⊖ V with [Xα, θξα] = 0 for all α ∈ ψ. In particular, if ξ ∈ gα and
X ∈ n ⊖ V , equations (4) and (7) imply that the shape operator Sξ with respect to ξ of
the submanifold S · o can be written as
(8) 2SξX = − ([X, ξ]− [X, θξ])⊤ = [(1− θ)ξ,X ]⊤.
Note that θ(ξ − θξ) = −(ξ − θξ) and hence 1
2
(1− θ)ξ ∈ p is the orthogonal projection of ξ
onto p with respect to Bθ.
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Before considering the examples introduced in the Main Theorem, we will study the
behavior of the Levi-Civita connection in terms of the concept of string. Let γ ∈ ∆+ be
the root of minimum level in its non-trivial ν-string, for ν ∈ ∆+ non-proportional to γ.
For each unit vector ξ ∈ gν we define
(9) φξ = |ν|−1(−Aν,γ)−1/2 ad(ξ) and φθξ = −|ν|−1(−Aν,γ)−1/2 ad(θξ).
From Lemma 2.4(i),(ii) we easily deduce:
Lemma 3.1. Let γ ∈ ∆+ be the root of minimum level in its non-trivial ν-string, for
ν ∈ ∆+ non-proportional to γ. Then:
(i) φξ|gγ : gγ → gγ+ν is a linear isometry onto φξ(gγ) = [ξ, gγ].
(ii) (φθξ ◦ φξ)|gγ = idgγ .
The next result will help us to calculate principal curvatures explicitly.
Proposition 3.2. Let γ ∈ ∆+ be the root of minimum level in its ν-string, for ν ∈ ∆+
satisfying Aν,γ = −1, and ξ ∈ gν be a unit vector with respect to 〈·, ·〉AN . Then φξ and φθξ
are inverse linear isometries when restricted to gγ and gγ+ν , respectively. Moreover, for
each X ∈ gγ we have
∇Xξ = −|ν|
2
φξ(X) and ∇φξ(X)ξ = −
|ν|
2
X.
Proof. From Lemma 2.2 we deduce that dim(gγ) = dim(gγ+ν). Then Lemma 3.1 implies
that φξ|gγ : gγ → gγ+ν is a linear isometry onto gγ+ν and (φξ|gγ )−1 = φθξ|gγ+ν . Since γ is
the root of minimum level in its ν-string and Aν,γ = −1, we have γ − ν /∈ ∆0. Using (7),
the fact that γ − ν /∈ ∆0, and then (9), we deduce
2∇Xξ = [X, ξ]− [X, θξ] = [X, ξ] = −|ν|φξ(X),
for unit vectors ξ ∈ gν and vectors X ∈ gγ . Finally, using (7), the fact that γ + 2ν /∈ ∆,
(9) and then Lemma 3.1, we obtain
2∇φξ(X)ξ = [φξ(X), ξ]− [φξ(X), θξ] = −[φξ(X), θξ] = −|ν|(φθξ ◦ φξ)(X) = −|ν|X,
for a unit vector ξ ∈ gν and X ∈ gγ . 
After these considerations we shall focus now on the examples introduced in the Main
Theorem. Consider a symmetric space G/K of non-compact type with at least two simple
roots, say α0 and α1, that are connected by a single edge in its Dynkin diagram. Consider
the subalgebra s = a ⊕ (n ⊖ V ) with ψ = {α0, α1} and V ⊆ gα0 ⊕ gα1 . Let ξ ∈ V be a
unit vector and X ∈ g⊤λ , where g⊤λ denotes the orthogonal projection of gλ onto n⊖ V for
λ ∈ ∆+. From (8) and (1) we obtain
SξX ∈ (g⊤λ+α0 ⊕ g⊤λ+α1)⊕ (g⊤λ−α0 ⊕ g⊤λ−α1).
This shows that we need to understand how the shape operator S relates the different root
spaces of positive roots.
In order to clarify this situation, we introduce a generalization of the concept of α-
string. For α0, α1 ∈ ∆ and λ ∈ ∆0 we define the (α0, α1)-string containing λ as the set of
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all elements in ∆0 of the form λ + nα0 +mα1 with n,m ∈ Z. This leads to the following
equivalence relation on ∆+. We say that two roots λ1, λ2 ∈ ∆+ are (α0, α1)-related if
λ1 − λ2 = nα0 +mα1 for some n,m ∈ Z. Therefore, the equivalence class [λ](α0,α1) of the
root λ ∈ ∆+ consists of the elements which may be written as λ + nα0 + mα1 for some
n,m ∈ Z. We will write [λ] for this equivalence class, taking into account that this class
depends on the roots α0 and α1 defining the string. Put ∆
+/ ∼ for the set of equivalence
classes. The family {[λ]}λ∈∆+ constitutes a partition of ∆+.
Using this notation, we can now write
(10) Sξ

⊕
γ∈[λ]
g⊤γ

 ⊆⊕
γ∈[λ]
g⊤γ for all λ ∈ ∆+.
In other words, for each λ ∈ ∆+ the subspace ⊕γ∈[λ] g⊤γ is a Sξ-invariant subspace of
the tangent space s. Clearly, S · o is a CPC submanifold if and only if the eigenvalues
of Sξ are independent of the unit normal vector ξ when restricted to each one of those
invariant subspaces
⊕
γ∈[λ] g
⊤
γ for every λ ∈ ∆+. Thus it suffices to consider the orthogonal
decomposition
(11) n⊖ V =
⊕
λ∈∆+/∼

⊕
γ∈[λ]
g⊤γ

 ,
and to study the shape operator when restricted to each one of these Sξ-invariant subspaces.
These invariant subspaces will be determined more explicitly in Lemma 4.1 by using the
concept of (α0, α1)-string of λ. However, note that one of them is very easy to determine.
Since α0 and α1 are simple roots and connected by a single edge in the Dynkin diagram,
the (α0, α1)-string of α0 is just the set of roots of a rank 2 symmetric space of non-compact
type whose Dynkin diagram is of type A2. Therefore, studying the shape operator Sξ
when restricted to the Sξ-invariant subspace
⊕
γ∈[α0] g
⊤
γ is equivalent to studying the CPC
property of the submanifold S·o inside one of the following symmetric spaces: SL3(R)/SO3,
SL3(C)/SU3, SL3(H)/Sp3 or E
−26
6 /F4. The remaining part of this section is devoted to
the study of the shape operator of S · o when restricted to the vector space⊕γ∈[α0] g⊤γ , or
equivalently, to classifying CPC submanifolds in these rank 2 symmetric spaces under the
hypotheses of the Main Theorem.
We restrict now to the rank 2 symmetric spaces of non-compact type whose Dynkin
diagram is of type A2. In this case we have ∆
+ = {α0, α1, α0 + α1} and |α0| = |α1| =
|α0+α1| =
√
2. From Lemma 2.2 we see that dim(gα0) = dim(gα1) = dim(gα0+α1). In line
with the construction that we explained at the beginning of this section, we consider the
subalgebra
s = a⊕ (gα0 ⊖ Vα0)⊕ (gα1 ⊖ Vα1)⊕ gα0+α1 ,
with V = Vα0 ⊕ Vα1 and {0} 6= Vαk ⊆ gαk , k ∈ {0, 1}. We put Vk = Vαk and Tk = gαk ⊖ Vk.
If U1, U2 are linear subspaces of g, we denote by [U1, U2] the linear subspace of g spanned
SUBMANIFOLDS WITH CONSTANT PRINCIPAL CURVATURES 13
by {[u1, u2] : u1 ∈ U1, u2 ∈ U2}. The following result will help us computing the shape
operator of S · o explicitly.
Lemma 3.3. Let 0 6= ξk ∈ Vk, k ∈ {0, 1}. Then
(12) gα0+α1 = φξ0(V1)⊕ φξ0(T1) = φξ1(V0)⊕ φξ1(T0)
are orthogonal decompositions of gα0+α1. Moreover, if dim(V0) = dim(V1) = dim([V0, V1]),
then:
(i) φξ0(V1) = φξ1(V0) = [V0, V1] and φξ0(T1) = φξ1(T0) = [V0, T1] = [V1, T0].
(ii) If Tk 6= {0}, then dim(Tk) ≥ dim(Vk).
(iii) The maps (φθξ0 ◦ φξ1)|T0 : T0 → T1 and (φθξ1 ◦ φξ0)|T1 : T1 → T0 are linear isometries
and
s⊖ (a⊕ V ) = T0 ⊕ T1 ⊕ [V0, T1]⊕ [V0, V1]
is an orthogonal decomposition of s⊖ (a⊕ V ).
Proof. According to Proposition 3.2, the maps φξ0 |gα1 : gα1 → gα0+α1 and φξ1 |gα0 : gα0 →
gα0+α1 are linear isometries. Since gαk = Vk ⊕ Tk is an orthogonal decomposition by
construction, we get (12).
Assume from now on that dim(V0) = dim(V1) = dim([V0, V1]). Since φξ0(V1) ⊆ [V0, V1]
and dim(φξ0(V1)) = dim(V1) = dim([V0, V1]), we get φξ0(V1) = [V0, V1], and analogously,
φξ1(V0) = [V0, V1]. From (12) we then obtain the other part of (i). From (i) we get
dim(T0) = dim([T1, V0]). If dim(T1) > 0 we also get dim([T1, V0]) ≥ dim(V0) from Propo-
sition 3.2. Altogether this implies dim(T0) ≥ dim(V0) if dim(T1) > 0. Analogously,
dim(T1) ≥ dim(V1) if dim(T0) > 0. Note that dim(T0) = dim(T1). This proves (ii).
Recall that φξ0(T1) = φξ1(T0) is orthogonal to φξ0(V1) = φξ1(V0). For X0 ∈ T0 and η1 ∈ V1
we have
〈(φθξ0 ◦ φξ1)(X0), η1〉AN = 〈φξ1(X0), φξ0(η1)〉AN = 0.
Since dim(V0) = dim(V1) and dim(T0) = dim(T1) this implies that (φθξ0 ◦ φξ1)|T0 : T0 → T1
is a linear isometry. This readily implies (iii). 
The next result provides an algebraic characterization of the CPC property of the orbit
S · o.
Proposition 3.4. Let s be the subalgebra of a⊕ n defined by
s = a⊕ (gα0 ⊖ V0)⊕ (gα1 ⊖ V1)⊕ gα0+α1
and S be the connected closed subgroup of AN with Lie algebra s. Then the orbit S · o is a
CPC submanifold of the symmetric space G/K = AN if and only if dim(V0) = dim(V1) =
dim([V0, V1]). Moreover, if S · o is a CPC submanifold, then its principal curvatures are
± 1√
2
, both with multiplicity dim(T0), and 0 with multiplicity dim(gα0+α1) + 2.
Proof. Assume that the orbit S · o is a CPC submanifold. Let j, k ∈ {0, 1} with j 6= k
and ξj ∈ Vj be a unit vector. According to (12), the tangent space s of S · o at o has the
orthogonal decomposition
s = a⊕ Tj ⊕ Tk ⊕ φξj (Tk)⊕ φξj(Vk).
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We saw at the beginning of this section that Sξj |a = 0. Using Lemma 2.3(iv) and Propo-
sition 3.2, we get following expression for the shape operator Sξj :
√
2SξjX = φξj(XTk) + φθξj(Xφξj (Tk)),
where X ∈ s is a tangent vector and the index to X denotes the orthogonal projection of
X onto that space. In particular, dim(ker(Sξj )) = 2 + dim(Tj) + dim(Vk). Since S · o is a
CPC submanifold, we have dim(ker(Sξj )) = dim(ker(Sξk)) and hence dim(Tj) + dim(Vk) =
dim(Tk) + dim(Vj). On the other hand, dim(Tj) + dim(Vj) = dim(gαj ) = dim(gαk) =
dim(Tk) + dim(Vk). From the previous two equations we easily get dim(Vj) = dim(Vk),
that is, dim(V0) = dim(V1) (and then also dim(T0) = dim(T1)).
We now investigate the shape operator Sξ with respect to the unit normal vector ξ =
1√
2
(ξ0 + ξ1). Since Sξ = 1√2(Sξ0 + Sξ1), we get
2SξX = φξ0(XT1) + φξ1(XT0) + φθξ0(Xφξ0 (T1)) + φθξ1(Xφξ1 (T0)).
Since all the φ-maps are linear isometries on the corresponding spaces (see Lemma 3.1),
we obtain
ker(Sξ)
= a⊕ {X ∈ T0 ⊕ T1 : φξ0(XT1) + φξ1(XT0) = 0} ⊕ {X ∈ gα0+α1 : Xφξ0 (T1) = 0 = Xφξ1 (T0)}
= a⊕ {φθξ0Y − φθξ1Y ∈ T0 ⊕ T1 : Y ∈ φξ0(T1) ∩ φξ1(T0)} ⊕ (φξ0(V1) ∩ φξ1(V0)).
Since S · o is a CPC submanifold, we have dim(ker(Sξj )) = dim(ker(Sξ)) and therefore
2 + dim(Tj) + dim(Vk) = 2 + dim(φξ0(T1) ∩ φξ1(T0)) + dim(φξ0(V1) ∩ φξ1(V0)).
Again, since all the φ-maps are linear isometries on the corresponding spaces, this is possible
only when φξ0(T1) = φξ1(T0) and φξ0(V1) = φξ1(V0). As ξ0 ∈ V0 and ξ1 ∈ V1 are arbitrary
unit vectors, this implies in particular that dim([V0, V1]) = dim(V0) = dim(V1).
Conversely, assume that dim([V0, V1]) = dim(V0) = dim(V1). Let ξ be a unit normal
vector of S · o at o. There exist unit vectors ξ0 ∈ V0, ξ1 ∈ V1 and ϕ ∈ [0, pi2 ] so that
ξ = cos(ϕ)ξ0 + sin(ϕ)ξ1. From Lemma 3.3 we have the orthogonal decomposition
(13) s = a⊕ T0 ⊕ (φθξ0 ◦ φξ1)(T0)⊕ φξ1(T0)⊕ [V0, V1] = a⊕ T0 ⊕ T1 ⊕ [V1, T0]⊕ [V0, V1]
of the tangent space s of S · o at o. As shown above, we have
√
2SξjX = φξj (XTk) + φθξj(Xφξj (Tk))
This implies
√
2SξX = cos(ϕ)(φξ0(XT1) + φθξ0(Xφξ0 (T1))) + sin(ϕ)(φξ1(XT0) + φθξ1(Xφξ1 (T0))).
We immediately see that Sξ vanishes on a⊕[V0, V1]. Next, consider the vectors 0 6= X ∈ T0,
φξ1(X) ∈ [V1, T0] = [V0, T1] and φθξ0(φξ1(X)) ∈ T1. The 3-dimensional subspace of s
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spanned by X, φξ1(X), φθξ0(φξ1(X)) is Sξ-invariant and the matrix representation of Sξ
with respect to the basis X, φξ1(X), φθξ0(φξ1(X)) is
1√
2

 0 sin(ϕ) 0sin(ϕ) 0 cos(ϕ)
0 cos(ϕ) 0

 .
The eigenvalues of this matrix are 0 and ± 1√
2
. It follows that S · o is a CPC submanifold
of AN . The statement about the principal curvatures and their multiplicities also follows
from this calculation. 
The previous result implies that the codimension of a CPC submanifold is even. However,
as we will see in the next result, there are further constraints on the codimension.
Corollary 3.5. Let s be the subalgebra of a⊕ n defined by
s = a⊕ (gα0 ⊖ V0)⊕ (gα1 ⊖ V1)⊕ gα0+α1
and S be the connected closed subgroup of AN with Lie algebra s. Assume that S · o is a
CPC submanifold of G/K = AN .
(i) If G/K = SL3(R)/SO3, then S · o has codimension 2.
(ii) If G/K = SL3(C)/SU3, then S · o has codimension 2 or 4.
(iii) If G/K = SL3(H)/Sp3, then S · o has codimension 2, 4 or 8.
(iv) If G/K = E−266 /F4, then S · o has codimension 2, 4, 8 or 16.
Proof. According to Proposition 3.4, for (i) and (ii) there is nothing to prove since the
dimensions of the root spaces are 1 and 2 respectively. In the cases (iii) and (iv) the
dimensions of the root spaces are 4 and 8 respectively, and therefore we need to exclude
the possibility for codimension 6 in case (iii) and for codimensions 6, 10, 12 and 14 in case
(iv). The codimensions 10, 12 and 14 in case (iv) cannot occur by Proposition 3.4 and
Lemma 3.3(ii). It remains to investigate the possibility for codimension 6 in cases (iii) and
(iv). In this situation we have dim(V0) = dim(V1) = dim([V0, V1]) = 3.
Let η1, η2, η3 be an orthonormal basis of V1 and ξ1 be a unit vector in V0. The vector
ξ2 = (φθη2 ◦φη3)(ξ1) is non-zero by means of Proposition 3.2. On the one hand, using again
Proposition 3.2, we obtain that
〈ξ1, ξ2〉AN = 〈ξ1, (φθη2 ◦ φη3)(ξ1)〉AN = 〈φη2(ξ1), φη3(ξ1)〉AN
= 〈φξ1(η2), φξ1(η3)〉AN = 〈η2, η3〉AN = 0.
On the other hand, we have φη2(ξ2) = (φη2 ◦ φθη2 ◦ φη3)(ξ1) = φη3(ξ1). From Lemma 2.3(ii)
we have [η3, θη2] ∈ k0 ⊆ k. Since θ|k = idk we have [η3, θη2] = [θη3, η2]. Using that and
Jacobi identity we get
φη3(ξ2) = (φη3 ◦ φθη2 ◦ φη3)(ξ1) = −(φη2 ◦ φθη3 ◦ φη3)(ξ1) = −φη2(ξ1).
To sum up, having in mind definition (9), we have shown that φξ2(η2) = φξ1(η3) and
φξ2(η3) = −φξ1(η2). Since φξ1(V1) and φξ2(V1) must be the same vector space by Propo-
sition 3.4 and Lemma 3.3(i), we deduce that φξ1(η1) is either φξ2(η1) or −φξ2(η1), which
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implies that φη1(ξ1) is either φη1(ξ2) or −φη1(ξ2). Since 〈ξ1, ξ2〉AN = 0, this contradicts the
injectivity of φη1 (see Proposition 3.2). This concludes the proof. 
We want to derive a more geometric characterization of the CPC property. For this, we
first prove an auxiliary result.
Lemma 3.6. Let X, Y ∈ gα0+α1 be orthonormal (and thus G/K 6= SL3(R)/SO3). Then:
(i) The linear map 1
4
ad([θX, Y ]) defines a complex structure on the vector space RX⊕RY
spanned by X and Y .
(ii) The linear map 1
2
ad([θX, Y ]) defines complex structures on the vector spaces gα0 and
gα1.
(iii) Let X, Y, Z ∈ gα0+α1 be orthonormal (and thus G/K is SL3(H)/Sp3 or E−266 /F4).
For J1 =
1
2
ad([θX, Y ]), J2 =
1
2
ad([θX, Z]) and J3 = J1 ◦ J2, the set {J1, J2, J3}
defines quaternionic structures on the vector spaces gα0 and gα1.
Proof. (i): First, using the Jacobi identity, 2(α0 + α1) /∈ ∆, and Lemma 2.3(i), we obtain
(14) [[θX, Y ], X ] = −[[X, θX ], Y ] = [[θX,X ], Y ] = 2|α0 + α1|2Y = 4Y.
According to Lemma 2.3(ii) we have [θX, Y ] ∈ k0 ⊆ k. Since θ|k = idk we have [θX, Y ] =
[X, θY ]. Together with (14), we deduce that [[θX, Y ], Y ] = [[X, θY ], Y ] = −[[θY,X ], Y ] =
−4X . Thus we have (1
4
ad([θX, Y ]))2 = −id on RX ⊕ RY .
(ii): Let W ∈ gαk for k ∈ {0, 1}. Using the Jacobi identity, the equations (1), (14) and
[θX, Y ] = [X, θY ], and Lemma 2.3(i), we obtain
[[θX, Y ], [[θX, Y ],W ]] = −[[[[θX, Y ],W ], θX ], Y ]
= [[[W, θX ], [θX, Y ]], Y ] + [[[θX, [θX, Y ]],W ], Y ]
= [[[W, θX ], [X, θY ]], Y ]− [[θ[[θX, Y ], X ],W ], Y ]
= −[[θY, [[W, θX ], X ]], Y ]− 4[[θY,W ], Y ] = [[θY, [[θX,X ],W ]], Y ]− 4[[θY, Y ],W ]
= 2[[θY, [Hα0+α1 ,W ]], Y ]− 8[Hα0+α1 ,W ] = 2[[θY,W ], Y ]− 8W
= 2[[θY, Y ],W ]− 8W = 4[Hα0+α1 ,W ]− 8W = 4W − 8W = −4W.
(iii): With analogous arguments as above, we obtain
[[θX, Y ], [[θX, Z],W ]] = −[[[[θX, Z],W ], θX ], Y ]
= [[[W, θX ], [θX, Z]], Y ] + [[[θX, [θX, Z]],W ], Y ]
= [[[W, θX ], [X, θZ]], Y ]− [[θ[[θX, Z], X ],W ], Y ]
= −[[θZ, [[W, θX ], X ]], Y ]− 4[[θZ,W ], Y ] = [[θZ, [[θX,X ],W ]], Y ]− 4[[θZ, Y ],W ]
= 2[[θZ, [Hα0+α1 ,W ]], Y ] + 4[[θY, Z],W ] = 2[[θZ,W ], Y ] + 4[[θY, Z],W ]
= −2[[θY, Z],W ] + 4[[θY, Z],W ] = 2[[θY, Z],W ].
Using the previous equality and [θY, Z] = [Y, θZ], we deduce
[[θX, Y ], [[θX, Z],W ]] = 2[[θY, Z],W ] = −2[[θZ, Y ],W ] = −[[θX, Z], [[θX, Y ],W ]].
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Define now J1 =
1
2
ad([θX, Y ]) and J2 =
1
2
ad([θX, Z]). We just proved (J1 ◦ J2)|gαk =−(J2 ◦ J1)|gαk . Hence, using (ii) and defining J3 = J1 ◦ J2, the result follows. 
Remark 3.7. We state here a generalization of Lemma 3.6 to arbitrary symmetric spaces
of non-compact type. Assume that λ ∈ ∆+ with 2λ /∈ ∆+. Then every 2-dimensional
subspace RX ⊕RY of gλ, with X, Y ∈ gλ orthonormal, can be viewed as a complex vector
space with complex structure 1
2|λ|2 ad([θX, Y ]). Furthermore, each 4-dimensional subspace
of gλ can be described as a quaternionic subspace. Choose X, Y, Z ∈ gλ orthonormal.
First, using θ|k = idk and the Jacobi identity we deduce
[[θX, Y ], Z] = [[X, θY ], Z] = −[[θY, Z], X ] = −[[Y, θZ], X ] = [[θZ,X ], Y ]
= [[Z, θX ], Y ] = −[[θX, Y ], Z],(15)
which implies that [[θX, Y ], Z] = 0. Let W be a 4-dimensional subspace of gλ and
X, Y, Z, T ∈ W be orthonormal. Then J1, J2, J3 with J1 = 12|λ|2 (ad([θX, Y ] + ad([θZ, T ])),
J2 =
1
2|λ|2 (ad([θX, Z]− ad([θY, T ])) and J3 = J1 ◦ J2 is a quaternionic structure on W .
If we think about our symmetric spaces of type A2 in terms of matrices, we have canonical
real, complex, quaternionic or octonionic structures on the root spaces. More precisely,
the Iwasawa decomposition G = KAN gives
G/K = AN =



x11 x12 x130 x22 x23
0 0 x33

 : x11, x22, x33 ∈ R; x12, x13, x23 ∈ F; x11x22x33 = 1


with F = R if G/K = SL3(R)/SO3, F = C if G/K = SL3(C)/SU3, F = H if G/K =
SL3(H)/Sp3 and F = O if G/K = E
−26
6 /F4. The x12- and x23-entries correspond (on Lie
algebra level) to the root spaces gα0 and gα1 respectively, and the x13-entry corresponds to
the root space gα0+α1 . The standard examples of CPC submanifolds in these symmetric
spaces are given by


x11 x12 x130 x22 x23
0 0 x33

 : x11, x22, x33 ∈ R; x12, x23 ∈ F⊖ F0; x13 ∈ F; x11x22x33 = 1


with F0 ∈ {R,C,H,O} and F0 ⊆ F. If F0 = F, we get the totally geodesic submanifolds
RH2×R ⊂ SL3(R)/SO3, RH3×R ⊂ SL3(C)/SU3, RH5×R ⊂ SL3(H)/Sp3 and RH9×R ⊂
E−266 /F4. In all other cases the submanifold is not totally geodesic. The following result
makes this more precise.
Theorem 3.8. Let s be the subalgebra of a⊕ n defined by
s = a⊕ (gα0 ⊖ V0)⊕ (gα1 ⊖ V1)⊕ gα0+α1 ,
V0, V1 6= {0}, and S be the connected closed subgroup of AN with Lie algebra s. Then S · o
is a CPC submanifold if and only if one of the following statements holds:
(i) V0 ⊕ V1 = gα0 ⊕ gα1; or
(ii) V0 ⊕ V1 is a proper subset of gα0 ⊕ gα1 and
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(a) V0 and V1 are isomorphic to R; or
(b) V0 and V1 are isomorphic to C and there exists T ∈ k0 such that ad(T ) defines
complex structures on V0 and V1 and vanishes on [V0, V1]; or
(c) V0 and V1 are isomorphic to H and there exists a subset l ⊆ k0 such that ad(l)
defines quaternionic structures on V0 and V1 and vanishes on [V0, V1].
Proof. Assume that S · o is a CPC submanifold. From Proposition 3.4 we have dim(V0) =
dim(V1) = dim([V0, V1]). Recall that Tk = gαk ⊖ Vk, k ∈ {0, 1}, and hence dim(T0) =
dim(T1). If dim(T0) ≤ 1, we have (i) or (iia). Assume that dim(T0) ≥ 2. From Lemma 3.3
we get [V0, T1] = [V1, T0] and dim([V0, T1]) = dim(T0) ≥ 2. Note that [V0, T1] ⊆ gα0+α1 .
Thus, using elements in [V0, T1], we can construct complex structures (following Lemma 3.6
(ii) if dim(T0) = 2) or quaternionic structures (following Lemma 3.6 (iii) if dim(T0) > 2) on
gα0 and gα1 . From (15) we deduce that these structures vanish on [V0, V1]. Thus it remains
to check that these structures can be restricted to V0 and V1. In other words, we need to
check that 〈[[θX, Y ], ξk], Zk〉AN = 0 for X, Y ∈ [V0, T1] = [V1, T0], ξk ∈ Vk and Zk ∈ Tk.
Let j ∈ {0, 1} with j 6= k. There exist Lj ∈ Tj and ηj ∈ Vj so that X = φξk(Lj) and
Y = φZk(ηj). Then, using the Jacobi identity, the fact that 〈·, ·〉Bθ is θ-invariant, (2) and
Proposition 3.2, we obtain
〈[[θX, Y ], ξk], Zk〉Bθ = −〈[[ξk, θX ], Y ], Zk〉Bθ = 〈[ξk, θX ], [Zk, θY ]〉Bθ
= 〈[θξk, X ], [θZk, Y ]〉Bθ = 2〈φθξk ◦ φξk(Lj), φθZk ◦ φZk(ηj)〉Bθ = 2〈Lj , ηj〉Bθ = 0,
which implies that (iib) or (iic) holds.
Conversely, if (i) or (iia) holds, then S · o is a CPC submanifold by Proposition 3.4. For
case (iib), put J = ad(K), with K ∈ k0. By assumption, we can write Vk = RXk ⊕ RJXk
with 0 6= Xk ∈ Vk. Then [V0, V1] is spanned by [X0, X1], [JX0, JX1], [X0, JX1], [JX0, X1].
Since J = ad(K) is a derivation and vanishes on [V0, V1], we have
0 = J [X0, X1] = [JX0, X1] + [X0, JX1],
0 = J2[X0, X1] = [J
2X0, X1] + 2[JX0, JX1] + [X0, J
2X1] = 2([JX0, JX1]− [X0, X1]),
which implies that dim([V0, V1]) = 2. Thus S · o is a CPC submanifold by Proposition 3.4.
In case (iic) we can write Jν = ad(Kν), Kν ∈ k0, ν = 1, 2, 3, for the quaternionic struc-
ture. Then Vk is spanned by Xk, J1Xk, J2Xk, J3Xk with 0 6= Xk ∈ Vk. As above, we get
[JνX0, X1] = −[X0, JνX1] and [JνX0, JνX1] = [X0, X1]. For ν, µ ∈ {1, 2, 3} with ν 6= µ we
have JνJµ = ±Jρ and hence [JνX0, JµX1] = [J2νX0, JνJµX1] = ±[X0, JρX1]. Altogether
this implies dim([V0, V1]) = 4 and from Proposition 3.4 we conclude that S · o is a CPC
submanifold. 
This finishes the proof of the Main Theorem for the symmetric spaces SL3(R)/SO3,
SL3(C)/SU3, SL3(H)/Sp3 and E
−26
6 /F4. Recall that this is equivalent to characterize
the CPC property of the shape operator Sξ of the examples we constructed in a general
symmetric space G/K, when it is restricted to the Sξ-invariant subspace
⊕
γ∈[α0] g
⊤
γ .
As we mentioned at the beginning of this section, all the examples of the Main Theorem
can be described as canonical extensions of CPC submanifolds in the
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spaces. As was shown in [13], several geometric properties of submanifolds are preserved via
canonical extensions. However, the CPC property is not preserved in general by canonical
extension. For example, the maximal flat orbit A · o ∼= E2 is a totally geodesic submanifold
of SL3(R)/SO3. However, its canonical extension to the symmetric space SL4(R)/SO4 is
not even austere. For this reason we need to analyze more thoroughly the shape operator
of the examples described in the Main Theorem.
4. Canonical extensions of cpc submanifolds
In this section we calculate the shape operator of the canonical extensions of the exam-
ples that we investigated in the previous section. We will conclude that these canonical
extensions are also CPC submanifolds.
The concept of canonical extensions was introduced in [8] and studied in the context
of cohomogeneity one actions. We refer the reader to [8] for details, but roughly it works
as follows. Every subset Φ of Π determines a parabolic subgroup QΦ of G. Let QΦ =
MΦAΦNΦ be its Langlands decomposition. The orbit BΦ = MΦ · o is a totally geodesic
submanifold of M whose rank is equal to the cardinality of Φ. If S is a subgroup of MΦ,
then SAΦNΦ is the canonical extension of S from MΦ to G and the orbit SAΦNΦ · o ⊆M
is the canonical extension of the orbit S · o ⊆ BΦ. If there exist α0, α1 ∈ Π so that
α0 and α1 are connected in the Dynkin diagram of M = G/K by a single edge, and
put Φ = {α0, α1}, then BΦ is one of the symmetric spaces SL3(R)/SO3, SL3(C)/SU3,
SL3(H)/Sp3 or E
−26
6 /F4. In Theorem 3.8 we classified the CPC submanifolds of BΦ of the
form S · o, where s = a⊕ ((gα0 ⊕ gα1)⊖V )⊕ gα0+α1 . In this section, we will prove that the
canonical extension of S ·o ⊂ BΦ to the symmetric space M = G/K is a CPC submanifold
if and only if S · o is a CPC submanifold of BΦ.
Let G/K be a symmetric space of non-compact type, with at least two simple roots α0
and α1 connected by a single edge in its Dynkin diagram. Our approach for constructing
new examples was to take a subspace V ⊂ gα0 ⊕ gα1 and define the subalgebra s =
a ⊕ (n ⊖ V ). Let S be the connected closed subgroup of AN with Lie algebra s. We are
interested in the geometry of the submanifold S · o of AN = G/K.
Let ξ ∈ V be a unit normal vector. As we clarified in Section 3, the subspaces⊕γ∈[λ] g⊤γ
in the orthogonal decomposition
n⊖ V =
⊕
λ∈∆+/∼

⊕
γ∈[λ]
g⊤γ


are all Sξ-invariant. Therefore, S · o is a CPC submanifold of M if and only if for all unit
normal vector ξ the shape operator Sξ has the same eigenvalues when restricted to each of
these subspaces. We clarified this in Theorem 3.8 for the invariant subspace
⊕
γ∈[α0] g
⊤
γ .
In this section we will clarify this for the remaining subspaces in the above decomposition.
The following result explains the above decomposition in more detail.
Lemma 4.1. Let ∆ be the root system of a symmetric space of non-compact type with at
least two simple roots α0 and α1 connected by a single edge in the Dynkin diagram. Then
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the equivalence class [λ] of a positive root λ ∈ ∆+\(Rα0⊕Rα1), which has minimum level
in its (α0, α1)-string, can be described as follows (with k ∈ {0, 1} and indices modulo 2):
(i) [λ] = {λ}, if 〈λ, α0〉 = 0 = 〈λ, α1〉.
(ii) [λ] = {λ, λ+ αk, λ+ αk + αk+1}, if |αk| ≥ |λ| and 〈λ, αk〉 6= 0.
(iii) [λ] = {λ, λ+αk, λ+αk+αk+1, λ+2αk, λ+2αk+αk+1, λ+2αk+2αk+1}, if |αk| < |λ|
and 〈λ, αk〉 6= 0.
Proof. Since λ, α0, α1 are linearly independent, they generate a root system R ⊆ ∆ of rank
3. We can assume that λ, α0, α1 are positive roots in R.
If R is reducible, we must have R ∼= A2 ⊕ A1 with A2 generated by α0 and α1 and A1
generated by λ. It is clear that this is equivalent to [λ] = {λ} and 〈λ, αk〉 = 0 for k ∈ {0, 1},
which corresponds to case (i).
If R is irreducible, then R is isomorphic to A3, B3, C3 or BC3. The result follows by
inspecting these rank 3 root systems case by case and taking into account that λ has
minimum level in its (α0, α1)-string. If R ∼= A3 or R ∼= B3, we get (ii). If R ∼= C3, we get
(iii). Finally, if R ∼= BC3, then λ is either reduced or non-reduced. If λ is reduced, we get
(ii), and if λ is non-reduced, we get (iii). 
In view of Lemma 4.1 we have to investigate three cases.
Case (i): [λ] = {λ}. From (8) and (1) we see that Sξ vanishes on gλ = g⊤λ .
Case (ii): [λ] = {λ, λ+ αk, λ+ αk + αk+1}. We consider the subspace
gλ ⊕ gλ+αk ⊕ gλ+αk+αk+1 ⊆ s.
We write ξ = cos(ϕ)ξk + sin(ϕ)ξk+1 with ϕ ∈ [0, pi2 ], ξk ∈ Vk and ξk+1 ∈ Vk+1. Note that
Aαk ,λ = −1 and Aαk+1,λ+αk = −1. Using Proposition 3.2 for the pairs (γ, ν) = (λ, αk) and
(γ, ν) = (λ+ αk, αk+1), we obtain gλ+αk = φξk(gλ) and gλ+αk+αk+1 = (φξk+1 ◦ φξk)(gλ). Let
0 6= Xλ ∈ gλ. From (8) and (1), together with the fact that λ+ αk+1 /∈ ∆, we get
Sξk+1Xλ = Sξk(φξk+1 ◦ φξk)(Xλ) = 0.
Now, using (4) and Proposition 3.2 for the pair (γ, ν) ∈ {(λ, αk), (λ+αk, αk+1)}, we deduce
SξkXλ = − (∇Xλξk)⊤ =
|α0|
2
φξk(Xλ),
Sξkφξk(Xλ) = −
(
∇φξk (Xλ)ξk
)⊤
=
|α0|
2
Xλ,
Sξk+1φξk(Xλ) = −
(
∇φξk (Xλ)ξk+1
)⊤
=
|α0|
2
(φξk+1 ◦ φξk)(Xλ),
Sξk+1(φξk+1 ◦ φξk)(Xλ) = −
(
∇(φξk+1◦φξk )(Xλ)ξk+1
)⊤
=
|α0|
2
φξk(Xλ).
Thus, the 3-dimensional vector space spanned by X, φξk(X), (φξk+1◦φξk)(X) is Sξ-invariant.
It follows that the matrix representation of Sξ is given by dim(gλ) blocks
|α0|
2

 0 cos(ϕ) 0cos(ϕ) 0 sin(ϕ)
0 sin(ϕ) 0

 ,
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with respect to the decomposition gλ⊕φξk(gλ)⊕(φξk+1◦φξk)(gλ). An elementary calculation
shows that Sξ restricted to gλ ⊕ gλ+αk ⊕ gλ+αk+αk+1 has the three eigenvalues 0 and ± |α0|2 ,
all of them with multiplicity dim(gλ). Thus we established that the eigenvalues of Sξ are
independent of the choice of ξ for case (ii). Note that cases (i) and (ii) together already
settle the problem if G/K is a symmetric space whose Dynkin diagram is of type Ar, Br,
Dr, E6, E7 or E8.
Case (iii): [λ] = {λ, λ+αk, λ+αk+αk+1, λ+2αk, λ+2αk+αk+1, λ+2αk+2αk+1}. We
consider the subspace
gλ ⊕ gλ+αk ⊕ gλ+2αk ⊕ gλ+αk+αk+1 ⊕ gλ+2αk+αk+1 ⊕ gλ+2αk+2αk+1 ⊆ s.
We need to understand better the behavior of the Levi-Civita connection when restricted
to this subspace. As we did in Proposition 3.2, we will calculate the Levi-Civita connection
in terms of the map φξ defined in (9).
Proposition 4.2. Let γ ∈ ∆+ be the root of minimum level in its ν-string, for ν ∈ ∆+
non-proportional to γ satisfying Aν,γ = −2. Let ξ ∈ gν be a unit vector with respect to
〈·, ·〉AN and X ∈ gγ. Then:
(i) ∇Xξ = − |ν|√2φξ(X);
(ii) ∇φξ(X)ξ = − |ν|√2(X + φ2ξ(X));
(iii) ∇φ2
ξ
(X)ξ = − |ν|√2φξ(X);
(iv) φ2ξ|gγ : gγ → gγ+2ν is a linear isometry;
(v) ∇W ξ = 0 for all W ∈ gγ+ν ⊖ φξ(gγ).
Proof. Using (7) and (9), we easily obtain ∇Xξ = − |ν|√2φξ(X). The same arguments to-
gether with Lemma 3.1 show that
∇φξ(X)ξ =
1
2
([φξ(X), ξ]− [φξ(X), θξ]) = − |ν|√
2
(
φ2ξ(X) +X
)
.
Note that Aν,γ+ν = 0. Thus, combining (7), (9) and the fact that γ+3ν is not a root with
Lemma 2.4(iii), we obtain
∇φ2
ξ
(X)ξ = −
1
2
[φ2ξ(X), θξ] =
1
4|ν|2 [θξ, [ξ, [ξ,X ]]] = −
|ν|√
2
φξ(X).
Moreover, using again Lemma 2.4(iii), we deduce
〈φ2ξ(Y ), φ2ξ(Z)〉AN =
1
4|ν|4 〈[ξ, [ξ, Y ]], [ξ, [ξ, Z]]〉AN = −
1
4|ν|4 〈[ξ, Y ], [θξ, [ξ, [ξ, Z]]]〉AN
=
1
2|ν|2 〈[ξ, Y ], [ξ, Z]〉AN = 〈φξ(Y ), φξ(Z)〉AN = 〈Y, Z〉AN
for Y, Z ∈ gγ. It is then clear that φ2ξ is an injective linear map preserving the inner product
when restricted to gγ . Furthermore, from Lemma 2.2 we know that dim(gγ) = dim(gγ+2ν),
and thus φ2ξ|gγ : gγ → gγ+2ν is a linear isometry. Note also that Lemma 2.4(iii) for Aν,γ = −2
is equivalent to (φθξ ◦ φ2ξ)|gγ = φξ|gγ . Then, we deduce that φξ(gγ) = φθξ(gγ+2ν). Now,
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to complete the proof, fix a vector W ∈ gγ+ν ⊖ φξ(gγ) = gγ+ν ⊖ φθξ(gγ+2ν). On the
one hand, we have 〈φξ(W ), Y 〉AN = 〈W,φθξ(Y )〉AN = 0 for all Y ∈ gγ+2ν . On the other
hand, 〈φθξ(W ), Z〉AN = 〈W,φξ(Z)〉AN = 0 for all Z ∈ gγ . This implies ∇W ξ = 0 for all
W ∈ gγ+ν ⊖ φξ(gγ), which finishes the proof. 
Let ξ ∈ V be a unit vector and, as above, write ξ = cos(ϕ)ξk+sin(ϕ)ξk+1. We will start
by studying the shape operator Sξ on the subspace
(16) gλ ⊕ φξk(gλ)⊕ φ2ξk(gλ)⊕ (φξk+1 ◦ φξk)(gλ)⊕ (φξk+1 ◦ φ2ξk)(gλ)⊕ (φ2ξk+1 ◦ φ2ξk)(gλ).
Let 0 6= Xλ ∈ gλ. First, using (8), (1) and the fact that neither λ+αk+1 nor λ+2αk+1+αk
are roots, we deduce that
Sξk+1Xλ = Sξk(φ2ξk+1 ◦ φ2ξk)(Xλ) = 0.
We will analyze the αk-string of λ and the αk+1-string of λ + 2αk simultaneously. Let
µ ∈ {λ, λ + 2αk} and define r(µ) = k if µ = λ and r(µ) = k + 1 otherwise. Put Xµ = Xλ
if µ = λ and Xµ = φ
2
ξk
(Xλ) otherwise. Using (4) and Proposition 4.2 we obtain
Sξr(µ)Xµ = −
(∇Xµξr(µ))⊤ = |α0|√
2
φξr(µ)(Xµ),
Sξr(µ)φξr(µ)(Xµ) = −
(
∇φξr(µ) (Xµ)ξr(µ)
)⊤
=
|α0|√
2
(Xµ + φ
2
ξr(µ)
(Xµ)),
Sξr(µ)φ2ξr(µ)(Xµ) = −
(
∇φ2
ξr(µ)
(Xµ)ξr(µ)
)⊤
=
|α0|√
2
φξr(µ)(Xµ).
Note that Aαk+1,λ+αk = Aαk ,λ+αk+αk+1 = −1. Then, using (4) and Proposition 3.2 for the
pair (γ, ν) ∈ {(λ+ αk, αk+1), (λ+ αk + αk+1, αk)}, we deduce
Sξk+1φξk(Xλ) =
|α0|
2
(φξk+1 ◦ φξk)(Xλ),
Sξk+1(φξk+1 ◦ φξk)(Xλ) =
|α0|
2
φξk(Xλ),
Sξk(φξk+1 ◦ φξk)(Xλ) =
|α0|
2
(φξk ◦ φξk+1 ◦ φξk)(Xλ),
Sξk(φξk ◦ φξk+1 ◦ φξk)(Xλ) =
|α0|
2
(φξk+1 ◦ φξk)(Xλ).
So far we calculated the shape operator Sξ on the subspace in (16). However, all this
information is not conclusive as (φξk ◦ φξk+1 ◦ φξk)(Xλ) and (φξk+1 ◦ φ2ξk)(Xλ) both belong
to gλ+2αk+αk+1, but we do not know how they are related. Consider the (αk, αk+1)-string
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containing λ:
ad(ξk) ad(ξk+1)
ad(ξk)
ad(ξk+1)
ad(ξk+1)
ad(ξk)
gλ gλ+αk gλ+2αk+αk+1
gλ+2αk
gλ+αk+αk+1
gλ+2αk+2αk+1
(Note that the nodes in this diagram represent root spaces and not roots.) The problem
is that it is not clear whether or not the square diagram in the middle is commutative.
More precisely, we do not yet understand the behavior of the vector φξk(Xλ) depending
on the part of the diagram it follows. In terms of brackets, the key point is to understand
the relation between [[φξk(Xλ), ξk], ξk+1] and [[φξk(Xλ), ξk+1], ξk]. Using (9) and the Jacobi
identity twice, we obtain
√
2|α0|[φξk(Xλ), [ξk+1, ξk]] = −[[Xλ, ξk], [ξk+1, ξk]]
= [[ξk, [ξk+1, ξk]], Xλ] + [[[ξk+1, ξk], Xλ], ξk] = [[[ξk+1, ξk], Xλ], ξk]
= −[[[Xλ, ξk+1], ξk], ξk]− [[[ξk, Xλ], ξk+1], ξk]
= −[[[ξk, Xλ], ξk+1], ξk] = −
√
2|α0|[[φξk(Xλ), ξk+1], ξk].
Using the last equality and writing Y = φξk(Xλ) for the sake of simplicity, we deduce
2|α0|2(φξk+1 ◦ φξk)(Y ) = [ξk+1, [ξk, Y ]] = −([ξk, [Y, ξk+1]] + [Y, [ξk+1, ξk]])
= [[Y, ξk+1], ξk]− [Y, [ξk+1, ξk]] = [[Y, ξk+1], ξk] + [[Y, ξk+1], ξk]
= 2[ξk, [ξk+1, Y ]] = 4|α0|2(φξk ◦ φξk+1)(Y ),
which proves that the diagram is commutative up to a constant. In particular, we estab-
lished that the vector space spanned by the vectors
Xλ, φξk(Xλ), φ
2
ξk
(Xλ), (φξk+1 ◦ φξk)(Xλ), (φξk+1 ◦ φ2ξk)(Xλ), (φ2ξk+1 ◦ φ2ξk)(Xλ)
is Sξ-invariant. Therefore, the matrix representation of the shape operator Sξ on that
subspace is given by dim(gλ) blocks of the form
|α0|
2


0
√
2 cos(ϕ) 0 0 0 0√
2 cos(ϕ) 0
√
2 cos(ϕ) sin(ϕ) 0 0
0
√
2 cos(ϕ) 0 0
√
2 sin(ϕ) 0
0 sin(ϕ) 0 0 cos(ϕ) 0
0 0
√
2 sin(ϕ) cos(ϕ) 0
√
2 sin(ϕ)
0 0 0 0
√
2 sin(ϕ) 0


,
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with respect to the decomposition in (16). A straightforward calculation shows that the
eigenvalues of Sξ are ±|α0|,± |α0|2 , 0, each one of them with multiplicity dim(gλ), except 0,
which has multiplicity 2 dim(gλ).
Finally, from Lemma 2.2 and Lemma 2.4 we see that
dim(gλ) = dim(gλ+2αk) = dim(gλ+2αk+2αk+1)
≤ dim(gλ+αk) = dim(gλ+αk+αk+1) = dim(gλ+2αk+αk+1),
where indices are modulo 2. Define U = gλ+αk ⊖ φξk(gλ). We still need to analyze the
behavior of Sξ on the vector space
U ⊕ φξk+1(U)⊕ (φξk ◦ φξk+1)(U).
Let 0 6= X ∈ U . On the one hand, using (4) and Proposition 4.2, we obtain
SξkX = Sξk+1(φξk ◦ φξk+1)(X) = 0.
Note that Aαk+1,λ+αk = −1 and Aαk ,λ+αk+αk+1 = −1. On the other hand, using (4) and
Proposition 3.2 for the pair (λ, ν) ∈ {(λ+ αk, αk+1), ((λ+ αk + αk+1, αk))}, we deduce
Sξ(X) = |α0|
2
sin(ϕ)φξk+1(X),
Sξφξk+1(X) =
|α0|
2
(sin(ϕ)X + cos(ϕ)(φξk ◦ φξk+1)(X)),
Sξ(φξk ◦ φξk+1)(X) =
|α0|
2
cos(ϕ)φξk+1(X).
Since the vector space generated by X, φξk+1(X), (φξk ◦φξk+1)(X) is Sξ-invariant, the matrix
representation of Sξ on U ⊕ φξk+1(U)⊕ (φξk ◦ φξk+1)(U) is given by (dim(gλ+αk)− dim(gλ))
blocks of the form
|α0|
2

 0 sin(ϕ) 0sin(ϕ) 0 cos(ϕ)
0 cos(ϕ) 0

 .
The eigenvalues are 0,± |α0|
2
, each one with multiplicity dim(gλ+αk)− dim(gλ). Altogether
we have now established that the canonical extensions are also CPC submanifolds.
5. The classification
In this section we finish the classification in the Main Theorem. We will show that if
S · o is a CPC submanifold of M = G/K, then it must be one of the examples presented
in the Main Theorem. More precisely, we will prove that if S · o is a CPC submanifold,
then either V ⊆ gα for some α ∈ Π′ or there exist α0, α1 ∈ Π′ with Aα0,α1 = Aα1,α0 = −1
and V ⊆ gα0 ⊕ gα1 . Together with Theorem 3.8 this finishes the classification part of the
Main Theorem. We start with a result about the principal curvatures of the submanifold
S · o. Recall that, according to (5), we can write V =⊕α∈ψ Vα, where Vα is a non-trivial
subspace of gα for each α ∈ ψ.
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Proposition 5.1. Let s = a ⊕ (n ⊖ V ) be a subalgebra of a ⊕ n with V = ⊕α∈ψ Vα and
ψ ⊆ Π′. Let γ ∈ ∆+ be the root of minimum level in its ν-string, for ν ∈ ψ non-proportional
to γ. Let I be the set of roots in the ν-string of γ. Consider the restriction of the shape
operator Sξ of S · o to the vector space
⊕
α∈I g
⊤
α , where ξ is a unit vector in Vν.
(i) If Aν,γ = −1, then ± |ν|2 are principal curvatures, both with multiplicity dim(g⊤γ ).
(ii) If Aν,γ = −2, then ±|ν| are principal curvatures, both with multiplicity dim(g⊤γ ), and
± |ν|√
2
are principal curvatures, both with multiplicity dim(Vγ).
Proof. Assume first that Aν,γ = −1. In this case the ν-string of γ consists of γ, γ+ν. Since
γ + ν /∈ Π, we have g⊤γ+ν = gγ+ν . Let ξ ∈ Vν be a unit vector and consider the restriction
of the shape operator Sξ to g⊤γ ⊕ gγ+ν . From (4) and Proposition 3.2 we get
SξX = −(∇Xξ)⊤ = |ν|
2
φξ(X) and Sξφξ(X) = −(∇φξ(X)ξ)⊤ =
|ν|
2
X
for X ∈ g⊤γ . Then the 2-dimensional vector space spanned by X, φξ(X) is Sξ-invariant
for all 0 6= X ∈ g⊤γ and all unit vectors ξ ∈ Vν . Thus the matrix representation of Sξ on
g⊤γ ⊕ φξ(g⊤γ ) consists of dim(g⊤γ ) blocks of the form
|ν|
2
(
0 1
1 0
)
.
Finally, let Y ∈ φξ(Vγ) and write Y = φξ(η) with η ∈ Vγ. From (4) and Proposition 3.2
we obtain
SξY = Sξφξ(η) = −(∇φξ(η)ξ)⊤ =
|ν|
2
η⊤ = 0.
Therefore, ± |ν|
2
are the non-zero principal curvatures of Sξ on g⊤γ ⊕ gγ+ν , and both have
multiplicity dim(g⊤γ ). This proves (i).
Now assume that Aν,γ = −2. The ν-string of γ consists of γ, γ + ν, γ + 2ν. Since γ + ν
and γ + 2ν are not simple roots, we have g⊤γ+ν = gγ+ν and g
⊤
γ+2ν = gγ+2ν . Let ξ be a unit
vector in Vν and consider the restriction of the shape operator Sξ to g⊤γ ⊕ gγ+ν ⊕ gγ+2ν .
Let X ∈ g⊤γ . From (4) and Proposition 4.2 we obtain
SξX = − (∇Xξ)⊤ = |ν|√
2
φξ(X),
Sξφξ(X) = −
(∇φξ(X)ξ)⊤ = |ν|√
2
(φ2ξ(X) +X)
⊤ =
|ν|√
2
(φ2ξ(X) +X),
Sξφ2ξ(X) = −
(
∇φ2
ξ
(X)ξ
)
=
|ν|√
2
φξ(X).
Thus the 3-dimensional vector space spanned by X, φξ(X), φ
2
ξ(X) is Sξ-invariant for all
0 6= X ∈ g⊤γ and all unit vectors ξ ∈ Vν . Thus the matrix representation of Sξ on
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g⊤γ ⊕ φξ(g⊤γ )⊕ φ2ξ(g⊤γ ) consists of dim(g⊤γ ) blocks of the form
|ν|√
2

 0 1 01 0 1
0 1 0

 .
This shows that ±|ν| are principal curvatures of Sξ with multiplicities at least dim(g⊤γ ).
There are two other cases to analyze. Assume that X ∈ φξ(Vγ) and write X = φξ(η) with
η ∈ Vγ . From (4) and Proposition 4.2 we deduce
SξX = Sξφξ(η) = −
(∇φξ(η)ξ)⊤ = |ν|√
2
(φ2ξ(η) + η)
⊤ =
|ν|√
2
φ2ξ(η),
Sξφ2ξ(η) = −
(
∇φ2
ξ
(η)ξ
)
=
|ν|√
2
φξ(η).
So the 2-dimensional vector space spanned by φξ(η), φ
2
ξ(η) is Sξ-invariant for all 0 6= η ∈ Vγ
and all unit vectors ξ ∈ Vν . Thus the matrix representation of Sξ on φξ(Vγ)⊕φ2ξ(Vγ) consists
of dim(Vγ) blocks of the form
|ν|√
2
(
0 1
1 0
)
.
Consequently, ±|ν| and ± |ν|√
2
are principal curvatures with multiplicities at least dim(g⊤γ )
and dim(Vγ), respectively. Finally, assume that X ∈ gγ+ν ⊖ φξ(gγ). From (4) and Propo-
sition 4.2 we deduce
SξX = −(∇Xξ)⊤ = 0.
This finishes the proof. 
We will now show that if S · o is a CPC submanifold, then all roots in ψ must have the
same length. We will start by investigating the symmetric spaces G22/SO4 and G
C
2 /G2.
Proposition 5.2. Let M = G/K be a symmetric space of non-compact type whose Dynkin
diagram is of type G2. Let α0 and α1 be its simple roots. Let S be the connected closed
subgroup of AN with Lie algebra s = s ⊕ (n ⊖ V ), where V ⊆ gα0 ⊕ gα1 has non-trivial
projection onto gαk for k ∈ {0, 1}. Then S · o cannot be a CPC submanifold of M .
Proof. Assume that α0 is the longest root. We can assume |α0|2 = 6 and |α1|2 = 2. The
α1-string of α0 consists of α0, α0 + α1, α0 + 2α1, α0 + 3α1 and we have Aα1,α0 = −3. Let
ξk ∈ Vαk be a unit vector and k ∈ {0, 1}. We will determine a principal curvature of the
shape operator Sξ1 that cannot be a principal curvature of the shape operator Sξ0 . Note
that [ξ1, ξ0] ∈ gα0+α1 is tangent to S · o. Using (8) and Lemma 2.4(ii) we deduce
2Sξ1 [ξ1, ξ0] = −([[ξ1, ξ0], ξ1]− [[ξ1, ξ0], θξ1])⊤ = [ξ1, [ξ1, ξ0]]⊤ − [θξ1, [ξ1, ξ0]]⊤
= [ξ1, [ξ1, ξ0]]− Aα1,α0|α1|2ξ⊤0 = [ξ1, [ξ1, ξ0]].
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Note that Aα1,α0+α1 = −1. Combining (8) and Lemma 2.4(iii), we obtain
2Sξ1 [ξ1, [ξ1, ξ0]] = −([[ξ1, [ξ1, ξ0]], ξ1]− [[ξ1, [ξ1, ξ0]], θξ1])⊤
= [ξ1, [ξ1, [ξ1, ξ0]]]
⊤ − [θξ1, [ξ1, [ξ1, ξ0]]]⊤
= [ξ1, [ξ1, [ξ1, ξ0]]] + 8[ξ1, ξ0].
Finally, since Aα1,α0+2α1 = 1, from (8) and Lemma 2.4(iv) we conclude
2Sξ1[ξ1, [ξ1, [ξ1, ξ0]]] = −([[ξ1, [ξ1, [ξ1, ξ0]]], ξ1]− [[ξ1, [ξ1, [ξ1, [ξ1, ξ0]]]], θξ1])⊤
= [ξ1, [ξ1, [ξ1, [ξ1, ξ0]]]]
⊤ − [θξ1, [ξ1, [ξ1, [ξ1, [ξ1, ξ0]]]]⊤
= 6[ξ1, [ξ1, ξ0]]].
Thus, the 3-dimensional vector space spanned by the vectors ad(ξ1)ξ0, ad
2(ξ1)ξ0, ad
3(ξ1)ξ0
is Sξ1-invariant. The corresponding matrix representation of Sξ1 on that subspace is
 0 4 01
2
0 3
0 1
2
0

 .
The principal curvatures of Sξ1 on this subspace are ±
√
7/2 and 0. If S · o is a CPC
submanifold, then
√
7/2 must also be a principal curvature of the shape operator Sξ0 .
However, since α0 is the longest simple root, we deduce from Proposition 2.1 that |Aα0,µ| ≤
1 for all µ ∈ ∆. According to Proposition 5.1(i) all the non-trivial principal curvatures of
Sξ0 are ±
√
3/2. Therefore S · o cannot be a CPC submanifold. 
We now prove a similar result for symmetric spaces of non-compact type whose Dynkin
diagram is not of type G2.
Proposition 5.3. Let M = G/K be a symmetric space of non-compact type whose Dynkin
diagram is not of type G2. Let S be the connected closed subgroup of AN whose Lie algebra
is s = s⊕ (n⊖V ), where V =⊕α∈ψ Vα. If S · o is a CPC submanifold of M , then all roots
in ψ must have the same length.
Proof. Assume that there are two roots α0, α1 ∈ ψ with different length and that α0 is
the longest of the two roots. Then we have |α0| =
√
2|α1| and there exists λ ∈ ∆+ with
Aα1,λ = −2. Then λ is the root of minimum level in its non-trivial α1-string, which consists
of λ, λ + α1, λ + 2α1. Let ξ1 ∈ Vα1 be a unit vector. Consider the restriction of the shape
operator Sξ1 to the tangent projection of the root spaces of the α1-string of λ. From
Proposition 5.1(ii) we see that the non-zero principal curvatures of Sξ1 are ±|α1|, both
with multiplicity dim(g⊤λ ), and ±|α1|/
√
2, both with multiplicity dim(Vλ). In particular,
the submanifold S · o is not totally geodesic. There exists γ ∈ ∆+ such that its α0-string is
non-trivial, because otherwise the shape operator Sξ0 with respect to a unit vector ξ0 ∈ Vα0
vanishes, which contradicts that S · o is a CPC submanifold. Without loss of generality
we can assume that γ is the root of minimum level in its α0-string. Since α0 is a long
root, Proposition 2.1 implies Aα0,γ = −1. From Proposition 5.1(i) we see that the non-zero
principal curvatures of Sξ0 are ±|α0|/2, both with multiplicity dim(g⊤γ ). But |α1| 6= |α0|/2.
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Since S · o is a CPC submanifold, it follows that |α1| cannot be a principal curvature and
hence dim(g⊤λ ) = 0. In other words, Vλ = gλ and λ is a simple root connected to α1 by a
single edge.
We put α2 = λ and define the normal vector ξ = cos(ϕ)ξ1 + sin(ϕ)ξ2, where ξk ∈ Vαk
for k ∈ {1, 2}. Note that α1, α2 generate a root system of type B2 (= C2). Therefore,
according to (8) and (1), the vector space
g⊤α1 ⊕ g⊤α2 ⊕ g⊤α1+α2 ⊕ g⊤2α1+α2 = g⊤α1 ⊕ gα1+α2 ⊕ g2α1+α2
is Sξ-invariant. We will now investigate the shape operator Sξ on this subspace. In fact,
studying the principal curvatures of Sξ when restricted to this subspace is equivalent to
studying the principal curvatures of S · o as a submanifold of a rank 2 symmetric space
whose Dynkin diagram is of type B2. First note that the α2-string containing α1 consists
of α1, α1+α2 and the α1-string containing α2 consists of α2, α2+α1, α2+2α1. We will use
Proposition 5.1 for both cases. On the one hand, the non-zero principal curvatures of Sξ2 are
±|α2|/2, both with multiplicity dim(g⊤α1). On the other hand, since gα2 = Vα2 , the non-zero
principal curvatures of Sξ1 are±|α1|/
√
2, both with multiplicity dim(gα2) = dim(Vα2). This
implies that dim(gα2) = dim(g
⊤
α1
) is a necessary condition for S ·o to be a CPC submanifold.
Since Vα1 6= {0} by assumption, we get dim(gα1) > dim(gα2). This means, according to [3,
p. 337], that S · o must be contained in the symmetric space SOor,r+n/SOrSOr+n, where
dim(gα2) = 1 and dim(gα1) = n. Since dim(gα2) = dim(g
⊤
α1), Vα1 must be an (n − 1)-
dimensional subspace of gα1 . Let ξ2 ∈ Vα2 and X ∈ g⊤α1 . From (4) and Proposition 3.2 we
deduce
Sξ2X =
|α2|
2
φξ2(X) and Sξ2φξ2(X) =
|α2|
2
X.
Now consider ξ1 ∈ Vα1 . Since φ2ξ1 |gα2 : gα2 → g2α1+α2 is a linear isometry, we have gα2+2α1 =
Rφ2ξ1(ξ2). Recall that φξ2|gα1 : gα1 → gα1+α2 is also linear isometry. Then, using (2) and
combining definition (9) with Lemma 2.4(ii),(i), we obtain
〈(φξ1 ◦ φξ2)(X), φ2ξ1(ξ2)〉AN = 〈φξ2(X), φξ1(ξ2)〉AN
= −〈φξ2(X), φξ2(ξ1)〉AN = 〈X, ξ1〉AN = 0.
Therefore, using (4) and Proposition 3.2, we obtain
Sξ1φξ2(X) =
|α1|√
2
(φξ1 ◦ φξ2(X))⊤ = 0.
Since ξ = cos(ϕ)ξ1 + sin(ϕ)ξ2 with ξk ∈ Vαk and k ∈ {1, 2}, we deduce
Sξ(X + φξ2(X)) = sin(ϕ)
|α2|
2
(X + φξ2(X)),
which shows that S · o cannot be a CPC submanifold. 
In order to finish this section, we just need to prove that S · o is not a CPC submanifold
whenever there are at least two orthogonal roots in ψ. One of the consequences of [5] is
that S · o is not a CPC submanifold when ψ has exactly two orthogonal simple roots. The
next result settles the general case.
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Proposition 5.4. Let s = a ⊕ (n ⊖ V ) be a subalgebra of a ⊕ n, for V = ⊕α∈ψ Vα and
ψ ⊂ Π′. Assume that there are two orthogonal roots α0, α1 ∈ ψ. Let S be the connected
closed subgroup of AN with Lie algebra s. Then the submanifold S · o is not a CPC
submanifold.
Proof. In view of Proposition 5.2 and Proposition 5.3 we can assume that all roots in
ψ have the same length. Taking into account the classification of Dynkin diagrams (see
e.g. [17]), we deduce that there exist simple roots β1, . . . , βr ∈ Π so that α0, β1, . . . , βr, α1
corresponds to a Dynkin diagram of type Ar+2. We define γ =
∑r
i βi ∈ ∆+. The (α0, α1)-
string of γ consists of γ, γ + α0, γ + α1, γ + α0 + α1. Let ξ = cos(ϕ)ξ0 + sin(ϕ)ξ1 be a unit
normal vector with ξk ∈ Vαk and k ∈ {0, 1}. Using (4) and Proposition 3.2, we obtain that
the non-trivial part of the matrix representation Sξ consists of dim(g⊤γ ) blocks of the form
|α0|
2


0 cos(ϕ) sin(ϕ) 0
cos(ϕ) 0 0 sin(ϕ)
sin(ϕ) 0 0 cos(ϕ)
0 sin(ϕ) cos(ϕ) 0


with respect toX, φξ0(X), φξ1(X), (φξ1◦φξ0)(X) forX ∈ g⊤γ . The corresponding eigenvalues
are ±√1− sin(2ϕ), both with multiplicity 2. They clearly depend on ϕ, which cannot
happen if S · o is a CPC submanifold. This implies gγ = Vγ and γ = β1 ∈ Π.
Let ξγ ∈ Vγ be a unit vector. Note that φξγ(ξ0) ∈ gα0+γ and (φξ1 ◦ φξγ )(ξ0) ∈ gα0+γ+α1
are tangent to S · o at o. Using (4) and Proposition 3.2, we get 2Sξγφξγ (ξ0) = |γ|ξ⊤0 = 0
and
Sξ1(φξγ (ξ0) + (φξ1 ◦ φξγ )(ξ0)) =
|α1|
2
(φξγ (ξ0) + (φξ1 ◦ φξγ )(ξ0)).
Since α0 + α1, α0 + 2γ + α1 /∈ ∆, we deduce from (8) and (1) that Sξγ (φξ1 ◦ φξγ )(ξ0) = 0.
Thus, if we define ξ = cos(ϕ)ξ1 + sin(ϕ)ξγ, we get
Sξ(φξγ (ξ0) + (φξ1 ◦ φξγ )(ξ0)) = cos(ϕ)
|α1|
2
(φξγ (ξ0) + (φξ1 ◦ φξγ )(ξ0)).
From this we see that S · o cannot be a CPC submanifold. This finishes the proof. 
6. Description of the examples
In this section we show that, with a few basic exceptions, the CPC submanifolds that
we introduced in the Main Theorem are not singular orbits of cohomogeneity one actions.
Recall that α0 and α1 are two simple roots and Aα0,α1 = Aα1,α0 = −1. Recall also that
V is a subspace of gα0 ⊕ gα1 with non-trivial projections onto gα0 and gα1 (equivalently
V0 6= {0} 6= V1). We are studying the orbit S · o, where S is the connected closed subgroup
of AN with Lie algebra s = a⊕ (n⊖ V ). First, assume that V = gα0 ⊕ gα1 . Then S · o is
one of the following submanifolds, or a canonical extension to G/K of it:
(i) RH2 × R ∼= (SL2(R)/SO2)× R ⊂ SL3(R)/SO3,
(ii) RH3 × R ∼= (SL2(C)/SU2)× R ⊂ SL3(C)/SU3,
(iii) RH5 × R ∼= (SL2(H)/Sp2)× R ⊂ SL3(H)/Sp3,
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(iv) RH9 × R ⊂ E−266 /F4.
These four submanifolds appear in the list [6, Theorem 3.3] of reflective submanifolds and
are singular orbits of cohomogeneity one actions. Therefore, their canonical extensions are
also singular orbits of cohomogeneity one actions.
We will now see that the remaining submanifolds that we introduced in the Main Theo-
rem do not admit such a description. One might study them in a rank 2 symmetric space
and after that use some tools involving canonical extensions to conclude. However, for
the sake of simplicity, we will carry out a direct study to avoid the introduction of these
techniques.
Assume that Vk is a proper subspace of gαk for k ∈ {0, 1} and that dim(gα0+α1) ≥ 2.
We will assume that S · o is a singular orbit of a cohomogeneity one action and derive a
contradiction. Up to now we used the Iwasawa decomposition to identify the tangent space
To(S · o) of the orbit S · o at o with s and the normal space νo(S · o) with V . However, in
this section we will use the identification p ∼= To(G/K). This means that we will identify
To(S · o) and νo(S · o) with the orthogonal projections of s and V onto p, which are (1−θ)s
and (1− θ)V respectively.
If S · o is the singular orbit of a cohomogeneity one action on G/K, then the normalizer
NK(S · o) of S · o in K acts transitively on the unit sphere ν1o (S · o) in νo(S · o). Let m be
the Lie algebra of NK(S · o). Then we have [m, ξ] = νo(S · o)⊖ Rξ for each ξ ∈ ν1o (S · o).
Let ξ0 ∈ V0 and ξ1 ∈ V1 be unit vectors. Taking into account that νo(S · o) ∼= (1 − θ)V ,
there exists Z ∈ m so that
(17) [Z, (1− θ)ξ0] = (1− θ)ξ1 ∈ gα1 ⊕ g−α1 .
Consider the orthogonal decomposition k = k0⊕
⊕
λ∈∆+ kλ with kλ = k∩ (gλ⊕ g−λ), and
write Z = Z0 +
∑
λ∈∆+ Zλ accordingly. On the one hand, we have
(18) [Zλ, (1− θ)ξ0] = (1− θ)[Zλ, ξ0] ∈ gλ+α0 ⊕ g−(λ+α0) ⊕ gλ−α0 ⊕ g−(λ−α0)
for each λ ∈ ∆+. From (18) and (17), using [k0, gλ] ⊆ gλ for each λ ∈ ∆+, we deduce
[Z0, (1− θ)ξ0] = 0. Thus, without loss of generality, we can assume that Z0 = 0 and hence
Z =
∑
λ∈∆+ Zλ. From (18) and (17) we also see that Zα0+α1 6= 0. It is now easy to verify
that
Nk(To(S · o)) = Nk(νo(S · o)) ⊂ k0 ⊕ kα0+α1 ⊕

 ⊕
λ∈{α0,α1}⊥
kλ

 ,
where {α0, α1}⊥ denotes the set of positive roots that are orthogonal to both α0 and
α1. Since m ⊂ Nk(To(S · o)), we can thus write Z = X + θX +
∑
λ∈{α0,α1}⊥ Zλ with
0 6= X ∈ gα0+α1 . Denote by l the Lie algebra of NG(S · o). It is clear that s ⊂ l and Z ∈ l.
Let Y1, . . . , Yq be an orthogonal basis of gα0+α1 ⊖ RX ⊂ s, where q = dim(gα0+α1) − 1.
According to Lemma 2.3(ii),(iii), the set {[Z, Yi] = [θX, Yi] : i = 1, . . . q} generates a q-
dimensional linear subspace W of k0. Since l is a subalgebra, we also have W ⊂ l and
therefore W ⊂ Nk(To(S · o)). For 0 6= η ∈ V0 we have
[[Z, Yi], (1− θ)η] = (1− θ)[[Z, Yi], η] = (1− θ)[[θX, Yi], η] ∈ (1− θ)V,
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which is equivalent to [[θX, Yi], η] ∈ V0 for all i ∈ {1, . . . , q}. Note that [[θX, Yi], η] =
[Yi, θ[θη,X ]] 6= 0 for all i ∈ {1, . . . , q} by using twice Proposition 3.2, first for [θη,X ]
and then for [Yi, θ[θη,X ]], taking into account that θ is an isomorphism of Lie algebras.
Note also that 〈[U, L], L〉Bθ = −〈L, [U, L]〉Bθ for all U ∈ k0 and L ∈ n, which means that
[U, L] is orthogonal to L for all U ∈ k0 and L ∈ n. If dim(gα0+α1) = 2, then V0 = Rη is
1-dimensional and 0 6= [[η, θX ], Y1] ∈ V0 is orthogonal to η, which is a contradiction. If
dim(gα0+α1) > 2, we have 0 6= [[θX, Yi], η] ∈ V0 for i ∈ {1, . . . q}. Since dim(V0) ≤ dim(T0)
by Proposition 3.4 and Lemma 3.3(ii), these q vectors must be linearly dependent. Thus
0 =
q∑
i=1
ai[[θX, Yi], η] =
q∑
i=1
[[θX, aiYi], η] = [[θX,
q∑
i=1
aiYi], η],
which contradicts Proposition 3.2 by the above argument. These contradictions come from
the assumption that the action of NK(S · o) on ν1o (S · o) is transitive. Therefore, if Vk is a
proper subset of gαk for k ∈ {0, 1}, then the orbit S · o cannot be the singular orbit of a
cohomogeneity one action.
7. Further geometric explanations
In this section we present a brief geometric context for some of the algebraic constructions
in the previous sections. Consider the inclusions
SL3(R) ⊂ SL3(C) ⊂ SL3(H) ⊂ E−266 .
The maximal compact subgroup of E−266 is F4 and E
−26
6 /F4 is an exceptional Riemannian
symmetric space of non-compact type whose root system is of type A2. We have
SL3(R) ∩ F4 = SO3 , SL3(C) ∩ F4 = SU3 , SL3(H) ∩ F4 = Sp3.
This leads to the totally geodesic embeddings
SL3(R)/SO3 ⊂ SL3(C)/SU3 ⊂ SL3(H)/Sp3 ⊂ E−266 /F4.
The root system of these four Riemannian symmetric spaces G/K is of type A2 and the
multiplicities of their roots are 1, 2, 4, 8, respectively. These dimensions correspond to the
dimensions of the four normed real division algebras R,C,H,O. This suggests a close
relation between these four symmetric spaces and normed real division algebras.
In fact, we have totally geodesic embeddings of the hyperbolic planes over these four
normed real division algebras into these symmetric spaces:
RH2 ⊂ CH2 ⊂ HH2 ⊂ OH2
∩ ∩ ∩ ∩
SL3(R)/SO3 ⊂ SL3(C)/SU3 ⊂ SL3(H)/Sp3 ⊂ E−266 /F4
In each of the four cases, the totally geodesic submanifold FH2 is reflective and hence there
exists a totally geodesic submanifold (which is also reflective) that is perpendicular to the
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hyperbolic plane. These are
SL3(R)/SO3 ⊂ SL3(C)/SU3 ⊂ SL3(H)/Sp3 ⊂ E−266 /F4
∪ ∪ ∪ ∪
RH2 × R ⊂ RH3 × R ⊂ RH5 × R ⊂ RH9 × R
⊥ ⊥ ⊥ ⊥
RH2 ⊂ CH2 ⊂ HH2 ⊂ OH2
∩ ∩ ∩ ∩
SL3(R)/SO3 ⊂ SL3(C)/SU3 ⊂ SL3(H)/Sp3 ⊂ E−266 /F4
The products RHk × R are precisely our orbits S · o for the case when we remove V =
gα1 ⊕ gα2 . Thus the normal space νo(S · o) ∼= V of S · o at o coincides with the tangent
space ToFH
2 of FH2 at o for a suitable FH2 ⊂ G/K and where F is the corresponding
division algebra.
Now suppose that V is a proper subspace of gα1 ⊕ gα2 ∼= ToFH2.
If F = C, then V ∼= R⊕R ∼= ToRH2 for a totally geodesic RH2 ⊂ CH2 ⊂ SL3(C)/SU3.
If F = H, then V ∼= R⊕R ∼= ToRH2 for a totally geodesic RH2 ⊂ HH2 ⊂ SL3(H)/Sp3,
or V ∼= C⊕ C ∼= ToCH2 for a totally geodesic CH2 ⊂ HH2 ⊂ SL3(H)/Sp3.
If F = O, then V ∼= R⊕ R ∼= ToRH2 for a totally geodesic RH2 ⊂ OH2 ⊂ E−266 /F4, or
V ∼= C ⊕ C ∼= ToCH2 for a totally geodesic CH2 ⊂ OH2 ⊂ E−266 /F4, or V ∼= H ⊕ H ∼=
ToHH
2 for a totally geodesic HH2 ⊂ OH2 ⊂ E−266 /F4.
In other words, this means that the totally geodesic hyperbolic planes inG/K correspond
to the subspaces V that we can remove from gα1 ⊕ gα2 to obtain our CPC submanifolds.
The submanifolds S · o with V strictly contained in gα1 ⊕ gα2 are some kind of ruled
submanifolds. Here is a description for the simplest case when G/K = SL3(C)/SU3 and
V ∼= R⊕R. In this case we have the two reflective submanifolds RH3×R and CH2 which
are perpendicular to each other at o. Consider the polar action on CH2 given in (ii)(d) in
the Main Theorem of [4]. The orbit of this polar action through o is a Euclidean plane E2,
embedded in a horosphere of CH2 (equivalently, the 3-dimensional Heisenberg group N)
as a minimal surface. Perpendicular to E2 at o in CH2 is a totally geodesic RH2 ⊂ CH2.
Moving this E2 along RH3 × R through the action on RH3 × R by the solvable group S ′
with S ′ · o = RH3 ×R arising from the Iwasawa decomposition gives the orbit S · o. Thus
S · o is foliated by these Euclidean planes. The normal spaces are obtained by moving the
totally geodesic RH2 perpendicular to E2 in CH2 along S · o. According to Proposition
3.4, the principal curvatures are ±1/√2 with multiplicity 1 each and 0 with multiplicity 4.
The 0-eigenspace at o is the tangent space at o of the totally geodesic RH3 × R, and the
other two eigenspaces arise from the non-totally geodesic minimal embedding of E2.
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