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POSITIVITY OF VECTOR BUNDLES AND HODGE THEORY
MARK GREEN AND PHILLIP GRIFFITHS
Abstract. It is well known that positivity properties of the curvature of a vector
bundle have implications on the algebro-geometric properties of the bundle, such as
numerical positivity, vanishing of higher cohomology leading to existence of global
sections etc. It is also well known that bundles arising in Hodge theory tend to have
positivity properties. From these considerations several issues arise:
(i) For a bundle that is semi-positive but not strictly positive; what further nat-
ural conditions lead to the existence of sections of its symmetric powers?
(ii) In Hodge theory the Hodge metrics generally have singularities; what can be
said about these and their curvatures, Chern forms etc.?
(iii) What are some algebro-geometric applications of positivity of Hodge bundles?
The purpose of these partly expository notes is fourfold. One is to summarize
some of the general measures and types of positivity that have arisen in the litera-
ture. A second is to introduce and give some applications of norm positivity. This
is a concept that implies the different notions of metric semi-positivity that are
present in many of the standard examples and one that has an algebro-geometric
interpretation in these examples. A third purpose is to discuss and compare some
of the types of metric singularities that arise in algebraic geometry and in Hodge
theory. Finally we shall present some applications of the theory from both the
classical and recent literature.
Outline
I. Introduction and notation and terminology
A. Introduction
B. General notations and terminology
C. Notations and terminology from Hodge theory
II. Measures and types of positivity
A. Kodaira-Iitaka dimension
B. Metric positivity
C. Interpretation of the curvature form
D. Numerical positivity
E. Numerical dimension
F. Tangent bundle
G. Standard implications
H. A further result
III. Norm positivity
A. Definition and first properties
B. A result using norm positivity
IV. Singularities
A. Analytic singularities
These are notes prepared by the authors and largely based on joint work in progress with Radu
Laza and Colleeen Robles (cf. [GGLR17]).
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B. Logarithmic and mild singularities
V. Proof of Theorem IV.B.8
A. Reformulation of the result
B. Weight filtrations, representations of sl2 and limiting mixed Hodge struc-
tures
C. Calculation of the Chern forms Ω and ΩI
VI. Applications, further results and some open questions
A. The Satake-Baily-Borel completion of period mappings
B. Norm positivity and the cotangent bundle to the image of a period map-
ping
C. The Iitaka conjecture
D. The Hodge vector bundle may detect extension data
E. The exterior differential system defined by a Chern form
I. Introduction and notation and terminology
I.A. Introduction.
The general purpose of these notes is to give an account of some aspects and
applications of the concept of positivity of holomorphic vector bundles, especially
those that appear in Hodge theory. The applications use the positivity of Hodge line
bundle (Theorem I.A.14), the semi-positivity of the cotangent bundle to the image
of a period mapping (Theorem VI.B.1), and the semi-positivity of the Hodge vector
bundle (Theorem I.A.26). Also discussed is the numerical positivity of the Hodge
bundles.
The overall subject of positivity is one in which there is an extensive and rich
literature and in which there is currently active research occurring with interesting
results appearing regularly. We shall only discuss a few particular topics and shall
use [Dem12a] as our reference for general background material concerning positivity
in complex analytic geometry as well as an account of some recent work, and refer
to [Pa˘16] as a source for a summary of some current research and as an overall guide
to the more recent literature. The recent paper [Den18] also contains an extensive
bibliography. For Hodge theory we shall use [PS08] and [CMSP17] as our main general
references.
Following this introduction and the establishment of general notations and termi-
nology in Sections I.B and I.C, in Section II we shall give a synopsis of some of the
standard measures and types of positivity of holomorphic vector bundles. In Section
II.H we present the further result (I.A.9) below. It is this result that enables us to
largely replace the cohomological notion of weak positivity in the sense of Viehweg
[Vie83a], [Vie83b] with purely differential geometric considerations.
One purpose of these notes is to give an informal account of some of the results in
[GGLR17] and to discuss topics that are directly related to and/or grew out of that
work. One application to algebraic geometry of Theorems 1.2.2 and 1.3.10 there is
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the following:1
(I.A.1) Let M be the KSBA moduli space for algebraic surfaces X of general
type and with given pg(X), q(X) and K
2
X .
2 Then the Hodge line bundle
Λe → M is defined over the canonical completion M of M. Moreover
Proj(Λe) exists and defines the Satake-Baily-Borel completion M of the
image of M = Φ(M) of the period mapping Φ : M→ Γ\D.3
The period mapping extends to
Φe : M→M
and set-theoretically the image of the boundary ∂M = M\M consists of the associated
graded to the limiting mixed structures along the boundary strata of ∂M. As has been
found in applying this result to the surfaces analyzed in [FPR15a], [FPR15b], [FPR17]
and to similar surfaces studied in our work and in discussions with the authors of
those papers, the extended period mapping may serve as an effective method for
organizing and understanding the boundary structure of M and in suggesting how to
desingularize it.4
The construction of M is general and in brief outline proceeds as follows:
(i) One begins with a variation of Hodge structure over a smooth quasi-projective
variety B given by a period mapping
(I.A.2) Φ : B → Γ\D.
Here B has a smooth completion B where Z = B\B is a reduced normal crossing
divisor with irreducible component Zi around which the local monodromies Ti are
assumed to be unipotent. We may also assume that Φ has been extended across any
Zi for which Ti are the identity; then Φ is proper and the image Φ(B) = M ⊂ Γ\D
is a closed analytic subvariety ([Som78]).
(ii) Along the smooth points Z∗I of the strata ZI :=
⋂
i∈I Zi of Z there is a limit-
ing mixed Hodge structure ([CKS86]), and passing to the associated graded gives a
variation of Hodge structure
ΦI : Z
∗
I → ΓI\DI .
Extending ΦI across the boundary components of Z
∗
I around which the monodromy is
finite, from the image of the extension of ΦI we obtain a complex analytic variety MI .
Then as a set
M = M ∪
(⋃
I
MI
)
,
1Significant amplification and complete proofs of the results in [GGLR17] are currently being
prepared. Below we shall give a short algebro-geometric argument for the case when dimB = 2.
2We shall use [Kol13] as our general reference for the topic of moduli.
3The definition of a Satake-Baily-Borel completion will be explained below. Here we are mainly
considering that part of the period mapping that arises from the polarized Hodge structure on
H2(X). When pg(X) = 2 we are in a non-classical situation, and the new phenomena that arise in
this case are the principal aspect of interest.
4In contrast to the case of curves, M seems almost never to be smooth even when M is.
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where on the right-hand side there are identifications made corresponding to strata Z∗I ,
Z∗J where ZI ∩ZJ 6= ∅ and where ΦI ,ΦJ have both been extended across intersection
points.
(iii) This defines M as a set, and it is not difficult to show that the resulting M has
the structure of a compact Hausdorff topological space and that the extended period
mapping
(I.A.3) Φe : B →M
is proper with compact analytic subvarieties Fx := Φ
−1
e (x), x ∈ M , as fibres. If we
define
OM,x =

ring of functions f that are continuous in
a neighborhood U of x ∈ M and which
are holomorphic in Φ−1e (U) and constant
on fibres of Φe

then the issue is to show that there are enough functions in OM,x to define the structure
of a complex analytic variety on M .
(iv) Using [CKS86] the local structure of Φe along Fx ⊂ Φ−1e (U) can be analyzed;
this will be briefly recounted in Section V below, the main point being to use im-
plications of the relative weight filtration property (RWFP) of limiting mixed Hodge
structures.
(v) This leaves the issue of the global structure of Φe along Fx. We note that there
is a map
mx/m
2
x → H0
(
N∗
Fx/B
)
where mx ⊂ OM,x is the maximal ideal and N∗Fx/B → Fx is the co-normal bundle of Fx
in B. Thus one expects some “positivity” of N∗
Fx/B
. From Fx ⊂ Z∗I,e ⊂ B we obtain
0→ N∗
Z∗I,e/B
∣∣
Fx
→ N∗
Fx/B
→ N∗Fx/Z∗I,e → 0.
Since ΦI : Z
∗
I,e → ΓI\DI is defined and maps Fx to a point, we obtain some positivity
of N∗Fx/Z∗I,e . Denoting by mI,x the maximal ideal in OΓI\DI,x at x = ΦI(Fx), from the
local knowledge of Φe along Fx we are able to infer that the positivity of N
∗
Fx/Z∗I,e
that
arises from mI,x/m
2
I,x lifts to sections in H
0
(
N∗
Fx/B
)
; thus the main issue is that of
the positivity of N∗
Z∗I,e/B
∣∣
Fx
.
(vi) Here, as will be explained in the revised and expanded version of [GGLR17],
some apparently new Hodge theoretic considerations arise. In the literature, and in
this work, there have been numerous consequences drawn from the positivity prop-
erties of the Hodge line bundle, and also from some of the positivity properties of
the cotangent bundle of the smooth points of the image M = Φ(B) of a period map-
ping. However we are not aware of similar applications of positivity properties of the
bundles constructed from the extension data E associated to a limiting mixed Hodge
structure. As will be explained in loc. cit., there is an ample line bundle L→ E and
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an isomorphism
(I.A.4) ν∗L ∼= N∗
Z∗
I,e/B
∣∣
Fx
where
(I.A.5) ν : Fx → E
associates to each point of Fx the extension data associated to the LMHS at that point.
Put another way, assuming Φ∗ is generically injective, since the associated graded to
the limiting mixed Hodge structure is constant along Fx one may expect non-trivial
variation in the extension data to the LMHS’s, i.e. in ν in (I.A.5) (or possibly some
jet of ν) should be non-constant. The map (I.A.4) then converts sections of the ample
bundle L→ E into sections of N∗
Fx/B
.5
Returning to the discussion of (I.A.2), a central ingredient in its proof consists of
the positivity properties of the Hodge line bundle Λe. Referring to [GGLR17] and to
Sections IV.B, V, and VI.A below for details, the Chern form ωe of Λe is a singular
differential form on a desingularization B of M, and the exterior differential system
(I.A.6) ωe = 0
defines a complex analytic fibration whose quotient captures the polarized Hodge
structure on H2(X) when X is smooth (or has canonical singularities), and when
X = limXt is a specialization of smooth Xt’s it captures the associated graded to
the limiting mixed Hodge structure.6 As discussed above it is the extension data in
the LMHS that is not detected by the extended period mapping. In this way the
Satake-Baily-Borel completion is a minimal completion of the image of the period
mapping.
The positivity of the Hodge line bundle raises naturally the issue of the degree of
positivity of the Hodge vector bundle. It is this question that provides some of the
background motivation for these notes. A vector bundle E → X over a complex
manifold will be said to be semi-positive if it has a Hermitian metric whose curvature
form
(I.A.7) ΘE(e, ξ) = 0
(cf. Sections II.A and II.B for notations). We shall usually write this condition as
ΘE = 0. The Hodge vector bundle is semi-positive, but the curvature form is generally
not positive, even at a general x ∈ X and general e ∈ Ex. An interesting algebro-
geometric question is: How positive is it?
5In the classical case of curves this extension data is given by the Jacobian variety of a smooth,
but generally reducible, curve and L → E is the “theta” line bundle given by the polarization. It
is interesting and we think noteworthy that constructions akin to classical theta functions can be
given in non-classical situations.
6Of course one must make sense of (I.A.6) where ωe has singularities; this is addressed in Section
VI.E below.
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We shall say that a general bundle E → X is strongly semi-positive if there is a
metric where (I.A.7) is satisfied and where
(I.A.8) Tr ΘE = ΘdetE > 0
on an open set. For example, the Hodge vector bundle is strongly semi-positive if the
end piece Φ∗,n of the differential of the period mapping is injective at a general point,
a condition that is frequently satisfied in practice.7 One of the main observations in
these notes is
(I.A.9) If X is compact and E → X is strongly semi-positive, then for some
r0 5 rankE we have for m = r0
ΘSymm E > 0
on an open set.
As a corollary,
SymmE is big for m = r0.
As the proof of (I.A.9) will show, although SymmE “gets more sections” as m in-
creases, in general SymmE will never become entirely positive. We will see in Section
VI.E that the SymmE have an intrinsic amount of “flatness” no matter what metric
we use for E.8
Among the algebro-geometric measures of positivity of a vector bundle E → X one
may single out
(i) E is nef (see Section II.D);
(ii) some SymmE is big;
(iii) some SymmE is free (i.e., SymmE is semi-ample).
There are natural curvature conditions that imply both (i) and (ii), but other than the
assumption of strict positivity which implies ampleness, we are not aware of natural
curvature conditions that imply (iii). For a specific question concerning this point,
suppose that L→ X is a line bundle and Z ⊂ X is a reduced normal crossing divisor.
Assume that h is a smooth metric in L→ X whose Chern form has the properties
(a) ω = 0;
(b) for ξ ∈ TxX, ω(ξ) = 0 ⇐⇒ x ∈ Z and ξ ∈ TxZ ⊂ TxX.
Briefly, ω = 0 and the exterior differential system ω = 0 defines Z ⊂ X. Then by (a)
we see that L is nef, and as a consequence of (b) L is big (cf. II.G). Now ω defines a
Ka¨hler metric ω∗ on X∗ := X\Z, and one may pose the
(I.A.10) Question: Are there conditions on the curvature Rω∗ of ω
∗ that imply
that L is free?
7For families of algebraic curves and surfaces this condition is the same as the differential being
injective. In general, using the augmented Hodge bundle there is a similar interpretation using the
full differential Φ∗.
8This is not surprising as one can always add a trivial bundle to one that is strongly semi-positive
and it will remain strongly semi-positive. Somewhat more subtly, a strongly semi-positive bundle
may have “twisted” sub-bundles on which the curvature form vanishes.
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We note that by (b) the Chern form ω defines a norm in the normal bundle NZ/X .
It seems reasonable to ask if the curvature form of this norm may be computed from
limx→Z Rω∗(x), and if there are sign properties of this curvature form that imply
freeness?9
Remark that the construction of the completionM of the image of a period mapping
(I.A.2) could have been accomplished directly if one could show that the canonically
extended Hodge line bundle Λe → B, which satisfies (i) and (ii), is free.10 Here one
has the situation of the above question in the case where h and ω have singularities
along Z. However, as discussed in Section V these singularities are mild; in fact the
singularities tend to “increase” the positivity of the Chern form of Λe.
In Section III we introduce the notation of norm positivity.11 This means that
E → X has a metric whose curvature matrix is of the form
ΘE = −tA ∧ A
where A is a matrix of (1, 0) forms arising from a holomorphic bundle map
(I.A.11) A : E ⊗ TX → G
for G a holomorphic vector bundle having a Hermitian metric. The curvature form
is then
(I.A.12) ΘE(e, ξ) = ‖A(e⊗ ξ)‖2G
where ‖ ‖G is the norm in G. Many of the bundles that arise naturally in algebraic
geometry, such as the Hodge bundle and any globally generated bundle, have this
property: The mapping A in (I.A.11) generally has algebro-geometric meaning, e.g.,
as the differential of a map. Such bundles are semi-positive,12 and their degree of
positivity will have an algebro-geometric interpretation.
Remark: One may speculate as to the reasons for what might be called “the unrea-
sonable effectiveness of curvature in algebraic geometry.” After all, algebraic geometry
is in some sense basically a 1st order subject—the Zariski tangent space being the pri-
mary infinitesimal invariant—whereas differential geometry is a 2nd order subject—
the principle invariants are the 2nd fundamental form and the curvature. One expla-
nation is that for bundles that have the norm positivity property, the curvature form
measures the size of the 1st order quantity A in (I.A.11).13
Another principal topic in these notes concerns the singularities of metrics and their
curvatures and Chern forms. This also is a very active area that continues to play a
prominent role in complex algebraic geometry (cf. [Dem12a] and [Pa˘16]). Reflecting
the fact that in families of algebraic varieties there are generally interesting singular
9In a special case this question has been treated in the interesting paper [Mok12]. We refer to
(I.A.38) at the end of this introduction for similar questions concerning the Hodge vector bundles.
10Of course the semi-ampleness of Λe → B is a posteriori a consequence of (I.A.2).
11The origin of the term is that a quantity (such as a Hermitian form) will be non-negative if it
is expressed as a norm.
12Both in the sense of (I.A.7) and in the sense of Nakano positivity ([Dem12a]).
13In this regard in the Hodge-theoretic situation we note that curvature Rω∗ in (I.A.10) is a 2
nd,
rather than a 3rd, order invariant.
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members, the role of the singularities of Hodge metrics is central in Hodge theory.
Here there are two basic principles:
(i) the singularities are mild, and
(ii) singularities increase positivity.
The first is explained in Section IV.B. Intuitively it means that although the Chern
polynomials are singular differential forms, they behave in their essential aspects as
if they were smooth. In particular, although they have distribution coefficients they
may be multiplied and restricted to particular subvarieties as if they were smooth
forms. This last property is central to the proof of (I.A.1) above.
The first major steps in the general analysis of the singularities of the Chern forms
of Hodge bundles for several parameter variations of Hodge structure were taken by
Cattani-Kaplan-Schmid ([CKS86]), with subsequent refinements and amplifications
by a number of people including Kolla´r ([Kol87]). In the paper [GGLR17] further
steps are taken, ones that may be thought of as further refining the properties of the
wave front sets of the Chern forms. This will be explained in Section IV.B and will
be applied in Section V where an alternate proof of one of the two main ingredients
in the proof of (I.A.14) below will be given.
The result (I.A.1) is an application to a desingularization of a KSBA moduli space
of a result that we now explain, referring to Sections I.B and I.C for explanations
of notation and terminology. Let B be a smooth projective variety with smooth
completion B such that B\B = Z = ⋃Zi is a reduced normal crossing divisor. We
denote by ZI =
⋂
i∈I Zi the strata of Z and by Z
∗
I = ZI,reg the smooth points of ZI .
We consider a variation of Hodge structure over B given by a period mapping
(I.A.13) Φ : B → Γ\D.
We assume that the local monodromies Ti around the Zi are unipotent with logarithms
Ni, an assumption that may always be achieved by passing to a finite covering of B.
14
We also suppose that the end piece
Φ∗,n : TB → Hom(F n, F n−1/F n)
of the differential of Φ is generically injective.15 Finally assuming as we may that all
Ni 6= 0, the image
Φ(B) := M ⊂ Γ\D
of the period mapping (I.A.13) is a closed analytic subvariety of Γ\D. Beginning with
[Som78] there have been results stating that under certain conditions M is a quasi-
projective variety and the Hodge line bundle Λ → M is at least big. The following
result from [GGLR17] serves to extend and clarify the previous work in the literature:
Theorem I.A.14: There exists a canonical completion M of M as a compact complex
analytic space that has the properties
14We will use [PS08], [CMSP17] and [CKS86] as general references for Hodge theory, including
limiting mixed Hodge structures.
15By using the augmented Hodge line bundle
bn−1/2c
⊗
p=0
det(Fn−p) rather than just the Hodge line
bundle Λ = detFn, this assumption may be replaced by the injectivity of Φ∗ (cf. [GGLR17]).
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(i) the Hodge bundle extends to Λe →M and there it is ample; and
(ii) M is a Satake-Baily-Borel completion of M .
The second statement means the following: The period mapping (I.A.13) extends
to
(I.A.15) Φe : B →M.
Along the non-singular strata Z∗I the exented period mapping Φe induces variations
of graded polarized limiting mixed Hodge structures, and passing to the associated
graded of these mixed Hodge structures gives period mappings
(I.A.16) ΦI : Z
∗
I → ΓI\DI .
Then the restriction to Z∗I of Φe in (I.A.15) may be identified with ΦI . Setting MI =
ΦI(Z
∗
I ) ⊂ ΓI\DI , as a set M = Mq(
∐
IMI) The precise meaning of this is explained
in [GGLR17]; among other things it means that Proj(Λe → B) exists and on the
boundary strata exactly detects the variation of the associated graded to the limiting
mixed Hodge structures.16 The exterior differential system (I.A.6) defined by the
singular differential form ωe may be made sense of on B (cf. Section VI.E), and there
it defines a fibration by complex analytic subvarieties whose quotient is just M . The
restriction property of ωe referred to above may be summarized as saying that
(I.A.17) ωe
∣∣
Z∗I
is defined and is equal to ωI
where ωI is the Chern form of the Hodge line bundle associated to (I.A.16).
An implication of the above is
(I.A.18) ωe is defined on M and there ωe > 0.
17
One aspect of this is that given B and B as above the EDS
(I.A.19)
{
ω = 0 on B
ωI = 0 on the Z
∗
I
16We remark that in the non-classical case when Γ\D is not an algebraic variety, the construction
of M is necessarily accomplished by gluing together local extensions of M at the points of ∂M =
M\M . This requires both a local analysis, based on [CKS86], of local neighborhoods in β along the
fibres F of the set-theoretically extended period map together with global analysis of those fibres, and
especially of the above mentioned positivity of the co-normal bundle N∗
F/B
. As mentioned above,
global issues necessitate apparently new Hodge-theoretic constructions arising from the extension
data in a limiting mixed Hodge structure. Even in the classical case this seems to give a new
perspective on the Satake-Baily-Borel compactification.
17In general, given a fibration f :A→B between manifolds A,B and a smooth differential form
ΨA on A, the necessary and sufficient conditions that
ΨA = f
∗ΨB
for a smooth differential form ΨB on B are that both ΨA and its exterior derivative dΨA restrict to
zero on
ker{f∗ : TA→ TB} ⊂ TA.
The above results extend this to a situation where ΨA is a possibly singular differential form.
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on the smooth strata defines on each a complex analytic fibration and a natural
question is
(I.A.20) For I ⊂ J so that we have Z∗J ⊂ Z
∗
I , does the closure of a fibre of ωI = 0
in Z∗I intersect Z
∗
J in a fibre of ωJ = 0? Are the limits of the fibres of
ΦI contained in the fibres of ΦJ?
In other words, do the period mappings given by Φ on B and ΦI on Z
∗
I fit together in
an analytic way? That this is the case is proved in Section 3 of [GGLR17] (cf. Step 1
in the proof of Theorem 3.15 there). Although not directly related to the positivity
of Hodge bundles, because of the subtle way in which the relative weight filtration
property of a several parameter degeneration of polarized Hodge structures enters in
the argument we think the result is of interest in its own right and in Section VI.A
we have given a proof in the main special case of a positive answer to (I.A.20).
In Section VI we shall give applications of some of the bundles that naturally arise
in Hodge theory. As explained above, one such application is the use of the Hodge
line bundle in proving that its “Proj” defines the Satake-Baily-Borel completion of
the image of a period mapping. The next application is to the cotangent bundle Ω1Mo
over the smooth points M o of M . It is classical [CMSP17] that the induced metric
on M o ⊂ Γ\D is Ka¨hler and has holomorphic sectional curvatures
R(ξ) 5 −c, ξ ∈ TM o
bounded above by a constant −c where c > 0. On the other hand the more basic
curvature form for TM o is given by the holomorphic bi-sectional curvatures R(η, ξ),
and we shall prove (cf. Theorem VI.B.1) that they satisfy
R(η, ξ) 5 0 and R(η, ξ) < 0 is an open U set in TM o ×Mo TM o.
Moreover, U projects onto each factor in M o ×M o.(I.A.21)
An interesting point here is that the induced curvature on the horizontal sub-
bundle (TD)h ⊂ TD is a difference of non-negative terms, each of which has the
norm positivity property (I.A.12). On integrable subspaces I of (TD)h the positive
term drops out leading to (I.A.21).18
A consequence of (I.A.21) is
(I.A.22) the curvature form ΘT ∗Mo = 0 and it is positive on an open set.
To apply (I.A.22) two further steps are required. One is that curvatures decrease on
holomorphic sub-bundles, which in the case at hand is used in the form
(I.A.23) ΘI 5 Θ(TD)h
∣∣
I
.
18In general the curvature matrices of Hodge bundles are differences of non-negative curvature
operators, and the paper [Zuo00] isolated the important point that on the kernels of Kodaira-Spencer
maps one of the two terms drops out and on these subspaces the curvature forms have a sign. Here
the relevant bundles are constructed from the Hom(F p/F p+1, F p−1/F p) bundles, and the relevant
Kodaira-Spencer maps vanish in the integrable subspaces (cf. Proposition 2.1 in loc. cit.). This issue
is discussed below in some detail in Section VI.B.
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The second involves the singularities that arise both at the singular point Msing =
M\M o, and at the boundary ∂M = M\M of M . Once these are dealt with we
find the following, which are variants and very modest improvements of results in the
literature due to Zuo in [Zuo00] and others (cf. [Bru16b] for a recent paper on this
general topic and [Den18] for related results and further bibliography).
(I.A.24) M is of log general type,
and there exists an m0 such that
(I.A.25) Symm Ω1
M
(log) is big for m = m0.
The precise meaning of these statements will be explained in Section VI.B below.19
The theme of these notes is the positivity of vector bundles, especially those arising
from Hodge theory, and some applications of this positivity to algebraic geometry.
Above we have discussed applications of the positivity of the Hodge line bundle and
of the cotangent bundle at the smooth points to the image of a period mapping. We
next turn to an application of positivity of the Hodge vector bundle to the Iitaka
conjecture, of which a special case is
(I.A.26) Let f : X → Y be a morphism between two smooth projective varieties
and assume that
(i) the general fibre Xy = f
−1(y) has Kodaira dimension κ(Xy) =
dimXg,
(ii) Var f = dimY .20
Then the Kodaira dimension is sub-additive
(I.A.27) κ(X) = κ(Y ) + κ(Xy).
This result was proved with one assumption, later seen to be unnecessary, by Viehweg
([Vie83a], [Vie83b]). His work built on [Fuj78], [Uen74], [Uen78], [Kaw82], [Kaw83],
and [Kaw85], and was extended by [Kol87]. The sub-additivity of the Kodaira dimen-
sion plays a central role in the classification of algebraic varieties, and over the years
refinements of the result and alternative approaches to its proof have stimulated a
very active and interesting literature (cf. [Kaw02] and the more recent papers [Sch15],
[Pa˘16]). It is not our purpose here to survey this work but rather it is to focus on
some of the Hodge theoretic aspects of the result.
One of these aspects is that the original proofs showed the necessity for understand-
ing the singularities of the Chern form ω of the Hodge line bundle. Here [CKS86] is
fundamental; as noted there by those authors their work was in part motivated by
establishing what was required for the proof of the Iitaka conjecture.
In this particular discussion we shall mainly concentrate on the Hodge-theoretic
aspect of the problem where everything is smooth. The issues that arise from the
19In fact, as will be discussed there M is of stratified-log-general type, a notion that is a refinement
of log-general type.
20This means that at a general point the Kodaira-Spencer map ρy : TyY → H1(TXy) is injective.
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singularities may be dealt with using Theorem IV.B.8. In Section VI.B following
general remarks on what is needed to establish the result we first observe that if
generic local Torelli21 holds for f : X → Y , then (I.A.27) is a direct consequence of
Theorem III.B.7 applied to the Hodge vector bundle.
However, in general the assumption κ(Xy) = dimXy pertains to the H
0(KmXy) for
m 0, not to H0(KXy) itself. So the question becomes
How can Hodge theory be used to study the pluricanonical series
H0(KmXy)?
22
To address this an idea in [Kaw82] was expanded and used in [Vie83b] with further
refinement and amplification in [Kol87]. It is this aspect that we shall briefly discuss
here with further details given in Section VI.C.
First a general comment. Given a smooth variety W of dimension n and an ample
line bundle L → W , there are two variations of Hodge structure associated to the
linear systems |mL| for m 0:
(a) the smooth divisors D ∈ |mL| carry polarized Hodge structures;
(b) for each s ∈ H0(Lm) with smooth divisor (s) = D ∈ |mL| there is a cyclic
covering W˜s
pi−→ W branched over D and with a distinguished section s˜ ∈
H0(W˜s, pi
∗L) where s˜m = pi∗s.
We may informally think of (b) as the correspondence
(I.A.28) (W, s1/m)←→ (W˜s, s˜)
obtained by extracting an mth root of s.
We note that for each λ ∈ C∗ there is an isomorphism
(I.A.29) W˜s
∼−→ W˜λs,
so that we should think of (b) as giving the smooth fibres in a family
{W˜[s] : [s] ∈ PH0(Lm)}.
A variant of the construction (b) is then given by
(c) W˜

= desingularization of
⋃
[s]∈PH0(Lm)
W˜[s]
PH0(Lm).
It is classical that a suitable form of local Torrelli for the end piece of the differential
of the period mapping holds for the families of each of the types (a) and (c) when
21This means that the end piece Φ∗,n of the differential of the period mapping is generically
injective.
22Here, as will be explained below, we are referring to both the traditional use of the positivity
of the Hodge line bundle, and also to the semi-positivity of the Hodge vector bundle which may be
used in place of the concept of weak positivity introduced by Vieweg [Vie83a] and [Vie83b].
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m  0 (cf. [CMSP17]). Moreover, the methods used to prove these results may be
readily extended to show that
(I.A.30) local Torelli holds for both families of types (a) and (c) when W also
varies.
In the case L = KW there is the special feature
(I.A.31) H0(KmW ) is related to the H
n,0-term of the polarized Hodge structure on
Hn(W˜ ) arising in the construction (c).
This means that, setting P = PH0(KmW )
H0(KmW ) is a summand of F⊗OP(−1) where F → P is the Hodge vector
bundle associated to the family.
As a consequence
(I.A.32) H0(KmW )⊗H0(OP(1)) is a summand of H0(F ).
There is also a metric Hodge theoretic interpretation of the pluricanonical series.
For ψ ∈ H0(KmW ) the Narashimhan-Simka [NS68] Finsler-type norm
(I.A.33) ‖ψ‖ =
∫
W
(ψ ∧ ψ)1/m
has the Hodge-theoretic interpretation
(I.A.34) ‖ψ‖ =
∫
W˜ψ
ψ˜ ∧ ψ˜
where the RHS is a constant times the square of the Hodge length of ψ˜ ∈ H0(KW˜ψ).
The curvature properties of ‖ψ‖ arising from its Hodge-theoretic interpretation were
used by Kawamata [Kaw82] in in his proof of the Iitaka conjecture when Y is a curve.
The metric properties of direct images of the pluricanonical systems have recently
been an active and highly interesting subject; cf. [Pa˘16] for a summary of some of
this work and references to the literature (cf. also [Den18]). It is possible that growing
out of this work the Kawamata argument could be extended to give a proof of the
full Iitaka conjecture. We will comment further on this at the end of Section VI.C
where a precise conjecture (VI.C.30) will be formulated.
Returning to the discussion of (I.A.27), the essential point is to show that
(I.A.35) f∗ωmX/Y has lots of sections for m 0.
The idea is that “positivity =⇒ sections” and “assumptions (i) and (ii) in (I.A.26) =⇒
f∗ωmX/Y has positivity.” As noted above, when m = 1 and local Torelli holds using
Theorem III.B.7 there is sufficient positivity to achieve (I.A.35). The issue then be-
comes how to use the Hodge-theoretic interpretation of the pluricanonical series and
semi-positivity of Hodge vector bundles to also produce sections of f∗ωmX/Y .
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If we globalize the cyclic covering construction taking W to be a typical Xy we
arrive at a commutative diagram that is essentially
X˜
f˜

g

pi // X
f

P
p // Y
where the fibres are given by
• Py = p−1(y) = PH0(ωmXy),
• X˜y = f˜−1(y), where
• pi : X˜y → Xy is the family of cyclic coverings X˜y,[ψ] → Xy as [ψ] ∈ PH0(ωmXy)
varies.23
If it were possible to say that from (I.A.31)
(I.A.36) f∗ωmX is a direct factor of f˜∗ωX˜/Y
then local Torelli-type statements would imply positivity of f∗ωmX/Y . However, due to
the twisting that occurs as λ varies in the scaling identification (I.A.29) essentially
what happens is that
(I.A.37) f∗ωmX/Y is a direct factor of f˜∗ωX˜/P ⊗ p∗OP(1).
Now OP(1) is positive along the fibres of P → Y , but the hoped for positivity of
f∗ωmX/Y means that OP(1) tends to be negative in the directions normal to Py in P.
Thus the issue has an additional subtlety that, as will be explained in Section VI.C,
necessitates bringing in properties of the maps
Symk f˜∗ωmX˜/P → f˜∗ωkmX˜/P.
A final question that arises is this:
(I.A.38) Let f : X → Y be a map between smooth, projective varieties, and
assume that the locus of y ∈ Y where Xy = f−1(y) is singular is a
reduced normal crossing divisor. Then
(i) if det f∗ωmX/Y is non-zero, is it free?
(ii) if f∗ωmX/Y is non-zero, if it free?
We note that (i) for m = 1 follows from (I.A.1). So far as we know, (ii) is not known
for m = 1.
Turning to Section VI.D, from the description following I.A.14 of the Satake-Baily-
Borel completion M of the image M of a period mapping, we may say that the
extended Hodge line bundle does not detect extension data in limiting mixed Hodge
structures. One may ask whether the same is or is not the case for the extended
Hodge vector bundle. In Section VI.C we give examples to show that in fact this
vector bundle may detect both discrete and continuous extension data in limiting
mixed Hodge structures.
23See (VI.C.19) for the complete definition and explanation of this diagram.
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As noted above the Hodge line bundle lives on the canonical completion M of the
KSBA moduli space for surfaces of general type. Interestingly, as will be seen by
example in a sequel to [GGLR17] the Hodge vector bundle does not live on M. This
is in contrast to the case of curves where the Hodge vector bundle is defined on the
moduli space Mg.
In the final section VI.E we shall revisit the exterior differential system (I.A.6)
defined by a Chern form, this time for the Chern form ωE of the line bundle OPE(1)→
PE. For a bundle E → X with ΘE = 0 so that ωE = 0 on PE, the failure of strict
positivity, or the degree of flatness, of the bundle E is reflected by the foliation given
by the integral varieties of the exterior differential system
ωE = 0.
The result here is Proposition (VI.E.2), and it suggests a conjecture giving conditions
under which equality might hold in the inequality
κ(E) 5 n(E)
between the Kodaira-Iitaka dimension κ(E) and numerical dimension n(E) of the
bundle.
I.B. General notations.
• X, Y,W, . . . will be compact, connected complex manifolds.
In practice they will be smooth, projective varieties.
• E → X is a holomorphic vector bundle with fibres Ex, x ∈ X and rank
r = dimEx;
• Ap,q(X,E) denotes the global smooth E-valued (p, q) forms;
• we will not distinguish between a bundle and its sheaf of holomorphic sections;
the context should make the meaning clear;
• L→ X will be a line bundle.
Associated to L→ X are the standard notions
(i) ϕL : X // PH0(X,L)∗ is the rational mapping given for x ∈ X by
(I.B.1) ϕL(x) = [s0(x), . . . , sN(x)]
where s0, . . . , sN is a basis for H
0(X,L); in terms of a local holomorphic trivial-
ization of L → X the si(x) are given by holomorphic functions which are used
to give the homogeneous coordinates on the right-hand side of (I.B.1);
(ii) the line bundle L→ X is big if one of the equivalent conditions
• h0(X,Lm) = Cmd + · · · where C > 0, dimX = d and · · · are lower order
terms;
• dimϕL(X) = dimX
is satisfied;
(iii) L→ X is free24 if one of the equivalent conditions
24The term semi-ample is also used.
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• for some m > 0, the evaluation maps
(I.B.2) H0(X,Lm)→ Lmx
are surjective for all x ∈ X;
• ϕmL(x) is a morphism; i.e., for all x ∈ X some si(x) 6= 0;
• the linear system |mL| := PH0(X,Lm)∗ is base point free for m 0
is satisfied.
If the map (I.B.2) is only surjective for a general x ∈ X, we say that Lm → X
is generically globally generated.
(iv) L → X is nef if deg (L∣∣
C
)
= 0 for all curves C ⊂ X; here L∣∣
C
= L ⊗OX OC is
the restriction of L to C;
(v) we will say that L→ X is strictly nef if deg (L∣∣
C
)
> 0 for all curves C ⊂ X;
• for a vector bundle E → X, we denote the kth symmetric product by
SkE := Symk E;
• PE pi−→ X is the projective bundle of 1-dimensional quotients of the fibres
of E → X; thus for x ∈ X
(PE)x = PE∗x;
• OPE(1)→ PE is the tautological line bundle; then
pi∗OPE(m) = SmE
gives
H0(X,SmE) ∼= H0(PE,OPE(m))
for all m.25
I.C. Notations from Hodge theory. We shall follow the generally standard no-
tations and conventions as given in [CMSP17] and are used in [GGLR17]. Further
details concerning the structure of limiting mixed Hodge structures (LMHS) will be
given in Section IV.
• B will denote a smooth quasi-projective variety;
• a variation of Hodge structure (VHS) parametrized by B will be given by the
equivalent data
(a) a period mapping
Φ : B → Γ\D
whereD is the period domain of weight n polarized Hodge structures (V,Q, F •)
with fixed Hodge numbers hp,q, and where the infinitesimal period relation
(IPR)
Φ∗ : TB → I ⊂ T (Γ\D)
is satisfied;
25The higher direct images RqpiOPE(m) = 0 for q > 0, m = −r; we shall note make use of this in
these notes.
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(b) (V, F •,∇;B) where V→ B is a local system with Gauss-Manin connection
∇ : OB(V)→ Ω1B(V)
and F • = {F n ⊂ F n−1 ⊂ · · · ⊂ F 0} is a filtration of O(V) by holomorphic
sub-bundles satisfying the IPR in the form
∇F p ⊂ Ω1B(F p−1),
and where at each point b ∈ B the data (Vb, F •b ) defines a polarized Hodge
structure (PHS) of weight n.
In the background in both (a) and (b) is a bilinear formQ that polarizes the Hodge
structures; we shall suppress the notation for it when it is not being explicitly
used.
• The parameter space B will have a smooth projective completion B with the
properties
Z := B\B is a reduced normal crossing divisor Z = ⋃Zi having strata
ZI :=
⋂
i∈I Zi with Z
∗
I ⊂ ZI denoting the non-singular points Z∗I,reg of ZI ,
and where the local monodromies Ti around the irreducible branches Zi of
Z are unipotent with logarithms Ni;
• the Hodge vector bundle F → B has fibres Fb := F nb ;
• the Hodge line bundle Λ := detF = ∧hn,0F ;
• the polarizing forms induce Hermitian metrics in F and Λ;
• the differential of the period mapping is
Φ∗ : TB →
⊕
p=[ n2 ]
Hom(F p, F p−1/F p)
where F p → B denotes the Hodge filtration bundles;
• setting F = F n and G = F n−1/F n the end piece of Φ∗ is
Φ∗,n : TB → Hom(F,G);
• the Hodge filtration bundles have canonical extensions
F pe → B;
using the Hodge metrics on B, the holomorphic sections of F pe → B are those
whose Hodge norms have logarithmic growth along Z;
• the geometric case is when the VHS arises from the cohomology along the fibres
in a smooth projective family
X
f−→ B;
• such a family has a completion to
X
f¯−→ B
where this map has the Abramovich-Karu ([AK00]) form of semi-stable reduction
(cf. Section 4 in [GGLR17] for more details and for the notations to be used here);
then the canonical extension of the Hodge vector bundle is given by
Fe = f¯∗ωX/B.
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We conclude this introduction with an observation and a question. For line bundles
L→ X over a smooth projective variety X of dimension d, there are three important
properties:
(i) L if nef;
(ii) L is big;
(iii) L if free (and therefore it is semi-ample).
Clearly (iii) =⇒ (i) and (ii), and (iii) =⇒ |mL| gives a birational morphism for
m 0.
In this paper we have considered the case where L → X has a metric h that
may be singular, with Chern ω that defines a (1, 1) current representing c1(L). The
singularities of h are generally of the following types:
• h vanishes along a proper subvariety of X;
• h becomes infinite, either logarithmically or analytically (in the sense explained
below) along a proper subvariety of X.
We note that
ω = 0 (as a currrent) =⇒ (i),
and that in a Zariski open X0 ⊂ X where h is a smooth metric
ωd > 0 =⇒ (ii).
The Kodaira theorem states that if X0 = X, then h is ample. As discussed above in
relation to the question (I.A.10), for a number of purposes, including applications to
Hodge theory, it would be desirable to have conditions on ω that imply (iii).
II. Measures of and types of positivity
In this section we will
(i) define two measures of positivity—the Kodaira-Iitaka dimension and the numer-
ical dimension;
(ii) define two types of positivity—metric positivity and numerical positivity.
Each of these will be done first for line bundles and then for vector bundles, and the
definitions will be related via the canonical association
E → X  OPE(1)→ PE
of the tautological line bundle OPE(1)→ PE to the vector bundle E → X.26
For each of the types of positivity there will be two notions, strict positivity denoted
> 0 and semi-positivity denoted = 0. For metric positivity there will be a third,
denoted by E0met > 0 and L
0
met > 0 respectively for vector bundles and line bundles,
and which means that we have = 0 everywhere and > 0 on an open set. We also
use the term strong semi-positivity to mean that Emet = 0 and detE0met > 0. Finally,
26We will use the convention whereby PE is the bundle of 1-dimensional quotients of the fibres
of E; thus the fibre
PEx = P(E∗x).
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since metric positivity will be the main concept used in these notes, in some of the
later sections we will just write E > 0 and E0 > 0 to mean Emet > 0 and E
0
met > 0.
II.A. Kodaira-Iitaka dimension. In algebraic geometry positivity traditionally sug-
gests “sections,” and one standard measure of the amount of sections of a line bundle
L→ X is given by its Kodaira-Iitaka dimension κ(L). This is defined by
(II.A.1) κ(L) = max
m
dimϕmL(X)
where
ϕmL : X // PH0(mL)∗
is the rational mapping given by the linear system |mL|. If h0(mL) = 0 for all m we
set κ(L) = −∞. From [Dem12a] we have
(II.A.2) h0(mL) 5 O(mκ(L)) for m = 1,
and κ(L) is the smallest exponent for which this estimate holds.27 We will sometimes
write (II.A.2) as
h0(mL) ∼ Cmκ(L), C > 0.
We note that
κ(L) = dimX ⇐⇒ L→ X is big.
II.B. Metric positivity. Given a Hermitian metric h in the fibres of a holomorphic
vector bundle E → X there is a canonically associated Chern connection
D : A0(X,E)→ A1(X,E)
characterized by the properties ([Dem12a])
(II.B.1)
{
D′′ = ∂
d(s, s′) = (Ds, s′) + (s,Ds′)
where s, s′ ∈ A0(X,E) and ( , ) denotes the Hermitian inner product in E. The
curvature
ΘE := D
2
is linear over the functions; hence it is pointwise an algebraic operator. Using (II.B.1)
it is given by a curvature operator
ΘE ∈ A1,1(X,EndE)
which satisfies
(ΘEe, e
′) + (e,ΘEe′) = 0
where e, e′ ∈ Ex. Relative to a local holomorphic frame {sα}, h = ‖hαβ¯‖ is a Hermitian
matrix and the corresponding connection and curvature matrices are given by
θ = h−1∂h
ΘE = ∂(h
−1∂h) =
∥∥∥∑
α,β,i,j
Θα
β¯ij¯
sα ⊗ s∗β ⊗ dzi ∧ dz¯j
∥∥∥ .
27Including κ(L) = −∞ where we set m−∞ = 0 for m > 0.
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For line bundles the connection and curvature matrices are respectively θ = ∂ log h
and ΘL = −∂∂ log h. If h = e−ϕ, then
ΘL = 0 ⇐⇒ (i/2)∂∂ϕ = 0 ⇐⇒ ϕ is plurisubharmonic.
Definition: The curvature form is given for x ∈ X, e ∈ Ex and ξ ∈ TxX by
(II.B.2) ΘE(e, ξ) =
〈
(ΘE(e), e) , ξ ∧ ξ¯
〉
.
When written out in terms of the curvature matrix ΘE(e, ξ) is the bi-quadratic form∑
α,β,i,j
Θαβ¯ij¯eαe¯βξiξ¯j.
The bundle E → X is positive,28 written Emet > 0, if there exists a metric such that
ΘE(e, ξ) > 0 for all non-zero e, ξ. For simplicity we will write ΘE > 0. If we have
just ΘE(e, ξ) = 0, then we shall say that E → X is semi-positive and write Emet = 0.
It is strongly semi-positive if Emet = 0 and (detE)met > 0 on an open set.
The bundle is Nakano positive if there exists a metric such that for all non-zero
ψ ∈ Ex ⊗ TxX we have
(II.B.3) (ΘE(ψ), ψ) > 0.
The difference between positivity and Nakano positivity is that the former involves
only the decomposable tensors in E ⊗ TX whereas the latter involves all tensors. In
[Dem12a] there is the concept of m-positivity that involves the curvature acting on
tensors of rank m and which interpolates between the two notions defined above.
Positivity and semi-positivity have functoriality properties ([Dem12a]). For our
purposes the two most important are
the tensor product of positive bundles is positive, and similarly for
semi-positive;
(II.B.4)
the quotient of a positive bundle is positive, and similarly for semi-
positive.
(II.B.5)
The second follows from an important formula that we now recall (cf. [Dem12b]). If
we have an exact sequence of holomorphic vector bundles
(II.B.6) 0→ S → E → Q→ 0,
then a metric in E induces metrics in S,Q and there is a canonical second fundamental
form
β ∈ A1,0(X,Hom(S,Q))
that measures the deviation from being holomorphic of the C∞ splitting of (II.B.6)
given by the metric. For j : Q ↪→ E the inclusion given by the C∞ splitting and
q ∈ Qx, ξ ∈ TxX the formula is (loc. cit.)
(II.B.7) ΘQ(q ⊗ ξ) = ΘE(j(q)⊗ ξ) + ‖β∗(q)⊗ ξ‖2
28We should say metrically positive, but since this is the main type of positivity used in these
notes we shall drop the “metrically.”
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where by definition the last term is − 〈(β∗(q), β∗(q))S, ξ ∧ ξ¯〉 and ( , )S is the induced
metric in S. The minus sign is because the Hermitian adjoint β∗ is of type (0,1).
Examples.
(i) The universal quotient bundle Q → G(k, n) with fibres QΛ = Cn/Λ over the
Grassmannian G(k, n) of k-planes Λ ⊂ Cn has a metric induced by that in Cn, and
with this metric
ΘQ = 0 and ΘQ > 0 ⇐⇒ k = n− 1.
Similarly, the dual S∗ → G(k, n) of the universal sub-bundle has ΘS∗ = 0 and ΘS∗ >
0 ⇐⇒ k = 1.
Geometrically, for a k-plane Λ ∈ Cn we have the usual identification
TΛG(k, n) ∼= Hom(Λ,Cn/Λ).
Then for ξ ∈ Hom(Λ,Cn/Λ) and v ∈ Λ
ΘS∗(v, ξ) = 0 ⇐⇒ ξ(v) = 0.
Here the RHS means that for the infinitesimal displacement Λξ of Λ given by ξ we
have
v ∈ Λ ∩ Λξ.
The picture for G(2, 4) viewed as the space of lines in P3 is
Λ Λξ
v
There are similar semi-positivity properties for any globally generated vector bun-
dle, since such bundles are induced from holomorphic mappings to a Grassmannian,
and positivity and semi-positivity have the obvious functoriality properties.
(ii) The Hodge bundle F → B with the metric given by the Hodge-Riemann bilinear
relation satisfies ΘF = 0 [Gri70], but unless hn,0 = 1 very seldom do we have ΘF > 0.
These examples will be further discussed in Section III.A.
(iii) In the geometric case of a family X
pi−→ B with smooth fibres, the Narashimhan-
Simka [NS68] Finsler type metrics (I.A.33) in pi∗ωmX/B have the Hodge theoretic inter-
pretation (I.A.34). As a consequence
There is a metric hm in OPf∗ωmX/Y (1) whose Chern form ωm = 0.
Some care must both be taken here as although hm is continuous it is not smooth
and so ωm = (i/2)∂∂ log hm and the inequality ωm = 0 must be taken in the sanse
of currents (cf. [Dem12b] and [Pa˘16]). Metrics of this sort were used in [Kaw82]
and have been the subject of numerous recent works, including [Ber09], [BPa˘12],
[PT14], [MT07], [MT08], and also [Pa˘16] where a survey of the literature and further
references are given.
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II.C. Interpretation of the curvature form. Given a holomorphic vector bundle
E → X there is the associated projective bundle PE pi−→ X of 1-dimensional quotients
of the fibres of E; thus (PE)x = PE∗x. Over PE there is the tautological line bundle
OPE(1). A metric in E → X induces one in OPE(1) → PE, and we denote by ωE
the corresponding curvature form. Then ΩE := (i/2pi)ωE represents the Chern class
c1(OPE(1)) in H
2(PE).
Since ωE
∣∣
(PE)x
is a positive (1, 1) form, the vertical sub-bundle
V := ker pi∗ : TPE → TX
to the fibration PE → X has a C∞ horizontal complement H = ω⊥E . Thus as C∞
bundles {
TPE ∼= V ⊕H, and
pi∗ : H
∼−→ pi∗TX.
In more detail, using the metric we have a complex conjugate linear identification
E∗x ∼= Ex, and using this we shall write points in PE as (x, [e]) where e ∈ Ex is a
non-zero vector. Then we have an isomorphism
(II.C.1) pi∗ : H(x,[e])
∼−→ TxX.
Using this identification and normalizing to have ‖e‖ = 1, the interpretation of the
curvature form is given by the equation
(II.C.2) ΘE(e, ξ) =
〈
ωE, ξ ∧ ξ¯
〉
=: ωE(ξ)
where ξ ∈ TxX ∼= H(x,[e]) and the RHS is evaluated at (x, [e]). Thus
(II.C.3) ΘE > 0 ⇐⇒ ωE > 0,
and similarly for = 0. There are the evident extensions of (II.C.3) to open sets in PE
lying over open sets in X. For semi-positive vector bundles we summarize by saying
that the curvature form ΘE measures the degree of positivity of ωE in the horizontal
directions.
For later use we conclude with the observation that using OX(E) ∼= pi∗OPE(1), given
s ∈ OX,x(E) there is the identification of (1,1) forms
(II.C.4) (−∂∂ log ‖s‖2)(x) = ωE(x, [s(x)])
where the RHS is the (1,1) form ωE evaluated at the point (x, [s(x)]) ∈ PE in the
total tangent space (both vertical and horizontal directions).
II.D. Numerical positivity.
In this section we shall discuss various measures of numerical positivity, one main
point being that these will apply to bundles arising from Hodge theory. The basic
reference here is [Laz04]. A conclusion will be that the Hodge vector bundle F is
numerically semi-positive; i.e., Fnum = 0 in the notation to be introduced below.
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II.D.1. Definition of numerical positivity. We first recall the definition of the cone
C = ⊕Cd of positive polynomials P (c1, . . . , cr) where ci has weighted degree i. For
this we consider partitions λ = (λ1, . . . , λn) with 0 5 λn 5 λn−1 5 · · · 5 λ1 5 r,
Σλi = n, of n = dimX. For each such λ the Schur polynomial sλ is defined by the
determinant
(II.D.1) sλ =
∣∣∣∣∣∣∣∣∣∣
cλ1 cλ1+1 · · cλ1+n−1
· ·
· ·
cλn−n+1 · · · cλn
∣∣∣∣∣∣∣∣∣∣
.
Then ([Laz04]) C is generated over Q>0 by the sλ. It contains the Chern monomials
ci11 · · · cirr , i1 + 2i2 + · · ·+ rir 5 n
as well as some combinations of these with negative coefficients, the first of which is
c21 − c2.
For each P ∈ Cd and d-dimensional subvariety Y ⊂ X we consider
(II.D.2)
∫
Y
P (c1(E), . . . , cr(E)) = P (c1(E), . . . , cr(E))[Y ]
where the RHS is the value of the cohomology class P (c1(E), . . . , cr(E)) ∈ H2d(X)
on the fundamental class [Y ] ∈ H2d(X).
Definition: E → X is numerically positive, written Enum > 0, if (II.D.2) is positive
for all P ∈ Cd and subvarieties Y ⊂ X.
We may similarly define Enum = 0.
A non-obvious result ([Laz04]) is
(II.D.3) For line bundles L→ X, we have
Lnum = 0 ⇐⇒ L is nef.
The essential content of this statement is
c1(L)[C] = 0 for all curves C =⇒ c1(L)d[Y ] = 0 for all d-dimensional
subvarieties Y ⊂ X.
This is frequently formulated as saying that if L is nef then it is in the closure of the
ample cone.
II.D.2. Relation between Enum > 0 and OPE(1)num > 0.
For the fibration PE pi−→ X there is a Gysin or integration over the fibre map
pi∗ : H2(d−r+1)(PE)→ H2d(X).
It is defined by moving cohomology to homology via Poincare´ duality, taking the
induced map on homology and then again using Poincare´ duality. In de Rham coho-
mology the mapping is given by what the name suggests. The dth Segre polynomial
is defined by
(II.D.4) Sd(E) = pi∗
(
c1 (OPE(1))
d−r+1
)
.
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Then ([Laz04]): (i) Sd(E) is a polynomial in the Chern classes c1(E), . . . , cr(E), and
(ii) Sd(c1, . . . , cr) ∈ Cd. That it is a polynomial in the Chern classes is a consequence
of the Grothendieck relation
(II.D.5) c1 (OPE(1))
r − c1 (OPE(1))r−1 pi∗e1(E) + · · ·+ (−1)rpi∗cr(E) = 0.
The first few Segre polynomials are
S1 = c1
S2 = c
2
1 − c2
S3 = c1c2
S4 = c
4
1 − 2c21c2 + c1c3 − c4.
An important implication is
(II.D.6) OPE(1)num > 0 =⇒ Enum > 0.
Proof. By Nakai-Moishezon (cf. (II.G.4) below), OPE(1) and hence E are ample. Then
Enum > 0 by the theorem of Bloch-Gieseker ([Laz04]). 
As will be noted below, the converse implication is not valid.
II.E. Numerical dimension. Let L→ X be a line bundle with Lnum = 0; i.e., L is
nef.
Definition (cf. [Dem12a]): The numerical dimension is the largest integer n(L) such
that
c1(L)
n(L) 6= 0.
In practice in these notes there will be a semi-positive (1,1) form ω such that [(i/2pi)ω] =
c1(L), and then n(L) is the largest integer such that ω
n(L)+1 ≡ 0 but
ωn(L) 6= 0
on an open set.
Relating the Kodaira-Iitaka and numerical dimensions, from [Dem12a] we have
(II.E.1) κ(L) 5 n(L)
with equality if n(L) = dimX, but where equality may not hold if n(L) < dimX.
Example (loc. cit.): Let C be an elliptic curve and p, q ∈ C points such that p − q
is not a torsion point. Then the line bundle [p − q] has a flat unitary metric, but
h0(C,m[p− q]) = 0 for all m > 0. For any nef line bundle L′ → X ′ we set
X = C ×X ′, L = [p− q] L′.
Then κ(X) = −∞ while n(L) may be any integer with n(L) 5 dimX − 1.
In Section VI.E we will discuss that understanding the reason we may have the
strict inequality κ(L) < n(L) seems to involve some sort of flatness as in the above
example.29
For a vector bundle E → X with Enum = 0 we have the
29Cf. [CD17a] and [CD17b] for a related discussion involving certain Hodge bundles.
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Definition: The numerical dimension n(E) of the vector bundle E → X is given by
n(OPE(1)).
Since OPE(1) is positive on the fibers of PE → X we have
r − 1 5 n(E) 5 dimPE = dimX + r − 1.
Conjecture VI.E.6 below suggests conditions under which equality will hold.
From (II.D.4) we have
(II.E.2) n(E) is the largest integer with Sn(E)−r+1(E) 6= 0,
which serves to define the numerical dimension of a semi-positive vector bundle in
terms of its Segre classes. We remark that as noted above
(II.E.3) OPE(1)num = 0 =⇒ Sq(E) = 0 for any q = 0;
we are not aware of results concerning the converse implication.
II.F. Tangent bundle. When E = TX and the metric on E → X is given by a
Ka¨hler metric on X the curvature form has the interpretation
(II.F.1) ΘTX(ξ, η) =

holomorphic bi-sectional curvature
in the complex 2-plane ξ ∧ η
spanned by ξ, η ∈ TxX
 .
When ξ = η we have
(II.F.2) ΘTX(ξ, ξ) =
{
holomorphic sectional curvature in
the complex line spanned by ξ
}
.
Of particular interest and importance in Hodge theory and in other aspects of alge-
braic geometry is the case when TX has some form of negative curvature.
Proposition II.F.3 ([BKT13]): Assume there is c > 0 such that (i) ΘTX(ξ, ξ) 5
−c for all ξ, and (ii) ΘTX(λ, η) 5 0 for all λ, η. Then there exists ξ, η such that
ΘTX(ξ, η) 5 −c/2 for all η.
In other words, if the holomorphic sectional curvatures are negative and the holo-
morphic bi-sectional curvatures are non-positive, then they are negative on an open
set in G(2, TX), the Grassmann bundle of 2-planes in TX, and this open set maps
onto X. Noting that Gr(2, TX) maps to an open subset of the horizontal sub-bundle
in the fibration PTX → X, from (II.G.2) below we have the
Corollary II.F.4: If the assumptions in II.F.3 are satisfied, then T ∗X is big.
II.G. First implications. In this section for easy reference we will summarize the
first implications of the two types of positivity on the Kodaira-Iitaka dimension and
numerical dimension. These are either well known or easily inferred from what is
known.
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Case of a line bundle L→ X
Lmet > 0 =⇒ L ample.(II.G.1)
This is the Kodaira theorem which initiated the relation between metric positivity
and sections.
The next is the Grauert-Riemenschneider conjecture, established by Siu and De-
mailly (cf. [Dem12a] and the references there):
(II.G.2) L0met > 0 =⇒ κ(L) = dimX.
Here we recall that L0met > 0 means that there is a metric in L→ X whose curvature
form ω = 0 and where ω > 0 on an open set. The result may be phrased as
L0met > 0 =⇒ L is big.
For these notes this variant of the Kodaira theorem will play a central role as bundles
constructed from the extended Hodge vector bundle tend to be big and perhaps free,30
but just exactly what their “Proj” is seems to be an interesting issue. Because of this
for later use, in the case when X is projective we now give a
Proof of (II.G.2). Let H → X be a very ample line bundle chosen so that H −KX is
ample. Setting F = L+H we have Fmet > 0. For D ∈ |F | smooth using the Kodaira
vanishing theorem we have {
hq(X,mF ) = 0, q > 0,
hq(D,mF
∣∣
D
) = 0, q > 0.
We note that the vanishing theorems will remain true if we replace L by a positive
multiple.
Let D, . . . , Dm ∈ |H| be distinct smooth divisors. From the exact sequence 0 →
m(F −H)→ mF → m⊕
j=1
mF
∣∣
Dj
we have
0→ H0(X,m(F −H))→ H0(X,mF )→ m⊕
j=1
H0(Dj,mF ).
This gives
h0(X,mL) = h0(X,m(F −H)) = h0(X,mF )−mh0(D,mF ).
Using the above vanishing results
h0(X,mL) = χ(X,mF )−mχ(D,mF ).
30The issue of additional conditions that will imply that an L which is nef and big is also free is
a central one in birational geometry (cf. [Ko-Mo]). The results there seem to involve assumptions
on mL − KX . In Hodge theory KX is frequently one of the things that one wishes to establish
properties of.
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For d = dimX and letting ∼ denote modulo lower order terms, from the Riemann-
Roch theorem we have
χ(X,mF ) ∼ m
d
d!
F d
mχ(D,mF ) ∼ m
d
d!
(dF d−1 ·H).
For m 0 this gives
h0(X,mL) = m
d
d!
(F d − dF d−1 ·H) + o(md).
From
F d − dF d−1 ·H = (L+H)d − d(L+H)d−1 ·H
= (L+H)d−1 · (L− (d− 1)H)
replacing L by a multiple we may make this expression positive.31 
The next result is
(II.G.3) Lmet > 0 =⇒ Lnum > 0, and similarly for = 0 (obvious).
The inequality in (II.G.3) is sometimes phrased as
Lmet = 0 =⇒ L is nef.
The theorem of Nakai-Moishezon is
Lnum > 0 ⇐⇒ L is ample.(II.G.4)
The next inequality was noted above:
κ(L) 5 n(L), with equality if n(L) = dimX;(II.G.5)
Case of a vector bundle E → X
(II.G.6) Emet > 0 =⇒ E ample, and E0met > 0 =⇒ κ(E) = dimX + r − 1.
In words, E0met > 0 implies that E is big.
We next have
(II.G.7) Emet > 0 =⇒ Enum > 0.
This result may be found in [Laz04]; the proof is not obvious from the definition. We
are not aware of any implication along the lines of
Emet = 0 =⇒ Enum = 0.
Next we have
(II.G.8) κ(E) 5 n(E) with equality if n(E) = dimX + r − 1 (this follows from
(II.G.5)).
31This argument is due to Catanese; cf. [Dem12a].
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This leads to
(II.G.9) Emet = 0 and Enum > 0 =⇒ κ(E) = dimX + r − 1.
This follows from (II.E.2) and (II.G.8).
It is not the case that
Enum > 0 =⇒ E ample;
there is an example due to Fulton of a numerically positive vector bundle over a curve
that is not ample (cf. [Laz04]).
We will conclude this section with a sampling of well-known results whose proofs
illustrate some of the traditional uses of positivity.
Proposition II.G.10: If E → X is a Hermitian vector bundle with ΘE > 0, then
H0(X,E∗) = 0.
Proof. Using (II.C.4) applied to E∗ → X, if s ∈ H0(X,E∗) then when we evaluate
∂∂ log ‖s‖2 at a strict maximum point where the Hessian is definite we obtain a
contradiction. If the maximum is not strict then the usual perturbation argument
may be used. 
Proposition II.G.11: If E → X is a Hermitian vector bundle of rank r 5 dimX
and with ΘE > 0, then every seciton s ∈ H0(X,E) has a zero.
Proof. The argument is similar to the preceding proposition, only this time we assume
that s has no zero and evaluate ∂∂ log ‖s‖2 at a minimum. This (1,1) form is positive
in the pullback to X of the vertical tangent space, and it is negative in the pullback
of the horizontal tangent space. The assumption r 5 dimX then guarantees that it
has at least one negative eigenvalue. 
Proposition II.G.12: If E → X is a Hermitian vector bundle with ΘE = 0 and
s ∈ H0(X,E) satisfies ΘE(s) = 0, then Ds = 0.
Proof. Let ω be a Ka¨hler form on X. Then
∂∂(s, s) = (Ds,Ds) + (s,ΘE(s)) = (Ds,Ds) = 0,
and if dimX = d using Stokes theorem we have
0 =
∫
X
ωd−1 ∧ (i/2)∂∂‖s‖2 =
∫
X
ωd−1 ∧ (i/2)(Ds,Ds)
which gives the result. 
II.H. A further result.
As discussed above, for many purposes positivity is too strong (see the examples
in Section II.B) and semi-positivity is too weak (adding the trivial bundle to a semi-
positive bundle gives one that is semi-positive). One desires a more subtle notion
than just ΘE = 0. With this in mind, a specific guiding question for these notes has
been the
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Question: Suppose that one has ΘE = 0 and for ∧rE = detE we have ΘdetE > 0
on an open set; that is, E is strongly semi-positive. Does this enable one to produce
lots of sections of SymmE for m 0?
The following is a response to this question:
Theorem II.H.1: Suppose that E → X is a Hermitian vector bundle of rank r that
is strongly semi-positive. Then SymmE → X is big for any m = r.
Proof. Setting SrE = Symr E, we have ΘS∗E = 0. Let ωr be the curvature form for
OPSr(E)(1). Then ωr = 0, and we will show that
(II.H.2) ωr > 0 on an open set.
For this it will suffice to find one point p = (x, [e1 · · · er]) ∈ PSr(E)x where (II.H.2)
holds. Let x ∈ X be a point where (Tr ΘE)(x) > 0 and let e1, . . . , er be a unitary
basis for Ex. Then some 〈
(ΘE(ei), ei) , ξ ∧ ξ
〉
> 0.
We may assume that the Hermitian matrix〈
(ΘE(ei), ej) , ξ ∧ ξ
〉
= δijλi, λi = 0
is diagonalized. Then
〈
(ΘSrE(e1 · · · er), e1 · · · er) , ξ ∧ ξ
〉
=
∑
i
〈(
ΘSrE(ei)e1
i
ˆ· · · er, e1 · · · er
)
, ξ ∧ ξ
〉
=
∑
i
λi > 0.
The same argument works for any m = r. 
Using this we are reduced to proving the
Lemma II.H.3: Let F → X be a Hermitian vector bundle with ΘF = 0, and where
this is a point x ∈ X and f ∈ Fx such that the (1, 1) form ΘF (f, ·) is positive. Then
for the curvature form ωF of the line bundle OPF (1) → PF , we have ωF > 0 at the
point (x, [f ]) ∈ PF .
Proof. Let f ∗1 , . . . , f
∗
r be a local holomorphic frame for F
∗ → X and
σ = u([a1, . . . , ar];x)
∑
i
aif
∗
i
a local holomorphic section of OPE(1) → PF , where a1, . . . , ar are variables defined
modulo the scaling action (a1, . . . , ar) → λ(a1, . . . , ar) and u([a1, . . . , ar], x) is holo-
morphic. We have
‖σ‖ = |u|2
∑
i,j
hij¯ · aia¯j
where hij¯ = (f
∗
i , f
∗
j ) is the metric in F → X; up to a constant
ωF = ∂∂ log ‖σ‖2.
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We may choose our frame and scaling parameter so that at the point (x, [f ])
(II.H.4) hij¯(x) = δij, dhij(x) = 0 and ‖σ(x, [f ])‖ = 1.
Computing ∂∂ log ‖σ‖2 and evaluating at the point where (II.H.4) holds any cross-
terms involving dhij(x) drop out and we obtain
ωF =
∑
ij
(∂∂hij¯)(x)aia¯j +
(∑
i,j
dai ∧ d¯ai −
(∑
ai · dai
)
∧
(∑
j
ajdaj
))
.
When we take the scaling action into account and use Cauchy-Schwarz it follows that
that ωF > 0 in T(x,[f ])PF . 
Remark that the point (x, [e1 · · · er]) corresponding to a decomposable tensor in
SrEx is very special. Easy examples show that we do not expect to have ωr > 0
everywhere. In fact, the exterior differential system (EDS)
ωr = 0
is of interest and will be discussed in Section VI.E in the situation when the curvature
has the norm positivity property to be introduced in Section III.A.
Example II.H.5: We will illustrate the mechanism of how passing to SrE increases
the Kodaira-Iitaka dimension of the bundle. Let E → G(2, 4) denote the dual of the
universal sub-bundle. As above, points of G(2, 4) will be denoted by Λ and thought
of as lines in P3. For v ∈ Λ we denote by [v] the corresponding line in C4. Points of
PE will be (Λ, v)




s v
Λ
and then the fibre of OPE(1) at (Λ, v) is [v]. The fibre EΛ ∼= Λ∗, and we have
H0(G(2, 4), E) // EΛ // 0
= =
C4∗ // Λ∗ // 0.
The tangent space
TΛG(2, 4) ∼= Hom(Λ,C4/Λ)
is isomorphic to the horizontal space H(Λ,v) ⊂ T(Λ,v)PE. As previously noted, for
ξ ∈ TΛG(2, 4) we have
ΘE(v, ξ) = ω(ξ) = 0 ⇐⇒ ξ(v) = 0(II.H.6)




s v
Λ
Λξ
Here Λξ is the infinitesimal displacement of Λ in the direction ξ.
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We observe that
(II.H.7) ϕOPE(1) : PE → P3
is the tautological map (Λ, v) → [v], and consequently the fibre of (II.H.7) through
v is the P2 of lines in P3 through v. The tangent space to this fibre are the ξ’s as
pictured above. We note that dimPE = 5 while κ(OPE(1)) = n(OPE(1)) = 3.
Points of PS2E are (Λ, v, v′)




s v sv′
Λ
and unless v = v′ we have
ΘE(v · v′, ξ) 6= 0
for any non-zero ξ ∈ TΛG(2, 4). Thus for ω2 the curvature form of OPS2E(1) we have
ω2 > 0 at (Λ, v · v′)
unless v = v′; consequently S2E is big.
We shall give some further observations and remarks concerning the question posed
at the beginning of this section.
Proposition II.H.8: If E → X is generically globally generated and detE is big,
then SkE is big for some k > 0.
Proof. By standard arguments passing to a blowup of X and pulling E back, we may
reduce to the case where E is globally generated. Let N = h0(X,E) and denote by
Q → G(N − r,N) the universal quotient bundle over the Grassmannian. We then
have a diagram
(II.H.9) PE

α // PQ

β // PN−1
X
f // G(N − r,N)
where
• f ∗Q = E;
• β ◦ α = ϕOPE(1)
where ϕPE(1) is the map induced by H
0(OPE(1)). As a metric in E → X we use the
one induced by the standard metric on Q→ G(N − r,N). Then we claim that
• ΘE = 0;
• Tr ΘE > 0 on an open set.
The first of these is clear. For the second, detQ is an ample line bundle overG(N−r, r)
and detE = f ∗ detQ. Thus
ΘdetE = Tr ΘE = 0
and for d = dimX
(Tr ΘE)
d ≡ 0
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contradicts the assumption that detE is big. The proposition now follows from
Theorem II.H.1. 
This proposition will be used in connection with the following well known
Proposition II.H.10: If SkE is big for some k > 0, then there exist arbitrarily large
` such that Sk`E is generically globally generated.
Proof. As a general comment, for any holomorphic vector bundle F → X{
F is generically
globally generated
}
⇐⇒
{
OPF (1)→ PF is generically
globally generated
}
.
Since sufficiently high powers of a big line bundle are generically globally generated,
and since by definition F → X is big if the line bundle OPF (1) is big, we have
F big =⇒ SnF → X is generically globally generated.
Taking F = SkE, our assumption then implies that there are arbitrarily large ` such
that S`(SkE) is generically globally generated, consequently the direct summand
Sk`E of S`(SkE) is also generically globally generated. 
Corollary II.H.11: If E = 0 and detE > 0, then SmE is big for arbitrarily large m.
Proof. By Theorem II.H.1, SmE is generically globally generated and detSmE > 0
so that (II.H.8) applies. 
Remark II.H.12: For a line bundle L→ X we consider the properties
(i) L is nef ;
(ii) L is big ;
(iii) L is free (frequently expressed by saying that L is semi-ample).
For vector bundles E → X one has the corresponding properties using O(1). In
(ii) and (iii) one generally uses SymmPE E rather than just E itself.
Although all these properties are important, in some sense (iii) is the most stable
(note that (iii) =⇒ (i)). Repeating a discussion from the introduction, suppose that
we have in L→ X a Hermitian metric with Chern form ω such that
(II.H.13) ω = 0 and ω > 0 on X\Z where Z ⊂ X is a normal crossing divisor.
Then ω defines a Ka¨hler metric ω∗ on X∗ := X\Z, and then as in (I.A.10) one may
ask the
(II.H.14) Question: Are there properties of the metric ω∗, especially those
involving its curvature Rω∗, that imply that L→ X is free?
III. Norm positivity
III.A. Definition and first properties.
As previously noted, for many purposes including those arising from Hodge theory
strict positivity of a holomorphic vector bundle in the sense of (II.B.2) and (II.B.3) is
too strong, whereas semi-positivity is too weak. The main observation of this section
is that for many bundles that arise naturally in algebraic geometry the curvature has a
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special form, one that implies semi-positivity in both of the above senses and where in
examples the special form has Hodge-theoretic and algebro-geometric interpretations.
Definition III.A.1: Let E → X be a Hermitian vector bundle with curvature ΘE.
Then ΘE has the norm positivity property if there is a Hermitian vector bundle
G→ X and a holomorphic bundle mapping
(III.A.2) A : TX ⊗ E → G
such that for x ∈ X and e ∈ Ex, ξ ∈ TxX
(III.A.3) ΘE(e, ξ) = ‖A(ξ ⊗ e)‖2G.
Here we are identifying Ex with E
∗
x using the metric, and ‖ ‖2G denotes the square
norm in G. In matrix terms, relative to unitary frames in E and G there will be a
matrix A of (1, 0) forms such that the curvature matrix is given by
(III.A.4) ΘE = −tA ∧ A.
We note that (III.A.3) will hold for any tensors in TX ⊗ E, not just decomposable
ones. As a consequence E → X is semi-positive in both senses (II.B.2) and (II.B.3).
The main implications of norm positivity will use the following observation:
(III.A.5) If the curvatures of Hermitian bundles E,E ′ → X have the norm posi-
tivity property, then the same is true for E⊕E ′ → X and E⊗E ′ → X,
as well as Hermitian direct summands of these bundles.
Proof. If we have A : TX ⊗ E → G and A′ : TX ⊗ E ′ → G′, then ΘE⊗E′ =
(ΘE ⊗ IdE′)⊕ (IdE ⊗ΘE′), and
(A⊗ IdE′)⊕ (IdE ⊗A′) : TX ⊗ E ⊗ E ′ → (G⊗ E ′)⊕ (E ⊗G′)
leads to norm positivity for ΘE⊗E′ . The argument for ⊕ is evident. 
III.B. A result using norm positivity.
The idea is this: For this discussion we abbreviate
T = TxX, E = Ex, G = Gx
and identify E ∼= E∗ using the metric. We have a linear mapping
(III.B.1) A : T ⊗ E → G,
and using (III.A.3) non-degeneracy properties of this mapping will imply positivity
properties of ΘE. Moreover, in examples the mapping A will have algebro-geometric
meaning so that algebro-geometric assumptions will lead to positivity properties of
the curvature.
The simplest non-degeneracy property of (III.B.1) is that A is injective; this seems
to not so frequently happen in practice. The next simplest is that A has injectivity
properties in each factor separately. Specifically we consider the two conditions
(III.B.2) A : T → Hom(E,G) is injective;
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(III.B.3) for general e ∈ E, the mapping A(e) : T → G given by
A(e)(ξ) = A(ξ ⊗ e), ξ ∈ T
is injective.
The geometric meanings of these are:
(III.B.4) (III.B.2) is equivalent to having
ΘdetE = Tr ΘE > 0
at x; and
(III.B.5) (III.B.3) is equivalent to having
ω > 0
at (x, [e]) ∈ (PE)x.
This gives the
Proposition III.B.6: If E → X has a metric whose curvature has the norm posi-
tivity property, then
(i) (II.B.2) =⇒ detE is big;
(ii) (III.B.3) =⇒ E is big.
A bit more subtle is the following result, which although it is a consequence of
Theorem II.H.1 and (III.B.3), for later use we shall give another proof.
Theorem III.B.7: If the rank r bundle E → X has a metric whose curvature has
the norm positivity property, then
(II.B.2) =⇒ SrE is big.
Corollary III.B.8: With the assumptions in (III.B.7) the map
H0(X,Sm(SrE))→ Sm(SrE)
is generically surjective for m 0.32
Proof of Theorem III.B.7. Keeping the above notations and working at a general
point in PE over x ∈ X, given ξ ∈ TxX and a basis e1, . . . , er of Ex from (III.B.3) we
have
(III.B.9)
r∑
i=1
‖A(ξ ⊗ ei)‖2G 6= 0.
Then using (III.A.5) for the induced map
A : TxX ⊗ SrEx → Sr−1Ex ⊗Gx
from (III.B.10) for ωr the canonical (1,1) form on PSrE at the point (x, [e1 · · · er])〈
ωr, ξ ∧ ξ¯
〉
> 0. 
32Then this also implies that the map
H0(X,Sm(SrE))→ Smr
is generically surjective.
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Remark: Viehweg ([Vie83a]) introduced the notion of weak positivity for a coherent
sheaf. For vector bundles this means that for any ample line bundle L→ X there is
a k > 0 such that the evaluation mapping
H0(X,S`(SkE ⊗ L))→ S`(SkE ⊗ L)
is generically surjective for ` 0. He then shows that for the particular bundles that
arise in the proof of the Iitaka conjecture if one has detE > 0 on an open set, and
then an intricate cohomological argument gives that E is weakly positive. As will
be explained in Section V.A of these notes, (III.B.8) may be used to circumvent the
need for weak positivity in this case.
We note that the ample line bundle L → X is not needed in (III.B.8). We also
point out that
Emet = 0 =⇒ E is weakly positive (cf. [Pa˘16]).
This is plausible since SkE = 0 and L > 0 =⇒ SkE ⊗ L > 0. In loc. cit. this
result is extended to important situations where the metrics have certain types of
singularities.
We conclude this section with a discussion of the Chern forms of bundles having
the norm positivity property, including the Hodge vector bundle.
Proposition III.B.10: The linear mapping A induces
∧qA : ∧qT → ∧qG⊗ SqE,
and up to a universal constant
cq(Θ) = ‖ ∧q A‖2.
Proof. The notation means
‖ ∧q A‖2 = (∧qA,∧qA)
where in the inner product we use the Hermitian metrics in G and E, and we identify
∧qT ∗ ⊗ ∧qT ∗ ∼= (q, q)-part of ∧2q (T ∗ ⊗ T ∗).
Then letting A∗ denote the adjoint of A we have
∧qΘ = ∧qA⊗ ∧qA∗ = ∧qA⊗ (∧qA)∗
and
cq(Θ) = Tr∧q(Θ) = (∧qA,∧qA). 
In matrix terms, if
A = dimG× dimT matrix with entries in E
then
∧qA =
{
matrix whose entries are the q × q minors of A,
where the terms of E are multiplied as polynomials.
}
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It follows that up to a universal constant for the Hodge vector bundle F
cq(ΘF ) =
∑
a
Ψα ∧Ψα
where the Ψα are (q, 0) forms. In particular, any monomial cI(ΘF ) = 0.
The vanishing of the matrix ∧qΦ∗,n is not the same as rank Φ∗,n < q. In fact,
(III.B.11) rank Φ∗,n < q ⇐⇒ c1(ΘF )q = 0.
In general we have the
Proposition III.B.12: If E → X has the norm positivity property, then P (ΘE) = 0
for any P ∈ C.
A proof of this appears in [Gri69].
In the geometric case when we have a VHS arising from a family of smooth varieties
we have the period mapping Φ with the end piece of differential being
Φ∗,n : TbB → Hom
(
H0(ΩnXb), H
1(Ωn−1Xb )
)
and the algebro-geometric interpretation of (III.B.11) is standard; e.g., Φ∗,n injective
is equivalent to local Torelli holding for the Hn,0-part of the Hodge structure.
We conclude this subsection with a result that pertains to a question that was
raised above.
Proposition III.B.13: If Φ : B → Γ\D has no trivial factors, and if hn,0 5 dimB
and H0(B,Fe) 6= 0, then
chn,0(F ) 6= 0.
Proof. We will first prove the result when B = B. We let s ∈ H0(F,B) and assume
that chn,0(F ) = 0. Then s is everywhere non-zero and we may go to a minimum of
‖s‖2. From Proposition II.G.12 we have Dσ = 0, which implies that the norm ‖s‖ is
constant and
∇s = 0
where ∇ is the Gauss-Manin connection. Using the arguments [Gri70] we may con-
clude that the variation of Hodge structure has a trivial factor.
If B 6= B, the arguments given in Section IV below may be adapted to show that
the proof still goes through. The point is the equality of the distributional and formal
derivatives that arise in integrating by parts. 
IV. Singularities
In recent years the use of singular metrics and their curvatures in algebraic geometry
has become widespread and important. Here we shall discuss some aspects of this
development; the main objective is to define mild singularities and show that the
singularities that arise in Hodge theory have this property.
One may roughly divide singularities into three classes:
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(i) metrics with analytic singularities as defined in [Dem12a] and [Pa˘16]; these arise
in various extensions of the Kodaira vanishing theorem. We shall only briefly
discuss these in part to draw a contrast with the next type of singularities that
will play a central role in these notes;
(ii) metrics with logarithmic singularities ; these arise in Hodge theory especially in
[CKS86], and also in [Kol87], [Zuo00], [Bru16b] and [GGLR17], and for those
that do arise in Hodge theory we shall show that they are mild as defined below;
(iii) metrics with PDE singularities ; these arise in several places including the ap-
plications to moduli where important classes of varieties have canonical special
metrics. We shall not discuss these here but refer to the survey papers [Don16]
and [Don15] and the Bourbaki talk [Dem16] for summaries of results and guides
to the literature.
IV.A. Analytic singularities. For E → X a holomorphic vector bundle over a
compact complex manifold, these singularities arise from metrics of the form
(IV.A.1) h = e−ϕh0
where h0 is an ordinary smooth metric in the bundle and ϕ is a weight function, which
in practice and will almost always locally be of the form
(IV.A.2) ϕ = ϕ′ + ϕ′′
where ϕ′ is plurisubharmonic (psh) and ϕ′′ is smooth.
Definition: The metric (IV.A.1) has analytic singularities if it locally has the form
(IV.A.2) with
ϕ′ = α
(
log
m∑
j=1
|fj(z)|αj
)
, α, αj > 0
and where the fj(z) are holomorphic functions.
Definition: Given a weight function ϕ of the form (IV.A.2), we define the subsheaf
I(ϕ) ⊂ OX by
I(ϕ) =
{
f ∈ OX :
∫
e−ϕ|f |2 <∞
}
.
Here the integral is taken over a relatively compact open set in the domain of definition
of f using any smooth volume form on X.
Proposition IV.A.3 (Nadel; cf. [Dem12a]): I(ϕ) is a coherent sheaf of ideals.
Example IV.A.4 ([Dem12a]): For
ϕ = log (|z1|α1 + · · ·+ |zn|αn) , αj > 0
the corresponding ideal is
I(ϕ) =
{
zβ11 · · · zβnn :
∑
j
(βj + 1)/αj > 1
}
where the RHS is the ideal generated by the monomials appearing there.
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Thus for βj = 1 and
∑
j αj = 2 + 
I(ϕ) = m0
is the maximal ideal at the origin in Cn. The blow up using this ideal I(ϕ) is the
usual blow up C˜n0
pi−→ Cn of Cn at the origin.
Variants of this construction give powers mk0 of the maximal ideal, and using
z1, . . . , zm for m 5 n for suitable choices of the αj and βj leads to weighted blowups
of Cn along the coordinate subspaces Cn−m ⊂ Cn. The use of weight functions with
analytic singularities provides a very flexible analytic alternative to the traditional
technique of blowing up along subvarieties.
Example IV.A.5: Quite different behavior occurs for the weight function
ϕ = log
(
(− log |z1|) · · · (− log |zk|)
)
.
In this case I(ϕ) = OX . We will encounter weight functions of this type in Hodge
theory.
Example IV.A.6: If L→ X is a line bundle and s ∈ H0(X,L) has divisor (s) = D,
we may define a metric ‖ ‖ in the line bundle by writing any local section s′ ∈ OX(L)
as
s′ = fs
where f is a meromorphic function and then setting
‖s′‖ = |f | = elog |f |.
By the Poincare´-Lelong formula ([Dem12a]), formally ∂∂ log ‖s′‖ = 0 but as currents
the Chern form is the (1,1) current
ΩL = [D]
given by integration over the effective divisor D.
We will be considering the case when E = L is a line bundle with singular metrics
of the form (IV.A.1), (IV.A.2). In this case the curvature form is given by
(IV.A.7) ωh = (i/2)∂∂ log h = (i/2)∂∂ϕ− (i/2)∂∂ log h0.
For ϕ given by (IV.A.2) where ϕ′ is psh, the singular part of the curvature form is
the (1,1) current
(i/2)∂∂ϕ′ = 0
where the inequality is taken in the sense of currents as explained in [Dem12a] and
[Pa˘16].
Theorem IV.A.8 (Nadel vanishing theorem): If ωh > 0 in the sense of currents,
then
Hq(X, (KX + L)⊗ I(ϕ)) = 0, q > 0.
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Application: Assuming that ωL > 0 and using a cutoff function to globalize the
function ϕ in (IV.A.4), we may replace L by mL to make (i/2)∂∂ϕ+ωKX +mωL > 0.
Then the Nadel vanishing theorem gives H1(X,mL ⊗ Ix) = 0 from which we infer
that
H0(X,mL)→ mLx → 0.
Thus mL is globally generated, and similar arguments show that for m 0 the map
ϕmL : X → PNm
is an embedding.
This proof of the Kodaira embedding theorem illustrates the advantage of the
flexibility provided by the choice of the weight function ϕ. Instead of blowing up as
in the original Kodaira proof, the use of weight functions achieves the same effect
with greater flexibility.
Another use of singular metrics is given by the
Theorem IV.A.9 (Kawamata-Viehweg vanishing theorem): If L→ X is big, then
Hq(X,KX + L) = 0, q > 0.
Proof (cf. [Dem12a]). Let H → X be a very ample line bundle and D ∈ |H| a smooth
divisor. From the cohomology sequence of
0→ mL−H → mL→ mL∣∣
D
→ 0
and
h0(X,mL) ∼ md, h0(D,mL∣∣
D
) ∼ md−1
where d = dimX we have h0(mL − H) 6= 0 for m  0. If E ∈ |mL − H| from
Example IV.A.6 there exists a singular metric in mL−H with Chern form
ΩmL−H = [E] = 0
where the RHS is the (1,1) current defined by E. If ωH > 0 is the curvature form for
a positively curved metric in H → X, then
ωL =
1
m
([E] + ωH) =
(
1
m
)
ωH > 0,
and Nadel vanishing gives the result. 
Remark: A standard algebro-geometric proof of Kawamata-Viehweg vanishing uses
the branched covering method to reduce it to Kodaira vanishing. The above argument
again illustrates the flexibility gained by the use of singular weight functions (we note
that D plays a role similar to that of the branch divisor in the branched covering
method).
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IV.B. Logarithmic and mild singularities.
As our main applications will be to Hodge theory, in this section we will use the
notations from Section I.C. We recall from that section that
• B is a smooth quasi-projective variety;
• B is a smooth projective completion of B;
• Z = B\B is a divisor with normal crossings
Z = ∪Zi
where ZI :=
⋂
i∈I Zi is a stratum of Z and Z
∗
I = ZI,reg are the smooth points of
ZI ;
• E → B is a holomorphic vector bundle.
A neighborhood U in B of a point p ∈ Z will be
U ∼= ∆∗k ×∆`
with coordinates (t, w) = (t1, . . . , tk;w1, . . . , w`).
We now introduce the co-frame in terms of which we shall express the curvature
forms in U. The Poincare´ metric in ∆∗ = {0 < |t| < 1} is given by the (1,1) form
ωPM = (i/2)
dt ∧ dt¯
|t|2(− log |t|)2 .
We are writing − log |t| instead of just log |t| because we will want to have positive
quantities in the computations below. As a check on signs and constants we note the
formula
(IV.B.1) (i/2)∂∂
(− log(− log |t|)) = (1/4)ωPM.
The inner minus sign is to have − log |t| > 0 so that log(− log |t|) is defined. The
outer one is to have the expression in parentheses equal to −∞ at t = 0 so that we
have a psh function. For
ϕ = log(− log |t|)
the curvature form in the trivial bundle over ∆ with the singular metric given by e−ϕ
has curvature form
(IV.B.2) (i/2)∂∂ log(e−ϕ) = (1/4)ωPM.
Remark: The functions that appear as coefficients in formally computing (IV.B.1)
using the rules of calculus are all in L1loc and therefore define distributions. We may
then compute ∂ and ∂ either in the sense of currents or formally using the rules of
calculus. An important observation is
(IV.B.3) these two methods of computing ∂∂ϕ give the same result.
This is in contrast with the situation when we take
ϕ = log |t|
in which case we have in the sense of currents the Poincare´-Lelong formula
(IV.B.4) (i/pi)∂∂ log |t| = δ0
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where δ0 is the Dirac δ-function at the origin. Anticipating the discussion below,
a charateristic feature of the metrics that arise in Hodge theory will be that the
principle (IV.B.3) will hold.
Definition: The Poincare´ coframe has as basis the (1,0) forms
dti
ti(− log |ti|) , dwα
and their conjugates.
Definition: A metric in the holomorphic vector bundle E → B is said to have
logarithmic singularities along the divisor Z = B\B if locally in an open set U as
above and in terms of a holomorphic frame for the bundles and the Poincare´ coframe
the metric h, the connection matrix θ = h−1∂h, and the curvature matrix ΘE =
∂(h−1∂h) have entries that are Laurent polynomials in the log |ti| with coefficients
that are real analytic functions in U.
Proposition IV.B.5: The Hodge metrics in the Hodge bundles F p → B have loga-
rithmic singularities relative to the canonically extended Hodge bundles F pe → B.
In the geometric case this result may be inferred from the theorem on regular
singular points of the Gauss-Manin connection ([Del70]) and (VI.C.1) above. In
the general case it is a consequence of the several variable nilpotent orbit theorem
([CKS86]). More subtle is the behavior of the coefficients of the various quantities,
especially the Chern polynomials P (ΘF p), when they are expressed in terms of the
Poincare´ frame, a topic analyzed in [CKS86] and where the analysis is refined in
[Kol87], and to which we now turn.
We recall that a distribution Ψ on a manifold M has a singular support Ψsing ⊂M
defined by the property that on any open set W ⊂ M\Ψsing in the complement the
restriction Ψ
∣∣
W
is given by a smooth volume form. A finer invariant of the singularities
of Ψ is given by its wave front set33
WF (Ψ) ⊂ T ∗M.
Among other things the wave front set was introduced to help deal with two classical
problems concerning distributions:
(IV.B.6) (a) distributions cannot in general be multiplied;
(b) in general distributions cannot be restricted to submanifolds
N ⊂M .
For (a) the wave front sets should be transverse, and for (b) to define Ψ
∣∣
N
it suffices
to have TN ⊂ WF (Ψ)⊥.
In the case of currents represented as differential forms with distribution coeffi-
cients, multiplication should be expressed in terms of the usual wedge product of
forms. For restriction, if N is locally given by f1 = · · · = fm = 0, then for a current
Ψ we first set dfi = 0; i.e., we cross out any terms with a dfi. Then the issue is to
33A good discussion of wave front sets and references to the literature is given in Wikipedia.
We will not use them in a technical sense but rather as a suggestion of an important aspect to be
analyzed for the Chern polynomials of the Hodge bundles.
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restrict the distribution coefficients of the remaining terms to N . Thus the notion of
the wave front set for a current Ψ involves both the differential form terms appearing
in Ψ as well as the distribution coefficients of those terms.
Definition: The holomorphic bundle E → B has mild logarithmic singularities in
case it has logarithmic singularities and the following conditions are satisfied:
(i) the Chern polynomials P (ΘE) are closed currents given by differential forms
with L1loc coefficients and which represent P (c1(E), . . . , cr(E)) in H
∗
DR(B);
(ii) the products P (ΘE) · P ′(ΘE) may be defined by formally multiplying them as
L1loc-valued differential forms, and when this is done we obtain a representative
in cohomology of the products of the polynomials in the Chern classes;
(iii) the restrictions P (ΘE)
∣∣
Z∗I
are defined and represent P
(
c1
(
E
∣∣
Z∗I
)
, . . . , cr
(
EZ∗I
))
.
We note the opposite aspects of analytic singularities and mild logarithmic singu-
larities: In the former one wants the singularities to create behavior different from
that of smooth metrics, either with regard to the functions that are in L2 with respect
to the singular metric, or to create non-zero Lelong numbers in the currents that arise
from their curvatures. In the case of mild logarithmic singularities, basically one may
work with them as if there were no singularities at all. An important additional point
to be explained in more detail below is that the presence of singularities increases
the positivity of the Chern forms of the Hodge bundles, so that in this sense one uses
singularities to positive effect.
The main result, stated below and which will be discussed in the next section, is
that the Hodge bundles have mild logarithmic singularities. This would follow if one
could show that
(IV.B.7) When expressed in terms of the Poincare´ frame the polynomials P (ΘE)
have bounded coefficients.
This is true when Z is a smooth divisor, but when Z is not a smooth divisor this is
not the case and the issue is more subtle.
Main result.
Theorem IV.B.8 ([CKS86], with amplifications in [Kol87], [GGLR17]): The Hodge
bundles have mild singularities.
The general issues (IV.B.6)(a), (IV.B.6)(b) concerning distributions were raised
above. Since currents are differential forms with distribution coefficients, these issues
are also present for currents, where as noted above the restriction issue (IV.B.6)(b)
involves both the differential form aspect and the distribution aspect of currents.
This is part (iii) of the definition and is the property of the Chern polynomials that
appears in [GGLR17].
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The proof of (i) and part of (ii) in Theorem IV.B.8 is based on the fundamental
results in [CKS86], with refinements in [Kol87] concerning a particular multiplica-
tive property (IV.B.6)(a) in the definition of mild logarithmic singularities,34 and
in [GGLR17] the general multiplicative property and the restriction property of the
Chern polynomials is addressed. Both of these involve estimates in the ∆∗-factors
in neighborhoods U ∼= ∆∗k ×∆` in B. In effect these estimates may be intrinsically
thought of as occurring in sectors in the co-normal bundle of the singular support of
the Chern forms, and in this sense may be thought of as dealing with the wave front
sets of the these forms.
A complete proof of Theorem IV.B.8 is given in Section 5 of [GGLR17]. In the next
section we shall give the argument for the Chern form Ω = c1 (ΘdetF ) of the Hodge
line bundle and in the special case when the localized VHS is a nilpotent orbit. The
computation will be explicit; the intent is to provide a perspective on some of the
background subtleties in the general argument, one of which we now explain.
We restrict to the case when U ∼= ∆∗k = {(t1, . . . , tk) : 0 < |tj| < 1}, and setting
`(tj) = log tj/2pii and xj = − log |tj| consider a nilpotent orbit
Φ(t) = exp
(
k∑
j=1
`(tj)Nj
)
· F0.
Following explicit computations of the Chern form Ω and of the Chern form ΩI for the
restriction of the Hodge line bundle to Z∗I , the desired result comes down to showing
that a limit
(IV.B.9) lim
xj→∞
Q(x)
P (x)
exists where Q(x), P (x) are particular homogeneous polynomials of the same degree
with P (x) > 0 if xj > 0. Limits such as (IV.B.9) certainly do not exist in general,
and the issue to be understood is how in the case at hand the very special properties
of several parameter limiting mixed Hodge structures imply the existence of the limit.
As an application of Theorems III.B.7 and IV.B.8, using the notations from Section
I.C we consider a VHS given by a period mapping
Φ : B → Γ\D.
Denoting by
Fe → B
the canonically extended Hodge vector bundle we have
Theorem IV.B.10:
34The specific result in [Kol87] is that the integral∫
B
c1 (ΘdetE)
d
<∞, dimB = d
of the top power of the Chern form of the Hodge line bundle is finite. This result also follows from
the analysis in Section V of [GGLR17].
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(i) The Kodaira-Iitaka dimension
κ(Fe) 5 2hn,0 − 1.
(ii) Assuming the injectivity of the end piece Φ∗,n of the differential of Φ,
κ(Sh
n,0
Fe) = dimPSh
n,0
Fe;
i.e., Sh
n,0
Fe → B is big.
Proof. It is well known [Gri70], [CMSP17] that the curvature of the Hodge vector
bundle has the norm positivity property. In fact, the curvature form is given by
(IV.B.11) ΘF (e, ξ) = ‖Φ∗,n(ξ)(e)‖2.
Concerning the singularities that arise along B\B, it follows from Theorem IV.B.8
that we may treat the Chern form ω of OPFe(1) → B as if the singularities were not
present.
The linear algebra situation is
(IV.B.12) T ⊗ F → G
where dimT = dimB, dimF = hn,0 and dimG = hn−1,1. By (IV.B.11) condition
(III.B.2) is equivalent to the injectivity of Φ∗,n, and Theorem IV.B.10 is then a con-
sequence of Theorem III.B.7. 
This result gives one answer to the question
The Hodge vector bundle is somewhat positive. Just how positive is it?
Since in the geometric case the linear algebra underlying the map (IV.B.12) is ex-
pressed cohomologically, in particular cases the result (i) in (IV.B.10) can be consid-
erably sharpened. For example, in the weight n = 1 case the method of proof of the
theorem gives the
Proposition IV.B.13 ([Bru16a]): In weight n = 1, (i) κ(Fe) 5 2g − 1, and (ii)
S2Fe → B is big.
Proof. In this case D ⊂ Hg where g = h1,0 and Hg is the Siegel generalized upper-
half-plane. We then have
• T ⊂ S2V ∗;
• G = V ∗;
• T ⊗ V → G is induced by the natural contraction map S2V ∗ ⊗ V → V ∗.
For any v ∈ V the last map has image of dimension 5 g, and therefore the kernel has
dimension = dimT − g. This gives (i) in the proposition.
For (ii) we have
T ⊗ S2V // V ∗ ⊗ V
∩
S2V ∗ ⊗ S2V. c
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For a general q ∈ S2V the contraction mapping c is injective, and this implies (ii). 
At the other extreme we have the
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Proposition IV.B.14: Let Md,n denote the moduli space of smooth hypersurfaces
Y ⊂ Pn+1 of degree d = 2n + 4, n = 3. Then the Hodge vector bundle F → Md,n is
big.
Proof. Set V = Cn+2∗ and let P ∈ V (d) be a homogeneous form of degree d that
defines Y . Denote by JP ⊂ ⊕
k=d−1
V (k) the Jacobian ideal. Then (cf. Section 5 in
[CMSP17])
• TYMd,n ∼= V (d)/J (d)P ;
• FY = Hn,0(Y ) ∼= V (d−n−2);
• GY = Hn−1,0(Y ) ∼= V (2d−n−2)/J (2d−n−2)P .
It will suffice to show
(IV.B.15) For general P and general Q ∈ V (d−n−2) the mapping
V (d)/J
(d)
P
Q−→ V (2d−n−2)/J (2d−n−2)P
is injective.
Noting that d− n− 2 = n+ 2 and that it will suffice to prove the statement for one
P and Q, we take
Q = x0 · · ·xn+1,
P = xd0 + · · ·+ xdn+1.
Then JP = {x2n+30 , . . . , x2n+3n+1 } and a combinatorial argument gives (IV.B.15). 
Remark IV.B.16: The general principle that Proposition IV.B.14 illustrates is this:
Let L→ be an ample line bundle. Then both for general smooth sections Y ∈ |mL|
and for cyclic coverings X˜Y → X branched over a smooth Y , as m increases the
Hodge vector bundle F → |mL|0 over the open set of smooth Y ’s becomes increasingly
positive in the sense that the k such that SkF is big decreases, and for m  0 F
itself is big.
V. Proof of Theorem IV.B.8
V.A. Reformulation of the result. We consider a variation of Hodge structure
given by a period mapping
Φ : ∆∗k → Γloc\D.
Here we assume that the monodromy generators Ti ∈ AutQ(V ) are unipotent with
logarithms Ni ∈ EndQ(V ); Γloc is the local monodromy group generated by the Ti.
For I ⊂ {1, · · · , k} with complement Ic = {1, . . . , k}\I we set
∆∗I = {(t1, . . . , tk) : ti = 0 for i ∈ I and tj 6= 0 for j ∈ Ic}.
From the work of Cattani-Kaplan-Schmid [CKS86] the limit limt→∆∗I Φ(t) is defined
as a polarized variation of limiting mixed Hodge structures on ∆∗I . Passing to the
primitive parts of the associated graded polarized Hodge structures gives a period
mapping
ΦI : ∆
∗
I → Γloc,I\DI
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where DI is a product of period domains and Γloc,I is generated by the Tj for j ∈ Ic.
This may be suggestively expressed by writting
lim
t→tI
Φ(t) = ΦI(tI).
However caution must be taken in interpreting the limit, as the “rate of convergence”
is not uniform but depends on the sector in which the limit is taken in the manner
explained in [CKS86].
We denote by Λ → ∆∗k and ΛI → ∆∗I the Hodge line bundles. The Hodge-
Riemann bilinear relations give metrics in these bundles and we denote by Ω and ΩI
the respective Chern forms. The result to be proved is
(V.A.1) lim
t→∆I
Ω = ΩI ,
where again care must be taken in interpreting this equation. In more detail, this
means: In Ω set dti = dt¯i = 0 for i ∈ I. Then the limit, in the usual sense, as t→ ∆I
of the remaining terms exists and is equal to ΩI . We will write (V.A.1) as
(V.A.2) Ω
∣∣
∆∗I
= ΩI .
The proof of (V.A.1) that we shall give can easily be adapted to the case when the
period mapping depends on parameters.
The limit can also be reduced to the case when Φ is a nilpotent orbit. This means
that
(V.A.3) Φ(t) = exp
(
k∑
i=1
`(ti)Ni
)
F
where F ∈ Dˇ and the conditions
(i) N : F p → F p−1,
(ii) Φ(t) ∈ D for 0 < |t| < 
are satisfied. This reduction is non-trivial and is given in Section 5 of [GGLR17].
The main points in the proof of Theorem IV.B.8 in the nilpotent orbit case are as
follows:
(a) without changing the associated graded’s to Φ and ΦI we may replace the F in
(V.A.3) by an F0 such that the limiting mixed Hodge structure is R-split;
(b) in this case NI can be completed to an sl2 which we denote by {N+I , YI , NI};35
(c) the YI-weight decomposition of NIc is
NIc = NIc,0 +NIc,−1 +NIc,−2 + · · ·
where NIc,−m has YI-weight −m, m = 0;
(d) if all the NIc,−m = 0 for m > 0, then there is an sl
c
2 = {N+Ic , YIc , NIc} that
commutes with the previous sl2, and the result (V.A.1) is immediate;
35There are two ways of doing this—one is the method in [CKS86] and the other one, which is
purely linear algebra, is due to Deligne.
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(e) in general, by direct computation we have
ΩI ≡ Ω +R mod dti, dt¯i for i ∈ I
where the remainder term R consists of expressions Q(x)/P (x) as in (IV.B.9),
and then direct computation using the relative filtration property and the fact
that for m > 0 the NIc,−m have negative YI-weights gives the result.
V.B. Weight filtrations, representations of sl2 and limiting mixed Hodge
structures.
The proof of (V.A.1) will be computational, using only that Φ(t) is a nilpotent orbit
(V.A.3) and that the commuting Ni ∈ EndQ(V ) have the relative weight filtration
property (RWFP), which will be reviewed below.36 The computation will be facilitated
by using the representation theory of sl2 adapted to the Hodge theoretic situation at
hand. The non-standard but hopefully suggestive notations for doing this will now
be explained.
(i) Given a nilpotent transformation N ∈ EndQ(V ) with Nn+1 = 0 there is a unique
increasing weight filtration W (N) given by subspaces
(V.B.1) V
W (N)
k := Wk(N)V
satisfying the conditions
• N : V W (N)k → V W (N)k−2 ,
• Nk : V W (N)n+k ∼−→ V W (N)n−k (Hard Lefschetz property).
Remark that the two standard choices for the ranges of indices in (V.B.1) are{
0 5 k 5 2n (Hodge theoretic)
−n 5 k 5 n (representation theoretic).
We will use the first of these.
The weight filtration is self-dual in the sense that using the bilinear form Q
(V.B.2) V
W (N)⊥
k = V
W (N)
2n−k−1
which gives
V
W (N)∗
k
∼= V/V W (N)2n−k−1.
The associated graded to the weight filtation is the direct sum of the
Gr
W (N)
` V := V
W (N)
` /V
W (N)
`−1 ,
and the primitive subspaces are defined for ` = n by
Gr
W (N)
n+k,prim V = ker
{
Nk+1 : Gr
W (N)
n+k V → GrW (N)n−k−2 V
}
.
36The proof in [GGLR17] uses the detailed analysis of limiting mixed Hodge structures from
[CKS86], of which the RWFP is one consequence. Part of the point for the argument given here is
to isolate the central role played by that property.
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(ii) A grading element for W (N) is given by a semi-simple Y ∈ EndQ(V ) with
integral eigenvalues 0, 1, . . . , 2n, weight spaces Vk ⊂ V W (N)k for the eigenvalue k, and
where the induced maps
Vk
∼−→ GrW (N)k V
are isomorphisms. Thus
V
W (N)
k =
k⊕
`=0
V`.
Grading elements always exists, and for any one such Y we have
• [Y,N ] = −2N ;
• there is a unique N+ ∈ EndQ(V ) such that {N+, Y,N} is an sl2-triple.
The proof of the second of these uses the first together with the Hard Lefschetz
property of W (N).
We denote by U the standard representation of sl2 with weights 0, 1, 2. Thinking
of U as degree 2 homogeneous polynomials in x, y we have
• weight xayb = 2a, a+ b = 2;
• N = ∂x and N+ = ∂y.
We denote by
Ui = Sym
iU ∼=
{
homogeneous polynomials
in x, y of degree i+ 1
}
the standard (i + 1)-dimensional irreducible representation of sl2. The N -string as-
sociated to Ui is
{xi+1} → {xiy} → · · · → {yi+1}
where N = ∂x. The top of the N -string is the primitive space.
Given (V,Q,N) as above and a choice of a grading element Y , for the sl2-module
Vgr =
2n⊕
k=0
Vk
we have a unique identification
(V.B.3) Vgr ∼=
n⊕
i=0
Hn−i ⊗ Ui
for vector spaces Hn−i. The notation is chosen for Hodge-theoretic purposes. The
N -string associated to Hn−i ⊗ Ui will be denoted by
(V.B.4) Hn−i(−i) N−→ Hn−i(−(i− 1)) N−→ · · · N−→ Hn−i
and we define
(V.B.5) the Hodge-theoretic weight of Hn−i(−j) is n− i+ 2j.
The representation-theoretic weight of Hn−i(−j) is 2j. It follows that Hn−i(−i) is
the primitive part of the Ui-component of Vgr.
Relative to Q the decomposition (V.B.3) is orthogonal and the pairing
Qi : H
n−i(−i)⊗Hn−i(−i)→ Q
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given by
(V.B.6) Qi(u, v) = Q(N
iu, v)
is non-degenerate.
(iii) We recall the
Definition: A limiting mixed Hodge structure (LMHS) is a mixed Hodge structure
(V,Q,W (N), F ) with weight filtration W (N) defined by a nilpotent N ∈ EndQ(V )
and Hodge filtration F which satisfies the conditions
(a) N : F p → F p−1;
(b) the form Qi in (V.B.6) polarizes Gr
W (N)
n+k,prim V
∼= Hn−k(−k).
The MHS on V induces one on EndQ(V ), and (a) is equivalent to
N ∈ F−1 EndQ(V ).
We denote by
VC = ⊕
p,q
Ip,q
the unique Deligne decomposition of VC that satisfies
• Wk(N)V = ⊕
p+q5k
Ip,q;
• F pV = ⊕
p′=p
q
Ip
′,q;
• Iq,p ≡ Ip,q modWp+q−2(N)V .
The LMHS is R-split if Ip,q = Iq,p. Canonically associated to a LMHS is an R-split
one (V,Q,W (N), F0) where
F0 = e
−δF
for a canonical δ ∈ I−1,−1 EndQ(VR). For this R-split LMHS there is an evident
grading element Y ∈ I0,0(EndQ(VR)).
Given a LMHS (V,Q,W (N), F ) there is an associated nilpotent orbit
∆∗ // ΓT\D
∈ ∈
t // exp(`(t)N)F
where `(t) = log t/2pii and ΓT = {T Z}. Conversely, given a 1-variable nilpotent
orbit as described above there is a LMHS. We shall use consistently the bijective
correspondence
LMHS’s ⇐⇒ 1-parameter nilpotent orbits.
Since
detF0 = detF
without loss of generality for the purposes of this paper we will assume that our
LMHS’s are R-split and therefore have canonical grading elements.
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(iv) Let N1, N2 ∈ EndQ(V ) be commuting nilpotent transformations and set N =
N1 +N2. Then there are two generally different filtrations defined on the vector space
GrW (N1) V :
(A) the weight filtration W (N)V induces a filtration on any sub-quotient space
of V , and hence induces a filtration on GrW (N1)• V ;
(B) N induces a nilpotent map N : GrW (N1)• V → GrW (N1)• V , and consequently
there is an associated weight filtration W (N) GrW (N1)• V on Gr
W (N1)• V .
Definition: The relative weight filtration property (RWFP) is that these two filtra-
tions coincide:
(V.B.7) W (N) ∩GrW (N1)• V = W (N) GrW (N1)• V.37
We note that N is the same as the map induced by N2 on Gr
W (N1)• V , so that (V.B.7)
may be perhaps more suggestively written as
(V.B.8) W (N) ∩GrW (N1)• V = W (N2) GrW (N1)• V.
The RWFP is a highly non-generic condition on a pair of commuting nilpotent trans-
formation, one that will be satisfied in our Hodge-theoretic context.
(v) Suppose now that Y1 is a grading element for N1 so that the corresponding
sl2 = {N+1 , Y1, N1} acts on V and hence on EndQ(V ). We observe that the Y1-
eigenspace deomposition of N2 is of the form
(V.B.9) N2 = N2,0 +N2,−1 + · · ·+N2,−m, m > 0
where [Y,N2,−m] = −mN2,−m. The reason for this is that
[N1, N2] = 0 =⇒
{
N2 is at the bottom of the N1-strings
for N1 acting on EndQ(V )
}
.
It can be shown that there is an sl′2 = {N+2 , Y2, N2,0} that commutes with the sl2
above. Thus
(V.B.10) Given N1, N2 as above, there are commuting sl2’s with N1 and N2,0 as
nil-negative elements. Moreover, N2 = N2,0+(terms of strictly negative
weights) relative to {N+1 , Y1, N1}.
It is the “strictly negative” that will be an essential ingredient needed to establish
that the limit exists in the main result.
V.C. Calculation of the Chern forms Ω and ΩI.
Step 1: For a nilpotent orbit (V.A.3) holomorphic sections of the canonically ex-
tended VHS over ∆ are given by
exp
(
k∑
j=1
`(tj)Nj
)
v, v ∈ VC.
37There is a shift in indices that will not be needed here (cf. (VI.A.13) below).
50
Up to non-zero constants the Hodge metric is
(u, v) = Q
(
exp
(∑
j
`(tj)Nj
)
u, exp
(∑
j
`(tj)N
)
v¯
)
= Q
(
exp
(∑
j
log |tj|2Nj
)
u, v¯
)
.
Using the notation (V.B.3) the associated graded to the LMHS as t → 0 will be
written as
(V.C.1) Vgr =
n⊕
i=0
Hn−i ⊗ Ui
and
F n =
n⊕
i=0
Hn−i,0.
For u ∈ Hn−i,0(−i) and v ∈ Hn−i,0
Q
(
exp
(∑
j
log |tj|2Nj
)
u, v¯
)
=
(
1
i!
)
Q
(∑
j
log |tj|2Nj
)i
u, v¯
 .
Setting
xj = − log |tj|
the metric on the canonically extended line bundle is a non-zero constant times
(V.C.2) P (x) =
n∏
i=0
det
(∑
j
xjNj
∣∣
Hn−i,0
)i .
Here to define “det” we set N =
∑
Nj and are identifying H
n−i(−i) with Hn−i using
N i. Note that the homogenous polynomial P (x) is positive in the quadrant xj > 0.
The Chern form is
(V.C.3) Ω = ∂∂ logP (x).
Step 2: Define 
NI =
∑
i∈I
xiNi, NIc =
∑
j 6∈I
xjNj
N =
k∑
i=1
xiNi = NI +NIc
and set
P =
n∏
i=0
det
(
N
∣∣
Hn−i,0(−i)
)i
.
Denoting by
Vgr,I =
n⊕
i=0
Hn−i,iI ⊗ Ui
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the associated graded to the LMHS as t→ ∆∗I , we define
PI =
n∏
i=0
det
(
NI
∣∣
Hn−i,0I (−i)
)i
.
Taking NI = N1 and NIc = N2 in (iv) in Section V.B, we have
NIc,0 = weight zero component of NIc
where weights are relative to the grading element YI for NI . Decomposing the RHS
of (V.C.1) using the sl2× sl′2 corresponding to NI and NIc,0 by (IV.B.10) we obtain
(V.C.4) Vgr ∼= ⊕
i,j
Hn−i−ji,j ⊗ Ui ⊗ Uj
where Hn−i−ji,j is a polarized Hodge structure of weight n − i − j. Note that this
decomposition depends on I. On Hn−i−ji,j ⊗ Ui ⊗ Uj we have a commutative square
Hn−i−j(−i− j) N
i
I //
NjIc,0

Hn−i−ji,j (−j)
NjIc,0

Hn−i−ji,j (−i)
N iI // Hn−i−ji,j .
Using (V.C.4) this gives
P =
∏
i,j
det
(
N iIN
j
Ic,0
∣∣
Hn−i−ji,j (−i−j)
)
+R
where the remainder term R involves the NIc,−m’s for m > 0. We may factor the
RHS to have
P =
∏
i,j
det
(
N iI
∣∣
Hn−i−ji,j (−i−j)
)∏
i,j
det
(
N jIc,0
∣∣
Hn−i−ji,j (−i−j)
)
+R
which we write as
(V.C.5) P = PI · PIc +R
where PI and PIc are the two
∏
i,j factors. We note that
(V.C.6) the remainder term R = 0 if we have commuting sl2’s.
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We next have the important observation
Lemma V.C.7: PIc is the Hodge metric in the line bundle ΛI → Z∗I .
Proof. This is a consequence of the RWFP (V.B.7) applied to the situation at hand
when we take N1 = NI and N2 = NIc . 
38To have commuting sl2’s means that N2,−m = 0 for m > 0.
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By (V.C.6), if we have commuting sl2’s, then R = 0
Ω = −∂∂ logP = −∂∂ logPI − ∂∂RIc
≡ −∂∂ logPIc modulo dti, dt¯i for i ∈ I
≡ ΩI
and we are done.
In general, we have
(V.C.8) Ω ≡ ΩI + S1 + S2
where
(V.C.9)

S1 =
∂PIc ∧ ∂R + ∂R ∧ ∂PIc − PIc∂∂R
PIPIc
S2 =
∂R ∧ ∂R
P 2I P
2
Ic
.
Step 3: We will now use specific calculations to analyze the correction terms S1, S2.
The key point will be to use that
N = NI +NIc = NI +NIc,0︸ ︷︷ ︸+∑
m=1
NIc,−m︸ ︷︷ ︸
where the terms over the first brackets may be thought of as “the commuting sl2-part
of NI , NIc” and the correction term over the second bracket has negative YI-weights.
We set
hn−i,0I = dimH
n−i,0
I
and for a monomial M = x`11 · · ·x`kk we define
degIM =
∑
i∈I
`i.
Lemma V.C.10:
(i) For any monomial M appearing in P
degIM 5 nh0I + (n− 1)h1,0I + · · ·+ hn−i,0I =
n∑
i=1
ihn−i,0I .
(ii) If pi is any permutation of 1, . . . , k and
`pi,i =
n∑
j=1
j
(
hn−j,0{pi(1),...,pi(i)} − hn−j,0{pi(1),...,pi(i−1)}
)
then
Mpi := x
`pi,1
pi(1) · x`pi,2pi(2) · · ·x
`pi,k
pi(k) = x
`pi,pi−1(k)
1 · · ·x
`pi,pi−1(k)
k
appears with a non-zero coefficient in P .
Corollary: The monomials appearing in P are in the convex hull of the monomials
Mpi.
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Proof. For Vgr,I = Gr
W (NI) V we have as {N+I , YI , NI}-modules
Vgr,I ∼=
n⊕
i=0
Hn−iI ⊗ Ui.
Decomposing the RHS as sl′2-modules we have
Vgr,I ∼=
n⊕
i=0
Hn−ia,i−a ⊗ Ua ⊗ U′i−a
where the Hn−ia,i−a depend on I. The map
N i : Hn−i,0(−i)→ Hn−i
gives
i⊕
a=0
Hn−i,0a,i−a (−i)→
i⊕
a=0
Hn−i,0a,i−a .
The YI-weights of vectors in H
n−i,0
a,i−a are equal to a, and thus ∧hn−i,0
(
i⊕
a=0
Hn−i,0a,i−a (−i)
)
has weight
∑
ahn−i,0a,i−a and ∧hn−i,0
(
i⊕
a=0
Hn−i,0a,i−a
)
has weight −∑ ahn−i,0a,i−a. As a conse-
quence
any monomial in det
(
N i
∣∣
Hn−i,0(−i)
)
drops weights by 2
∑
hn−i,0a,i−a.
We have
(V.C.11) det
((
N
∣∣
Hn−i,0(−i)
)i)
= det
((
(NI +NIc,0)
∣∣
Hn−i,0(−i)
)i)
+ T
where T = terms involving NIc,neg. For any monomial M in a minor involving the
NIc,neg of total weight −d,
2 degIM + d = 2
i∑
a=0
ihn−i,0a,i−a, d > 0
and so
degIM <
i∑
a=0
ahn−i,0a,i−a.
Putting everything together, we have (V.C.10) where
(V.C.12) T =
{
linear combinations of monomials M
satisfying degIM <
∑n
i=0
∑i
a=0 ah
n−i,0
a,i−a
}
.
Using the bookkeeping formula hn−i,0I =
∑n
i=a h
n−i,0
a,i−a we obtain
n∑
i=0
i∑
a=0
ahn−i,0a,i−a =
i∑
a=0
n∑
i=a
hn−i,0a,i−a =
n∑
a=0
ahn−a,0I
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which gives
P = PIPIc +
(
correction term with degI <
n∑
a=0
ahn−a,0I
)
where degI PI =
∑n
a=0 ah
n−a,0
I and degI PIc = 0, giving (i) in (V.C.10).
A parallel argument shows that for I ∩ J = ∅
DI∪J :=
n∏
i=0
det
((
NI +NI,0
∣∣
Hn−i,0I∪J (−i)
))i
+ a correction with degI <
m∑
a=0
ahn−a,0I .
By the definition of Hn−iI∪J ,
det
((
NI +NJ,0
∣∣
Hn−i,0I∪J (−i)
)i)
6= 0
and
degI
(
det
((
NI +NJ,0
∣∣
Hn−i,0I∪J (−i)
)i))
=
n∑
a=0
ahn−a,0I
while automatically
degI∪J(all terms of DI∪J) =
n∑
a=0
ahn−a,oI∪J .
Thus
degJ det
((
NI +NJ,0
∣∣
Hn−i,0I∪J (−i)
)i)
= degI∪J det
((
NI +NJ,0
∣∣
Hn−i,0I∪J (−i)
)i)
− degI det
((
NI +NJ,0
∣∣
Hn−i,0I∪J (−i)
)i)
=
n∑
a=0
a
(
hn−a,0I∪J − hn−a,0I
)
.
Proceeding inductively on {pi(1)} ⊂ {pi(1), pi(2)} ⊂ · · · ⊂ {pi(1), . . . , pi(k)} we obtain,
if N{pi(1),...,pi(`)},0 = weight 0 piece of N{pi(1),...,pi(`)} with respect to GrW (N){pi(1),...,pi(k)}
then
n∏
i=0
det
((
N{pi(1)} +N{pi(1),pi(2)},0 + · · ·+N{pi(1),...,pi(k)},0
∣∣
Hn−i,0
)i)
is a non-zero multiple of x`1pi(1)x
`2
pi(2) · · x`kpi(k). This is our Mpi. Tracking the correction
terms we have
P =
∑
pi
CpiMpi + terms strictly in the convex hull of the Mpi
where Cpi 6= 0 for all pi. This proves (ii) in V.C.10. 
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Step 4: Referring to (V.C.8) and (V.C.9), from Lemma V.C.10 we have:
(a) R1 has degI R1 < degI PI , and all monomials satisfy (i) in V.C.10.
(b) R2 is a sum of products of monomials M1M2 where each degIM < degI PI
and Mi satisfies (i) in V.C.10.
To complete the proof we have
Lemma V.C.13: Given a monomial M in the I-variables satisfying degIM < degI P
and (ii) in Lemma V.C.10,
lim
t→∆∗I
M/PI = 0.
Proof. Implicit in the lemma is that the limit exists. We note that t → ∆∗I is the
same as xi →∞ for i ∈ I. We also observe that the assumptions in the lemma imply
that there is a positive degree monomial M ′ with degI(M
′M) = degI PI and where
M ′M lies in the convex hull of the Mpi’s for PI . Using this convex hull property we
will show that
(V.C.14) M ′M/PI is bounded as xi →∞ for i ∈ I.
Since limxi→∞M
′(x) =∞, this will establish the lemma.
We now turn to the proof of (V.C.14). Because the numerator and denomina-
tor are homogeneous of the same degree, the ratio is the same for (x1, . . . , xk) and
(λx1, . . . , λxk), λ > 0.
For simplicity, reindex so that I = {1, . . . , d}. Suppose that xν = (xν1, . . . , xνd) is
a sequence of points in (xi > 0, i ∈ I) such that
lim
ν→∞
M ′M(xν)
DI(xν)
=∞.
Consider a successive set of subsequences such that for all i, j, we have one of three
possibilities:
(i) limν→∞ xνi/xνj =∞;
(ii) xνi/xνj is bounded above and below, which we write as xνi ≡ xνj;
(iii) limν→∞ xνi/xνj = 0.39
Now replace our sequence by this subsequence. Let Ii, . . . , Ir be the partition of I
such that
i ≡ j ⇐⇒ (ii) holds for i, j
and order them so that (i) holds for i, j ⇐⇒ i ∈ Im1 , j ∈ Im2 and m1 < m2. We may
thus find a C > 0 such that 1
C
5 xνi/xνj 5 C if i, j in same Im, and for any B > 0
xνi/xνj > B
m2−m1 if i ∈ Im1 , j ∈ Im2 , ν sufficiently large.
By compactness, we may pick a subsequence so that limν→∞(xνi/xνj) = Cij if i, j ∈
same Im.
Now introduce variables y1, . . . , yd and let
xi = aiym if i ∈ Im, ai/aj = Cij, ai > 0.
39In effect we are doing a sectoral analysis in the co-normal bundle to the stratum ∆∗− I, which
explains the wave front set analogy mentioned above.
56
We may restrict our cone by taking
N˜m =
∑
i∈Im
aiNi.
This reduces us to the case |Im| = 1 for all m, i.e.,
lim
ν→∞
xνi/xνj =∞ if i < j.40
Thus for any B,
xνi/xνj > B
j−i for v  0.
Now
xm1ν1 x
m2
ν2
· · xmdνd
x`1ν1x
`2
ν2 · · x`dνd
→ 0
if m2 + m2 + · · +md = `2 + `2 + · · +`d and m1 < `1, or m1 = `1 and m2 < `2, · ·.
Thus
PI = cM{1,2,...,d} + terms of slower growth as ν →∞, c > 0,
i.e.,
(M{1,2,...,d}/other terms)(xν) > B.
Since M ′M belongs to the convex hull of the Mpi, (M ′M/M{1,2,...,d})(xν) is bounded
as ν →∞. This proves the claim. 
Example V.C.15: An example that illustrates most of the essential points in the
argument is provided by a neighborhood ∆3 of the dollar bill curve
$ ←→ with the dual graph
in M2. The family may be pictured as follows:
40In effect we are making a generalized base change ∆∗d → ∆∗k such that for the pullback to ∆∗d
the coordinates ym go to infinity at different rates.
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one nodal curve
on the coordinate
plane
two nodal curve on
the coordinate axis
dollar bill curve
at the origin
-
A
A
A
A
A
AK
smooth curve
in ∆∗3
Figure 1.
With the picture
δ1
δ3
δ2
each of the coordinate planes outside the axes is a family of nodal curves where one
of the vanishing cycles δi has shrunk to a point. Along each of the coordinate axes
two of the three cycles have shrunk to a second node, and at the origin we have the
dollar bill curve.
We complete the δi to a symplectic basis by adding cycles γi.
41
γ1 γ2
The corresponding monodromies around the coordinate axes are Picard-Lefschetz
transformations with logarithms
Ni(µ) = (µ, δi)δi
41Here γ3 is not drawn in.
58
and with matrices
N1 =
(
0 1 00 1
0 0
)
, N2 =
(
0 0 00 1
0 0
)
, N3 =
(
0 1 11 1
0 0
)
.
Setting as usual `(t) = log t/2pii, the normalized period matrix is
Ω(t) =
(
`(t1) + `(t3) `(t3)
`(t3) `(t2) + `(t3)
)
+
(
holomorphic
term
)
.
The corresponding nilpotent orbit is obtained by taking the value at the ti = 0 of the
holomorphic term, and by rescaling this term may be eliminated.
Setting L(t) = (− log |t|)/4pi2 and PM(t) = (i/2)∂∂ logL(t), the metric in the
canonically framed Hodge vector bundle is the 2× 2 Hermitian matrix
H(t) =
(
L(t1) + L(t3) L(t3)
L(t3) L(t2) + L(t3)
)
;
in the Hodge line bundle the metric is
h(t) = L(t1)L(t2) + (L(t1) + L(t2))L(t3)
= L(t1)L(t2) + L(t1t2)L(t3).
Setting
ω = ∂∂ log h(t) = ∂∂
(
log(L(t1)L(t2) + L(t1t2)L(t3))
)
ω3 = ∂∂ logL(t1t2)
we will show that
(V.C.16) ω
∣∣
t3=0
is defined and is equal to ω3.
Proof. Setting ψ = ∂h/h and η = ∂∂h/h we have
ω = −ψ ∧ ψ + η.
Now
ψ =
∂ (L(t1)L(t2) + L(t2t2)L(t3))
L(t1)L(t2) + L(t1t2)L(t3)
.
Setting dt3 = 0 the dominant term of what is left is the left-hand term in
∂L(t1t2)
L(t1)L(t2)
L(t3)
+ L(t1t2)
−→ ∂L(t1t1)
L(t1t2)
,
and the arrow means that the limit as t3 → 0 exists and is equal to the term on the
right.
For η, letting ≡ denote modulo dt3 and dt3 and taking the limit as above
η ≡ ∂∂L(t1t2)
L(t1)L(t2)
L(t3)
+ L(t1t2)
−→ ∂∂L(t1t2)
L(t1t2)
,
which gives the result. 
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We next observe that
(V.C.17) ω3
∣∣
t2=0
is defined and is equal to zero.
Proof. The computation is similar to but simpler than that in the proof of (V.C.16).

Interpretations : The curves pictured in Figure 1 map to an open set ∆3 ⊂ M2.
The PHS’s of the smooth curves in ∆∗3 vary with three parameters. Those on the
codimension 1 strata such as ∆∗2 × ∆ vary in moduli with two parameters. Their
normalizations are
E
q
p
-
and their LMHS’s vary with two parameters with{
Gr1(LMHS) ∼= H1(E)
Gr0(LMHS) ∼= Q
and where the extension data in the LMHS is locally given by AJE(p − q). Thus
Gr(LMHS) varies with one parameter and for the approximating nilpotent orbit is
constant along the curves t1t2 = c. This local fibre of the map M2 → M is part of
the closed fibre parametrized by E.
Along the codimension 2 strata such as ∆∗ × ∆2 the curves vary in moduli with
1-parameter. Their normalizations are
q
p p′
q′
-
and the moduli parameter is locally the cross-ratio of {p, q; p′, q′}. The LMHS’s are
purely Hodge-Tate and thus Gr(LMHS) has no continuous parameters. In summary
• Φe is locally 1-1 on ∆∗3;
• Φe,∗ has rank 1 on ∆∗2 ×∆;
• Φe is locally constant on ∆∗ ×∆2.
As c→ 0 the fibres of Φe on the ∆∗2 ×∆ tend to the coordinate axis ∆∗ ×∆2 along
which Φe is locally constant.
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Proof of Theorem I.A.14 in the dimB = 2 case. We are given Φ : B → Γ\D
where B = B\Z with Z = ∑Zi a normal crossing divisor whose components are
irreducible, smooth curves around which the monodromy Ti is unipotent and non-
trivial. We may also assume that Φ∗ is generically 1-1. The mapping Φ is then proper
and the images M = Φ(B) ⊂ Γ\D is a closed complex surface. We want to show
that M has a canonical completion to a complex analytic surface M over which the
Hodge line bundle over M extends to an ample line bundle Λe →M . We choose our
labelling so that the LMHS is locally constant along the Zi for i = 1, . . . , k and is
not locally constant along the remaining Zj. Then the curves Zi for i = 1, . . . ,m are
the ones to be contracted to give M . It is classical that the criterion to be able to
contract the Zi to normal singularities is that the intersection matrix
(V.C.18) ‖Zi · Zj‖1≤i,j5k < 0
be negative definite.
Since the monodromy of LMHS along Zi is finite, the canonically extended Hodge
line bundle
Λe,i → Zi
is of finite order, and moreover the canonically extended Chern ωe may be restricted
to Zi and
ωi = ωe,i
∣∣
Zi
= 0
where ωi is the Chern form of the Hodge line bundle Λi = Λe
∣∣
Zi
. Since ω2e > 0
our desired result (V.C.18) follows from the Hodge index theorem. Since Λe
∣∣
Zi
is of
finite order a power of it is trivial and therefore for some m the line bundle Λme → B
descends to a line bundle Λm
e,M
→ M . Although M is singular and ωe only descends
to a singular differential form on M , the classical Kodaira theorem may be extended
to this case to give that ΛM
e,M
→ M is ample (cf. Section VI in [GGLR17] for the
details).
VI. Applications, further results and some open questions
VI.A. The Satake-Baily-Borel completion of period mappings.
We will discuss the proof of Theorem I.A.14 as stated in the introduction. There
are three steps in the argument:
(a) construction of the completion M of M ;
(b) analysis of the extended Chern form ωe on B; and
(c) extension of the classical Kodaira theorem to the case of the singular variety
M where the Chern form up on B has mild singularities.
Step (b) was discussed in Section V above and using it step (c) can be done by
extending essentially standard arguments. For this we refer to Section 6 in [GGLR17]
and here shall take up step (a). What follows is not a formal proof; the intent is to
illustrate some of the key ideas behind the argument given in [GGLR17]. There are
four parts to the argument:
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(a1) localize the period mapping to
Φ : ∆∗k ×∆` → Γloc\D
where Γloc = {T1, . . . , Tk} is the local monodromy group and determine the
structure of local image
Φ(∆k ×∆`) ⊂M ;
(a2) using the first step and the proper mapping theorem, show that the fibres F
of the set-theoretic map
Φe : B →M
are compact analytic subvarieties of B, and from this infer that M has the
structure of a compact Hausdorff topological space and Φe is a proper map-
ping;
(a3) define the sheaf OM whose sections over an open set U ⊂M are the continuous
functions f such that f ◦ Φe is holomorphic in Φ−1e (U), and show that OM
endows M with the structure of an analytic variety; and
(a4) show that certain identifications of connected components of the fibres that
result from the global action of monodromy give a finite equivalence relation
(this uses [CDK95]).
In this paper we shall mainly discuss the first step isolating the essential point of how
the relative weight filtration property enters in the analysis of how the local period
mapping in (a1) extends across the boundary strata of ∆∗k ×∆` in ∆k ×∆`.
Step (a2) is based on the following (cf. [Som78]). Let
Φ : B → Γ\D
be a period mapping where B = B\Z with Z = ∑i Zi a normal crossing divisor
with unipotent monodromy Ti around Zi. The Φ may be extended across all the
Z∗i := Zi\ (∩j 6=iZi ∩ Zj) around which Ti = Id and the resulting mapping
Φe : Be → Γ\D
is proper.42 Thus Φe(Be) ⊂ Γ\D is a closed analytic variety. This result will be used
for B, and also for the period mappings
ΦI : Z
∗
I → ΓI\DI
given by taking the associated gradeds to the limiting mixed Hodge structures along
the strata Z∗I := ZI\ (∩J⊃IZJ ∩ ZI).
Step (a3), which is work still in progress, is based on analysis of the global structure
of the fibres F, specifically positivity properties of the co-normal sheaf IF/I
2
F (which
is the co-normal bundle N∗
F/B
in case F is smooth).
42This result uses that an integral element of the IPR the holomorphic sectional curvatures are
5 −c for some c > 0 and the Ahlfors-Schwarz lemma. For the former we refer to Theorem VI.B.1
below. The latter is a by now standard deep fact in complex function theory.
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Turning to the discussion of step (a1) we shall only consider the key special case
when ` = 0 (there are no parameters) and Φ is a nilpotent orbit (V.B.3). Then Φ is
given by taking the orbit of the image of the homomorphism of complex Lie groups
ρ : C∗k → GC
whose differential is
ρ∗(ti∂/∂ti) = Ni.
Referring to the discussion following the statement of Theorem I.A.14 in the intro-
duction and recalled below we will prove the following
Proposition VI.A.1: There exists a mapping
µ : ∆∗k → CN
whose fibres are exactly the fibres of the set-theoretic mapping Φe localized to ∆
∗k and
with monodromy group Γloc (cf. VI.A.3 below).
The mapping µ in the proposition will be given by monomials, and for this reason it
will be called a monomial mapping.
The mapping Φe localized to ∆
∗k arises from a period mapping
(VI.A.2) Φ : ∆∗k → Γloc\D
given by a nilpotent orbit. The corresponding variation of Hodge structure over
∆∗k induces variations of polarized limiting mixed Hodge structures along the open
boundary strata ∆∗I = {(t1, . . . , tk) ∈ ∆k : ti = 0 for i ∈ I and tj 6= 0 for j ∈ Ic}.
Passing to the primitive parts of the associated graded gives period mappings
ΦI : ∆
∗
I → ΓI\DI ,
where ΓI is generated by the Ti for i ∈ I. The set-theoretic mapping Φe is given by
(VI.A.3) Φe : ∆
k → Γloc\D q
(∐
I
ΓI,loc\DI
)
where Φe
∣∣
∆∗I
and ΦI,loc is the monodromy group given by the VHS over ∆
∗
I .
The proof of Proposition VI.A.1 will be given in several steps, as follows.
1. determine the connected components of the nilpotent orbit
(VI.A.4) exp
(∑
j
`(tj)Nj
)
· F : ∆∗k → Γloc\D;
2. extend that argument to determining the connected components of the mappings
ΦI , which will also be given by nilpotent orbits
(VI.A.5) ΦI(tI) = exp
(∑
j∈Ic
`(tj)Nj
)
· FI : ∆∗I → ΓI\DI ;
3. show that for I ⊂ J the closure in ∆∗I ∩∆∗J of a fibre of ΦI is equal to a connected
component of a fibre of ΦJ ; and
4. show that the limit of a sequence of fibres of ΦI is contained in a fibre of ΦJ .
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As for removing the “connected component” qualifiers go, part of this deals with
the identifications induced by global monodromy that was mentioned above.
The basic idea in the construction appears already in step 1; the most interesting
part of the argument is step 3 where the relative weight filtration property provides
the key.
Step 1: We consider the question: What are the conditions that a monomial
(VI.A.6) tB = tb11 · · · tbkk , bi ∈ Z
be constant on the fibres of (VI.A.2)? For this we let
R =
{
A = (a1, . . . , ak) :
∑
i
aiNi = 0
}
⊂ Rk
be the set of relations on the Ni ∈ g.43 We note that R is defined over Q.
Proposition VI.A.7: The conditions that the monomial (VI.A.6) be constant on the
fibres of (VI.A.2) are
A ·B =
∑
j
ajbj = 0, A ∈ R.
Proof. The vector field induced by N =
∑
ajNj ∈ gR is nowhere vanishing on D.44
Thus on the one hand
ρ∗
(∑
j
ajtj∂/∂tj
)
is tangent to a fiber of Φ ⇐⇒
∑
j
ajNj = 0.
On the other hand, the condition that the monomial (VI.A.6) be constant on the
orbits of the vector field
∑
j ajtj∂/∂tj on ∆
∗k is(∑
j
ajtj∂/∂tj
)
tB = (A ·B)tB = 0. 
This simple computation contains one of the key ideas in the construction of the
monomial mapping
µ : ∆k → CN .
We next consider the question:
Are there enough monomials (VI.A.6) satisfying A · B = 0 for all A ∈ R and
where bj ∈ Z=0 to separate the connected components of the fibres of (VI.A.4)?
This is the existence result that is needed to give local charts that will define the
fibres of (VI.A.4) up to connected components. It is a consequence of the following
Proposition VI.A.8: The subspace R⊥ is spanned by vectors B where all bi ∈ Q=0.
This is a consequence of a result in linear programming, known as Farkas’ alterna-
tive theorem. We refer to Section 3 in [GGLR17] for details and a reference.
43Here we use the [GGLR17] notations g = EndQ(V ) and gR = EndQ(VR).
44This is because D ∼= GR/H where H is a compact subgroup of GR. The Lie algebra h then
contains no non-zero nilpotent elements in EndQ(VR).
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Step 2: We consider the period mappings (VI.A.5)
ΦI : Z
∗
I → Γloc,I\DI
given by the variation of polarized limiting mixed Hodge structures on the open
smooth strata Z∗I . Again restricting to the case of a nilpotent orbit (VI.A.5) we may
ask for the analogue of the question in Step 1 for this nilpotent orbit.
The key observations here are that here both the weight and the Hodge filtrations
enter, and since ΦI maps to the associated graded relative to the weight filtration
W (NI) any operation that decreases W (NI) has no effect. Recalling from Section
V.B our notations
• NI =
∑
i∈I Ni;
• YI = grading element for NI and {NI , YI , N+I } is the resulting sl2;
• for j ∈ Ic we have Nj = Nj,0 + Nj,−1 + · · · where Nj,−m is the −m weight
space for YI ;
it follows that the nilpotent orbit (VI.A.5) is the same as the nilpotent orbit using
Nj,0 in place of Nj, and in place of Proposition VI.A.7 we have
Proposition VI.A.9: The connected components of the fibres of (VI.A.5) are the
level sets of monomials tB where bj ∈ Z=0 and∑
j∈Ic
bjNj ∈ W−1(NI)g.
Moreover, recalling that the Chern form of the Hodge line bundle is given by ωI =
ωe
∣∣
Z∗I
these connected components are exactly the connected integral varieties of the
exterior differential system
ωI = 0.
We recall our notation ∆∗I = {t ∈ ∆∗k : ti = 0 for i ∈ I and tj 6= 0 for j ∈ Ic} and
denote by
(VI.A.10) µI : ∆
∗
I → CNI
the monomial map constructed in the same way as the monomial map constructed
from Propositions VI.A.7 and VI.A.8 using the tB for a generating set of vectors
B ∈ R⊥ with the bi ∈ Z=0. The to be constructed compact analytic variety is M is
set theoretically the disjoint union
(VI.A.11) M = M q
(∐
I
MI
)
where MI is a finite quotient of the union of the images
ΦI(Z
∗
I ) ⊂ Γloc,I\DI .
To complete the proof of the construction of M as compact analytic variety two issues
need to be addressed:
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(i) set-theoretically, the inverse image of ΦI(∆
∗
I) ⊂ MI is a finite cover of µI(∆∗I)
and we need to describe analytic functions that will separate the sheets of this
covering,45 and
(ii) we need to show that the analytic varieties MI fit together to give the structure
of an analytic variety on M .
Step 3: For the second of the two issues above we observe that the restriction
tB
∣∣
∆∗I
= 0 if bi > 0 for some i ∈ I.
To establish (ii) we have the
Proposition VI.A.12: For I $ J so that ∆∗J ⊂ ∆
∗
I , the closure of a level set of
µI is contained in a level set of µJ . Moreover the limit in ∆
∗
J of level sets in ∆
∗
I is
contained in a level set of µJ .
Proof. This will be a consequence of the relative weight filtration property (RWFP)
(V.B.7) that we now recall in a form adapted to the proof of (VI.A.12).
Given A,B ⊂ {1, . . . , k} with A ∩B = ∅, we denote by
NB = NB,0 +NB,−1 +NB,−2 + · · ·
the YA-eigenspace decomposition of NB relative to the sl2 {N+A , YA, NA}. Then the
nilpotent operator
NB,0
∣∣
Gr
W (NA)
m V
: GrW (NA)m V → GrW (NA)m V
induces a weight filtration on GrW (NA)• V . Another weight filtration on this vector
space is defined by
W•(NA +NB) ∩Wm(NA)
W•(NA +NB) ∩Wm−1(NA) .
The RWFP is that these two filtrations coincide; i.e.,
(VI.A.13)
Wm+m′(NA +NB) ∩Wm(NA)
Wm+m′(NA +NB) ∩Wm−1(NA) = Wm
′
(
NB,0
∣∣
Gr
W (NA)
m V
)
.
Returning to the proof of (VI.A.12), what must be proved is that for I $ J
(VI.A.14)
∑
j∈Ic
ajNj ∈ W−1(NI) =⇒
∑
j∈Jc
ajNj ∈ W−1(NJ).
On the RHS we have used that Nj ∈ W−2(NJ) for j ∈ J , so the sum is really over
j ∈ J c. What (VI.A.14) translates into is that if tA is a monomial that is constant
on the fibres of ΦI , then the restriction t
A
∣∣
∆∗J
is constant on the level sets of ΦJ .
We let X =
∑
j∈Ic ajNj ∈ W−1(NI)g, where the “∈” is because
X ∈ Z(NI) =⇒ X has only negative weights in the NI-string decomposition of g.
45Here there is both a local issue dealing with the fibres of ΦI : ∆
∗
I → ΓI\DI , and a global issue
arising from the possibility that two connected components of the fibre of ΦI : ∆
∗
I → ΓI\DI may
be subsets of a single fibre of ΦI on Z
∗
I due to the global action of monodromy.
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Write
X = X0 +X−1 +X−2 + · · ·
in terms of the eigenspace decomposition of YJ . Since NJ−I is in the −2 eigenspace
of YI , we have
[NJ−I , X0] = 0.
Now decompose X0 into YI eigenspace components
X = X0,−m +X0,−(m+1) + · · · , m = 1.
Then
[NJ−I,0, X0,−m] = 0 =⇒ X0,−m ∈ GrW (NI)−m g lies in Z
(
NJ−I,0
∣∣
Gr
W (NI )
−m
g
)
and consequently
X0,−m ∈ W0
(
NJ−I,0
∣∣
Gr
W (NI )
−m g
)
.
Applying (VI.A.13) with A = I, B = J−I gives (VI.A.14), which proves VI.A.12. 
Step 4: At this point we have constructed a monomial mapping
µ : Ck → CN
whose fibres are unions of the fibres of the nilpotent orbit (V.A.3). The final local
step is to refine the construction to have
Ck
η //
µ !!
Ck
µ˜}}
CN
(VI.A.15)
where µ˜ is a monomial mapping with connected fibres. The basic idea already occurs
when k = N = 1 and µ(t) = tm; then “t1/m” separates the fibres of µ.
In general we suppose that
µ(t) = (tI1 , . . . , tIN )
where
tIj = t
ij1
1 · · · tijkk .
Define a map Zk → ZN by
ej → (i1j , . . . , iNj).
Then identifying ZN with Hom(ZN ,Z), up to a finite group the image Λ ⊂ ZN is
defined by Λ⊥ ⊂ ZN . Setting Λ˜ = (Λ⊥)⊥, for the finite abelian group Λ˜/Λ we have
(VI.A.16) Λ˜/Λ ∼= ⊕Z/diZ.
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The mapping η in (VI.A.15) will be a |Λ˜/Λ|-to-1 monomial map. To construct it, at
the level of exponents of monomials we will have
Zk B //
A !!
Zk
A˜}}
ZN
(VI.A.17)
where Im(A) = Λ, Im(A˜) = Λ˜ and Zk/ Im(B) ∼= Λ˜/Λ. Such a map always exists
and may be constructed using (VI.A.16). We then use (VI.A.17) to define (VI.A.15)
where µ˜ is a monomial map with connected fibres. 
For the issue arising from the global action of monodromy we refer to Section 3 in
[GGLR17].
Example VI.A.18: This is a continuation of Example V.C.15 above. SinceN1, N2, N3
are linearly independent, the mapping ∆3 → Γloc\D given by the corresponding nilpo-
tent orbit is 1-1.46
The interesting situation is on the face {0}×∆∗2 given by t1 = 0. There we observe
from the computations in Example V.C.15 that the induced maps
N2, N3 : Gr
W (N1)
1 V → GrW (N1)1 V
are equal. This gives the relation N2−N3 = 0 which leads to the monomial t2t3 that
is constant on the fibres of the period mapping
Φ1 : {0} ×∆∗2 → Γ1,loc\D1.47
On the codimension 2 strata the associated graded to the LMHS’s are Hodge-Tate,
so the corresponding period mappings are constant.48
We conclude this section by discussing the following question:
What are the Zariski tangent spaces to M?
More precisely,
(VI.A.19) What is the kernel of the mapping TbB → TΦe(b)M?
Recalling the notation ωe for the Chern form of the canonically extended Hodge
line bundle Λe → B, we want to define in each tangent space to B the meaning of
the equations
(VI.A.20) ωe(ξ) = 0, ξ ∈ TbB.
The issue is that ωe is not smooth, continuous, or even bounded. If b ∈ B, then
(VI.A.20) has the usual meaning Φ∗(ξ) = 0. If b ∈ Z∗I and ξ ∈ TbZ∗I is tangent to Z∗I ,
then since ωe
∣∣
Z∗I
= ωI (VI.A.20) means that ΦI,∗(ξ) = 0.
46In this case D = H2.
47In this case D1 = H.
48We note that the limit of the parabolas t2t3 = c as c→ 0 will be the coordinate axes, confirming
the limit part of the statement in VI.A.12 in this case.
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Thus the interesting case is when b ∈ Z∗I and ξ is a normal vector to Z∗I in B. This
amounts to the situation of a 1-parameter VHS
Φ : ∆∗ → ΓT\D, ΓT = T Z
and (VI.A.20) becomes the condition
(VI.A.21) Φe,∗(∂/∂t)
∣∣
t=0
= 0.
In this case we have the
Proposition VI.A.22: If T 6= Id, then Φe,∗(∂/∂t)
∣∣
t=0
6= 0.
Proof. If T = expN is unipotent, then the methods used in Section V.A above and
Section 3 in [GGLR17] give for the Chern form on ∆∗
ωe = C
dt ∧ dt¯
|t|2(− log |t|)2 , C > 0.
In general T is quasi-unipotent and after a base change t′ = tm we will have
∆
′∗
pi

Φ′ // ΓT ′\D

∆∗ Φ // ΓT\D
where T ′ is unipotent. Then from
pi∗
(
dt ∧ dt¯
|t|2(− log |t|)2
)
= C ′
dt′ ∧ dt¯′
|t′|2(− log |t′|)2 , C
′ > 0
we may infer the proposition.49 
From VI.A.22 we may draw the
Conclusions VI.A.23: (i) If the Nj, j ∈ Ic, are linearly independent modulo W−1(N1),
then ωe > 0 in the normal spaces to Z
∗
I .
(ii) For nilpotent orbits, ωe(ξ) = 0 ⇐⇒ µ∗(ξ) = 0 where µ : ∆∗k → CN is the
monomial map.
We comment that (ii) holds in the general situation in Section 3 of [GGLR17] where
local quasi-charts are constructed for arbitrary VHS over ∆∗k ×∆`.
Finally we use the results of Section V above and Section 3 in [GGLR17] to sum-
marize the properties of the EDS (VI.A.20):
(VI.A.24) (a) (VI.A.20) defines a coherent, integrable sub-sheaf I ⊂ OB(TB);
(b) the maximal leaves of I are closed, complex analytic subvarieties
of B;
(c) as a set, M is the quotient of the fibration of B given by the leaves
of I.
49It is interesting to note that the pullback of smooth forms under a branched covering map
vanish along the branch locus. For the Poincare´ metric this is not the case, illustrating again the
general principle that in Hodge theory singularities increase positivity.
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Singular integrable foliations and their quotients have been introduced and studied
in [Dem12b].
VI.B. Norm positivity and the cotangent bundle to the image of a period
mapping.
(i) Statement of results. Let Φ : B → Γ\D be a period mapping with image a
quasi-projective variety M ⊂ Γ\D. The GR-invariant metric on D constructed from
the Cartan-Killing form on gR induces a Ka¨hler metric on the Zariski open set M
o
of smooth points of M . We denote by R(η, ξ) and R(ξ) the holomorphic bi-sectional
and holomorphic sectional curvatures respectively.
Theorem VI.B.1: There exists a constant c > 0 such that
(i) R(ξ) 5 −c for all ξ ∈ TM o;
(ii) R(η, ξ) 5 0 for all η, ξ ∈ TM o ×Mo TM o;
(iii) For any b ∈ Mo there exists a ξ ∈ TbM o such that R(η, ξ) 5 −c/2 for all
η ∈ TbM o.
Observe that using (II.G.3) from [BKT13] (iii) follows from (i) and (ii). As a
corollary to (ii) we have
(iv) R(η, ξ) 5 −c/2 is an open set in TM o ×Mo TM o.
We note that (iii) implies that this open set projects onto each factor in M o ×M o.
As applications of the proof of Theorem VI.B.1 and consideration of the singularity
issues that arise we have the following extensions of some of the results of Zuo [Zuo00]
and others (cf. Chapter 13 in [CMSP17]):
M is of log-general type,(VI.B.2)
Symm Ω1M(log) is big for m = m0.(VI.B.3)
The result in (VI.B.2) means that for any desingularization M˜ of M with M˜ lying
over M and Z˜ = M˜\M˜ , the Kodaira dimension
κ
(
K
M˜
(Z˜)
)
= dimM.
The result in (VI.B.3) means that
Symm Ω1
M˜
(log Z˜) is big for m = m0.
The proof will show that we may choose m0 to depend only on the Hodge numbers
for the original VHS.
The proof will also show that
(VI.B.2)S M is of stratified-log-general type,
(VI.B.3)S Sym
m Ω1
M
(log) is stratified-big for m = m0.
Here stratified-log-general type means that there is a canonical stratification {M∗I } of
M such that each stratum M∗I is of log-general type. There is the analogous definition
for stratified big.
70
Without loss of generality, using the notations above we may take M˜ = B, M˜ = B
and Z˜ = Z; we shall assume this to be the case.
Remark: The results of Zuo, Brunebarbe and others are essentially that KM(log)
and Ω1M(log) are weakly positive in the sense of Viehweg. This is implied by (VI.B.3).
The proof of Theorem VI.B.1 will be done first in the case
(VI.B.4) B = B and Φ∗ is everywhere injective.
It is here that the main ideas and calculations occur.
The singularities that arise are of the types
(VI.B.5)

(a) where Φ∗ fails to be injective (e.g., on Msing),
(b) on Z = B\B where the VHS has singularities,
(c) the combination of (a) and (b).
As will be seen below, there will be a coherent sheaf I with
Φ∗(TB) ⊂ I ⊂ Φ∗(T (Γ\D)).50
Denoting by Io the open set where I is locally free, there is an induced metric and
corresponding curvature form for Io, and with the properties (i), (ii) in the theorem for
Io Theorem VI.B.1 will follow from the curvature decreasing property of holomorphic
sub-bundles, which gives
R(η, ξ) = ΘTMo(η, ξ) 5 ΘIo(η, ξ).
As for the singularities, if we show that
κ (det Io(log)) = dimB(VI.B.6)
Symm Io(log) is big(VI.B.7)
then (VI.B.2) and (VI.B.3) will follow from the general result: If over a projective
variety Y we have line bundles L,L′ and a morphism L→ L′ that is an inclusion over
an open set, then
(VI.B.8) L→ Y big =⇒ L′ → Y is big.
We will explain how (VI.B.6) and (VI.B.7) will follow from (VI.B.8) for suitable
choices of Y, L and L′.
(ii) Basic calculation. It is conventient to use Simpson’s system of Higgs bundles
framework (cf. [Sim92] and Chapter 13 in [CMSP17]) whereby a VHS is given by a
system of holomorphic vector bundles Ep, and maps
Ep+1
θp+1−−→ Ep ⊗ Ω1B θ
p−→ Ep−1 ⊗ ∧2Ω2X
50Here we are identifying a coherent sub-sheaf of a vector bundle with the corresponding family
of linear subspaces in the fibres of the vector bundle. The coherent sheaf I will be a subsheaf of the
pull-back Φ∗T (D\Γ)h of the horizontal tangent spaces to Γ\D. The critical step in the calculation
will be that it is integrable as a subsheaf Φ∗T (Γ\D)h.
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that satisfy
(VI.B.9) θp ∧ θp+1 = 0.
Thus there is induced
Ep+1
θp+1−−→ Ep ⊗ Ω1B θ
p−→ Ep−1 ⊗ Sym2 Ω1B,
and the data (⊕
p
Ep ⊗ Symk−p Ω1B,⊕
p
θp) for any k with k = p is related to the notion
of an infinitesimal variation of Hodge structure (IVHS) (cf. 5.5 ff. in [CMSP17]).
In our situation the vector bundles Ep will have Hermitian metrics with Chern
connections Dp. The metrics define adjoints
θp
∗
: Ep → Ep+1 ⊗ Ω1B,
and in the cases we shall consider if we take the direct sum over p we obtain
(E,∇ = θ∗ +D + θ), with (VI.B.9) equivalent to ∇2 = 0.
The properties uniquely characterizing the Chern connection together with ∇2 = 0
give for the curvature matrix of Ep the expression
(VI.B.10) ΘEp = θ
p+1 ∧ θp+1∗ + θp∗ ∧ θp,
which is a difference of non-negative terms each of which has the norm positivity
property (III.A.3) (cf. [Zuo00] and Chapter 13 in [CMSP17]).
For a PVHS (V,Q,∇, F ) we now set
Ep = Grp HomQ(V, V ), −n 5 p 5 n
where Grp is relative to the filtration induced by F on HomQ(V, V ). At each point b
of B there is a weight zero PHS induced on HomQ(V, V ) = g and
Epb = g
p,−p
with the bracket
[ , ] : Ep ⊗ Eq → Ep+q.
Thinking of θ as an element in g ⊗ Ω1B, the integrability condition VI.B.9 translates
into
(VI.B.11) [θ, θ] = 0.
We shall use the notation
Grp = Grp HomQ(V, V )
rather than Ep for this example.
The differential of Φ gives a map
Φ∗ : TB → Gr−1 .
Definition: I ⊂ Gr−1 is the coherent subsheaf generated by the sections of Gr−1
that are locally in the image of Φ∗ over the Zariski open set where Φ∗ is injective.
For ξ a section of I we denote by adξ the corresponding section of Gr
−1. The
integrability condition (VI.B.11) then translates into the first part of the
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Proposition VI.B.12: I is a sheaf of abelian Lie sub-algebras of ⊕
p
Grp. For η, ξ
sections of I
ΘGr−1(η, ξ) = −‖ ad∗ξ(η)‖2.
Proof. For η, ξ ∈ Gr−1 the curvature formula (VI.B.10) is
ΘGr−1(η, ξ) = ‖ adξ(η)‖2 − ‖ ad∗ξ(η)‖2.
The result then follows from adξ(η) = [ξ, η] = 0 for η, ξ ∈ I. 
On the open set where Io is a vector bundle with metric induced from that on Gr−1
we have
ΘIo(η, ξ) 5 ΘGr−1(η, ξ) 5 0.
The first term is the holomorphic bi-sectional curvature for the indued metric on
Φ(B).
To complete the proof of Theorem VI.B.10 we need to show the existence of c > 0
such that for all ξ of unit length
(VI.B.13) ‖ ad∗ξ(ξ)‖ = c.
The linear algebra situation is this: At a point of B we have
V = ⊕
p+q=n
V p,q
and ξ is given by maps
Ap : V
p,q → V p−1,q+1,
⌊n+ 1
2
⌋
5 p 5 n.
In general a linear map
A : E → F
between unitary vector spaces has principal values λi defined by
Aei = λifi, λi real and non-zero
where ei is a unitary basis for (kerA)
⊥ and fi is a unitary basis for ImA. The square
norm is
‖A‖2 = TrA∗A =
∑
i
λ2i .
We denote by λp,i the principal values of Ap. The λp,i depend on ξ, and the square
norm of ξ as a vector in TpB ⊂ TΦ(p)(Γ\D) is
‖ξ‖2 =
∑
p
∑
i
λ2p,i.
In the above we now replace V by HomQ(V, V ) and use linear algebra to determine
the principal values of ad∗ξ . These will be quadratic in the λp,i’s, and then
‖ adξ∗(ξ)‖2
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will be quartic in the λp,i. A calculation gives
(VI.B.14) ‖ adξ∗(ξ)‖2 =
∑
p
( ∑
i apλ
4
p,i(∑
i λ
2
p,i
)2
)
where the ap are non-negative integers that are positive if Ap 6= 0, and from this by
an elementary algebra argument we may infer the existence of the c > 0 in Theorem
VI.B.1. 
At this point we have proved the theorem. The basic idea is very simple:
For a VHS the curvature (VI.B.10) of the Hodge bundles is a difference of non-
negative terms, each of which is of norm positivity type where the “A” in Def-
inition III.A.3 is a Kodaira-Spencer map or its adjoint. For the HomQ(V, V )
variation of Hodge structure, A(ξ)(η) = [ξ, η] = 0 by integrability. Conse-
quently the curvature form has a sign, and a linear algebra calculation gives
the strict negativity ΘI(ξ, ξ) 5 −c‖ξ‖4 for some c > 0.51
(iii) Singularities. The singularity issues were identified in (VI.B.5), and we shall
state a result that addresses them. The proof of this result follows from the results
in [CKS86] as extended in [GGLR17], [Kol87] and the arguments in [Zuo00].52
Using the notations introduced in (ii) above, a key observation is that the differ-
ential
Φ∗ : TB → Gr−1
extends to
Φ∗ : TB 〈−Z〉 → Gr−1e
where TB 〈−Z〉 = Ω1
B
(logZ)∗ and Gr−1e is the canonical extension to B of Gr
−1 →
B. This is just a reformulation of the general result (cf. [CMSP17]) that for all p,
θp : Ep → Ep ⊗ Ω1
B
extends to
(VI.B.15) θpe : E
p
e → Ep−1e ⊗ Ω1B(logZ).
As noted above, the image Φ∗TB ⊂ Gr−1 generates a coherent subsheaf I ⊂ Gr−1
and from (VI.B.15) we may infer that I extends to a coherent subsheaf Ie ⊂ Gr−1e .
As in [Zuo00] we now blow up B to obtain a vector sub-bundle of the pullback of
Gr−1 and note that Ie ⊂ Gr−1e will be an integrable sub-bundle.
The metric on Gr−1 induces a metric in I and we use the notations
• ϕ = Chern form of det Io∗;
• ω = Chern form of OPIo∗(1).
Theorem VI.B.16: Both ϕ and ω extend to closed, (1, 1) currents ϕe and ωe on
B and PI∗e that respectively represent c1(det I∗e ) and c1(OPI∗e )(1). They have mild
singularities and satisfy
51This first proof of the result that appeared in the literature was Lie-theoretic where the metric
on g was given by the Cartan-Killing form. As will be illustrated below the above direct algebra
argument is perhaps more amenable to the computation in examples.
52These arguments have been amplified at a number of places in the literature; cf. [VZ03] and
[Pa˘16].
74
• ϕe = 0 and ϕe > 0 on an open set;
• ωe = 0 and ωe > 0 on an open set.
With one extra step this result follows from singularity considerations similar to
those in Section IV above. The extra step is that
Ie is not a Hodge bundle, but rather it is the kernel of the map θ
−1 : Gr−1e →
Gr−2e ⊗Ω1e ⊗ Ω1B(logZ).
As was noted in [Zuo00], either directly or using (5.20) in [Kol87] we may infer the
stated properties of ϕe and ωe. 
Remark: It is almost certainly not the case that any sub-bundle G ⊂ Gr−1e will
have Chern forms with mild singularities. The bundle Ie is special in that it is the
kernel of the map Gr−1e → Gr−2e ⊗Ω1B(logZ). Although we have not computed the
2nd fundamental form of Ie ⊂ Gr−1e , for reasons to be discussed below it is reasonable
to expect it to also have good properties.
The issue of the curvature form of the induced metric on the image M = Φ(B) ⊂
Γ\D seems likely to be interesting. Since the metric on the smooth points M o ⊂ M
is the Ka¨hler metric given by the Chern form of the augmented Hodge line bundle,
the curvature matrix of TM o is computed from a positive (1,1) form that is itself the
curvature of a singular metric. In the 1-parameter case the dominant term in ω is
the Poincare´ metric PM = dt⊗ dt¯/|t|2(− log |t|)2, and the curvature of the PM is a
positive constant times −PM . One may again suspect that the contributions of the
lower order terms in ω are less singular than PM . This issue may well be relevant to
Question I.A.10.
(iv) Examples. On the smooth points of M o of the image of a period mapping the
holomorphic bi-sectional curvature satisfies
(VI.B.17) R(η, ξ) 5 0,
and for η, ξ in an open set in TM o ×Mo TM o it is strictly negative. This raises the
interesting question of the degree of flatness of T ∗M o. In the classical case when
D is a Hermitian symmetric domain and B = Γ\D is compact this question has
been studied by Mok [Mok87] and others. In case B is a Shimura variety the related
question of the degree of flatness of the extended Hodge bundle Fe over a toriodal
compactification of Γ\D is one of current interest (cf. [Bru16a], [Bru16b] and the
references cited there). This issue will be further discussed in Section VI.E.
Here we shall discuss the equation
ΘI0(η, ξ) = 0
over the smooth locus M o of M . In view of (VI.B.10) this equation is equivalent to
adξ∗(η) = 0, η ∈ I.
To compute the dimension of the solution space to this equation, we use the duality
ker(ad∗ξ) = (Im(adξ))
⊥
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to have
(VI.B.18) dim ker(ad∗ξ) = dim
(
coker
(
Im{adξ : Gr0 → Gr−1}
))
.
Since I depends on the particular VHS, at least as a first step it is easier to study
the equation
(VI.B.19) Adξ∗(η) = 0, η ∈ Gr−1 .
Because the curvature form decreases on the sub-bundle I ⊂ Gr−1, over M o we have
(VI.B.18) =⇒ (VI.B.19)
but in general not conversely.
Example 1: For weight n = 1 with h1,0 = g, with a suitable choice of coordinates
the tangent vector ξ is given by g × g symmetric matrix A, and on Gr−1 we have
(VI.B.20) dim ker(ad∗ξ) =
(
g − rank A+ 1
2
)
Proof. At a point we may choose a basis for that Q =
(
0 Ig
−Ig 0
)
and
F 1 is given by
(
Ω
Ig
)
, Im Ω > 0
ξ ∈ Gr−1 is given by
(
0 A
0 0
)
, A = tA
η ∈ Gr0 is given by
(
C 0
0 −tC
)
.
Then
[ξ, η] =
(
0 AC + tCA
0 0
)
.
Diagonalizing A and using (VI.B.18) we obtain (VI.B.20).
Example 2: For weight n = 2, ξ is given by
A = h2,0 × h1,1 matrix.
We will show that on Gr−1
(VI.B.21) dim ker(ad∗ξ) = (h
2,0-rank A)(h1,1-rank A).
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Proof. We may choose bases so that Q = diag(Ih2,0 ,−Ih1,1 , Ih2,0) and
F 2 is given by
Ω0
iΩ
 , Ω non-singular,
ξ is given by
0 A 00 0 tA
0 0 0
 ,
η is given by
C 0 00 D 0
0 0 −tC
 .
Then
[ξ, η] =
0 AC −DA 00 0 tAD + t(AC)
0 0 0
 .
Choosing bases so that A = ( I 00 0 ), C =
(
C11 C12
C21 C22
)
and D =
(
D11 D12
−tD12 D22
)
, we have
AC −DA =
(
C11 −D11 D12
0 −tD12 0
)
.
Setting rk(E) = rankE for a matrix E, this gives
rk A h2,0-rk A
rkA
h1,1-rk A
(
∗ ∗
∗ 0
)
where the ∗’s are arbitrary. 
As in the n = 1 case we note that
(VI.B.22) A of maximal rank ⇐⇒ ker(ad∗ξ) = 0.
Example 3: Associated to a several parameter nilpotent orbit
exp
(∑
i
`(ti)Ni
)
· F
is a nilpotent cone σ = {Nλ =
∑
λiNi, λi > 0} and the weight filtration W (N)
is independent of N ∈ σ. As discussed in Section 2 of [GGLR17], without loss of
generality in what follows here we may assume that the LMHS associate to N ∈ σ is
R-split. Thus there is a single Y ∈ Gr0 HomQ(V, V ) such that for any N ∈ σ
[Y,N ] = −2N,
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and using the Hard Leftschetz Property Nk : Gr
W (N)
n+k (V )
∼−→ GrW (N)n−k (V ) we may
uniquely complete Y,N to an sl2 {N, Y,N+}. Let gσ ⊂ End(GrW (N)• V ) be the Lie
algebra generated by the Ni and Y . The properties of this important Lie algebra
will be discussed elsewhere; here we only note that gσ is semi-simple and that the
nilpotent orbit gives a period mapping
∆∗k Φσ−→ Γloc\Dσ
where Dσ = Gσ,R/Hσ is a Mumford-Tate sub-domain of D. Of interest are the
holomorphic bi-sectional curvatures of Φσ(∆
∗k). We shall not completely answer this,
but shall give a proof of the
Proposition VI.B.23: ΘI(η,N) = 0 for all N ∈ σ, if and only if, η ∈ Z(gσ).
Proof. We denote by gC = ⊕
p
gp,−p the Hodge decomposition on the associated graded
to the limiting mixed Hodge structure defined by σ. The Hodge metric is given on
gC by the Cartan-Killing form, and its restriction to g
−1,−1 is non-degenerate.53 The
decomposition of gC into N -strings for the sl2 given by {N, Y,N+} is orthogonal with
respect to the Hodge metric, from which we may infer that the adjoint adN∗ acts
separately on each N -string. The picture is something like
η◦ η // ◦
N∗
jj
η // ◦ η //
N∗
hh ◦.
N∗
hh
Because N is an isomorphism the same is true of N∗; consequently
ΘI(η,N) = 0 ⇐⇒ η belongs to an N -string of length 1,
and this implies that [η, Y ] = [η,N+] = 0. By varying N over σ we may conclude the
proposition. 
Example 4: One of the earliest examples of the positivity of the Hodge line bundle
arose in the work of Arakelev ([Ara71]). For 1-parameter families it gives an upper
bound on the degree of the Hodge line bundle in terms of the degree of the logarithmic
canonical bundle of the parameter spaces.54 This result has been extended in a number
of directions; we refer to [CMSP17], Section 13.4 for further general discussion and
references to the literature.
One such extension is due to [Zuo00], [VZ03] and [VZ06]. This proof of that result
centers around the above observation that the curvature of Hodge bundles has a
sign on the kernels of Kodaira-Spencer mappings. There is a new ingredient in the
argument that will be useful in other contexts and we shall now explain this. As
above there are singularity issues that arise where the differential of Φ fails to be
injective. These may be treated in a similar manner to what was done above, and
for simplicity of exposition and to get at the essential new point we shall assume
53The decomposition of gC into the primitive sub-spaces and their images under powers of N
depends on the particular N . The Hodge metric on g−1,−1 is only definite on the subspaces arising
from the primitive decomposition for such an N .
54Using the above notations, the logarithmic canonical bundle of the parameter space is KB(Z).
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that Φ∗ is everywhere injective and that the relevant Kodaira-Spencer mappings have
constant rank.
The basic Arakelev-type inequality then exists at the curvature level. For a varia-
tion of Hodge structure (V,Q,∇, F ) over B with a completion to B with Z = B\B
a reduced normal crossing divisor, the inequality is
(VI.B.24)
(
curvature of
det Grp V
)
5 Cp
(
curvature of
det Ω1
B
(logZ)
)
where Cp is a positive constant that depends on the ranks of the Kodaira-Spencer
mappings. Here we will continue using the notations
(VI.B.25)
{
Grp V = F pV/F p+1V,
Grp V
θ−→ Grp−1 V ⊗ Ω1
B
(logZ).
The second of these was denoted by θp above; we shall drop the “p” here but note
that below we shall use θ` to denote the `th iterate of θ.
Proof of (VI.B.24). Using the integrability condition (VI.B.9) the iterates of (VI.B.25)
give
Grp V
θ`−→ Grp−`⊗ Sym` Ω1
B
(logZ)
We use the natural inclusion Sym` Ω1
B
(logZ) ⊂ `⊗Ω1
B
(logZ) and consider this map
as giving
(VI.B.26) Grp V
θ`−→ Grp−` V ⊗
(
`⊗Ω1
B
(logZ)
)
.
There is a filtration
ker θ ⊂ ker(θ2) ⊆ · · · ⊆ ker θp+1 = Grp V
and Grp V has graded quotients
ker θ,
ker θ2
ker θ
, . . . ,
Grp V
ker θp
.
The crucial observation (and what motivates the above use of
`⊗ rather than Sym`)
is
ker θ`
ker θ`+1
↪→ Grp−`+1 V ⊗
(
`⊗Ω1
B
(logZ)
)
lies in Kp−`+1 ⊗
(
`−1⊗ Ω1
B
(logZ)
)
where
Kp−`+1 = ker
{
Grp−`+1 V θ−→ Grp−`⊗Ω1
B
(logZ)
}
.
(VI.B.27)
From this we infer that
(i) Kp, Kp−1, . . . , Ko all have negative semi-definite curvature forms;
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(ii) ker θ
`
ker θ`−1 ↪→ Kp−`+1 ⊗
(
`−1⊗ Ω1
B
(logZ)
)
which gives
(iii) det
(
ker θ`
ker θ`−1
)
↪→ ∧dp,`
(
Kp−`+1 ⊗
(
`−1⊗ Ω1
B
(logZ)
))
.
Using
(iv) det Grp V ∼= p+1⊗
`=1
det
(
ker θ`
ker θ`−1
)
and combining (iv), (iii) and (ii) at the level of curvatures gives (VI.B.24). 
Note: In [GGK08] there are results that in the 1-parameter case express the “error
term” in the Arakelov inequality by quantities involving the ranks of the Kodaira-
Spencer maps and structure of the monodromy at the singular points.
VI.C. The Iitaka conjecture.
One of the main steps in the general classification theory of algebraic varieties
was provided by a proof of the Iitaka conjecture. An important special case of this
conjecture is the
Theorem VI.C.1: Let f : X → Y be a morphism between smooth projective varieties
and assume that
(i) Var f = dimY (i.e., the Kodaira-Spencer maps are generically 1-1);
(ii) the general fibre Xy = f
−1(y) is of general type.
Then the Kodaira-Iitaka dimensions satisfy
(VI.C.2) κ(X) = κ(Xy) + κ(Y ).
As noted in the introduction, this result was proved with one assumption (later
seen to not be necessary) by Viehweg ([Vie83a], [Vie83b]), and in general by Kolla´r
[Kol87]. The role of positivity of the Hodge vector bundle had earlier been identified
in [Fuj78], [Kaw81], [Kaw83], [Kaw85] and Ueno [Uen74], [Uen78]. Over the years
there has been a number of interesting results concerning the positivity of the Hodge
vector bundle and, in the geometric case, the positivity of the direct images of the
higher pluricanonical series; cf. [PT14] and also [Pa˘16] and [Sch15] for recent results
and a survey of some of what is known together with further references.
To establish (VI.C.2) one needs to find global sections of ωmX . From
h0(ωmX ) = h
0(f∗ωmX )
and
f∗ωmX = f∗ω
m
X/Y ⊗ ωmY ,
the issue is to find sections of f∗ωmX/Y . If for example f∗ω
m
X/Y is generically globally
generated, then we have at least approximately h0(ωmXy) · h0(ωmY ) sections of f∗ωmX
which leads to the result.
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To find sections of f∗ωmX/Y , if for example Sym
m f∗ωX/Y has sections, then since
the multiplication mapping
(VI.C.3) Symm f∗ωX/Y → f∗ωmX/Y
is injective on decomposable tensors, we get sections of the image. In general the
issue is to find sections of Symm
′′
f∗ωm
′
X/Y and use an analogue of (VI.C.3).
The arguments in [Vie83b], [Kol87] have two main aspects:
(i) the use of Hodge theory;
(ii) algebro-geometric arguments using Viehweg’s notion of weak positivity.
In the works cited above, Hodge theory is used to show that under the assumptions
in (VI.C.1) for m 0 we have
κ(det f∗ωmX/Y ) = dimY.
From this one wants to infer that Symm
′′
f∗ωm
′
X/Y has sections for m
′,m′′  0. This
is where (ii) comes in.
The objectives of this section are twofold. One is to show that in case local Torelli
holds for f : X → Y step (ii) may be directly circumvented by using the special
form ΘF = −tA ∧ A of the curvature in the Hodge vector bundle where A has
algebro-geometric meaning that leads to positivity properties.55 The other is to dis-
cuss Viehweg’s branched covering construction, which provides a mechanism to apply
the positivity properties of the Hodge vector bundle to the pluri-canonical series.
One issue has been that the assumptions (i), (ii) plus Viehweg’s branched covering
method give
(VI.C.4) κ
(
det
(
f∗ωmX/Y
))
= dimY.
From this one wants to show that
(VI.C.5)

(
det f∗ωmX/Y
)m′
has
lots of sections
 =⇒
{
Symm
′′
(
f∗ωmX/Y
)
has
lots of sections
}
.
The Viehweg-Kolla´r method proves (VI.C.4) using the positivity properties of the
Hodge line bundle, and from this goes on to infer (VI.C.5) by an algebro-geometric
argument involving Vieweg’s concept of weak positivity for a coherent sheaf.56 The
positivity of the Hodge vector bundle does not enter directly.
We will give a four-step sketch of the proof of Theorem VI.C.1, one that avoids
the use of weak positivity. The first three steps follow from the discussions above.
The fourth step uses a variant of Viehweg’s argument to derive Hodge theoretic
information from the pluri-canonical series together with (III.B.7) and (III.B.8).
55As noted above, A is the end piece of the differential of the period mapping.
56The definition for a vector bundle was recalled above.
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Step one (already noted above): Suppose that the fibres of X
f−→ Y are smooth and
that Φ∗,n is injective at a general point. Then by Theorem III.B.1
κ
(
Symh
n,0
(f∗ωX/Y )
)
= dimPf∗ωX/Y (1) > dimY.
Step two: This is the same as step one but where we allow singular fibres. What is
needed to handle these follows from the discussion in Section IV.B.
Reformulation of step two: We set Sk = Symk and
• Fe = f∗ωX/Y ;
• ωk = curvature form of OPSkFe(1)
where ωk is the (1,1) form computed using the induced Hodge metric in S
kF . Then
ωk > 0 in the vertical tangent space to a general fibre of PSkFe → Y . Using the
injectivity of the Kodaira-Spencer map
TyY → Hom(F ny , F n−1y /F ny )
at a general point y ∈ Y , from Theorem III.B.1 it follows that for all k = hn,0
(VI.C.6) ωk > 0 in the horizontal space at a
general point in (PSkFe)y.
This gives
ω > 0 in an open set in PSkFe,
which implies that OPSkFe(1) is big. This in turn implies the same for S
kFe.
Step three: Since Skf∗ωX/Y is big, S`(Skf∗ωX/Y ) is generically globally generated for
` 0. It follows that the direct summand Sk`f∗ωX/Y is generically globally generated
for ` 0. Since
Sk`f∗ωX/Y → f∗ωk`X/Y
is injective on decomposable tensors, we obtain at least approximately
h0
(
ωk`Xy
)
h0
(
ωk`Y
)
sections of ωk`X .
Remark VI.C.7: In the geometric case an alternative geometric argument that
Skf∗ωX/Y is big may be given as follows:
First, for a family W
g−→ Y with smooth general fibre Wy = g−1(y), the condition
(III.B.3) for bigness of g∗ωW/Y is:
(i) for general y ∈ Y the Kodaira-Spencer map ρy : TyY → H1(TWy) should be
injective;
(ii) for general ψ ∈ (g∗ωW/Y )y = H0(ΩnWy) the map
H1(TWy)
ψ−→ H1(Ωn−1Wy )
should be injective on the image ρy(TyY ) ⊂ H1(TWy).
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Next, for a famliy X → Y with generically injective Kodaira-Spencer mappings,
we set
W = X
k︷ ︸︸ ︷×Y × · · ·×Y X.
Then H0(ΩnW ) contains
k⊗H0(ΩnX) as a direct summand and the same argument as
in the proof of Theorem (III.B.7) gives that
k⊗ f∗ωX/Y is big.
Finally, we may apply a similar argument to a desingularization of the quotient of
W → Y by the action of the symmetric group. Then the general fibre is
X(k)y = desingularization of Sym
kXy
with
SkH0(ΩnXy) = direct summand of H
0(Ωn
X
(k)
y
)
and again the argument in the proof of Theorem III.B.7 will apply.
Step four : The idea is to apply the reformulation of step two with f∗ωmX/Y replacing
f∗ωX/Y . This will be discussed below in which the pluricanonical series of a smooth
variety will be seen to have Hodge theoretic interpretations.57
An alternate more direct approach would be to have a metric in
OPSkf∗ωmX/Y (1)
whose Chern form ω is positive in the space at a general point of PSkf∗ωmX/Y . For
this approach to work one would need to have a metric in
f∗ωmX/Y
that has a property analogous to that obtained using the Kodaira-Spencer map in
the case m = 1 considered above. Here one possibility might be to use the relative
Bergman kernel metrics that have appeared from the recent work of a number of
people; cf. [PT14] and the references cited therein. This possibility will be discussed
further at the end of Section VI.C.
Before giving the detailed discussion we will give some general comments.
(a) A guiding heuristic principle is
(VI.C.8) For families f : X → Y of varieties of general type the
f∗ωkX/Y
become more positive as k increases.
The reasons are
57An alternative approach to the Iitaka conjecture which replaces the use of Hodge theory by
vanishing theorems and also uses the cyclic covering trick has been used by Kolla´r (Ann. of Math.
123 (1986), 11–42). The relation between vanishing theorems and Hodge theory is classical dating
to Kodaira-Spencer and Akizuki-Nakano in the 1950’s. As noted by a number of people, Hodge
theory in some form and the curvature properties of the Hodge bundles seem to generally be lurking
behind the positivity of direct images of pluricanonical sheaves.
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• f∗ωX/Y = 0 by Hodge theory, and Skf∗ωX/Y becomes more positive with k
by the argument in the proof of Theorem III.B.7;
• the map
S`f∗ωkX/Y → f∗ωk·`X/Y
is non-trivial since it is injective on decomposable tensors (similar to the proof
of Clifford’s theorem);
• passing to the quotient increases positivity (curvatures increase on quotient
bundles).
(b) In what follows we will without comment make simplifying modifications by
replacing f : X → Y by f ′ : X ′ → Y ′ where all the varieties are smooth and where
• Y ′ → Y is an isomorphism outside a codimension 2 subvariety of Y ;
• X ′ is a desingularization of X ×Y ′ Y and f ′ is flat;
• the fibres X ′y′ = f ′−1(y′) are smooth outside a normal crossing divisor in Y ′
around which the local monodromies are unipotent ([Vie83b], page 577).
(c) We now recall the two constructions from the introduction that associate to
f∗ωmX/Y a variation of Hodge structure; these constructions will be done first for a
fixed smooth W and then for a family f : X → Y where W is a typical general fibre
Xy. The objectives are to illustrate how pluricanonical series can give rise to Hodge
structures.
(i) The case of fixed W , Hodge structures associated to H0(KmW ).
We summarize and establish notation for the standard construction of a cyclic
covering
W˜ψ → W
associated to ψ ∈ H0(KmW ) whose divisor (ψ) ∈ |mKX | is smooth. The construction
is
(VI.C.9) W˜ψ
pi

⊂ KW

= total space of the line bundle
W = W
where
W˜ψ = {(w, η) : η ∈ KW,w, ηm = ψ(w)}.
Then the direct image
(VI.C.10) ψ∗KW˜ψ
∼= m−1⊕
i=0
Km−iW
which gives
(VI.C.11) H0(KW˜ψ)
∼= m−1⊕
i=0
H0(Km−iW ).
In this way pluri-differentials on W become ordinary differentials on W˜ψ; this is the
initial step in the relation between the pluricanonical series and Hodge theory.
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We observe that the cyclic groupGm acts on W˜ψ → W with the action by ζ = e2pii/m
on H0(KW˜ψ) and by ζ
i+1 on H0(Km−iX ) in (VI.C.11).
We also observe the diagram
W˜ψ

∼ // W˜λψ

W W
(VI.C.12)
induced by scaling the action of λ ∈ C∗ on KW → W in (VI.C.9). The isomorphism∼−→ in (VI.C.12) depends on the choice of λ1/m.
We denote by H0(KmW )
0 ⊂ H0(KmW ) the ψ’s with smooth divisor (ψ), and we set
P0 = PH0(KmW )0 ⊂ P = H0(KmW ).
Then H0(OP(1)) ∼= H0(KmW )∗, and the identity gives a canonical section
(VI.C.13) Ψ ∈ H0(W × P, KmW  OP(1)).
Definition: (Ψ) is the universal divisor of the (ψ)’s for ψ ∈ H0(KmW ).
To construct a universal family of cyclic coverings W˜ψ → W it is necessary to
choose an auxiliary cyclic covering
P˜ q−→ P,
with q∗OP(1) = Lm for an ample line bundle L→ P˜. From
W × P˜ id×g−−−→ W × P
we obtain
H0(W × P˜, KmW  Lm) ∼= H0(W × P˜, (KW  L)m)
and using the pullback to W × P˜ of Ψ in (VI.C.13) there is a cyclic covering
W˜Ψ := W˜ × P h−→ W × P
branched over the universal divisor (Ψ) and depending on the choice of P˜ → P. In
this way the choice of isomorphisms in (VI.C.12) necessitated by choosing an mth
root of λ may be made uniform. We observe that
(VI.C.14)
{
Ψ˜ ∈ H0(KW˜Ψ/P˜)
Ψ˜m = p∗Ψ.
Setting W˜ 0Ψ = h
−1(W × P0) the total space and the fibres of
W˜ 0Ψ → P˜0
are irreducible and smooth. This gives a period mapping, or equivalently a VHS,
(VI.C.15) Φ : P˜0 → Γ\D.
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Proposition VI.C.16: The Hodge vector bundle
FΨ ∼=
m−1⊕
i=0
H0(Km−iW )⊗ Li+1.
Arguments as in sections (1.4)–(1.7) of [Vie83b] show that for m 0 local Torelli
holds for the period mapping (VI.C.15). In fact, we have the
Proposition VI.C.17: For m 0 the part
Φ∗,n : T P˜0 → Hom
(
H0(KmW )⊗ L, F n−1Ψ /F nΨ
)
of the end piece of Φ∗,n is injective.
This is proved by showing that Φ∗ is injective on certain of the eigenspaces for the
G-equivariant action in the picture, and that the ζ-eigenspace is among those that
are included.
Discussion of singularities : For ψ ∈ H0(KmW ) the Finsler-type norm
‖ψ‖ =
∫
W
(ψ ∧ ψ)1/m
=
∫
W˜ψ
ψ˜ ∧ ψ˜
is equal to the square of the Hodge length of ψ˜ = ψ1/m ∈ H0(KW˜ψ). Even when the
divisor (ψ) acquires singularities so that W˜ψ becomes singular, the Hodge length of
the canonical section ψ˜ will remain finite. However, although ‖ψ‖ is continuous in
ψ, it is not smooth as its derivatives detect singularities of the degenerating Hodge
structures.58 In terms of limiting mixed Hodge structures, Ψ˜ lies in the lowest possible
weight part.
The second method of associating Hodge theoretic data to the pluricanonical series
H0(KmW ) is the following: Let W˜Ψ be a desingularization of a completion of W˜
0
Ψ and
W˜Ψ
pi−→ P
the resulting fibration. If dim W˜Ψ = n˜, then H
n˜(W˜Ψ) has a polarized Hodge structure.
The general Hodge theory of maps such as pi is contained in the decomposition theorem
([dCM09]). In the case at hand a special feature arises in that from Proposition
VI.C.16 we may infer that
(VI.C.18) H n˜,0(W˜Ψ) contains as a direct summand
m−1⊕
i=0
H0(Km−iW )⊗H0(OP(ni)).
Here the ni > 0 are determined by the νi > 0 in
q∗Li+1 ∼= ⊕OP(νi).
58Norms of this type appear in [NS68] and have been used extensively in the recent literature (cf.
[Pa˘16] for a summary and survey).
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(ii) The case of a family f : X → Y ; Hodge structures associated to f∗ωmX/Y .
The following is a sketch of the proof of Theorem VI.C.1. It is intended to point
out some of the geometric aspects of the arguments in [Vie83b], in particular the way
in which the Hodge-theoretic interpretations enter into those arguments, referring to
that paper for the details.
Since the publication of [Vie83b] several important general results concerning the
pluricanonical series have been established (cf. [Dem12a]), and we shall assume the
following:
• for general y ∈ Y , Xy is smooth and there is an ` such that for all m = k`,
k = 1, the linear system |mKXy | is ample; whenever an m appears below it
will be of this form; and
• the assumptions to have local Torelli in the form used in [Vie83b] are satisfied
for f∗ωmX/Y .
The basic diagram is
X˜
f˜

// X2
h˜

// X1 //
h

X
f

P˜
g // P˜
q // P
p // Y
(VI.C.19)
where
• P = Pf∗ωmX/Y , so that p∗OP(1) = f∗ωm
∗
X/Y is the dual of f∗ω
m
X/Y ;
• X1 = X ×Y P;
• P˜ q−→ P is a cyclic branched covering where there is an ample line bundle
L→ P˜ with
q∗OP(1) = Lm;
• X2 = X1 ×P P˜; and
• X˜ → X2 is the cyclic covering obtained by globalizing the construction of
W˜Ψ → W × P˜ given by the completion of W˜ 0Ψ in (VI.C.14) above.
The players in the basic diagram are
• f−1(y) = Xy;
• p−1(y) = PH0(ωmXy), whose points are [ψ] where ψ ∈ H0(ωmXy);
• q−1([ψ]) = {[ψi]} where [ψi] q−→ [ψ] under the cyclic covering;
• Ψ is the tautological section of ωmX1/P ⊗ h∗OP(1);
• Ψ˜ is the tautological section of
ωm
X2/P˜
⊗ h˜∗Lm =
(
ωX2/P˜ ⊗ h˜∗L
)m
;
• X˜→ X2 is the m-sheeted cyclic covering obtained by extracting an mth root
of Ψ˜.
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We will denote the fibre over y of X˜→ Y by
(VI.C.20) X˜y =
⋃
[ψ]∈PH0
(
ωmXy
) X˜y,ψ
where Xy corresponds to W and X˜y,ψ to W˜ψ above.
There are two families of varieties constructed from the basic diagram. Denoting
the composition q ◦ g ◦ f˜ by G for the first we have
(VI.C.21) G : X˜→ P
whose fibre over (y, [ψ]) ∈ P is X˜y,ψ. The second is
(VI.C.22) F : X˜→ Y
whose fibre over y ∈ Y is the variety (VI.C.20).
There are two important observations concerning these families:
Generic local Torelli holds for both families; and(VI.C.23)
The basic diagram (VI.C.19) is commutative.(VI.C.24)
The fibres of G∗ωX˜/P are given by(
G∗ωX˜/P
)
(y,[ψ])
= H0
(
ωX˜y,ψ
)
.
From (VI.C.23) we have
(VI.C.25) G∗ωX˜/P = 0 and detG∗ωX˜/P > 0 on an open set.
From (VI.C.25) we have
(VI.C.26) For k  0, both SkG∗ωX˜/P and SkF∗ωX˜/Y are big.
To complete the proof of Theorem VI.C.1 the argument one first might try to make
is this:
H0(ωmXy) is a direct factor of H
0(ωX˜y,ψ), and from the commutativity
of the basic diagram (VI.C.19) it follows that f∗ωmX/Y is a direct factor
of the Hodge vector bundle associated to the family X˜ → Y . By
the local Torelli property (VI.C.23) with the implication (VI.C.26), it
follows that Skf∗ωmX/Y is big.
However, this argument is not correct; the issue is more subtle. The problem is that
under the mapping
X˜
H−→ X1
in (VI.C.19) we do not have
H∗ωX˜/P
∼= m−1⊕
i=0
ωm−i
X1/P,
but rather
H∗ωX˜/P
∼= m−1⊕
i=0
ωm−i
X1/P ⊗ h∗OP(i+ 1)
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where the OP(i+ 1)’s reflect the global twisting of the identification (VI.C.10). This
would not be an issue if OP(1) were positive. This positivity trivially holds along
the fibres of P → Y , but since p∗OP(1) = f∗ωm ∗X/Y any positivity of f∗ωmX/Y becomes
negativity of OP(1) in directions normal to fibres of P → Y . An additional step is
required.
The key observation is that (cf. [Vie83b], page 587)
For a > 0, ωma+a+1
X1/P ⊗ h∗OP(a) is a direct summand of G∗ωa+1X˜/P .
It is the additional factor of a + 1 in ωma+a+1
X1/P that offsets the negativity of OP(a) in
the normal direction of the fibres of P→ Y .
Thus what needs to be shown is
(VI.C.27) SkG∗ωa+1
X˜/P
is big for k  0.
This follows from (VI.C.27) if we have
Sa+1G∗ωX˜/P → G∗ωa+1X˜/P → 0,
and this may be accomplished generically in Y by choosing m 0.
Remark VI.C.28: We conclude with a comment and a question. The comment is
that perhaps the most direct way to prove the Iitaka Conjecture VI.C.2 would be
to use the curvature properties of the Finsler-type metric in f∗ωmX/Y . Specifically,
referring to [Ber09], [BPa˘12] and [PT14] for details we set
P∗ = P(f∗ωmX/Y )∗.
Then OP∗(1)
pˆi−→ Y has fibres
(VI.C.29) OP∗(1)(y,[η]) = H
0(ωmXy)/η
⊥, η ∈ H0(ωmXy)∗
and
pˆi∗OP∗(1) = f∗ωmX/Y .
Following [Kaw82] and [PT14], we define a metric in OP∗(1) by taking the infinimum
of the ‖ψ‖’s where ψ ∈ H0(ωmXy) projects to a fixed vector in the quotient (VI.C.29).
Leaving aside the question of singularities, for this metric the form ωm satisfies
ωm = 0.
We do not expect to have ωm > 0 in an open set in P∗: this is already not the
case when m = 1. Instead we carry out a similar construction replacing f∗ωmX/Y by
Sm
′
f∗ωmX/Y and denote by ωm′,m the Chern form of the corresponding O(1)-bundle.
Question: Assuming Var f = dimY , for m′  0 do we have ωm′,m > 0 in an open
set?
This is true when m = 1, and if it holds for general m and the issue of singularities
can be handled one would have a direct “curvature” proof of VI.C.2. In fact, heuristic
reasoning suggests the following
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Conjecture VI.C.30: Under the assumptions in Theorem VI.C.1, let m = 1 be
such that for general y ∈ Y the bundle KmXy is globally generated. Then for Pm(Xy) =
h0(KmXy)
Symm
′
f∗ωmX/Y is big for m
′ = Pm(Xy).
VI.D. The Hodge vector bundle may detect extension data.
Proposition VI.D.1: On a subvariety Y ⊂ Z∗I along which the period mapping ΦI
is locally constant, the extended Hodge bundle Fe,I → Y is flat. It may however have
non-trivial monodromy.
Proof. Fe,I is filtered by W•(NI)∩Fe,I . For VI the local system corresponding to ΦI :
Z∗I → ΓI\DI , the Gauss-Manin connection ∇ acting on OZ∗I (VI) preserves W•(NI),
and on the associated graded to W•(NI)VI it preserves the associated graded to
W•(NI) ∩ Fe,I . It follows that ∇ preserves Fe,I ⊂ OY (V). 
Example VI.D.2: On an algebraic surface S suppose we have a smooth curve C˜
of genus g(C˜) ≥ 2, and that through each pair of distinct points p, q ∈ C˜ there is a
unique rational curve meeting C˜ at two points.
C˜
P1
p
q
Suppose moreover that along the diagonal D ⊂ C˜×C˜ the P1 becomes simply tangent.
Then C˜+P1 is a nodal curve, and for m 0 the pluricanonical map given by |mωC˜+P1|
contracts the P1 and we obtain an irreducible stable curve Cp,q with arithmetic genus
pa(Cp,q) = 3.
p = q
As P1 becomes tangent we obtain a cusp.
The extension data for the MHS is given (cf. [Car80]) by
AJC˜(p− q) ∈ J(C˜).
When we turn around p = q we interchange p, q; after base change t → t2 the
extension class is well defined locally. Globally, it is another story.
The vector space H0(ωCp,q), which is the fibre of the canonically extended Hodge
bundle, has the 2-dimensional fixed subspace H0(Ω1
C˜
) and variable 1-dimensional
quotient represented by a differential of the third kind ϕp,q ∈ H0(Ω1C˜(p + q)) having
non-zero residues at p, q. As p → q the differential ϕp,q tends to a differential of
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the second kind ϕ2p ∈ H0(ΩC˜(2p)) with non-zero polar part at p. For the global
monodromy over Y = C˜ × C˜\D, the extension class is given for ψ ∈ H0(Ω1
C˜
) by
ψ →
∫ q
p
ψ (modulo periods).
The action of pi1(Y ) on H1(C˜, {p, q}) may then be shown to give an infinite subgroup
of H1(C˜,Z), which implies the assertion.
Claim VI.D.3: The Hodge vector bundle may detect continuous extension data.
Here continuous extension data means the extension classes that arise in the induced
filtration of Fe → Y where there is a variation of limiting mixed Hodge structure over
Y with Fe the Hodge vector bundle.
Example VI.D.4: We let C˜ be a smooth curve with g(C˜) ≥ 2 and p ∈ C˜ a fixed
point. We construct a family Cq, p ∈ C˜, of stable curves as follows.
• For q 6= p we identify p, q
p
q
C˜
-
Cq
• For p = q, we obtain a curve
E
p
r
C˜
(VI.D.5)
In this way we obtain a VMHS parametrized by C˜ and with trivial monodromy.
For the filtration on the canonically extended Hodge bundle there is a fixed part
W1(N) ∩ F 1e ∼= H0(Ω1C˜),
and a variable part whose quotient is
W2(N) ∩ F 1e /W1(N) ∩ F 1e =
{
Cϕp,q for q 6= p
CϕE,r for q = p.
The notation means that ϕE,r is the differential of the third kind on the normalization
of E and with residues at ±1 at the two points over the node. Since there is no
monodromy we may normalize the ϕp,q and ϕE,r.
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Combining the above we have over C˜ an exact sequence
0→ H0(Ω1
C˜
)⊗ OC˜ → Fe → OC˜ → 0
with non-trivial extension class
e = “Identity” ∈ H1(OC˜)⊗H0(Ω1C˜).
VI.E. The exterior differential system defined by a Chern form. In this sec-
tion we will discuss the exterior differential system
(VI.E.1) ω = 0
defined by the Chern form of the line bundle OPE(1) where E → X is a Hermitian
vector bundle whose curvature has the norm positivity property (III.A.1). Without
assuming the norm positivity property, this type of EDS has been previously studied
in [BK77] and [Som59] and also appeared in [Kol87].
Here our motivation is the following question:
(VI.E.2) Under what conditions can one say that the Kodaira-Iitaka dimension
of E → X is equal to its numerical dimension?
Proposition VI.E.3: The exterior differential system (VI.E.1) defines a foliation of
PE by complex analytic subvarieties W ⊂ PE with the properties
(i) W meets the fibres of PE pi−→ X transversely; thus W → pi(W ) is an e´tale´
map;
(ii) the restriction E
∣∣
pi(W )
is flat.
Proof. Since ω > 0 on the fibres of PE → X, the vectors ξ ∈ T(x,[e])PE that satisfy
ω(ξ) = 0 project isomorphically to TX. The image of these vectors is the subspace
(here identifying ξ with pi∗(ξ))
(VI.E.4) {ξ ∈ TxX : A(e⊗ ξ) = 0}.
This is the same as the subspace of TxX defined by
ΘE(e⊗ ξ) = 0,
which implies that E
∣∣
pi(w)
is flat. 
Remark: Given any holomorphic bundle map
(VI.E.5) A : TX ⊗ E → G,
if we have a metric in E → X we may use it to identify E ∼= E∗ and then define
the horizontal sub-bundle H ⊂ TOPE(1). It follows that (VI.E.4) defines a C∞
distribution (with jumping fibre dimensions) in TOPE(1), and when the map (VI.E.5)
arises from the curvature of the metric connection as in (III.A.3) this distribution is
integrable and the maximal leaves of the corresponding foliation of PE by complex
analytic subvarieties are described by Proposition VI.E.3.
The restrictions E
∣∣
pi(W )
being flat, the monodromy is discrete. Heuristic arguments
suggest that the maximal leaves W ⊂ PE are closed analytic subvarieties.
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Conjecture VI.E.6: Finite monodromy provides the necessary and sufficient con-
dition to have the equality
κ(E) = n(E)
of Kodaira-Iitaka and numerical dimensions of a holomorphic vector bundle having a
Hermitian metric whose curvature satisfies the norm positivity condition.
The idea is that the quotient PE/ ∼, where ∼ is the equivalence relation given by
the connected components of the foliation defined by (VI.E.1), exists as a complex
analytic variety of dimension equal to n(E), and there is a meromorphic mapping
PE 99K PE/ ∼
together with an ample line bundle on PE/ ∼ that pulls back to OPE(1). The rather
simple guiding model here is the dual of the universal sub-bundle over the Grassman-
nian that was discussed above. In fact, the conjecture holds if E → X is globally
generated with metrics induced from the corresponding mapping to a Grassmannian.
We note that the foliation defined by the null space of the holomorphic bi-sectional
curvature on quotients of bounded symmetric domains has been studied in [Mok87].
In this case the leaves are generally not closed.
Finally we point out the very interesting papers [CD17a] and [CD17b]. In these
papers the authors construct examples of smooth fibrations
f : X → B
of a surface over a curve such that for E = f∗ωX/B one has
E = A⊕Q
where A is an ample vector bundle and Q is a flat U(m,C)-bundle with infinite
monodromy group.59 In this case the leaves of the EDS (VI.E.1) may be described as
follows: For each b ∈ B we have
PQ∗b ⊂ PE∗b
and using the flat connection on Q∗ the parallel translate of any point in PQ∗b defines
an integral curve of the EDS.
References
[AK00] D. Abramovich and K. Karu, Weak semistable reduction in characteristic 0, In-
vent. Math. 139 no. 2 (2000), 241–273. MR 1738451. Zbl 0958.14006. Available at
https://doi.org/10.1007/s002229900024.
[Ara71] A. Arakelev, Formulas of algebraic curves with fixed degeneracies, Izv. Akad. Nauk. SSSR
Soc. Math. 35 (1971), 1277–1302.
[BK77] E. Bedford and M. Kalka, Foliations and complex Monge-Ampe`re equations, Comm.
Pure Appl. Math. 30 no. 5 (1977), 543–571. MR 0481107. Zbl 0351.35063. Available at
https://doi.org/10.1002/cpa.3160300503.
59We note that Q ⊂ f∗ωX/B ⊂ R1fCX is not flat relative to the Gauss-Manin convention on
R1fCX .
93
[Ber09] B. Berndtsson, Curvature of vector bundles associated to holomorphic fibrations, Ann.
of Math. (2) 169 no. 2 (2009), 531–560. MR 2480611. Zbl 1195.32012. Available at
https://doi.org/10.4007/annals.2009.169.531.
[BPa˘12] B. Berndtsson and M. Pa˘un, Quantitative extensions of pluricanonical forms
and closed positive currents, Nagoya Math. J. 205 (2012), 25–65. MR 2891164.
Zbl 1248.32012. Available at http://projecteuclid.org/euclid.nmj/1330611001.
[Bru16a] Y. Brunebarbe, A strong hyperbolicity property of locally symmetric varieties, 2016.
arXiv 1606.03972.
[Bru16b] , Symmetric differentials and variations of Hodge structures, 2016, J. reine angew.
Math., published on-line. https://doi.org/10.1515/crelle-2015-0109.
[BKT13] Y. Brunebarbe, B. Klingler, and B. Totaro, Symmetric differentials and the
fundamental group, Duke Math. J. 162 no. 14 (2013), 2797–2813. MR 3127814.
Zbl 1296.32003. Available at https://doi.org/10.1215/00127094-2381442.
[CMSP17] J. Carlson, S. Mu¨ller-Stach, and C. Peters, Period mappings and period domains,
Cambridge Studies in Advanced Mathematics 85, 2nd edition, Cambridge University
Press, Cambridge, 2017. MR 2012297. Zbl 1030.14004.
[Car80] J. A. Carlson, Extensions of mixed Hodge structures, in Journe´es de Ge´ometrie
Alge´brique d’Angers, Juillet 1979/Algebraic Geometry, Angers, 1979, Sijthoff & No-
ordhoff, Alphen aan den Rijn—Germantown, Md., 1980, pp. 107–127. MR 0605338.
Zbl 0471.14003.
[dCM09] M. A. A. de Cataldo and L. Migliorini, The decomposition theorem, per-
verse sheaves and the topology of algebraic maps, Bull. Amer. Math. Soc.
(N.S.) 46 no. 4 (2009), 535–633. MR 2525735. Zbl 1181.14001. Available at
https://doi.org/10.1090/S0273-0979-09-01260-9.
[CD17a] F. Catanese and M. Dettweiler, Answer to a question by Fujita on variation of Hodge
structures, in Higher Dimensional Algebraic Geometry—In Honour of Professor Yujiro
Kawamata’s Sixtieth Birthday, 73–102, Adv. Stud. Pure Math. 74, Math. Soc. Japan,
Tokyo, 2017.
[CD17b] ,
[CDK95] E. Cattani, P. Deligne, and A. Kaplan, On the locus of Hodge classes, J.
Amer. Math. Soc. 8 no. 2 (1995), 483–506. MR 1273413. Zbl 0851.14004. Available at
https://doi.org/10.2307/2152824.
[CKS86] E. Cattani, A. Kaplan, and W. Schmid, Degeneration of Hodge structures, Ann.
of Math. (2) 123 no. 3 (1986), 457–535. MR 0840721. Zbl 0617.14005. Available at
https://doi.org/10.2307/1971333.
[Del70] P. Deligne, E´quations diffe´rentielles a` points singuliers re´guliers, Lecture Notes
in Mathematics, Vol. 163, Springer-Verlag, Berlin-New York, 1970. MR 0417174.
Zbl 0244.14004.
[Dem12a] J.-P. Demailly, Analytic methods in algebraic geometry, Surveys of Modern Mathe-
matics 1, International Press, Somerville, MA; Higher Education Press, Beijing, 2012.
MR 2978333. Zbl 1271.14001.
[Dem12b] , Hyperbolic algebraic varieties and holomorphic differential equations, Acta
Math. Vietnam. 37 no. 4 (2012), 441–512. MR 3058660. Zbl 1264.32022.
[Dem16] , Variational approach for complex Mondge-Ampe`re equations and geometric ap-
plications [after Berman, Berndtsson, Boucksom, Eyssidieux, Guedj, Jonsson, Zeri-
ahi,. . . ], 2015–2016 Sem. Bourbaki no. 1112, 2016.
[Den18] Ya Deng, Pseudo Kobayashi hyperbolicity of base spaces of families of minimal projective
manifolds with maximal variation, arXiv:1809.005891v1 [math.AG] 16Sep2018.
[Don15] S. Donaldson, Stability of algebraic varieties and Ka¨hler geometry, to appear in Proc.
Amer. Math. Soc. Sumer School in Algebraic Geometry (Salt Lake City 2015).
94
[Don16] , Ka¨hler-Einstein metrics and algebraic geometry, in Current developments
in mathematics 2015, Int. Press, Somerville, MA, 2016, pp. 1–25. MR 3642542.
Zbl 06751629.
[FPR15a] M. Franciosi, R. Pardini, and S. Rollenske, Computing invariants of semi-log-
canonical surfaces, Math. Z. 280 no. 3-4 (2015), 1107–1123. MR 3369370. Zbl 1329.14076.
Available at https://doi.org/10.1007/s00209-015-1469-9.
[FPR15b] , Log-canonical pairs and Gorenstein stable surfaces with K2X = 1, Com-
pos. Math. 151 no. 8 (2015), 1529–1542. MR 3383166. Zbl 1331.14037. Available at
https://doi.org/10.1112/S0010437X14008045.
[FPR17] , Gorenstein stable surfaces with K2X = 1 and pg > 0, Math. Nachr. 290 no. 5-
6 (2017), 794–814. MR 3636379. Zbl 06717887. Available at https://doi.org/10.1002/
mana.201600090.
[Fuj78] T. Fujita, On Ka¨hler fiber spaces over curves, J. Math. Soc. Japan 30 no. 4 (1978), 779–
794. MR 0513085. Zbl 0393.14006. Available at https://doi.org/10.2969/jmsj/03040779.
[GGK08] M. Green, P. Griffiths and M. Kerr, Some enumerative global properties of variations of
Hodge structure, Moscow Math. 9 (2009), 469–530.
[GGLR17] M. Green, P. Griffiths, R. Laza, and C. Robles, Completion of period mappings
and ampleness of the Hodge bundle, 2017. arXiv 1708.09523v1.
[Gri69] P. A. Griffiths, Hermitian differential geometry, Chern classes, and positive vector
bundles, in Global Analysis (Papers in Honor of K. Kodaira), Univ. Tokyo Press, Tokyo,
1969, pp. 185–251. MR 0258070.
[Gri70] , Periods of integrals on algebraic manifolds. III. Some global differential-
geometric properties of the period mapping, Inst. Hautes E´tudes Sci. Publ. Math. no. 38
(1970), 125–180. MR 0282990. Zbl 0212.53503.
[Kaw81] Y. Kawamata, Characterization of abelian varieties, Compositio Math. 43 no. 2 (1981),
253–276. MR 0622451. Zbl 0471.14022.
[Kaw82] , Kodaira dimension of algebraic fiber spaces over curves, Invent.
Math. 66 no. 1 (1982), 57–71. MR 0652646. Zbl 0461.14004. Available at
https://doi.org/10.1007/BF01404756.
[Kaw83] , Kodaira dimension of certain algebraic fiber spaces, J. Fac. Sci. Univ. Tokyo
Sect. IA Math. 30 no. 1 (1983), 1–24. MR 0700593. Zbl 0516.14026.
[Kaw85] , Minimal models and the Kodaira dimension of algebraic fiber spaces, J.
Reine Angew. Math. 363 (1985), 1–46. MR 0814013. Zbl 0589.14014. Available at
https://doi.org/10.1515/crll.1985.363.1.
[Kaw02] , On algebraic fiber spaces, in Contemporary trends in algebraic geometry
and algebraic topology (Tianjin, 2000), Nankai Tracts Math. 5, World Sci. Publ.,
River Edge, NJ, 2002, pp. 135–154. MR 1945358. Zbl 1080.14507. Available at
https://doi.org/10.1142/97898127774160006.
[Kol87] J. Kolla´r, Subadditivity of the Kodaira dimension: fibers of general type, in Algebraic
geometry, Sendai, 1985, Adv. Stud. Pure Math. 10, North-Holland, Amsterdam, 1987,
pp. 361–398. MR 0946244. Zbl 0659.14024.
[Kol13] , Moduli of varieties of general type, in Handbook of moduli. Vol. II, Adv.
Lect. Math. (ALM) 25, Int. Press, Somerville, MA, 2013, pp. 131–157. MR 3184176.
Zbl 1322.14006.
[Ko-Mo] J. Kolla´r and S. Mori, Birational geometry of algebraic varieties, Cambridge Tracts in
Math. 134, Cambridge Univ. Press, 1998.
[Laz04] R. Lazarsfeld, Positivity in algebraic geometry. II, Ergebnisse der Mathematik und
ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics [Results in
Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics]
49, Springer-Verlag, Berlin, 2004, Positivity for vector bundles, and multiplier ideals.
MR 2095472. Zbl 1093.14500. Available at https://doi.org/10.1007/978-3-642-18808-4.
95
[Mok87] N. Mok, Uniqueness theorems of Hermitian metrics of seminegative curvature on quo-
tients of bounded symmetric domains, Ann. of Math. (2) 125 no. 1 (1987), 105–152.
MR 0873379. Zbl 0616.53040. Available at https://doi.org/10.2307/1971290.
[Mok12] , Projective-algebraisity of minimal compactifications of complex hyperbolic
space forms of finite volume, Perspectives in Analysis, Geometry and Topology,
Birkha¨user/Springer, NY (2012), 331–354.
[MT07] C. Mourougane and S. Takayama, Hodge metrics and positivity of direct images,
J. Reine Angew. Math. 606 (2007), 167–178. MR 2337646. Zbl 1128.14030. Available at
https://doi.org/10.1515/CRELLE.2007.039.
[MT08] , Hodge metrics and the curvature of higher direct images, Ann. Sci. E´c.
Norm. Supe´r. (4) 41 no. 6 (2008), 905–924. MR 2504108. Zbl 1167.14027. Available
at https://doi.org/10.24033/asens.2084.
[NS68] M. S. Narasimhan and R. R. Simha, Manifolds with ample canonical class,
Invent. Math. 5 (1968), 120–128. MR 0236960. Zbl 0159.37902. Available at
https://doi.org/10.1007/BF01425543.
[PS08] C. A. M. Peters and J. H. M. Steenbrink, Mixed Hodge structures, Ergebnisse der
Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics
[Results in Mathematics and Related Areas. 3rd Series. A Series of Modern Surveys in
Mathematics] 52, Springer-Verlag, Berlin, 2008. MR 2393625. Zbl 1138.14002.
[Pa˘16] M. Pa˘un, Singular Hermitian metrics and positivity of direct images of pluricanonical
bundles, 2016. arXiv 1606.00174.
[PT14] M. Pa˘un and S. Takayama, Positivity of twisted relative pluricanonical bundles and
their direct images, 2014. arXiv 1409.5505v1.
[Sch15] C. Schnell, Weak positivity via mixed Hodge modules, in Hodge theory and
classical algebraic geometry, Contemp. Math. 647, Amer. Math. Soc., Prov-
idence, RI, 2015, pp. 129–137. MR 3445002. Zbl 1360.14027. Available at
https://doi.org/10.1090/conm/647/12957.
[Sim92] ??? Simpson, Higgs bundles and local systems, Publ. Math. IHES 75 (1992), 5–95.
[Som59] F. Sommer, Komplex-analytische Bla¨tterung reeler Hyperfla¨chen im Cn,
Math. Ann. 137 (1959), 392–411. MR 0108821. Zbl 0092.29903. Available at
https://doi.org/10.1007/BF01360840.
[Som78] A. J. Sommese, On the rationality of the period mapping, Ann. Scuola Norm. Sup.
Pisa Cl. Sci. (4) 5 no. 4 (1978), 683–717. MR 0519890. Zbl 0396.32004.
[Uen74] K. Ueno, Introduction to classification theory of algebraic varieties and compact com-
plex spaces, in Classification of algebraic varieties and compact complex manifolds, Lec-
ture Notes in Math. 412, Springer, Berlin, 1974, pp. 288–332. MR 0361174.
[Uen78] , Classification of algebraic varieties. II. Algebraic threefolds of parabolic type,
in Proceedings of the International Symposium on Algebraic Geometry (Kyoto Univ.,
Kyoto, 1977), Kinokuniya Book Store, Tokyo, 1978, pp. 693–708. MR 0578882.
[Vie83a] E. Viehweg, Weak positivity and the additivity of the Kodaira dimension for certain
fibre spaces, in Algebraic varieties and analytic varieties (Tokyo, 1981), Adv. Stud. Pure
Math. 1, North-Holland, Amsterdam, 1983, pp. 329–353. MR 0715656. Zbl 0513.14019.
[Vie83b] , Weak positivity and the additivity of the Kodaira dimension. II. The local Torelli
map, in Classification of algebraic and analytic manifolds (Katata, 1982), Progr. Math.
39, Birkha¨user Boston, Boston, MA, 1983, pp. 567–589. MR 0728619. Zbl 0543.14006.
[VZ03] E. Viehweg and K. Zuo, On the Brady hyperbolicity of moduli spaces for canonically
polarized manifolds, Duke Math. J. 118 (2003), 103–150.
[VZ06] , Numerical bounds for semi-stable families of curves or of certain higher dimen-
sional manifolds, J. Diff. Geom. 15 (2006), 291–352.
96
[Zuo00] K. Zuo, On the negativity of kernels of Kodaira-Spencer maps on Hodge bundles and
applications, Asian J. Math. 4 no. 1 (2000), 279–301, Kodaira’s issue. MR 1803724.
Zbl 0983.32020. Available at https://doi.org/10.4310/AJM.2000.v4.n1.a17.
97
