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Naslov: Matricˇni algoritmi na podatkovno-pretokovnih racˇunalnikih
Medtem ko se frekvenca procesorjev zˇe desetletje bistveno ne povecˇuje
vecˇ, se potrebe znanosti po racˇunski mocˇi vecˇajo. Podatkovno-pretokovna
racˇunalniˇska arhitektura predstavlja dobro alternativo klasicˇnemu ukazno-
pretokovnemu racˇunalniku. V okviru dela je bil razvit sklop algoritmov
za mnozˇenje matrike z vektorjem in mnozˇenje dveh matrik na podatkovno-
pretokovni arhitekturi. Primerjali so se cˇasi izvajanja v primerjavi z ukazno-
pretokovnimi resˇitvami. Pohitritve pri mnozˇenju matrike in vektorja ni bilo.
Pri mnozˇenju matrike z naborom vektorjem so bile dosezˇene skoraj 4-kratne
pohitritve. Algoritem za mnozˇenje dveh matrik je dosegel vecˇ kot 100-kratno
pohitritev. Dodatno sta bila implementirana algoritem za matricˇno poten-
ciranje in algoritem iskanja najkrajˇsih poti med vsemi pari vozliˇscˇ. Prvi je
dosegel okoli 100-kratno pohitritev, drugi pa je bil priblizˇno enako hiter kot
ukazno-pretokovni algoritem Floyd-Warshall.
Kljucˇne besede: podatkovno-pretokovna arhitektura, matricˇno mnozˇenje,
matricˇni algoritmi, grafni algoritmi, Maxeler Technologies

Abstract
Title: Matrix algorithms on data-flow computers
While the processor frequency has failed to significantly increase in the
last decade, the needs of science for computing power continue to increase.
Data-flow computer architecture presents a good alternative to traditional
control-flow computer. In this work a set of algorithms for matrix-vector
multiplication and matrix-matrix multiplication was developed. It was com-
pared with control-flow implementations. With matrix-vector multiplication
there was no speedup. Algorithm for multiplying matrix with a set of vec-
tors achieved almost 4-fold speedup. Matrix-matrix multiplication algorithm
achieved more than 100-fold speedup. Further matrix exponentiation and
all-pairs shortest path search algorithm were implemented. First algorithm
achieved 100-times speedup, while the second one was about the same speed
as control-flow Floyd-Warshall algorithm.
Keywords: dataflow architecture, matrix multiplication, matrix algorithms,




Veliki napredki racˇunalniˇske tehnologije so omogocˇili resˇevanje znanstvenih
problemov, ki so bili prej izven dosega. Tako v raziskovalnem delu kot v
gospodarstvu, so se zacˇele uporabljati metode znanstvenega racˇunanja, ki
probleme resˇujejo z numericˇnimi metodami, izdelavo napovednih modelov in
s simulacijami. Pri problemih tega podrocˇja racˇunska mocˇ definira, katere
probleme je mogocˇe resˇiti in kako natancˇni so lahko rezultati. Zaradi zˇelj
po resˇevanju novih in bolj zahtevnih problemov se potrebe po zmogljivosti
racˇunalnikov iz dneva v dan vecˇajo. Po drugi strani se je frekvenca proce-
sorjev v vecˇji meri nehala povecˇevati in Moorov zakon zˇe vecˇ kot desetletje
ne deluje vecˇ. Na trg so priˇsli vecˇ jedrni procesorji, ki pa imajo sˇe vedno
veliko omejitev. V osnovi so paralelni, v resnici pa si delijo veliko sredstev
in v splosˇnem sˇe vedno niso dovolj zmogljivi [24, 27].
Problem lahko deloma resˇimo tako, da se s splosˇnonamenske arhitek-
ture premaknemo na problemsko specificˇno arhitekturo. Dobra alternativa
obicˇajni ukazno-pretokovni arhitekturi je podatkovno-pretokovna arhitek-
tura. Za vrsto problemov je lahko hitrejˇsa, energetsko bolj ucˇinkovita in
fizicˇno manjˇsa od ukazno-pretokovne arhitekture. Primerna je predvsem na
podrocˇju znanstvenega racˇunanja in pri delu z masovnimi podatki [25].
Eden izmed racˇunsko zahtevnih problemov, ki bi ga bilo dobro pohitriti,
je matricˇno mnozˇenje. V magistrskem delu ga bomo poskusˇali pohitriti s pre-
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nosom na podatkovno-pretokovni racˇunalnik podjetja Maxeler Technologies.
Problem se pojavlja na najrazlicˇnejˇsih podrocˇjih, zaradi cˇesar bo zanimiv za
sˇiroko mnozˇico ljudi. Veliko dela je bilo zˇe vlozˇenega v manjˇsanje asimp-
toticˇne cˇasovne zahtevnosti (npr. v [30, 10]). Ta je v teoriji sicer dobra,
v praksi pa sˇteje predvsem realni cˇas izvajanja [20]. Zato bomo raje vzeli
obicˇajni algoritem mnozˇenja in poskusˇali prednosti dosecˇi pri bolj ucˇinkoviti
arhitekturi. Pri tem bomo uporabljali tehnike eksperimentalne algoritmike,
ki kombinira teorijo algoritmov z eksperimenti [18, 23]. Tako bomo za vsak
problem, namesto enega razvili sklop algoritmov in jih eksperimentalno ovre-
dnotili. Najboljˇse bomo primerjali sˇe z ukazno-pretokovno razlicˇico in s tem
raziskali, ali je prenos nasˇih algoritmov na podatkovno-arhitekturo pravza-
prav sploh smiseln.
Nekaj dela na temo matricˇnega mnozˇenja na racˇunalniku Maxeler je bilo
zˇe narejenga. V delu [21] so implementirali dve razlicˇici in dosegali do 18-
kratne pohitritve v primerjavi z ukazno-pretokovnim algoritmom. Med pisa-
njim magistrske naloge je bila v [29] predstavljena sˇe ena resˇitev. Racˇunali so
na redkih matrikah in dosegli okoli 10-kratne pohitritve. Po nasˇem mnenju je
problem kljub temu sˇe vedno premalo raziskan. V nasˇem delu bomo predsta-
vili nekaj novih algoritmov matricˇnega mnozˇenja in odgovorili na vprasˇanja,
kot so: kako sˇtevilo cevi in uporaba velikega pomnilnika (LMema) vplivata
na hitrosti izvajanja. Izvedli bomo obsezˇno eksperimentalno ovrednotenje.
Idealno bi bilo dosecˇi tudi dodatne pohitritve. Dodatno si bomo pogledali
problem mnozˇenja matrike in vektorja ter problem mnozˇenja z naborom vek-
torjev. Tokrat bo tudi prvicˇ raziskana ideja uporabe matricˇnega mnozˇenja
in racˇunalnika Maxeler za resˇevanje grafnih algoritmov.
Delo bomo razdelili po poglavjih na naslednji nacˇin. V poglavju 2 bomo
zacˇeli z opisom ukazno-pretokovne in podatkovno-pretokovne racˇunalniˇske
arhitekture. Videli bomo, da se med seboj zelo razlikujeta, ter predstavili
prednosti in slabosti posamezne arhitekture. Pogledali si bomo podatkovno-
pretokovni racˇunalnik podjetja Maxeler Technologies. Na koncu poglavja
bomo naredili kratek pregled pogojev za doseganje pohitritev algoritmov in
3nacˇine, kako jih lahko dosezˇemo. V poglavju 3 bomo implementirali sklop al-
goritmov za resˇevanje problema mnozˇenja matrike in vektorja. Zacˇeli bomo
z osnovnim algoritmom in ga postopoma pohitrili. Predstavili bomo dva
nacˇina povecˇanja paralelizacije: z boljˇsim izkoristkom cevovoda in z uporabo
cevi. Implementiran bo tudi algoritem za mnozˇenje z naborom vektorjev.
Vse algoritme bomo eksperimentalno ovrednotili. V poglavju 4 se bomo
lotili matricˇnega mnozˇenja. Za osnovo bomo vzeli algoritme mnozˇenja ma-
trike in vektorja ter jih nadgradili v matricˇno mnozˇenje. Nadaljnje pohitri-
tve bomo dosegali z uporabo LMema in dodatnim vecˇanjem sˇtevila cevi.
Posebno zanimiv je zadnji algoritem, ki matriko razdeli na plosˇcˇice in z
njimi ucˇinkovito racˇuna. Tudi te algoritme bomo eksperimentalno ovredno-
tili. V poglavju 5 bo predstavljen sklop sorodnih matricˇnih algoritmov, ki
jih je mogocˇe implementirati z matricˇnim mnozˇenjem in s tem prenesti na
podatkovno-pretokovno arhitekturo. Nato bomo izbrali najhitrejˇsi algoritem
matricˇnega mnozˇenja ter ga nadgradili v algoritem za potenciranje matrik
in algoritem iskanja najkrajˇse poti med vsemi pari vozliˇscˇ. Prvega bomo
primerjali z ukazno-pretokovno razlicˇico istega algoritma, slednjega pa z al-
goritmom Floyd-Warshall. Sledil bo sˇe zakljucˇek.





Najpogostejˇsa arhitektura racˇunalnikov v danasˇnjem cˇasu je ukazno-preto-
kovna arhitektura. V zacˇetku razvoja racˇunalniˇstva je bilo modelov z ukazno-
pretokovno arhitekturo vecˇ (npr. Harvardska arhitektura), v veliki vecˇini
pa se je obdrzˇala von Neumannova arhitektura oziroma von Neumannov
racˇunalniˇski model. Z njim se je pojavil koncept shranjenega programa, ki je
locˇen od strojne opreme. Bistveni so trije osnovni deli, ki model sestavljajo:
centralna procesna enota (CPE), glavni pomnilnik in vhodno-izhodne enote.
Model se je izkazal za tako uporabnega, da je bil naslednjih nekaj desetletij
prakticˇno edini racˇunalniˇski model [7].
Zgradbo von Neummanovega racˇunalnika vidimo na sliki 2.1. Delovanje
lahko povzamemo na naslednji nacˇin:
1. Izvajanje dolocˇa zaporedje ukazov, ki mu pravimo program. Ukazi se
izvajajo zaporedno eden za drugim.
2. Racˇunalnik ukaz izvede tako, da ga najprej prebere iz pomnilnika. Za-
tem nalozˇi ustrezne podatke in v CPE izvrsˇi ustrezno operacijo nad
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Slika 2.1: Von Neumannov racˇunalniˇski model
njimi. Na koncu rezultat operacije zapiˇse nazaj v pomnilnik.
3. Programski sˇtevec, ki kazˇe na naslednji ukaz za izvedbo, se po izvedbi
ukaza povecˇa za ena. V primerih, ko gre za skocˇne ukaze, se programski
sˇtevec nastavi na drugo ustrezno vrednost.
4. Vhodne in izhodne enote racˇunalnik uporablja za komunikacijo z zu-
nanjim svetom [7].
V zacˇetku razvoja racˇunalniˇstva so bili racˇunalniki vecˇji kot danes. Eden
izmed glavnih ciljev von Neumannovega modela je bil minimizacija strojne
opreme. Scˇasoma so se potrebe spreminjale in je postajala vedno bolj po-
membna cˇim vecˇja hitrost. Za cˇim hitrejˇsi racˇunalnik zaporedna arhitektura
ni nujno optimalna. Operacije se izvajajo zaporedno ena za drugo, kar po-
meni, da je hitrost omejena s cˇasom izvedbe operacije. Na koncu vsake
operacije se mora rezultat zapisati in nato brati iz pomnilnika tudi v pri-
merih, ko je rezultat potreben za naslednjo operacijo. Moderni procesorji te
probleme poznajo in jih resˇujejo na razlicˇne nacˇine; viˇsja frekvenca, cevovod,
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vecˇnivojska predpomnilniˇska hierarhija in uporaba predikcije skocˇnih ukazov
jih naredi veliko bolj ucˇinkovite. Kljub temu je model po naravi zaporeden
in ima svoje omejitve [26].
Zakaj se torej ta model danes sˇe vedno uporablja? Odgovorov je vecˇ.
Eden izmed razlogov je, da je za probleme, kjer ni veliko mozˇnosti za iz-
koriˇscˇanje paralelizma, von Neumannova arhitektura lahko sˇe vedno najpri-
mernejˇsa. Locˇenost CPE in programa tudi danes zmanjˇsa velikost strojne
opreme. Viˇsjenivojski programski jeziki, kot so C, java in python, omogocˇajo
hitro in ucˇinkovito programiranje. V cˇasu masovnih podatkov in racˇunsko
zahtevnih problemov te prednosti niso vecˇ dovolj. Za take probleme je na-
mrecˇ vsakokratno branje in pisanje v pomnilnik ter ena enota (ali vecˇ v
primeru vecˇ jeder) za izvedbo racˇunskih operacij premalo in je arhitektura
neucˇinkovita [26, 33].
2.2 Podatkovno-pretokovna arhitektura
Obstaja vecˇ alternativ von Neummanovi arhitekturi racˇunalnika. Najbolj
razlicˇna od von Nemmanove je podatkovno-pretokovna (angl. dataflow) arhi-
tektura. Za vrsto problemov, predvsem na podrocˇju znanstvenega racˇunanja
in pri delu z masovnimi podatki, je lahko veliko hitrejˇsa, energetsko bolj
ucˇinkovita in fizicˇno manjˇsa od von Neumannove arhitekture [25].
Podatkovno-pretokovna arhitektura ne pozna CPE, programskega sˇtevca
in ukazov. Program je (po prevajanju) zapisan direktno na vezju v obliki
podatkovno-pretokovnega grafa, kjer so vozliˇscˇa grafa osnovne racˇunske ope-
racije (npr. sesˇtevanje ali mnozˇenje), povezave pa predstavljajo odvisnost
operacij med seboj [26]. Zaradi preprostosti osnovnih operacij jih je lahko
na cˇipu veliko. Potek programa je dolocˇen z razpolozˇljivostjo operandov;
ko so na voljo vsi operandi, potrebni za izvedbo operacije, se ta izvede in
posˇlje naprej rezultat. Podatki se pretakajo iz pomnilnika na cˇip, kjer se
posredujejo od enega vozliˇscˇa do drugega brez vmesnega dostopanja do zu-
nanjega pomnilnika. Tudi kompleksnejˇsi izracˇuni se lahko v celoti izvedejo na
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cˇipu. Do pomnilnika se ponovno dostopa sˇele ob pisanju koncˇnega rezultata
[7]. Za razliko od von Neummanovega racˇunalnika, kjer se operacije izva-
jajo v razlicˇnih cˇasih na isti funkcionalni enoti (na CPE), je pri podatkovno-
pretokovnih racˇunalnikih celoten izracˇun razporejen na cˇipu. Celoten izracˇun
je cevovod (podatkovni konflikti se resˇijo zˇe med prevajanjem), ki lahko vsako
urino periodo vrne rezultat [25].
Skupku operacij, povezanih v graf, pravimo sˇcˇepec. Primer preprostega
izracˇuna vidimo na sliki 2.2. Spremenljivke a, b in c predstavljajo vhodne po-
datke. Osnovne racˇunske operacije, konstanti 1 in 5 ter usmerjene povezave
sestavljajo program, ki je zapisan na vezju. Rezultat programa je odvisen od
vhodnih podatkov, na podlagi katerih program vrne rezultat aritmeticˇnega
izraza 5 ∗ (a+ 1)− (b/c).
Slika 2.2: Graf sˇcˇepca, ki izracˇuna vrednost 5 ∗ (a+ 1)− (b/c)
Podatkovno-pretokovni racˇunalniki so zˇe po definiciji paralelni. Istocˇasno
se lahko izracˇunava na tisocˇe osnovnih racˇunskih operacij. Prispodoba za pre-
hod z ukazno-pretokovne na podatkovno-pretokovno arhitekturo je uvedba
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Fordovega tekocˇega traka. Namesto majhnega sˇtevila dragih in pocˇasnih
ekspertov (v nasˇem primeru ena ali vecˇ CPE), ki znajo vse, imamo veliko
sˇtevilo specializiranih delavcev (v nasˇem primeru osnovne racˇunske opera-
cije), ki zelo dobro opravljajo svojo nalogo. Proces postane hitrejˇsi in ce-
nejˇsi. Uvedba tekocˇega traka zahteva nekaj nacˇrtovanja in je seveda smi-
selna pri vecˇjem sˇtevilu enakih izdelkov (v nasˇem primeru enakih izracˇunov
na razlicˇnih podatkih).
2.3 Strojna oprema racˇunalnika Maxeler
V magistrski nalogi bomo uporabljali opremo podjetja Maxeler Technologies.
Podjetje ponuja kompletno programsko in strojno opremo za podatkovno-
pretokovno racˇunanje. Maxeler Technologies sodeluje z velikimi podjetji s
podrocˇja nafte in zemeljskega plina, financˇne analize, visokofrekvencˇnega tr-
govanja in znanstvenega racˇunanja [17]. Za lazˇje razumevanje nasˇih resˇitev
je treba razumeti osnovno arhitekturo nasˇega sistema.
Pri strojni opremi Maxeler gre za kombinacijo obicˇajne CPE in programa-
bilnega vezja FPGA (Field Programmable Gate Array), na katerega prene-
semo del aplikacije, ki ga zˇelimo pospesˇiti. Zgradbo prikazuje slika 2.3. Poleg
CPE in vezja FPGA prikazuje tudi tri vrste pomnilnika. Imamo pomnilnik
obicˇajnega racˇunalnika (na sliki Memory), ki ga uporablja CPE. Pomnilnika
FMem (hitri pomnilnik) in LMem (veliki pomnilnik) komunicirata direktno
s podatkovno-pretokovno enoto. Pri razvoju algoritmov je kljucˇnega po-
mena dobro nacˇrtovanje uporabe pomnilnika. FMem nam omogocˇa hranje-
nje manjˇse kolicˇine (nekaj megabajtov) direktno na cˇipu in hiter, nakljucˇni
dostop, LMem pa nam omogocˇa uporabo velikih kolicˇin (nekaj gigabajtov)
podatkov izven cˇipa. Bolj podrobno uporabo pomnilnika bomo videli v na-
slednjih poglavjih.
Oprema Maxeler je na voljo v razlicˇnih oblikah. Za namene raziskovanja
in razvoja aplikacij je za podatkovno-pretokovni del na voljo razsˇiritvena
kartica, ki jo je mogocˇe vstaviti v osebni racˇunalnik. Za namene uporabe v
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Slika 2.3: Arhitektura racˇunalnika Maxeler [16]
industriji je na voljo vecˇ razlicˇic celotne opreme, ki so kombinacija ukazno-
pretokovnega racˇunalnika in vecˇjega sˇtevila kartic. Razlike med razlicˇicami
so v optimizaciji za dolocˇeno vrsto problemov. Podjetje ponuja opremo tudi
v oblaku MaxCloud.
2.4 Programski paket MaxCompiler
Programski paket MaxCompiler je skupek orodij za razvoj in prevajanje pro-
gramske opreme za racˇunalnik Maxeler. Aplikacijo za racˇunalnik Maxeler




Zgradbo MaxCompilerja prikazuje slika 2.4. Za prenos podatkov med
CPE in podatkovno-pretokovno enoto se uporablja vmesnik imenovan SLiC.
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Paket vkljucˇuje razvojno okolje MaxIDE, ki temelji na Eclipsu, simulator
in razhrosˇcˇevalnik. S tem nam ponuja podporo pri celotnem razvoju pro-
gramske opreme. Prevajalnik v celoti poskrbi za prenos programa na cˇip
[13].
Slika 2.4: Zgradba MaxCompilerja [16]
2.4.1 Sˇcˇepec
Sˇcˇepci so deli programa, ki jih iz ukazno-pretokovnega dela prenesemo na
podatkovno-pretokovni del in jih na ta nacˇin pospesˇimo. Programiranje
sˇcˇepcev poteka v programskem jeziku MaxJ, ki je razsˇirjena verzija jave.
Pri razvoju sˇcˇepcev gre pravzaprav za programiranje predstavitev osnovnih
racˇunskih operacij in povezav med njimi v podatkovno-pretokovnem delu
racˇunalnika [14].
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Slika 2.5: Sˇcˇepec za izracˇun drsecˇe aritmeticˇne sredine skupaj s pripadajocˇim
grafom [16]
Slika 2.5 prikazuje kodo in graf preprostega sˇcˇepca za izracˇun drsecˇe arit-
meticˇne sredine. Koda opisuje podatkovno-pretokovni graf, ki ga vidimo na
desni strani slike. Ob zagonu v sˇcˇepec posˇljemo vrsto podatkov, ki tecˇejo
skozi graf eden za drugim in nad katerimi se izvajajo izracˇuni. Ob progra-
miranju sˇcˇepca tako ne piˇsemo same zanke, ampak le njeno telo (izracˇun).
Pomen samih ukazov bomo videli v naslednjem poglavju.
2.4.2 Nadzornik
Nadzornik (angl. manager) prav tako uporablja jezik MaxJ in se na koncu
prevede v strojno kodo. Definira, kako so sˇcˇepci povezani med seboj in skrbi
za prenos podatkov med ukazno-pretokovnim in podatkovno-pretokovnim de-
lom. Kontrolira tudi proces prevajanja kode. Mozˇni sta osnovna in napredna
konfiguracija. Slednja nam omogocˇa uporabo vecˇ sˇcˇepcev ter zahtevnejˇse in-
terakcije med sˇcˇepci ter vhodno-izhodnimi enotami [14, 12].
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2.4.3 Ukazno-pretokovni program
Oprema Maxeler oprema kombinira obicˇajno ukazno-pretokovno enoto in
podatkovno-pretokovno enoto. Ukazno-pretokovni program je ponavadi na-
pisan v programskem jeziku C/C++ ali fortran. Tu se inicializirajo po-
datki in naredi razpored zaganjanja sˇcˇepcev. Do njih dostopamo preko
vmesnika SLiC, ki nam omogocˇa sinhrono in asinhrono zaganjanje [14]. V
ukazno-pretokovnem delu se izvaja tudi koda, ki je ni smisleno prenesti na
podatkovno-pretokovno arhitekturo.
2.5 Pospesˇevanje algoritmov
Pohitritve algoritmov, prenesenih na arhitekturo Maxeler, so zelo razlicˇne.
Algoritmi lahko dosezˇejo vecˇ kot 200-kratno pohitritev ali pa so pocˇasnejˇsi
od obicˇajnega ukazno-pretokovne arhitekture. V [27] so naredili sˇtudijo in
ugotovili, da so za pohitritve bistveni:
Masovni podatki. Glavna lastnost podatkovno-pretokovnega racˇunalnika
Maxeler je pospesˇevanje premikov podatkov. Da se bodo pohitritve
dejansko obcˇutile, so najbolj primerne aplikacije, ki delajo z masov-
nimi podatki. Glavne pohitritve se skrivajo znotraj cˇipa, ko podatki
potujejo skozi podatkovno-pretokovni graf. Cˇim daljˇsi kot je graf, vecˇje
pohitritve lahko pricˇakujemo. Poleg tega ima racˇunalnik Maxeler ne-
kaj zacˇetne zakasnitve, zaradi cˇesar je treba imeti veliko podatkov, da
zacˇetna zakasnitev bistveno ne upocˇasni izvajanja in se lahko dosegajo
velike pohitritve.
Ponovna uporaba podatkov. Aplikacija mora uporabiti podatke vecˇ kot
enkrat. Prenos podatkov med ukazno-pretokovnim in podatkovno-
pretokovnim delom zahteva cˇas, zato se vecˇje pohitritve dosegajo pri
vecˇkratni uporabi podatkov.
Struktura zank. Dobro je, da programi vsebujejo zanke, ki porabijo vecˇino
izvajalnega cˇasa. Zanke (ki upravljajo z masovnimi podatki ali de-
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lajo kompleksne izracˇune) so tisti deli aplikacije, ki jih prenesemo na
podatovno-pretokovni del racˇunalnika in jih poskusˇamo pohitriti. Cˇe
se ravnamo po Amdahlovem zakonu, to pomeni, da cˇe zanke vzamejo
90 % cˇasa, so lahko pohitritve najvecˇ desetkratne. Cˇe zanke zavzamejo
99 % cˇasa, je teoreticˇno mozˇno dosecˇi stokratno pohitritev.
Zacˇetna zakasnitev. Algoritem mora tolerirati zacˇetno zakasnitev. Po-
datki morajo za prihod prvega rezultata potovati skozi celoten cˇip s
frekvenco, ki je nizˇja od obicˇajne CPE (trenutno okoli 200 MHz), kar
vzame cˇas
t = NT,
kjer je N sˇtevilo vzporednih premikov znotraj zanke in T cˇas cikla. Vsi
naslednji rezultati pridejo s hitrostjo, ki je lahko veliko hitrejˇsa od CPE
[27].
Za hitrost je kljucˇnega pomena nacˇin implementacije, kar bo se pokazalo
tudi v nasˇih algoritmih. Za doseg maksimalne pohitritve se je treba lotiti
naslednjih podrocˇij:
Koreografija podatkov. Nacˇrtovanje koreografije podatkov je kljucˇnega
pomena. Podatkovno-pretokovni racˇunalnik ne pozna vnaprejˇsnjega
branja (angl. prefetching), ki poskusˇa napovedati naslednji podatek
ali ukaz in s tem pohitriti program. Naslednji ukaz je tisti, ki je na
vezju za trenutnim ukazom, in naslednji podatek tisti, ki ga je progra-
mer smiselno postavil za trenutnim podatkom. V analizo podatkov in
njihovo koreografijo je treba vlozˇiti veliko truda in jo s tem cˇim bolj
prilagoditi podatkovno-pretokovni arhitekturi.
Izkoriˇscˇanje cevovoda. Za doseg prave paralelizacije je treba razumeti
koncept cevovoda. Program in tok podatkov je treba zapisati tako,
da je cˇim manj cˇakalnih period, da je cevovod cˇimbolj zapolnjen in da
v idealnem primeru program vsako urino periodo vrne en rezultat. Za
doseg tega je pogosto treba spremeniti vrstni red ukazov in vhodnih
podatkov.
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Analiza podatkov in predstavitev s plavajocˇo vejico. Za najvecˇje po-
hitritve je treba optimizirati aritmeticˇne operacije in velikost podat-
kov pri izracˇunih. Arhitektura je fleksibilna in omogocˇa dolocˇanje na-
tancˇnosti v vsakem koraku izracˇuna. Velikost podatkov bo vplivala
tako na hitrost izracˇuna kot na velikost programa na vezju. Vecˇja kot
je natancˇnost, vecˇ bo uporabljenih logicˇnih elementov in manj bo pro-
stora za drugo kodo. Treba je razmisliti, kaksˇno natancˇnost dejansko
potrebujemo, in nato optimizirati program.
Razlicˇni algoritmi. Kaksˇno stopnjo pohitritve bomo lahko dosegli, je po-
gosto tezˇko napovedati. Cˇe z zgornjimi izboljˇsavami ne pridemo do
zˇelene pohitritve, poskusˇamo na podatkovno-pretokovno arhitekturo
prenesti drug algoritem, ki resˇuje isti problem. Z metodo poskusov in
napak na koncu izberemo najhitrejˇsi algoritem [27, 22].
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Poglavje 3
Mnozˇenje matrike in vektorja
Mnozˇenje matrike in vektorja je ena izmed najosnovnejˇsih in kljucˇnih ope-
racij v racˇunalniˇstvu. Pri znanstvenem racˇunanju so matrike pogosto velike,
zato so ucˇinkoviti algoritmi za mnozˇenje matrike in vektorja bistvenega po-
mena. Za matriko velikosti n × n je zˇe zaradi same velikosti potrebnega
Ω(n2) cˇasa. V primeru velikih matrik lahko cˇas izracˇuna hitro postane ovira.
Zato bomo algoritem za mnozˇenje matrike in vektorja prenesli z obicˇajnega
ukazno-pretokovnega racˇunalnika na podatkovno-pretokovni racˇunalnik in ga
poskusˇali pohitriti.
Poleg tega bo prenos algoritma sluzˇil tudi kot prikaz razvoja algoritmov
na podatkovno-pretokovni arhitekturi. Pri razvoju za racˇunalnik Maxeler gre
za programiranje na veliko nizˇjem nivoju, kot je to pri obicˇajnem razvoju za
ukazno-pretokovni racˇunalnik. Programi se izvajajo vzporedno na najnizˇjem
nivoju in zahtevajo popolnoma nov nacˇin razmiˇsljanja. Pri takih problemih
je smiseln postopen pristop k programiranju. Zgledovali se bomo po [11],
kjer so na postopen nacˇin pospesˇili algoritem, ki sesˇteje vrstice v matriki. V
poglavju, ki sledi, se bomo lotili mnozˇenja dveh matrik; program za mnozˇenje
matrike in vektorja nam bo sluzˇil kot dobra osnova za nadaljnje delo.
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3.1 Definicija problema
Vzemimo matriko A = [ai,j] z dimenzijo m× n, kjer je m sˇtevilo vrstic in n
sˇtevilo stolpcev, ter vektor B = [bi] z dimenzijo m. Rezultat mnozˇenja A ×




ai,k · bk, 1 ≤ i ≤ m.
Mnozˇenje lahko predstavimo tudi v naslednji obliki:⎡⎢⎢⎢⎢⎢⎣
a11 a12 . . . a1n














a11 · b1 + a12 · b2 + · · ·+ a1n · bn
a21 · b1 + a22 · b2 + · · ·+ a2n · bn
...
am1 · b1 + am2 · b2 + · · ·+ amn · bn
⎤⎥⎥⎥⎥⎥⎦
Razvidno je, da se bodo elementi matrike uporabili samo enkrat, elementi
vektorja pa m-krat in bi jih bilo lahko smiselno hraniti na vezju. Rezul-
tati koncˇnih elementov med seboj niso povezani, kar pomeni, da bo izracˇune
mozˇno paralelizirati. Izracˇunajmo sˇe sˇtevilo operacij. Za izracˇun enega ele-
menta vektorja je treba zmnozˇiti vse elemente vrstice z vsemi elementi vek-
torja (n mnozˇenj). Za celoten vektor je to treba ponoviti za m vrstic. Sˇtevilo
operacij mnozˇenja je
T ∗vec(m,n) = mn = Θ(mn).
V vsaki vrstici je treba zmnozˇke sesˇteti (n − 1 sesˇtevanj) in ponoviti za m
vrstic. Sˇtevilo operacij sesˇtevanja je
T+vec(m,n) = mn−m ∼ mn = Θ(mn).






= mn+mn−m ∼ 2mn
= Θ(mn).
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3.2 Ukazno-pretokovna implementacija
Najprej smo razvili program za obicˇajen ukazno-pretokovni racˇunalnik. Sluzˇil
nam bo za primerjavo cˇasov s kasnejˇsimi pospesˇenimi resˇitvami. Hkrati se bo
uporabljal tudi za testiranje pravilnosti resˇitev za racˇunalnik Maxeler. Pri
prakticˇnih implementacijah smo se zaradi enostavnejˇsega eksperimentalnega
ovrednotenja omejili na kvadratne matrike. Program je naslednji:
1 void mulMatVec(int n, float *mat, float *vec, float *res){
2 for (int i = 0; i < n; i++) {
3 float sum = 0;
4 for (int j = 0; j < n; j++)
5 sum += mat[i * n + j] * vec[j];
6 res[i] = sum;
7 }
8 }
Program sprejme vhodne podatke n (velikost matrike), mat (matrika ve-
likosti n×n), vec (vektor velikosti n), in res (spremenljivka, kamor se shrani
rezultat). Vsi nasˇi programi podpirajo sˇtiri stikala:
• -h, - -help izpiˇse navodila za uporabo
• -n, - -size nastavimo velikost vhodne matrike
• -r, - -range nastavimo razpon velikosti elementov
• -t, - -trace ponuja opcijo 0 za izpis cˇasa izvajanja, 1 za izpis celotnih
vhodnih in izhodnih matrik ter 2 za preverjanje pravilnosti programa
Oglejmo si primer izvedbe mnozˇenja matrike velikosti 8092 × 8092 z
vektorjem velikosti 8092, kjer so elemeti v razponu od −200 do 200 in je
opcija za sledenje 0:
$ ./matvec --size 8092 -r 200 --trace 0
8092 25046424.00 89 80
Progam vrne sˇtiri vrednosti: velikost matrike in vektorja n, vsoto izhodnega
vektorja (za lazˇje delno preverjanje pravilnosti), realni cˇas izvajanja (ta nas
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bo najbolj zanimal) in cˇas izvajanja na CPE. Prikazan primer zagona pro-
grama bomo (pri razlicˇno velikih vhodih) uporabljali med eksperimentalnim
ovrednotenjem na koncu poglavja.
3.3 Programiranje nadzornika
Za povezavo med podatkovno-pretokovnim delom in ukazno-pretkovnim de-
lom bomo v naslednjih poglavjih uporabljali nadzornika, ki bo skrbel za ko-
munikacijo z vhodno-izhodnimi enotami in prenasˇanje podatkov med ukazno-
pretokovnim in podatkovno-pretokovnim delom racˇunalnika. Med razlicˇnimi
implementacijami bodo samo manjˇse razlike, ki bodo navedene sproti. Pri-
mer nadzornika iz razdelka 3.4 za algoritem osnovnega mnozˇenja matrike in
vektorja je naslednji:
1 class MultiplyManager{
2 static final int nMax = 20*1024;
3
4 public static void main(String[] args) {
5 Manager manager = new Manager(new EngineParameters(args));









Koda prikazuje metodo main, ki sprozˇi proces prevajanja. Metoda zacˇne
z inicializacijo objekta manager tipa Manager, ki predstavlja nadzornika.
Ali se bo prevajalo za simulacijo ali podatkovno-pretokovni racˇunalnik, je
dolocˇeno z objektom EngineParameters. Zatem sledi inicializacija sˇcˇepca
kernel, ki bo predstavljena v nadaljevanju. V 8. vrstici nasˇtejemo tipe
vhodno-izhodnih enot. V tem primeru je to samo CPE (kasneje bomo upo-
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rabljali tudi direktno komunikacijo z LMemom). 9. vrstica izdela vme-
snik, preko katerega lahko ukazno-pretokovni del dostopa do podatkovno-
pretokovnega dela. Na koncu poklicˇemo metodo build(), ki zacˇne prevajanje
za simulator ali podatkovno-pretokovno enoto.
Poglejmo si sˇe kodo za izdelavo vmesnika za CPE:
1 private static EngineInterface interfaceDefault() {
2 EngineInterface ei = new EngineInterface();
3
4 InterfaceParam matrixLength = ei.addParam("matrixLength",
CPUTypes.INT);
5 InterfaceParam n = ei.addParam("n", CPUTypes.INT);






11 ei.setScalar("MatVecMultiplyKernel", "n", n);










Z objekti InterfaceParam nastavimo vhodne parametre, ki jih bo lahko
CPE posredovala nadzorniku. V zgornjem primeru jih bomo uporabili za
izracˇun ustreznih dolzˇin tokov. V vrsticah 4 in 5 nastavimo vhodna parame-
tra matrixLength, ki predstavlja velikost vhodne matrike, in n za velikost
vhodnega vektorja. Vrstici 6 in 7 poskrbita za cˇakajocˇo zanko, ki bo podrob-
neje opisana v naslednjem poglavju. V 9. vrstici nastavimo sˇtevilo urinih
period izvajanja programa. V 11. vrstici nastavimo skalar. Gre za vrednost,
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ki jo podamo iz CPE med samim izvajanjem in jo mora sˇcˇepec prebrati.
V nasˇem primeru sta to velikost vektorja in velikost matrike. Za razliko
od parametrov, ki jih podamo ob inicializaciji sˇcˇepca in vplivajo na samo
prevajanje kode, lahko skalarje spreminjamo iz CPE brez ponovnega preva-
janja. V vrsticah od 12 do 14 nastavimo tri tokove: vhodno matriko, vhodni
vektor in izhodni vektor (rezultat). Vsakemu pripada tudi tip podatkov (v
tem primeru float) in dolzˇina toka v bajtih. V nasˇem primeru bodo pri za-
gonu programa tokovi samodejno tudi parametri. Za narejeni vmesnik se iz
datoteke C (ukazno-pretokovnega dela programa) klicˇe s klicem:
MatVecMultiply(size, n, mat, vec, output);
3.4 Osnovno mnozˇenje matrike in vektorja
Slika 3.1: Koreograﬁja podatkov za osnovno mnozˇenje matrike in vektorja
Implementirajmo prvi sˇcˇepec. Zaenkrat bo cilj osnovna resˇitev, ki se
ne ozira na cˇas izvajanja. Na primeru bomo razlozˇili, kako se na platformi
programira, in v naslednjih poglavjih resˇitev postopoma pohitrili.
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V osnovni resˇitvi bo koreograﬁja podatkov v sˇcˇepcu podobna ukazno-
pretokovni implementaciji; prikazuje jo slika 3.1. Elementi matrike bodo v
program prihajali zaporedno po vrsticah. Tekom 1. vrstice matrike bodo
socˇasno prihajali elementi vektorja in se zraven shranjevali v hitri pomnilnik
FMem. Pri naslednjih vrsticah matrike se bodo elementi vektorja brali iz
FMema. Ob vsakem prihodu elementa matrike A ga bomo mnozˇili z ustre-
znim elementom vektorja B.
Slika 3.2: Prikaz zanke za izracˇun vsote zmnozˇkov
Izracˇun vsote zmnozˇkov je malo bolj zapleten. Sesˇteti je treba zmnozˇke,
ki niso na voljo ob istem cˇasu. To storimo tako, da implementiramo zanko,
ki jo prikazuje slika 3.2. Racˇunala bo delno vsoto zmnozˇkov in jo posˇiljala
nazaj, da bo dostopna ob prihodu novega zmnozˇka. Ob zacˇetku vsake vrstice
bo delna vsota enaka zmnozˇku enega elementa matrike in enega elementa
vektorja. Zmnozˇek se bo poslal nazaj v graf, da bo dostopen ob prihodu
naslednjega elementa matrike in vektorja. Ob koncu vsake vrstice bo delna
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vsota vsebovala izracˇun enega elementa izhodnega vektorja in bo poslana na
izhod. Sama operacija sesˇtevanja traja 12 urinih period, zato bo delno vsoto
treba poslati nazaj za 13 urinih period, hkrati pa kontrolirati vhod matrike
in vektorja, da cˇaka 12 urinih period. Cevovod bo slabo izkoriˇscˇen, saj bo
koristno porabljena samo vsaka 13. perioda in program zato ne bo ucˇinkovit.
Poglejmo si izvorno kodo sˇcˇepca. V prvih desetih vrsticah bomo inici-
alizirali sklop spremenljivk in iz ukazno-pretokovnega dela prebrali velikost
matrike in vektorja n.
1 class MultiplyKernel extends Kernel {
2 final DFEType floatType = dfeFloat(8,24);
3
4 MultiplyKernel(KernelParameters parameters, int nMax) {
5 super(parameters);
6
7 Memory<DFEVar> ram = mem.alloc(floatType, nMax);
8 final int addrBits = MathUtils.bitsToAddress(nMax);
9 DFEType addrType = dfeUInt(addrBits);
10 DFEVar n = io.scalarInput("n", addrType);
Izven metode main zacˇnemo z inicializacijo spremenljivke floatType tipa
DFEType, ki bo predstavljala obliko nasˇih podatkov. Nastavimo ji tip po-
datka s plavajocˇo vejico in natancˇnostjo 32 bitov. S tem naredimo program
bolj splosˇen, saj je za spremembo tipa treba spremeniti samo to vrstico.
Konstruktor sˇcˇepca MultiplyKernel sprejme (poleg standardnih parame-
trov) parameter nMax, ki predstavlja najvecˇjo dovoljeno velikost vektorja.
V 8. vrstici s funkcijo mem.alloc() dodelimo prostor za nMax spremenljivk
nasˇega tipa. V 9. vrstici izracˇunamo sˇtevilo bitov vrednosti nMax in na
podlagi tega izdelamo nov tip. Nasˇi sˇtevci bodo morali biti tega tipa, cˇe jih
bomo zˇeleli uporabljati za dostop do pomnilnika (tako zahteva arhitektura
Maxeler). V 11. vrstici preberemo skalar n, ki predstavlja velikost matrike
in vektorja.
Sledi inicializacija sˇtevcev.
11 OffsetExpr loopLength = stream.makeOffsetAutoLoop("loopLength");
3.4 OSNOVNO MNOZˇENJE MATRIKE IN VEKTORJA 25
12 DFEVar loopLengthVal = loopLength.getDFEVar(this, dfeUInt(8));
13 CounterChain chain = control.count.makeCounterChain();
14 DFEVar i = chain.addCounter(n, 1);
15 DFEVar j = chain.addCounter(n, 1);
16 DFEVar loopCounter = chain.addCounter(loopLengthVal, 1);
Podatkovna-pretokovna arhitektura ne pozna zank v klasicˇnem smislu (zanke
for ali while). Maxeler ima na voljo sˇtevce, s katerimi kontroliramo, kdaj se
bo prebral naslednji element toka. V vrstici 12 uporabimo funkcijo MaxCom-
pilerja, ki na podlagi notranjih zank v kodi (zank, ki posˇiljajo podatke na-
zaj) samodejno izracˇuna najmanjˇso mozˇno vrednost odmika, in jo v 13. vr-
stici spremenimo v obliko, kompatibilno s sˇtevci. V vrsticah od 14 do 17
inicializiramo verigo sˇtevcev. Najnizˇji sˇtevec loopCounter sˇteje od 0 do
loopLengthV al (v nasˇem primeru 12) in predstavlja nasˇo notranjo zanko,
ki cˇaka na sesˇtevek dveh sˇtevil. Po koncu se postavi nazaj na nicˇ, j pa se
povecˇa za 1. j tecˇe od 0 do n− 1 in predstavlja stolpec trenutnega elementa
matrike. Podobno nam i pove vrstico trenutnega elementa.
Tokove beremo na naslednji nacˇin:
17 DFEVar readVec = i === 0 & loopCounter === 0;
18 DFEVar vecInput = io.input("vecInput", dfeFloat(8,24), readVec);
19 ram.write(j, vecInput, readVec);
20 DFEVar vec = readVec ? vecInput : ram.read(j);
21 DFEVar mat = io.input("matInput", floatType, loopCounter ===
(loopLengthVal-1));
V vrstici 18 inicializiramo spremenljivko readV ec, ki bo True za vrednosti,
ko zˇelimo prebrati element vektorja in ga zapisati v pomnilnik. To bo vsakih
loopLengthV al urinih period (loopCounter = 0) za skupaj n branj (dokler
i = 0). Potem bomo element vektorja brali direktno iz pomnilnika. V vr-
stici 19 preberemo element vhodnega vektorja in ga v 20. vrstici zapiˇsemo v
pomnilnik (cˇe je spremenljivka readV ec = True) na mesto j (j predstavlja
tudi stolpec trenutnega elementa matrike). V 21. vrstici nastavimo trenutni
element vektorja na trenutno prebranega za prvo vrstico matrike ali ga pre-
beremo iz pomnilnika za vse ostale vrstice matrike (to je treba narediti, ker
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zapis potrebuje eno urino periodo, da se zapiˇse v pomnilnik).
V naslednjih sˇtirih vrsticah bomo za izracˇun vsote izdelali notranjo zanko.
22 DFEVar carriedSum = floatType.newInstance(this);
23 DFEVar sum = j === 0 ? 0.0 : carriedSum;
24 DFEVar newSum = mat * vec + sum;
25 carriedSum <== stream.offset(newSum, -loopLength);
V 23. vrstici spremenljivki carriedSum z newInstance(this) nastavimo tok,
ki je zaenkrat sˇe brez vhoda. Sama zanka je sestavljena iz treh delov. Naj-
prej ji v 24. vrstici nastavimo vrednost 0, cˇe gre za zacˇetek vrstice (trenutni
element matrike je iz 1. stolpca) ali delno vsoto ob naslednjih iteracijah.
V 25. vrstici izvedemo izracˇun: delni vsoti priˇstejemo zmnozˇek trenutnega
elementa matrike in vektorja. V 26. vrstici z <== nastavimo vhod spremen-
ljivki carriedSum. Ta bo enaka stream.offset(newSum,−loopLength) in
bo enaka spremenljivki newSum pred loopLength urinimi periodami.
Poskrbeti je treba sˇe za izhodni tok.




Na koncu vsake vrstice (stolpec = n-1 in loopCounter je na najviˇsji vrednosti)
posˇljemo delno vsoto (carriedSum) na izhod. S tem je program koncˇan.
3.5 Transponiranje matrike
Naslednji izziv bo odstranitev notranje zanke. Zaradi cˇakanja na podatke
(na delno vsoto) pri izracˇunu vsote zelo upocˇasnimo izvajanje programa. Pri
izracˇunu vsote za isti element ci vektorja C so podatki med seboj odvisni in
mora biti delni sesˇtevek koncˇan, da se lahko program nadaljuje. Za razlicˇni
ci pa to ni potrebno. Medtem ko cˇakamo na sesˇtevek delne vsote c1, bi
lahko izkoristili cˇas in zacˇeli izracˇunavati delne vsote naslednjih c2 do cn.
S transponiranjem matrike lahko dosezˇemo, da podatki v sˇcˇepec ne bodo
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Slika 3.3: Koreograﬁja podatkov za algoritem s transponiranjem matrike
vecˇ tekli po vrsticah, ampak po stolpcih. Vsota se tako ne bo delala med
dvema zaporednima zmnozˇkoma, ampak nad vsakim n-tim zmnozˇkom. Novo
koreograﬁjo podatkov prikazuje slika 3.3. V sˇcˇepcu namesto cˇakanja na delni
izracˇun vsote takoj nadaljujemo z elementom, ki je v istem stolpcu v naslednji
vrstici. Ker se premikamo po stolpcih, bomo prvih n elementov zmnozˇkov
mnozˇili z elementom b1. V naslednjih n korakih bomo mnozˇili z elementom
b2 in tako naprej do bn. Zaradi tega vektorja b ni vecˇ treba shranjevati v
FMem, ampak je dovolj, da ga beremo v pravem trenutku. Element bo ostal
v grafu, dokler ne sprozˇimo novega branja vektorja (naslednjih n iteracij).
Vsako delno vsoto tokrat odmaknemo nazaj za n. S tem nam bo na voljo
ravno ob prihodu v nov stolpec matrike.
Ker ne potrebujemo vecˇ pomnilnika in sˇtevca za cˇakanje, se sˇcˇepec poe-
nostavi:
1 MultiplyKernel(KernelParameters parameters, int nMax) {
2 super(parameters);
3 DFEVar n = io.scalarInput("n", dfeUInt(32));
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4 CounterChain chain = control.count.makeCounterChain();
5 DFEVar i = chain.addCounter(n, 1);
6 DFEVar j = chain.addCounter(n, 1);
7
8 DFEVar vec = io.input("vecInput", dfeFloat(8,24), j===0);
9 DFEVar mat = io.input("matInput", floatType);
10
11 DFEVar carriedSum = floatType.newInstance(this);
12 DFEVar sum = i === 0 ? 0.0 : carriedSum;
13 DFEVar newSum = mat*vec+sum;
14 carriedSum <== stream.offset(newSum, n.cast(dfeInt(32))*-1, -nMax,
-16);
15
16 io.output("output", newSum, floatType, i === (n-1));
17 }
V 3. vrstici lahko sedaj skalar beremo v obliki dfeUint(32), ker ga ne po-
trebujemo vecˇ za naslavljanje pomnilnika. Nova veriga sˇtevcev vsebuje samo
spremenljivki i in j. Element matrike bomo brali vsako urino periodo, ele-
ment vektorja pa vsako n-to periodo. Na izhod bomo izracˇunane elemente
poslali v zadnjih n periodah programa.
V nadzorniku je edina sprememba sˇtevilo urinih period izvajanja pro-
grama, ki je zdaj enako dolzˇini matrike.
ei.setTicks("MatVecMultiplyKernel", matrixLength);
3.6 Zmanjˇsanje odmika
Odmik velikosti n iz prejˇsne razlicˇice algoritma nam za velike matrike po ne-
potrebnem porablja sredstva cˇipsˇa. Smiselno bi bilo, da uporabljamo odmik,
ki je enak cˇasu, ki ga porabi sesˇtevalnik za sesˇtevanje dveh sˇtevil. S tem ma-
ksimalno izkoristimo cevovod in hkrati ne porabimo veliko sredstev. Temu
pravijo tudi C-slow retiming [32]. Da to dosezˇemo, moramo drugacˇe razpo-
rediti vhod. Slika 3.4 prikazuje koreografijo podatkov v novem algoritmu. Za
lazˇjo razlago smo jo poenostavili za primer, kjer bi bil odmik 4.
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Slika 3.4: Koreograﬁja podatkov za algoritem z zmanjˇsanjem odmika in ve-
likostjo odmika 4
Ponovno bomo uporabljali pomnilnik vezja, zato bo sˇcˇepec bolj podoben
osnovni implementaciji.
1 MultiplyKernel(KernelParameters parameters, int nMax, int C) {
2 super(parameters);
3
4 final int addrBits = MathUtils.bitsToAddress(nMax);
5 DFEType addrType = dfeUInt(addrBits);
6 DFEVar n = io.scalarInput("n", addrType);
Da naredimo sˇcˇepec bolj univerzalen (npr. cˇe bi se spremenile operacije
sesˇtevanja in mnozˇenja), dodamo v konstruktorju spremenljivko C, ki pred-
stavlja minimalen potreben odmik. Tudi cˇe je malo vecˇji, bistveno ne vpliva
na program. Podatki se bodo sˇe vedno prenasˇali vsako urino periodo in
cevovod bo maksimalno izkoriˇscˇen.
1 CounterChain chain = control.count.makeCounterChain();
2 DFEVar b = chain.addCounter(n/C, 1);
3 DFEVar i = chain.addCounter(n, 1);
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4 DFEVar j = chain.addCounter(C, 1);
5
6 DFEVar vec = io.input("vecInput", dfeFloat(8,24), j===0 & b === 0);
7 DFEVar input = io.input("matInput", floatType);
Spremenimo tudi verigo sˇtevcev. Spremenljivka b predstavlja, v katerem
bloku matrike se nahajamo, spremenljivka i predstavlja vrstico bloka in spre-
menljivka j stolpec. Vektor iz vhoda beremo samo enkrat, socˇasno z elemen-
tom matrike iz prve vrstice prvega bloka. Zatem ga beremo iz FMema.
1 Memory<DFEVar> ram = mem.alloc(floatType, nMax);
2 ram.write(i, vec, j===0 & b === 0);
3 DFEVar elFromRam = j===0 & b === 0 ? vec : ram.read(i);
4
5 DFEVar carriedSum = floatType.newInstance(this);
6 DFEVar sum = i === 0 ? 0.0 : carriedSum;
7 DFEVar newSum = input*elFromRam+sum;
8
9 carriedSum <== stream.offset(newSum, -C);
10 io.output("output", newSum, floatType, i === (n-1));
11 }
Za pravocˇasno branje in pisanje poskrbimo s sˇtevci, podobno kot v prejˇsnjih
primerih. Odmik je tokrat enak spremenljivki C. Na izhod posˇiljamo, ko se
nahajamo v zadnjem stolpcu.
Matriko spremenimo v pravo obliko v ukazno-pretokovnem delu z nasle-
dnjo funkcijo:
1 void transform_C(int n, float *inputMatrix, float *matTransformed, int C){
2 int count = 0;
3 for (int b = 0; b < n; b += C) {
4 for ( int x = 0; x < n; ++x) {
5 for ( int y = b; y < b + C; ++y) {
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11 }
V nadzorniku dodamo na vrhu staticˇno spremenljivko.
static final int C = 16;
in spremenljivko podamo konstruktorju.
Kernel kernel = new MultiplyKernel(manager.makeKernelParameters(), nMax,
C);
3.7 Paralelizacija z uporabo cevi
Poleg izkoriˇscˇanja cevovoda, ki je pri matricˇnem mnozˇenju zaradi preprosti
relativno majhen, lahko algoritem dodatno paraleliziramo s tako imenovanimi
cevmi (angl. pipes). To storimo tako, da na podatkovno-pretokovno vezje
povezˇemo vecˇ vzporednih vhodnih in izhodnih tokov ter celoten program
na vezju fizicˇno pomnozˇimo. Tega ne moremo narediti za poljubne veliko-
sti. Omejeni smo s prepustnostjo med ukazno-pretokovnim in podatkovno-
pretokovnim delom ter samo velikostjo vezja.
Mozˇnih koreografij podatkov pri uporabi cevi je vecˇ. Bistvenih razlik pri
hitrosti tu nismo pricˇakovali, zato smo za vsak algoritem implementirali tisto,
ki se nam je zdela najbolj intuitivna nadgradnja razlicˇic brez cevi. Koreo-
grafijo za osnovno verzijo mnozˇenja za primer dveh cevi prikazuje slika 3.5.
Mnozˇimo dva zaporedna elementa matrike v prvotni obliki z dvema zapo-
rednima elementoma iz vektorja. Cevi vsebujejo delne vsote za isti element
izhodnega vektorja, zato jih je treba na koncu vrstice sesˇteti.
Za vpeljavo cevi v osnovno verzijo programa iz razdelka 3.4 je treba na-
rediti naslednje. Najprej spremenimo konstruktor tako, da mu dodamo spre-
menljivko vectorDepth, ki nam bo povedala sˇtevilo cevi.
MultiplyKernel(KernelParameters parameters, int nMax, int vectorDepth)
Znotraj konstruktorja definiramo nov tip vectorType
final DFEVectorType<DFEVar> vectorType = new
DFEVectorType<DFEVar>(floatType, vectorDepth);,
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Slika 3.5: Paralelizacija osnovne verzije v primeru dveh cevi
ki predstavlja skupek elementov tipa floatType. Tako zmnozˇki kot delne
vsote so med seboj neodvisni in se lahko izvajajo paralelno.
V sˇcˇepcu algoritem posodobimo tako, da nasˇe vhode, izhode in vmesne
manipulacije podatkov obdamo z elementom DFEV ector. Na ta nacˇin se
vse nasˇe operacije branja tokov, mnozˇenja in sesˇtevanja na vezju ﬁzicˇno po-
mnozˇijo. Popraviti je treba sˇtevce:
CounterChain chain = control.count.makeCounterChain();
DFEVar i = chain.addCounter(n, 1);
DFEVar j = chain.addCounter(n, vectorDepth);
DFEVar loopCounter = chain.addCounter(loopLengthVal, 1);
Sˇtevec j, ki predstavlja stolpec trenutnega elementa matrike, se bo sedaj
povecˇeval za velikost vektorja vectorDepth. Za vsoto vektorja uporabimo
funkcijo TreeReduce.reduce iz knjizˇnice maxpower [15].
DFEVar[] summands = new DFEVar[vectorDepth];
DFEVector<DFEVar> elFromRam = vectorType.newInstance(this);
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elFromRam = i === 0 ? vec : ram.read(j);
newSum <== mat * elFromRam + sum;
carriedSum <== stream.offset(newSum, -loopLength);
for(int s=0; s < vectorDepth; s++){
summands[s] = newSum[s];
}
io.output("output", TreeReduce.reduce(new Add<DFEVar>(), summands),
floatType, j ===
(n-vectorDepth) & loopCounter === (loopLengthVal-1));
}
V nadzorniku bomo sˇtevilo urinih period izvajanja delili z velikostjo vek-
torja.
ei.setTicks("MatVecMultiplyKernel", matrixLength*loopLength/vectorSize);
Slika 3.6: Paralelizacija transponirane verzije v primeru dveh cevi
Sliki 3.6 in 3.7 prikazujeta koreograﬁje podatkov za druga dva algoritma.
Pri osnovni verziji lahko matrika ostane v izvorni obliki. Pri algoritmu s tran-
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Slika 3.7: Paralelizacija verzije z zmanjˇsanjem odmika v primeru dveh cevi
sponiranjem matrike razporedimo v ukazno-pretokovnem delu na naslednji
nacˇin:
void transform (int n, float *input, float *matrTrans, int vecSize){
for (int v = 0; v < n; v=v+vecSize) {
for (int i = 0; i < n; i++) {
for (int j = 0; j < vecSize; j++) {





Matriko pri algoritmu z zmanjˇsanjem vrstice spremenimo z:
void transform_vec_C(int n, float *mat, float *matrixTransformed, int
vecSize, int C){
int count = 0;
for (int jj = 0; jj < n; jj += C) {
for ( int i = 0; i < n/vecSize; i++) {
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for ( int j = jj; j < jj + C; j++) {
for (int v = 0; v < vecSize; v++){







3.8 Mnozˇenje z naborom vektorjev
Lotimo se sˇe problema mnozˇenja z naborom vektorjev. Namesto da matriko
mnozˇimo z enim vektorjem, jo mnozˇimo z vecˇ vektorji. Pri opisu podatkovno-
pretokovnega racˇunanja v razdelku 2.5 je bila ponovna uporaba podatkov
ena izmed smernic za dosego obcˇutnih pohitritev. Zaradi narave problema
je bilo to mogocˇe narediti pri vektorju, ne pa pri matriki, ki predstavlja
vecˇino vhodnih podatkov. V primeru mnozˇenja matrike z vecˇ vektorji bi
bila ta vecˇkrat uporabljena. Problem je zanimiv tudi iz prakticˇnega vidika.
Matrika pogosto predstavlja transformacijo, ki jo je treba izracˇunati za vecˇ
razlicˇnih vhodnih vektorjev.
Za osnovo smo vzeli algoritem z zmanjˇsanjem odmika. Kot smo ome-
nili, bodo zdaj poleg elementov vektorja vecˇkrat uporabljeni tudi elementi
matrike in bi bilo zato smiselno narediti vecˇkratni dostop cˇim hitrejˇsi. Ma-
trika je prevelika, da bi jo lahko shranili v hitri pomnilnik FMem. Na voljo
nam je veliki pomnilnik LMem. Sicer je obcˇutno pocˇasnejˇsi od FMema in
ne omogocˇa nakljucˇnega dostopa, vendar bomo vanj lahko shranili celotno
matriko. Iz LMema jo bomo brali kot vhodni tok. LMem bo cevi lahko
bolj izkoriˇscˇal, zato bomo med eksperimentalnim ovrednotenjem uporabili
48 cevi. Bolj podrobno bomo razlicˇno sˇtevilo cevi analizirali pri matricˇnem
mnozˇenju v naslednjem poglavju.
Samega sˇcˇepca nam ni treba spreminjati. Prilagoditi moramo samo nad-
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zornik in ukazno-pretokovni del. LMem deluje v skupkih po 384 bajtov.
V nasˇem primeru (kjer element matrike zavzame 4 bajte) to pomeni, da
mora biti sˇtevilo elementov deljivo s 96. Problem resˇimo tako, da v ukazno-
pretokovnem delu matriki dodamo ustrezne nicˇle. Matriko in parametre
shranimo iz ukazno-pretokovnega dela v LMem na naslednji nacˇin:
max_file_t * maxfile = MatMatMultiply_init();









Najprej nastavimo naslov za pisanje in dolzˇino podatkov. Bistvena je funk-
cija MatMatMultiply writeLMem run, ki shrani matriko v LMem. Za
mnozˇenje z naborom vektorjev klicˇemo z zanko for sˇcˇepec za razlicˇen vhodni
vektor:






V nadzorniku v metodi main posodobimo tipe vhodov. Matrika bo priˇsla
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);
V vmesniku interfaceDefault
EngineInterface ei = new EngineInterface();
InterfaceParam zero = ei.addConstant(0l);
ei.setLMemLinear("matrixInput", zero, matrixSizeInBytes);




Eksperimentalno ovrednotenje opisanih algoritmov smo izvedli na racˇunalni-
ku, ki vsebuje ukazno-pretokovne in podatkovno-pretokovne enote ter ope-
racijski sistem MaxelerOS 2016.1.
• Podatkovni-pretokovni del je kartica Maxeler Vectis MAX3424A PCI-
express kartica. Na kartici je vezje FPGA Xilinx Virtex 6 SXT475, ki
ima 297600 logicˇnih enot (LUT), 2 × 297600 flip-flopov, 2016 signal-
nih procesorjev (DSPjev) in 18 kBitov BRAMa. Zraven je tudi veliki
pomnilnik LMem v obliki 4 DIMM enot z velikostjo 16 GB, s sku-
pno velikostjo 64 GB in prenosom 2133 MT/s. Vectis kartica je v rezˇi
PCI-express 3.0 s pasovno sˇirino 16.000 MB/s.
• Ukazno-pretokovni del vsebuje CPE Intel(R) Core(TM) i7-6700K CPE,
ki tecˇe s frekvenco 4 GHz in ima 3 stopnje predpomnilnikov (L1 cache:
32K+32K, L2 cache: 256K, L3 cache: 8192K).
Na istem racˇunalniku smo testirali tudi ukazno-pretokovno implemeneta-
cijo. Testirane algoritme in povzetke delovanj prikazuje tabela 3.1. Testna
mnozˇica so za problem mnozˇenja matrike in vektorja kvadratne matrike ve-
likosti od 1024×1024 do 16384×16384, ki jo povecˇujemo v korakih po 1024.
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Ime algoritma Povzetek delovanja
CPU Ukazno-pretokovni algoritem za mnozˇenje ma-
trike in vektorja, implementiran v programskem
jeziku C.
Basic Osnovno mnozˇenje matrike in vektorja.
Podatkovno-pretokovni algoritem, kjer je
koreografija pretakanja podatkov enaka kot v
ukazno-pretokovni implementaciji in je vmes
treba cˇakati na delno vsoto.
Transposed Algoritem s transponiranjem matrike. Vhodno
matriko smo transponirali in racˇunali po stolp-
cih, zaradi cˇesar se znebimo cˇakanja na delno
vsoto.
Tiled Algoritem z zmanjˇsanjem odmika. Vhodno ma-
triko smo prerazporedili na nacˇin, da se zne-
bimo cˇakanja na delne vsote in zmanjˇsamo od-
mik zanke.
<Algoritem>Vec<sˇt.> Implementacija s cevmi za izbrani algoritem in
izbrano sˇtevilo cevi.
multivec CPU Ukazno-pretokovni algoritem za mnozˇenje ma-
trike z naborom vektorjev.
MatVecMultiLMem Podatkovno-pretokovni algoritem za mnozˇenje
matrike z naborom vektorjev, ki uporablja
LMem in 48 cevi.
Tabela 3.1: Pregled testiranih algoritmov skupaj s povzetki delovanja
Velikost vektorja je enaka velikosti ene vrstice matrike. Matrika in vektor
sta generirana nakljucˇno z elementi velikosti od −200 do 200.
Programi so se tudi za najvecˇje matrike izvedli v nekaj sekundah, zato
smo za boljˇso oceno cˇasa izvajanja vzeli povprecˇje petih vrednosti. Testna
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mnozˇica za problem mnozˇenja z vecˇ vektorji je vsebovala matriko velikosti
3072× 3072 in vektorje velikosti 3072. Sˇtevilo vektorjev za mnozˇenje je bilo
od 1024 do 20480 v korakih po 1042.
3.9.2 Rezultati
Slika 3.8: Primerjava cˇasa izvajanja za osnovne algoritme mnozˇenja matrike
z vektorjem pri razlicˇnem sˇtevilu cevi
Poglejmo si rezultate eksperimentalnega ovrednotenja. Slika 3.8 prika-
zuje, kako so cevi izboljˇsale osnovni algoritem. Obcˇutne izboljˇsave dosegamo
vse do sˇestnajstih cevi. Za vecˇ cevi je bilo premalo sredstev cˇipa in pro-
grama nismo mogli prevesti. Pri verziji brez cevi se je osnovna verzija zaradi
neznanega razloga za zadnji dve vrednosti ustavila in zato manjkata na grafu.
Sliki 3.9 in 3.10 prikazujeta, kako sta se z uporabo cevi pohitrila algoritem
s transponiranjem in algoritem z zmanjˇsanjem odmika. V obeh primerih so
cevi na hitrost vplivale vse do sˇtirih cevi. Vecˇ cevi na cˇas izvajanja ni vecˇ
vplivalo. Podobne rezultate so dobili v [3]. Gre za ozko grlo med ukazno-
pretokovnim in podatkovno-pretokovnim delom racˇunalnika.
Primerjavo cˇasa izvajanja podatkovno-pretokovnih algoritmov z ukazno-
pretokovnim prikazuje slika 3.11. Izkazˇe se, da je tudi najhitrejˇsi podatkovno-
pretokovni algoritem obcˇutno pocˇasnejˇsi od ukazno-pretokovnega. Slika 3.12
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Slika 3.9: Primerjava cˇasa izvajanja za algoritme s transponiranjem pri
razlicˇnem sˇtevilu cevi
Slika 3.10: Primerjava cˇasa izvajanja zmanjˇsanjem odmika pri razlicˇnem
sˇtevilu cevi
prikazuje faktor pohitritve podatkovno-pretokovnih algoritmov v primerjavi
z ukazno-pretokovnim. Pri najhitrejˇsem podatkovno-pretokovnem algoritmu
je faktor pohitritve manjˇsi od 0,3, kar pomeni, da je algoritem skoraj 4-
krat pocˇasnejˇsi od ukazno-pretokovnega algoritma. Na prvi pogled se to
zdi slabo, ampak v bistvu pohitritve sploh nismo pricˇakovali. Vnaprej smo
vedeli, da so slabe mozˇnosti za izkoriˇscˇanje dolgega cevovoda ali ponovne
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Slika 3.11: Primerjava cˇasa izvajanja najhitrejˇsih razlicˇic algoritmov skupaj
z ukazno-pretokovnim algoritmom
Slika 3.12: Faktor pohitritve najhitrejˇsih algoritmov v primerjavi z ukazno-
pretokovno razlicˇico
uporabe podatkov. Omejuje nas tudi prepustnost. Na vezju imamo prostora
za vecˇ cevi, kot smo jih uporabljali, in bi v primeru vecˇje prepustnosti lahko
cˇase izvajanja obcˇutno izboljˇsali.
Algoritem mnozˇenja z naborom vektorjev se je odrezal veliko bolje. Upo-
rabili smo matriko velikosti 3072 × 3072 in testirali za sˇtevilo vektorjev od
1024 do 20480. Na slikah 3.13 in 3.14 vidimo, da so pohitritve skoraj 4-
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Slika 3.13: Primerjava cˇasa izvajanja mnozˇenja matrike velikosti 3072×3072
z naborom vektorjev
Slika 3.14: Faktor pohitritve mnozˇenja matrike velikosti 3072× 3072 z nabo-
rom vektorjev
kratne. Zˇe pri 1024 vektorjih je bila dosezˇena obcˇutna pohitritev in dodatno
sˇtevilo vektorjev ni vecˇ obcˇutno vplivalo na pohitritev. Ponovna uporaba
podatkov matrike je bila torej v nasˇem primeru nujna za doseg pohitritev v
primerjavi z ukazno-pretokovno razlicˇico.
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3.9.3 Poraba sredstev vezja FPGA
Poglejmo si porabo sredstev za razlicˇne algoritme. Delezˇe porabe v procen-
tih prikazujejo tabele 3.2, 3.3 in 3.4. Pri vseh algoritmih je ostal prostor
za dodatne operacije. To nakazuje, da bi pri sorodnem problemu s kom-
pleksnejˇsim vmesnim izracˇunom (namesto operacije mnozˇenja) lahko dosegli
boljˇse pohitritve v primerjavi z ukazno-pretokvnim algoritmom. Pri algo-
ritmu z zmanjˇsanjem odmika je v primerjavi z algoritmom s transponira-
njem nekoliko manjˇsa poraba. Omenili smo zˇe, da bi boljˇsa prepustnost med
ukazno-pretokovnim in podatkovno-pretokovnim delom izboljˇsala rezultate.
Zaradi dovolj prostega prostora bi bilo algoritme mogocˇe prevesti z vecˇjim
sˇtevilom cevi.
Algoritem LUT FF1 FF2 BRAM DSP
Basic 2,3 2,14 0,56 3,2 0,1
BasicVec2 2,3 2,14 0,56 3,2 0,1
BasicVec4 3,4 3,4 0,81 8,18 0,4
BasicVec8 4,93 4,68 1,38 15,79 0,79
BasicVec16 10,41 8,69 1,32 30,17 1,59
Tabela 3.2: Poraba sredstev vezja FPGA osnovnega algoritma pri razlicˇnem
sˇtevilu cevi
Na sliki 3.15 je lepo razvidna primerjava porabe sredstev vseh testiranih
algoritmov. Tudi algoritem mnozˇenja z naborom vektorjev (zadnji na sliki)
smo brez tezˇav prevedli z 48 cevmi
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Algoritem LUT FF1 FF2 BRAM DSP
Trans 2,83 2,17 0,58 4,04 0,1
TransVec2 2,75 2,52 0,72 6,86 0,2
TransVec4 3,42 3,26 0,81 12,17 0,4
TransVec8 4,98 4,88 0,79 23,83 0,79
TransVec16 7,9 8,36 1,55 46,29 1,59
Tabela 3.3: Poraba sredstev vezja FPGA algoritma s transponiranjem pri
razlicˇnem sˇtevilu cevi
Algoritem LUT FF1 FF2 BRAM DSP
Tiled 2,35 2,08 0,63 3,2 0,1
TiledVec2 2,69 2,66 0,58 3,2 0,2
TiledVec4 3,36 3,53 0,6 4,98 0,4
TiledVec8 4,99 5,38 0,86 8,18 0,79
TiledVec16 8,15 8,96 1,4 15,79 1,59
MultiVec48LMem 27,84 34,47 5,18 30,26 4,76
Tabela 3.4: Poraba sredstev vezja FPGA algoritma z zmanjˇsanjem odmika
pri razlicˇnem sˇtevilu cevi in algoritma mnozˇenja z naborom vektorjev
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Slika 3.15: Primerjava porabe sredstev vezja FPGA vseh implementiranih
algoritmov
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Poglavje 4
Matricˇno mnozˇenje
Matricˇno mnozˇenje je tako kot mnozˇenje matrike in vektorja ena kljucˇnih
operacij v racˇunalniˇstvu. Uporablja se pri delu z grafiko, v robotiki ter
pri obdelavi slik in procesiranju signalov. Veliko dela je bilo zˇe vlozˇenega
v zmanjˇsanje asimptoticˇne cˇasovne zahtevnosti algoritmov (npr. [30], [10]).
Gre za teoreticˇne algoritme z dobro cˇasovno asimptoticˇno zahtevnostjo. Nas
bo zanimal predvsem cˇas izvajanja v praksi. V poglavju bomo implementi-
rali vecˇ razlicˇic matricˇnega mnozˇenja za podatkovno-pretokovni racˇunalnik.
Za osnovo bomo vzeli algoritme iz poglavja 3 in jih prilagodili za matricˇno
mnozˇenje. Uporabljali bomo veliki pomnilnik LMem in vecˇje sˇtevilo cevi.
Na koncu bomo implementirali napreden algoritem, ki del podatkov hrani na
vezju in z njimi ucˇinkovito racˇuna.
4.1 Definicija problema
Vzemimo matriko A = [ai,j] z dimenzijo m× n, kjer je m sˇtevilo vrstic in n
sˇtevilo stolpcev, ter matriko B = [bi,j] z dimenzijo n× l. Rezultat mnozˇenja




ai,k · bk,j, 1 ≤ i ≤ m, 1 ≤ j ≤ l. (4.1)
Enacˇba 4.1 nam pove, da so elementi matrike C rezultati mnozˇenj elemen-
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tov vrstice matrike A z elementi stolpca matrike B, nad katerimi se naredi
vsota:
ci,j = ai1 · b1j + ai2 · b2j + · · ·+ ain · bnj
Izracˇunajmo sˇtevilo operacij. Za izracˇun enega elementa matrike je po-
trebnih n mnozˇenj. Sˇtevilo mnozˇenj za vse elemente matrike C je
T ∗mat(m,n, l) = mnl = Θ(mnl).
Za izracˇun enega elementa je treba zmnozˇke sesˇteti (n−1 sesˇtevanj). Sˇtevilo
operacij sesˇtevanja za vse elemente matrike C je
T+mat(m,n) = mnl − nl ∼ mnl = Θ(mnl).






= mnl +mnl −mn ∼ 2mnl
= Θ(mnl).
Od tu naprej se bomo zaradi lazˇjega eksperimentalnega ovrednotenja
ukvarjali s kvadratnimi matrikami velikosti n × n, s cˇasovno asimptoticˇno
zahtevnostjo mnozˇenja Θ(n3). Obstajajo algoritmi, ki imajo manjˇso cˇasovno
asimptoticˇno zahtevnost (npr. Strassenov algoritem), vendar presegajo obseg
magistrske naloge. Poleg tega algoritmi pogosto zahtevajo, da imajo elementi
matrik nasprotno vrednost [1], zaradi cˇesar jih ni mogocˇe uporabiti za vse
polkolobarje, s katerimi se bomo ukvarjali v poglavju 5. V razdelku 3.1 so se
med mnozˇenjem ponovno uporabljali samo elementi vektorja. Pri matricˇnem
mnozˇenju imamo vecˇkratno uporabo tako elementov matrike A kot matrike
B. Tudi tukaj je treba delati vsoto, ki bo v podatkovno-pretokovnem delu
potrebovala zanko.
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4.2 Ukazno-pretokovna implementacija
Razvili smo ukazno-pretokovno verzijo matricˇnega mnozˇenja za kvadratne
matrike. Uporabljali jo bomo za testiranje pravilnosti resˇitev za racˇunalnik
Maxeler in za primerjavo cˇasov s kasnejˇsimi pospesˇenimi resˇitvami. Algori-
tem je naslednji:
void multiply_CPU_matrix(int n, float *matA, float *matB, float *res){
for (int i = 0; i < n; i++) {
for (int j = 0; j < n; j++) {
float sum = 0;
for (int k = 0; k < n; k++) {






Algoritem je klasicˇen in mnozˇi elemente ene vrstice matrike A z elementi
enega stolpca matrike B in nad zmnozˇki naredi sesˇtevek za izracˇun enega
elementa matrike C.
4.3 Osnovna resˇitev
Slika 4.1: Matricˇno mnozˇenje in potrebni transponiranji
Osnovna resˇitev matricˇnega mnozˇenja bo nadgradnja mnozˇenja in vek-
torja iz razdelka 3.4. Za matricˇno mnozˇenje algoritem nadgradimo tako, da
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matriko B razdelimo na vektorje in n-krat klicˇemo sˇcˇepec za mnozˇenje ma-
trike in vektorja. Uporabimo lahko kar sˇcˇepec, implementiran v razdelku
3.4. Matriko B je v sˇcˇepec potrebno poslati po stolpcih. To dosezˇemo tako,
da jo transponiramo in posˇljemo po vrsticah. Posledicˇno tudi matriko C na
izhodu dobimo v transponirani obliki. Za pridobitev C je zato, treba izhod sˇe
transponirati. Transponiranji zaradi branja in pisanja podatkov po stolpcih
prikazuje slika 4.1.
Transponiranje in vecˇkratni klic sˇcˇepca v ukazno-pretokovnem delu izve-
demo na naslednji nacˇin:
transpose(n, matB, matBTrans);
for (int i=0; i<n; ++i) {
vector = &matBTrans[n*i];




V tej implementaciji lahko uporabimo sˇcˇepec, ki smo ga implementirali za
algoritem mnozˇenja matrike in vektorja s transponiranjem. Enako kot v
razdelku 3.5 je za izvajanje sˇcˇepca algoritma s transponiranjem treba tran-
sponirati levo matriko A. Tako kot v razdelku 4.3 je zaradi posˇiljanja in
prejemanja podatkov po stolpcih treba transponirati matriki B in C. Ker
velja
(A ·B)ᵀ = Bᵀ · Aᵀ
in
(Aᵀ)ᵀ = A,
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lahko v sˇcˇepec posˇiljamo podatke za problem mnozˇenja Bᵀ ·Aᵀ in s tem vsa
3 transponiranja izpustimo. Sˇcˇepec nam vrne
(Bᵀ · Aᵀ)ᵀ = ((A ·B)ᵀ)ᵀ
= A ·B
= C.
V ukazno-pretokovnem delu torej transponiranji spustimo in zamenjamo
vhoda matrike A in matrike B.
for (int i=0; i<n; i++) {
vector = &mat_a[n*i];
MatMatMultiply(n*n, n, mat_b, vector, &output[n*i]);
}
4.5 Zmanjˇsanje odmika in uporaba cevi
Algoritem matricˇnega mnozˇenja z zmanjˇsanjem odmika smo iz mnozˇenja
matrike in vektorja v matricˇno mnozˇenje spremenili na enak nacˇin kot pri
osnovnem algoritmu. Sˇcˇepec ostane enak kot v razdelku 3.6.
Enako je pri implementaciji cevi. Tako sˇcˇepci kot sprememba matrike
ostanejo enaki, kot v razdelku 3.7. Vse tri algoritme klicˇemo na isti nacˇin,
kot v razdelku 4.3.
4.6 Uporaba velikega pomnilnika LMem
Implementirani algoritmi matricˇnega mnozˇenja uporabljalo tako elemente
matrike A kot matrike B vecˇkrat (vsak element natanko n-krat). Vektor b zˇe
zdaj shranimo v FMem in ga klicˇemo vecˇkrat. Smiselno bi bilo pohitriti tudi
branje matrike A. Za celotno matriko v FMemu ni dovolj prostora, na voljo
pa imamo veliki pomnilnik LMem. Namesto da matriko vsakicˇ posˇiljamo iz
ukazno-pretokovnega dela, jo shranimo v LMem, ki bo blizˇje nasˇim sˇcˇepcem.
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Slika 4.2 prikazuje potrebne prilagoditve za primer osnovnega algoritma. Po-
dobno kot v razdelku 3.8 matriko A z dodajanjem nicˇel spremenimo v velikost
n1 × n1, kjer je n1 deljiva s 96. Da bodo sˇcˇepci pravilno delovali, je enako
treba prilagoditi matriko B. Izhod sˇcˇepca bo povecˇana matrika CT , ki ji je
treba odstraniti nicˇle in jo transponirati. Pri osnovnem algoritmu je dovolj,
da sˇcˇepec klicˇemo n-krat, saj bodo zadnji stolpci ostali enaki nicˇ. Pri ostalih
algoritmih in pri uporabi cevi klicˇemo sˇcˇepec n1-krat.
Slika 4.2: Priprava podatkov za osnovni algoritem z LMemom
Izvorna koda za dodajanje nicˇel:
void align_matrix(int n, int n_aligned, float *mat, float *mat_aligned)
{
for (int i = 0; i < n_aligned; i++) {
for (int j = 0; j < n_aligned; j++) {
if (i <n && j<n) {
mat_aligned[i * n_aligned + j] = mat[i * n + j];
}
else {





in izvorna koda za odstranitev nicˇel.
void reverseAlignMatrix(int n, int n_aligned, float *mat_aligned, float
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*mat) {
for (int i = 0; i < n_aligned; i++) {
for (int j = 0; j < n_aligned; j++) {
if (i <n && j<n) {





4.7 Razdelitev na plosˇcˇice
Slika 4.3: Razdelitev na plosˇcˇice
Sˇe zadnja in najbolj napredna resˇitev. Cˇe zˇelimo dosecˇi maksimalne pohi-
tritve, bi bilo idealno, da bi bila ena matrika vedno na cˇipu in bi se elementi
druge ob prihodu lahko mnozˇili z vsemi potrebnimi elementi. Dejstvo je, da
hitri pomnilnik vezja FMem ni dovolj velik, da bi lahko v celoti hranil veliko
matriko. Do zdaj smo ga uporabili za hranjenje enega stolpca matrike B.
Pretok med ukazno-pretokovnim in podatkovno-pretokovnim delom je bil sˇe
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vedno velik, saj je bilo celotno matriko A treba v celoti brati n-krat. Pre-
stavitev v LMem je to nekoliko omilila a tudi LMem dosega bistveno nizˇje
hitrosti kot podatki na vezju. Za dodatno pohitritev bi bilo treba pretok do
vezja cˇim bolj zmanjˇsati.
Nova resˇitev je naslednja. Na vezju ni dovolj prostora za hranjenje ce-
lotne matrike, zato obe matriki razdelimo na manjˇse dele oziroma plosˇcˇice.
Plosˇcˇico matrike B bomo spravili na vezje in vsak element matrike A mnozˇili
s celotno plosˇcˇico matrike B. V ukazno-pretokovnem delu bomo plosˇcˇice
ustrezno sesˇteli in sestavili v matriko C. Razdelitev in zaporedje mnozˇenj
prikazuje slika 4.3. Med pisanjem magistrske naloge je bila podobna resˇitev
predlagana za redke matrike v [29]. Zgledovali smo se tudi po algoritmih iz
[15].
Poglejmo si izvorno kodo sˇcˇepca:
1 MultiplyKernel(KernelParameters parameters, int tileSize) {
2 super(parameters);
3
4 CounterChain cc = control.count.makeCounterChain();
5 DFEVar i = cc.addCounter(tileSize, 1);
6 DFEVar j = cc.addCounter(tileSize, 1);
7
8 DFEVar[] summands = new DFEVar[tileSize];
9
10 DFEVar aIn = io.input("matA", dfeFloat(8,24));
11 DFEVar bIn = io.input("matB", dfeFloat(8,24));
12
13 for (int n = 0; n < tileSize; ++n) {
14 DFEVar a = Reductions.streamHold(stream.offset(aIn, n), (j === 0));
15 DFEType addrType = dfeUInt(MathUtils.bitsToAddress(tileSize));
16 DFEVar address = j.cast(addrType);
17 Memory<DFEVar> bBuf = mem.alloc(bIn.getType(), tileSize);
18 bBuf.write(address, bIn, (i === n));
19 DFEVar b = stream.offset(bBuf.read(address), tileSize*tileSize);
20 summands[n] = a * b;
21 }
22 io.output("output", TreeReduce.reduce(new Add<DFEVar>(), summands),
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scalarType);
23 }
V vrsticah od 4 do 6 inicializiramo verigo dveh sˇtevcev, ki bosta sˇtela od 0 do
velikosti plosˇcˇice minus ena. V 8. vrstici inicializiramo tabelo, ki bo hranila
vmesne zmnozˇke. Nato v vrsticah 10 in 11 nastavimo vhoda, na katera bodo
priˇsli elementi plosˇcˇice matrike A in plosˇcˇice matrike B.
V 13. vrstici bomo z zanko for paralelizirali nasˇ program. Ne gre za
tipicˇno zanko, ampak za nacˇin, s katerim bomo na nivoju strojne opreme
pomnozˇili vsa vozliˇscˇa znotraj zanke for, ta pa se bodo izvajala socˇasno.
Znotraj zanke for bomo poskusˇali dosecˇi, da se v eni urini periodi izracˇunajo
zmnozˇki ene vrstice plosˇcˇice A in enega stolpca plosˇcˇice B. V prvi urini
periodi bomo mnozˇili 1. vrstico plosˇcˇice A s prvim stolpcem plosˇcˇice B. V
naslednji urini periodi bomo 1. vrstico plosˇcˇice A mnozˇili z drugim stolpcem
plosˇcˇice B. Po tileSize urinih periodah se bomo pomaknili v novo vrstico A
in zacˇeli ponovno s 1. stolpcem B.
V 14. vrstici bomo tako pomnozˇenim spremenljivkam a (torej a1, a2 ...)
dolocˇili po en element vrstice A in ga nato naslednjih tileSize period ne bomo
spreminjali. To dosezˇemo z Reductions.streamHold, ki vracˇa ali trenutno
ali prejˇsnjo vrednost toka. Vozliˇscˇe sprejeme kot prvi parameter tok in kot
drugi parameter stikalo store. Shranjevanje deluje na naslednji nacˇin:
• V primeru, da je store 1, vozliˇscˇe shrani trenutno vrednost toka.
• V primeru, da je store 0, ignorira trenutno vrednost toka.
Izhodne vrednosti so naslednje:
• V primeru, da je store 1, vozliˇscˇe vrne trenutno vrednost toka.
• V primeru, da je store 0, vozliˇscˇe vrne trenutno shranjeno vrednost[16].
Reductions.streamHold bo torej za vsak j = 0 shranjeval vrednost. V
kombinaciji z vozliˇscˇem offset bo v 1. urini periodi v vsako izmed vzporednih
vozliˇscˇ (a1, a2 ...) shranil po en element vrstice. Naslednjih tileSize − 1
period bodo vozliˇscˇa ostala enaka, nato pa bodo dobila elemente nove vrstice.
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V vrsticah od 17 do 19 shranimo celotno plosˇcˇico B na cˇip. Najprej v
17. vrstici v vsakem izmed vzporednih stez dodelimo pomnilnik velikosti ene
vrstice plosˇcˇice. Pisali bomo enkrat na urino periodo, in sicer v prvih tileSize
periodah zapiˇsemo v 1. vzporedno enoto FMema prvo vrstico plosˇcˇice B. V
naslednjih tileSize periodah zapiˇsemo v 2. enoto FMema 2. vrstico plosˇcˇice
B in tako naprej do zadnje. Koncˇno stanje FMema in prehod elementov
plosˇcˇice A prikazuje slika 4.4.
Slika 4.4: Prehod elementov za velikost plosˇcˇice 4
V 19. vrstici se bere vsako urino periodo. V FMemu bodo vsi ele-
menti na voljo sˇele po tileSize ∗ tileSize urinih periodah, zato uporabimo
stream.offset in beremo iz tam. Socˇasno beremo po en element iz vsa-
kega pomnilnika in v eni urini periodi dobimo celoten stolpec plosˇcˇice B.
V 20. vrstici elemente zmnozˇimo. Nato v 22. vrstici elemente s funkcijo
TreeReduce.reduce sesˇtejemo in posˇljemo na izhod.
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4.8 Eksperimentalno ovrednotenje
4.8.1 Postavitev eksperimenta
Programska in strojna oprema je enaka kot v razdelku 3.9.
Ime algoritma Povzetek delovanja
cpu Ukazno-pretokovni algoritem za matricˇno
mnozˇenje, implementiran v programskem jeziku
C.
Basic Osnovno matricˇno mnozˇenje. Podatkovno-
pretokovni algoritem, kjer je koreografija pretaka-
nja podatkov podobna ukazno-pretokovni imple-
mentaciji in je vmes treba cˇakati na delno vsoto.
Transposed Algoritem z opustitvijo transponiranja. Upora-
blja sˇcˇepec algoritma mnozˇenja matrike in vek-
torja s transponiranjem. V tem primeru se tran-
sponiranj znebimo z zamenjavo vhodnih matrik.
Tiled Algoritem z zmanjˇsanjem odmika, ki upora-




Implementacija s cevmi za izbrani algoritem in iz-
brano sˇtevilo cevi. Znacˇka LMem nakazuje upo-
rabo LMema.
PagingAlg<sˇt.> Algoritem z razdelitvijo na plosˇcˇice, kjer matriki
po delih spravimo v podatkovno-pretokovni del in
z njimi ucˇinkovito racˇunamo. Sˇtevilo nam pove
velikost plosˇcˇice.
Tabela 4.1: Pregled testiranih algoritmov matricˇnega mnozˇenja skupaj s pov-
zetki delovanja
Testirane algoritme in povzetke delovanj prikazuje tabela 4.1. Testna
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mnozˇica za vse algoritme, razen algoritma z razdelitvijo na plosˇcˇice, so bile
matrike velikosti od 512× 512 do 3072× 3072 v korakih po 128. Matriki sta
generirani nakljucˇno z elementi velikosti od −200 do 200. Osnovno matricˇno
mnozˇenje smo zaradi pocˇasnosti pri testih izpustili in se osredotocˇili na ostale
algoritme. Testirali smo do maksimalno 96 cevi. Pri algoritmu z razdelitvijo
na plosˇcˇice smo testirali na matrikah velikosti od 512×512 do 10240×10240
v korakih po 512.
4.8.2 Rezultati
Sliki 4.5 in 4.6 prikazujeta cˇase za algoritme matricˇnega mnozˇenje s tran-
sponiranjem in z zmanjˇsanjem odmika. Podobno kot pri mnozˇenju matrike
in vektorja opazimo, da izboljˇsave dosegamo vse do sˇtirih cevi. Za vecˇje
sˇtevilo cevi zaradi premajhnega pretoka podatkov med ukazno-pretokovnim
in podatkovno-pretokovnim delom cˇasi ostanejo enaki. Nadgradnjo teh
Slika 4.5: Primerjava cˇasa izvajanja za algoritme matricˇnega mnozˇenja s
transponiranjem pri razlicˇnem sˇtevilu cevi
dveh algoritmom z uporabo LMema prikazujeta sliki 4.7 in 4.8. Uporaba
LMema je bistveno izboljˇsala rezultate. Dosegli smo priblizˇno 50-kratne po-
hitritve v primerjavi z algoritmom brez cevi in priblizˇno 4-kratne pohitritve
v primerjavi z algoritmi s cevmi in brez LMema.
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Slika 4.6: Primerjava cˇasa izvajanja za algoritme matricˇnega mnozˇenja z
zmanjˇsanjem odmika pri razlicˇnem sˇtevilu cevi
Pri mnozˇenju matrike in vektorja je bil algoritem z zmanjˇsanjem odmika
hitrejˇsi, tu pa bistvenih razlik v hitrosti ni. Razlog je morda v tem, da tu
delamo z manjˇsimi matrikami (3072 namesto 16384) in sam odmik ni vecˇ
tako kriticˇen. Algoritem z zmanjˇsanjem odmika smo testirali tudi s 96 cevmi
in v primerjavi z algoritmom z 48 cevmi ni bilo pohitritev, kar nakazuje na
omejitve prepustnosti LMema. Cˇe bi bila ta vecˇja, bi bil algoritem sˇe hitrejˇsi.
Slika 4.9 prikazuje primerjavo izbranih hitrejˇsih podatkovno-pretokovnih
algoritmov in ukazno-pretokovnega algoritma. Algoritma z 48 cevmi sta
priblizˇno 5-krat hitrejˇsa od ukazno-pretokovne implementacije. Za slednjega
na grafu ni prikazanih cˇasov pri velikostih 2048, 2560 in 3072. Uporabljen
procesor pri teh vrednostih naleti na veliko konfliktov v predpomnilniku in
se zaradi tega odrezˇe obcˇutno slabsˇe (nekajkrat pocˇasnejˇse). Gre za izjemne
primere, zato smo jih za boljˇso predstavitev tipicˇnih cˇasov umaknili.
Algoritem z razdelitvijo na plosˇcˇice je dosegel bistveno boljˇse pohitritve
in ga prikazuje slika 4.10. Uspelo nam ga je prevesti vse do velikosti plosˇcˇice
384. Vecˇja kot je plosˇcˇica, hitreje se program izvede. Obcˇutne izboljˇsave se
dosegajo do plosˇcˇice velikosti 256, potem pa so pohitritve vedno bolj zane-
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Slika 4.7: Primerjava cˇasa izvajanja za algoritme matricˇnega mnozˇenja s
transponiranjem in z uporabo LMema pri razlicˇnem sˇtevilu cevi
Slika 4.8: Primerjava cˇasa izvajanja za algoritme matricˇnega mnozˇenja z
zmanjˇsanjem odmika in z uporabo LMema pri razlicˇnem sˇtevilu cevi
marljive. Cˇe bi uporabljali sredstva FPGA za druge operacije (pri sorodnem
problemu), bi lahko bilo smiselno vzeti manjˇso velikost plosˇcˇice od maksi-
malne.
Faktor pohitritve algoritma z zmanjˇsanjem odmika in 48 cevmi ter algo-
ritma s plosˇcˇicami v primerjavi z ukazno-pretokovno razlicˇico prikazuje slika
4.11. Pohitritve algoritma z zmanjˇsanjem odmika so priblizˇno 30-kratne,
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Slika 4.9: Primerjava hitrejˇsih algoritmov skupaj z ukazno-pretokovnim al-
goritmom
Slika 4.10: Primerjava cˇasa izvajanja za algoritme matricˇnega mnozˇenja z
razdelitvijo na plosˇcˇice pri razlicˇno velikih plosˇcˇicah
medtem ko so pohitritve algoritma z razdelitvijo na plosˇcˇice tudi do 110-
kratne. V zacˇetku grafa opazimo zelo razlicˇne pohitritve. V tem grafu nismo
umaknili vrednosti, pri katerih se procesor zaradi veliko zgresˇitev pri dostopu
do predpomnilnika odrezˇe obcˇutno slabsˇe.
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Slika 4.11: Faktor pohitritve algoritma z zmanjˇsanjem odmika, algoritma z
razdelitvijo na plosˇcˇice in ukazno-pretokovnega algoritma
4.8.3 Poraba sredstev vezja FPGA
Porabo sredstev vezja FPGA v procentih prikazujejo tabele 4.2, 4.3 in 4.4.
Pregledno primerjavo prikazujejo histogrami 4.12, 4.13 in 4.14. Sˇe kratka
analiza. Algoritem s transponiranjem in algoritem z zmanjˇsanjem odmika pri
48 ceveh dosezˇeta maksimalne hitrosti in se z dodatnimi cevmi ne pohitrita
vecˇ. Pri 48 ceveh na vezju ostane sˇe nekaj prostora za morebitne dodatne
operacije (pri sorodnem problemu). Algoritem s plosˇcˇicami zaradi velike
paralelnosti v najvecˇji obliki vzame kar 40 % signalnih procesorjev DSP (angl.
digital signal processor), s katerimi vzporedno racˇuna. S tem je za matricˇno
mnozˇenje zelo optimiziran za morebitne dodatne operacije pa je nekoliko
manj prostora.
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Algoritem LUT FF1 FF2 BRAM DSP
Transposed 2,33 2,16 0,58 1,69 0,10
TransposedVec2 2,69 2,55 0,67 2,16 0,20
TransposedVec4 3,22 3,41 0,64 2,77 0,40
TransposedVec8 4,75 4,97 1,05 5,03 0,79
TransposedVec16 7,50 8,42 1,44 8,69 1,59
TransposedVec2LMem 11,55 14,22 2,94 11,00 0,20
TransposedVec4LMem 11,99 15,20 2,80 11,80 0,40
TransposedVec12LMem 15,37 18,42 3,59 15,65 1,19
TransposedVec24LMem 19,63 23,11 4,66 21,19 2,38
TransposedVec48LMem 28,10 32,11 6,63 30,17 4,76
TransposedVec96LMem 44,35 52,61 9,27 54,28 9,52
Tabela 4.2: Poraba sredstev vezja FPGA [%] za algoritme s transponiranjem.
Algoritem LUT FF1 FF2 BRAM DSP
Tiled 2,32 2,12 0,59 1,74 0,10
TiledVec2 2,59 2,66 0,54 2,30 0,20
TiledVec4 3,34 3,17 0,91 2,82 0,40
TiledVec8 4,90 5,07 1,07 5,08 0,79
TiledVec16 7,94 8,50 1,68 8,74 1,59
TiledVec2LMem 11,39 14,39 2,74 11,14 0,20
TiledVec4LMem 12,25 14,97 3,06 11,84 0,40
TiledVec12LMem 15,38 18,40 3,63 15,74 1,19
TiledVec24LMem 19,76 23,45 4,62 21,29 2,38
TiledVec48LMem 28,52 33,54 6,11 30,26 4,76
TiledVec96LMem 46,35 54,27 9,70 54,37 9,52
Tabela 4.3: Poraba sredstev vezja FPGA [%] za algoritme z zmanjˇsanjem
odmika.
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Algoritem LUT FF1 FF2 BRAM DSP
PagingAlg64 13,84 16,48 2,23 4,42 6,35
PagingAlg128 25,97 30,78 4,43 7,66 12,70
PagingAlg192 38,50 44,98 6,69 11,18 19,05
PagingAlg256 50,64 58,98 9,36 14,85 25,40
PagingAlg320 63,78 70,02 14,64 18,70 31,75
PagingAlg384 77,67 80,48 20,89 22,74 38,10
Tabela 4.4: Poraba sredstev vezja FPGA [%] za algoritme z razdelitvjo na
plosˇcˇice.
Slika 4.12: Graficˇni prikaz primerjave porabe sredstev vezja FPGA za algo-
ritme s transponiranjem
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Slika 4.13: Graficˇni prikaz primerjave porabe sredstev vezja FPGA za algo-
ritme z zmanjˇsanjem odmika
Slika 4.14: Graficˇni prikaz primerjave porabe sredstev vezja FPGA za algo-
ritme z razdelitvijo na plosˇcˇice
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Poglavje 5
Razsˇiritev na ostale matricˇne
algoritme
Ideja tega poglavja je, da algoritme, implementirane in pohitrene v poglav-
jih 3 in 4, uporabimo za resˇevanje novih racˇunalniˇskih problemov. Glede
na to, da nasˇi algoritmi dosegajo zelo dobre rezultate, jih je seveda smi-
selno uporabiti tudi drugje. Predvsem nas bodo zanimali algoritmi na grafih
in racˇunanje v polkolobarju. Implementirali in eksperimentalno ovrednotili
bomo algoritem za potenciranje matrik in algoritem iskanja najkrajˇsih poti
med vsemi pari vozliˇscˇ.
5.1 Matrika sosednosti
Osnova za pretvorbo matricˇnih algoritmov v algoritme na grafih je mozˇnost
alternativnega zapisa grafov; namesto s parom vozliˇscˇ in povezav lahko graf
zapiˇsemo z matriko. Osnovni koncept, ki je prikazan na sliki 5.1, je matrika
sosednosti in je del teorije grafov zˇe od zacˇetka racˇunalniˇstva [8]. Usmerjen
graf G = (V,E) z vozliˇscˇi V = {1, 2, ..., n} lahko zapiˇsemo z matriko A reda
n×n in elementi A(i, j) = 1, cˇe obstaja povezava med i in j, sicer A(i, j) = 0.
Zanimiva je tudi povezava med mnozˇenjem matrike in vektorja ter algo-
67
68 POGLAVJE 5 RAZSˇIRITEV NA OSTALE MATRICˇNE ALGORITME
Slika 5.1: Graf, prikazan z mnozˇico vozliˇscˇ in povezav, ter pripadajocˇa ma-
trika sosednosti
ritmom iskanja v sˇirino. Mnozˇenje
ATv,
kjer je A matrika sosednosti in v vektor z nicˇlami povsod, razen na s-tem
mestu, nam vrne vse sosede vozliˇscˇa s, do katerih je mogocˇe priti v enem ko-
raku [2]. Vse algoritme iz poglavja 3 lahko torej brez prilagoditev uporabimo
za iskanje sosedov vozliˇscˇa.
5.2 Polkolobarji
Nadalje lahko matricˇne algoritme spremenimo v algoritme za resˇevanje pro-
blemov grafov tako, da jim zamenjamo operaciji sesˇtevanja in mnozˇenja z
novima operacijama. Da bo mnozˇenje sˇe vedno delovalo pravilno, to ne mo-
reta biti poljubni operaciji. Izbrani operaciji imata manj stroge pogoje kot
na primer klasicˇno mnozˇenje in sesˇtevanje v R (ki je kolobar). Izkazˇe se,
da veliko problemov resˇujejo operacije, ki v kombinaciji z mnozˇico, na kateri
se izvajajo, ustrezajo ravno lastnostnim polkolobarja. Polkolobar je nepra-
zna mnozˇica R z dvema binarnima operacijama, ki ju imenujemo sesˇtevanje
(oznacˇeno s ⊕) in mnozˇenje (oznacˇeno s ⊙) in velja [5]:
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• Operacija sesˇtevanja je asociativna, komutativna in ima nevtralni ele-
ment 0.
• Operacija mnozˇenja je asociativna in ima nevtralni element 1.
• Operaciji mnozˇenja in sesˇtevanja povezujeta leva in desna distributiv-
nost.
• Nevtralni element mnozˇenja 0 je absorpcijski. To pomeni da r ⊙ 0 =
0 = 0⊙ r za vse r ∈ R .
Operacijama ⊕ in ⊙ lahko torej dolocˇimo poljubni novi operaciji, ki ustre-
zata zgornjim pogojem, in s tem resˇimo veliko novih problemov. Pri tem
dobita tudi 1 in 0 zamenjavo, ki ustreza zgornji definiciji. Za nas pride v
posˇtev uporaba polkolobarjev v kombinaciji z matricˇnim mnozˇenjem (ki smo
ga najbolj pohitrili). Nekaj takih primerov in njihovo uporabo prikazuje ta-
bela 5.1, ki je povzeta po [28]. Primer uporabe tabele prikazuje algoritem za
iskanje najkrajˇsih poti med vsemi pari vozliˇscˇ, ki je implementiran v 5.5.1.
R ⊕ ⊙ 0 1 Uporaba
R + · 0 1 Mnozˇenje realnih matrik
(0, 1) ∨ ∧ 0 1 Dosegljivost vozliˇscˇ
R ∪∞ min + ∞ 0 Najkrajˇse poti med vsemi pari vo-
zliˇscˇ
R ∪ {−∞} max + −∞ 0 Iskanje kriticˇne poti
R+ ∪ {∞} min max ∞ 0 Minimalno vpeto drevo
R+ ∪ {∞} max min 0 ∞ Problem najˇsirsˇe poti
Tabela 5.1: Polkolobarji matricˇnih mnozˇenj in njihova uporaba
5.3 Potenciranje matrik
Pred tem si poglejmo, kako lahko matricˇno mnozˇenje nadgradimo v algori-
tem za potenciranje matrik. Najprej pozabimo arhitekturo in si poglejmo dve
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mozˇnosti za potenciranje matrik. Po definiciji gre pri potenciranju za nava-
dno ponavljanje mnozˇenj z elementom ki ga potenciramo. Potenco B = An
lahko tako izracˇunamo z naslednjo zanko for:
B ← A
for i = 2 : n do
B = A ·B
end for
V primeru, da ne potrebujemo vmesnih rezultatov, lahko An izracˇunamo
tudi hitreje. Algoritem izpeljemo iz znanega algoritma za potenciranje s
pomocˇjo kvadriranja. Namesto da vsakicˇ mnozˇimo z osnovno matriko, lahko
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lahko izpeljemo algoritem, ki bo matriko vsakicˇ ali kvadriral ali pa kvadriral
in mnozˇil.
Algoritem 1: Potenciranje matrik s kvadriranjem
1: first← True
2: while n > 1 do
3: if n sod then
4: A = A · A
5: n = n/2
6: else
7: if first then
8: B ← A
9: first← False
10: else
11: B ← A ·B
12: end if
13: A = A · A
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14: n = (n− 1)/2
15: end if
16: end while
17: if first then
18: rezultat← A
19: else
20: rezultat← A ·B
21: end if
Korak n Operacije A B
1. n = 13 B = A,A = A · A A2 A
2. n = 6 A = A · A A4 A
3. n = 3 B = A ·B,A = A · A A8 A5
4. n = 1 rezultat = A ·B = A13
Tabela 5.2: Postopek izvajanja algoritma potenciranja s kvadriranjem za
potenco velikosti 13
V tabeli 5.2 vidimo postopek izvajanja algoritma za potenco reda 13. Al-
goritem bo namesto dvanajstih izvedel sˇest matricˇnih mnozˇenj. V splosˇnem
bo namesto n − 1 mnozˇenj izvedel ⌊log2 n⌋ kvadriranj A in najvecˇ ⌊log2 n⌋
mnozˇenj A ·B, skupaj torej najvecˇ 2 ⌊log2 n⌋ matricˇnih mnozˇenj.
5.3.1 Podatkovno-pretokovna implementacija
Nadgradnja matricˇnega mnozˇenja iz razdelka 4.7 v potenciranje matrik je re-
lativno preprosta. Zagotovo pa je zanimiva iz prakticˇnega vidika. Uporablja
se na primer pri algoritmu v naslednjem razdelku. Za implementacijo resˇitve
definiramo v ukazno-pretokovnem delu funkcijo
mat_multiply(float *mat_a, float *mat_b, float *mat_c),
ki bo s pomocˇjo podatkovno-pretokovnega racˇunalnika zmnozˇila dve ma-
triki na enak nacˇin kot v razdelku 4.7. Zgornja algoritma implementiramo
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v ukazno-pretokovnem delu in za matricˇno mnozˇenje uporabimo funkcijo
mat multiply().
5.4 Iskanje sprehodov podane dolzˇine
Potenciranje matrike sosednosti resˇi nov problem. Potenca An je ravno ma-
trika, katere element A(i, j) predstavlja sˇtevilo mozˇnih sprehodov dolzˇine n
iz i v j. Zakaj je tako? Poglejmo si matriko sosednosti A. Njeni elementi
vsebujejo sˇtevilo sprehodov dolzˇine 1 (to so povezave grafa), saj imamo 1
le na mestih, kjer povezava obstaja. Indukcijsko predpostavimo, da ele-
menti Ak podajajo sˇtevila sprehodov dolzˇine k, in si poglejmo Ak+1. Velja






Pri tem je l vmesno vozliˇscˇe med i in j. Vrednost Ak(i, j) je po indukcijski
predpostavki sˇtevilo sprehodov dolzˇine k med i in l. A(l, j) je 1 za elemente,
kjer obstaja povezava med l in j. Vsota torej presˇteje vse sprehode dolzˇine
k iz vozliˇscˇa i v l, kjer ima l neposredno povezavo z j. Sklenemo lahko, da
Ak(i, j) podaja sˇtevilo sprehodov dolzˇine k + 1 iz i v j [19].
5.4.1 Iskanje trikotnikov
Naslednji algoritem, ki ga lahko izpeljemo, je iskanje sˇtevila trikotnikov v
neusmerjenemu grafu. Trikotniki so cikli dolzˇine tri. Torej so to poti iz
nekega vozliˇscˇa nazaj v isto vozliˇscˇe v natanko treh korakih. To lastnost
bodo imeli ravno diagonalni elementi matrike A3. Matrika A3 vsebuje sˇtevilo
vseh mozˇnih sprehodov med dvema vozliˇscˇema. Nas zanima samo sˇtevilo
trikotnikov, ne pa tudi sama pot ter zacˇetek in konec vozliˇscˇa. Potenciranje
A3 vsak trikotnik, zacˇet iz dolocˇenega vozliˇscˇa, sˇteje dvakrat, ker se da po
ciklu potovati v obe smeri. Poleg tega se vsak trikotnik sˇteje trikrat, saj
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je lahko zacˇetek cikla vsaka njegova tocˇka. Za izracˇun je torej treba sesˇteti
diagonalo matrike A3 in jo deliti s sˇest [19].
Tako algoritem iskanja prehodov podane dolzˇine in iskanja trikotnikov
lahko s pomocˇjo algoritmov iz poglavja 4 trivialno prenesemo na podatkovno-
pretokovno arhitekturo in obcˇutno pohitrimo.
5.5 Iskanje najkrajˇsih poti med vsemi pari
vozliˇscˇ
Vrnimo se nazaj na polkolobarje in resˇimo problem iskanja najkrajˇsih poti
med vsemi pari vozliˇscˇ ali problem APSP (angl. all-pairs shortest path).
Problem je naslednji: imamo usmerjen graf G z n vozliˇscˇi in m povezavami
ter matriko cen A z elementi A(i, j), ki vsebujejo ceno sprehoda iz vozliˇscˇa i
v j. Zanima nas nova matrika B z elementi B(i, j), ki nam povejo najmanjˇso
ceno sprehoda iz i v j, pri cˇemer sˇtevilo sprehodov ni pomembno. Primer
grafa in pripadajocˇe matrike A prikazuje slika 5.2. Elementi A(i, i) matrike
so enaki 0, saj je cena, da pridemo do vozliˇscˇa, v katerem smo zˇe, enaka 0.
Elementi, ki nimajo direktnih povezav, imajo ceno sprehoda ∞.
Slika 5.2: Graf in pripadajocˇa matrika cen
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5.5.1 Implementacija z linearno algebro
Uporabimo teorijo iz razdelka 5.2. Natancˇneje izberemo polkolobar (R+ ∪
∞,min,+) s katerim lahko resˇimo problem iskanja najkrajˇsih poti med vsemi
pari vozliˇscˇ in algoritem izvedemo s spremenjenim matricˇnim mnozˇenjem.
Operacijo sesˇtevanja bomo nadomestili z minimumom elementov, operacijo






{a(i, k) + b(k, j)}.
Poglejmo si, kaj se zgodi z mnozˇenjem A⊙A. Operacija minnk=1{ai,k + bk,j}
bo za vse k sesˇtela ceno premika iz vozliˇscˇa i v k in iz k v j ter izbrala naj-
cenejˇso. Matrika A2 bo torej vsebovala najcenejˇse premike iz i v j v najvecˇ
dveh korakih. Nadaljnje mnozˇenje z A bo izracˇunalo najcenejˇse premike med
dvema vozliˇscˇema v treh korakih. V An−1 bomo dobili matriko z elementi,
ki bodo predstavljali minimalne cene med vozliˇscˇi v n− 1 korakih, in hkrati
tudi koncˇne minimalne cene sprehodov med vozliˇscˇi. Za tem se tudi z doda-
tnim mnozˇenjem matrika ne bo vecˇ spreminjala. Nadaljnji opis in dokazi so
na voljo v [6]. Namesto n − 2 zaporednih mnozˇenj matriko kvadriramo do
najmanj An−1. Algoritem za resˇitev problema je tako:
i← 1
while i < n-1 do
A = A⊙ A
i← i ∗ 2
end while
Algoritem ima asimptoticˇno cˇasovno zahtevnost Θ(n3 log n) [31].
5.5.2 Floyd-Warshall
Algoritem Floyd-Warshall resˇuje problem APSP s cˇasovno asimptoticˇno zah-
tevnostjo Θ(n3) [31]. Implementirali smo ga v ukazno-pretokovni razlicˇici.
Algoritem (za matriko cen A), opisan v [4], je naslednji:
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Algoritem 2: Floyd-Warshall
1: for k ← 1, n do
2: for i← 1, n do
3: for j ← 1, n do
4: if A[i][j] > A[i][k] + A[k][j] then





Algoritem nas bo zanimal za primerjavo z algoritmom s slabsˇo asimptoticˇno
cˇasovno zahtevnostjo, a implementiranim na podatkovno-pretokovni arhitek-
turi.
5.5.3 Podatkovno-pretokovna implementacija
Za prenos na podatkovno-pretokovno arhitekturo je primernejˇsa implemen-
tacija z linearno algebro. Sicer ima slabsˇo asimptoticˇno cˇasovno zahtev-
nost, omogocˇa pa vecˇ paralelnosti [6]. Nadgradili smo razlicˇico matricˇnega
mnozˇenja z razdelitvijo na plosˇcˇice, saj se je izkazala za najhitrejˇso. Pri-
lagoditev izvedemo na naslednji nacˇin. Najprej v sˇcˇepcu, kjer se izvajajo
mnozˇenja posameznih plosˇcˇic matrike, spremenimo operacijo mnozˇenja v
sesˇtevanje. Vrstico
summands[n] = a * b;
spremenimo v
summands[n] = a + b;
Namesto vsote bomo delali minimum. Vrstico
io.output("output", TreeReduce.reduce(new Add<DFEVar>(), summands),
scalarType);
spremenimo v
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io.output("output", TreeReduce.reduce(new Min(), summands), scalarType);
Na podoben nacˇin bomo v ukazno-pretokovnem delu namesto sesˇtevanja del-
nih zmnozˇkov nad njimi izvajali minimum. To nam omogocˇa asociativnosti
operacije minimum, ki je tudi eden izmed pogojev za polkolobar. Za porav-
navo bomo 0 zamenjali za najviˇsjo mozˇno vrednost (namesto ∞).
Ti dve prilagoditvi izvedeta eno mnozˇenje. Za koncˇno resˇitev je treba
matriko spraviti na potenco najmanj n− 1, kar naredimo z zaporednim kva-
driranjem v ukazno-pretokovnem delu.
5.6 Eksperimentalno ovrednotenje
Teste smo izvajali na enaki programski in strojni opremi kot v razdelku 3.9.
Testirali smo algoritem za potenciranje matrik in algoritem iskanja najkrajˇsih
poti med vsemi pari vozliˇscˇ.
5.6.1 Potenciranje matrik
Slika 5.3 prikazuje graf cˇasa izvajanja potenciranja za matriko velikosti 3072
x 3072 za potence od 2 do 30. Iz grafa je razvidno, da je cˇas odvisen od
sˇtevila matricˇnih mnozˇenj, kar je tudi pricˇakovano. Slika 5.4 prikazuje fak-
tor pohitritve podatkovno-pretokovnega algoritma v primerjavi z ukazno-
pretokovnim. Podobno kot pri matricˇnem mnozˇenju z uporabo algoritma z
razdelitvijo na plosˇcˇice v razdelku 4.8.2 so pohitritve okoli 100-kratne. To
je bilo tudi pricˇakovano, saj je algoritem potenciranja pravzaprav zaporedje
mnozˇenj, ki pa jih imata tako ukazno-pretokovna kot podatkovno-pretokovna
implementacija enako.
5.6.2 Iskanje najkrajˇsih poti med vsemi pari vozliˇscˇ
Cˇase izvajanja podatkovno-pretokovnega implementacije iskanja najkrajˇsih
poti med vsemi pari vozliˇscˇ smo primerjali z algoritmom Floyd-Warshall.
Testna mnozˇica so bile kvadratne matrike velikosti od 512×512 do 6144×6144
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Slika 5.3: Cˇas izvajanja podatkovno-pretokovnega algoritma za potenciranje
matrike velikosti 3072 × 3072
Slika 5.4: Pohitritev potenciranja za matriko velikosti 3072 × 3072
v korakih po 512. Slika 5.5 prikazuje primerjavo cˇasa izvajanja. Na skoraj
celotni mnozˇici se je algoritem Floyd-Warshall izkazal za nekoliko hitrejˇsega.
Bolj natancˇno primerjavo vidimo na sliki 5.6, ki prikazuje faktor pohi-
tritve podatkovno-pretokovnega algoritma. Cˇe zaradi majhnih cˇasov zane-
marimo prvi dve vrednosti (velikosti 512 in 1024), vidimo, da je na zacˇetku
podatkovno-pretokovni algoritem malenkost hitrejˇsi. Za tem pocˇasi izgublja
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Slika 5.5: Prikaz cˇasa izvajanja podatkovno-pretokovnega algoritma za is-
kanje vseh najkrajˇsih poti skupaj z ukazno-pretokovno implementacijo algo-
ritma Floyd-Warshall
prednost pred algoritmom Floyd-Warshall. Izkazˇe se, da je tokrat boljˇsa
asimptoticˇna cˇasovna zahtevnost prevladala pred prednostmi podatkovno-
pretokovne implementacije. Kljub temu so rezultati zanimivi. Ker smo se
osredotocˇali predvsem na hitrosti algoritmov podatkov, kot so poraba ener-
gije ter velikost opreme nimamo, jih tudi nismo uposˇtevali. Z uporabo meto-
dologije, predlagane v [9], ki te parametre uposˇteva, bi bila lahko podatkovno-
pretokovna resˇitev konkurencˇna algoritmu Floyd-Warshall. Poleg tega bi pri
resnicˇnem problemu program z lahkoto optimizirali na zˇeljeno natancˇnost, in
s tem program pohitrili.
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Slika 5.6: Faktor pohitritve podatkovno-pretokovnega algoritma za iskanje
vseh najkrajˇsih poti v primerjavi z ukazno-pretokovno implementacijo algo-
ritma Floyd-Warshall
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Poglavje 6
Sklepne ugotovitve
Podatkovno-pretokovna arhitektura kazˇe izjemen potencial v znanstvenem
racˇunanju. V prihodnosti se lahko njena uporaba zelo povecˇa, zato je vsak
prispevek na tem podrocˇju sˇe toliko bolj pomemben. V delu smo raziskali ma-
tricˇne algoritme na podatkovno-pretokovnem racˇunalniku Maxeler. Uspesˇno
smo implementirali vecˇ razlicˇic mnozˇenja matrike in vektorja ter matricˇnega
mnozˇenja. Pri najboljˇsem algoritmih matricˇnega mnozˇenja smo doseglji vecˇ
kot 100-kratne pohitritve v primerjavi z ukazno-pretokovno resˇitvijo. Na
podatkovno-pretokovno arhitekturo smo prenesli tudi algoritem iskanja naj-
krajˇsih poti med vsemi pari vozliˇscˇ, ki pa je dosegal priblizˇno iste hitrosti
kot ukazno-pretokovni algoritem Floyd-Warshall.
Cˇe se najprej spomnimo, da je v racˇunalniˇstvu tudi 2-kratna pohitritev
lahko velik dosezˇek, z lahkoto sklenemo, da so nasˇe resˇitve dobre. Med
drugim nasˇi rezultati pomenijo, da podatkovno-pretokovna arhitektura ni
nekaj, kar bo uporabno sˇele v prihodnosti, ampak jo je za dolocˇene probleme
smiselno uporabiti zˇe danes. Pri iskanju najkrajˇsih poti med vsemi pari
vozliˇscˇ lahko sklenemo naslednje. Cˇe nas zanimajo samo koncˇni rezultati
matrike cen, je morda bolje ostati pri ukazno-pretokovni implementaciji. Cˇe
nas zanimajo vmesni koraki (kar je pri tem in sorodnih problemih vcˇasih
potrebno), pa je prehod smiseln. Povemo lahko sˇe, da je bila pri matricˇnem
mnozˇenju operacija mnozˇenja kratka (samo eno mnozˇenje). Cˇe bi bilo teh
81
82 POGLAVJE 6 SKLEPNE UGOTOVITVE
operacij vecˇ, bi bile pohitritve morda sˇe vecˇje.
Izboljˇsave vidimo na naslednjih podrocˇjih. Algoritem z razdelitvijo na
plosˇcˇice bi bilo mogocˇe nadgraditi z LMemom in akumulacijo celotne ma-
trike prestaviti na cˇip. Kaksˇne pohitritve bi s tem dosegli, je v naprej tezˇko
napovedati, zato bi bilo treba algoritem nadgraditi in ga eksperimentalno
ovrednotiti. Pri ostali algoritmih vidimo veliko potenciala predvsem v prila-
goditvah za specificˇne probleme. Nasˇi algoritmi se niso uporabljali v praksi,
zaradi cˇesar natancˇnosti predstavitve podatkov nismo spreminjali; bila je 32-
bitna. Zelo zanimiv bi bil primer, kjer bi bil vhod matrika sosednosti in bi
prilagodili natancˇnost sˇtevil na 1 bit. Algoritme bi bilo mogocˇe prevesti z
veliko vecˇ cevmi oziroma z vecˇjo velikostjo plosˇcˇice. Glede na to, da je bila
pri algoritmu matricˇnega mnozˇenja z zmanjˇsanjem odmika glavna omejitev
prepustnost, bi se morda v tem primeru odrezal najbolje in v primerjavi z
ukazno-pretokovno razlicˇico dosegel velike pohitritve.
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