Given two identical linear codes C with rate R over Fq of length n, we independently pick one codeword from each codebook uniformly at random. A sumset is formed by adding these two codewords entry-wise as integer vectors and a sumset is called typical, if the sum falls inside this set with high probability. In this paper we show that the asymptotic size of such typical sumsets for most codes is min{2 2nR , 2 n(R+D) } where D depends solely on the alphabet size q. More generally, we completely characterize the asymptotic size of typical sumsets of two nested linear codes C1, C2 with different rates. We also provide two applications of the results, one on a computation problem over the general two-user multiple-access channel, and one on a communication problem over an additive two-user multiple-access channel.
I. INTRODUCTION
Structured codes (linear codes for example) not only permit simple encoding and decoding algorithms, but also provides good interference mitigation properties which are crucial for multi-user communication networks. Specialized to Gaussian wireless networks, lattice codes, which can be seen as linear codes lifted to Euclidean space, have been studied extensively. To name a few, noticeable works include early results [1] [2] [3] on lattice codes for point-to-point Gaussian channels, the application on the Gaussian two-way relay channel ([4] [5] ) and more recently, the compute-and-forward [6] framework for a general Gaussian wireless network. Furthermore nested linear codes (see [7] , [8] for example), which can be seen as a generalization of nested lattice codes, are applicable to general multi-user networks other than Gaussian networks.
Consider applying linear codes to a standard two-user Gaussian multiple access channel (MAC) of the form Y = X 1 + X 2 + Z. Existing coding schemes using structured codes usually consider two codewords T n 1 , T n 2 in some vector space over a finite field, say F n q , and require the entry-wise modulo sum T n 1 ⊕ T n 2 to be decoded at the receiver. But for the Gaussian MAC it is more natural to study the "integer sum" T n 1 + T n 2 , where two codewords are treated as integer-valued vectors. This is because after lifting linear codes from F n q to R n , the Gaussian MAC sums up T n 1 , T n 2 as vectors of real numbers instead of in a finite field. The modulo sum T n 1 ⊕ T n 2 is easy to understand, but the analysis of the integer sum T n 1 + T n 2 is more complicated and its behavior has not been studied.
We point out that the study of T n 1 + T n 2 is closely connected to sumset theory, which studies the size of the set finite sets taking values in some additive group. One objective of the sumset theory is to use sumset inequalities to relate the cardinality of sets |A|, |B| and |A + B|. In general the sumset size |A + B| depends heavily on the structures of the sets. As a rule of thumb, the sumset size will be small if and only if the individual sets are "structured". Some classical results of sumset theory and inverse sumset theory can be found in, e.g. [9] .
Our problem concerns sums of random variables defined over a certain set, hence can be viewed as a sumset problem in a probabilistic setting and is also related to the sumset theory for Shannon entropy [10] . More precisely, we consider two linear codes C 1 , C 2 with rates R 1 , R 2 while satisfying the condition C 1 ⊆ C 2 or C 2 ⊆ C 1 . Let T n 1 , T n 2 be two codewords uniformly chosen from C 1 , C 2 and we would like to understand what does the sum W n := T n 1 + T n 2 look like in Z n for very large n. We will show that when the dimension n goes to infinity, most sums T n 1 + T n 2 will fall into a subset K (called typical sumset), which can be substantially smaller than the exact sumset C 1 + C 2 . We characterize the asymptotic size of K completely and show certain thresholds effects of the size |K| depending on the values of R 1 , R 2 . The relationship between H(T n 1 ), H(T n 2 ) and H(T n 1 + T n 2 ) is also established. As an application of the results, we study the problem of decoding the integer sum of codewords through a general twouser Gaussian MAC when the two users are equipped with two linear codes. Furthermore, we study a communication problem over a specific additive multiple-access channel, and show that if the two users use the same linear codes, the achievable rates are largely influenced by the structure of the codes.
In this paper vectors and matrices are denoted using bold letters such as a and A, respectively. Throughout the paper, the notations Ab or a T b are understood as matrix multiplication modulo q, or the matrix multiplication over the corresponding finite field. Modulo addition is denoted with ⊕ and + means the usual addition over integers. The notation o n (1) denotes a quantity that approaches 0 as codeword length n → ∞. We say a . = 2 nb for some constant b if there exists some n 0 such that 2 n(b− n) ≤ a ≤ 2 n(b+ n ) . For any event E, we say the event E occurs asymptotically almost surely (a.a.s.) if P {E} → 1 as n → ∞.
II. TYPICAL SUMSETS OF LINEAR CODES
We use [a : b] to denote the set of integers {a, a+1, . . . , b− 1, b} and define two sets U := [0 : q−1] and W := [0 : 2q−2]. We also define P U to be the uniform probability distribution over the set U i.e., P U (a) = 1/q for all a ∈ U.
(1) If U 1 , U 2 are two independent random variables with distribution P U , the sum W := U 1 + U 2 is a random variable distributed over the set W. Let P W denote the probability distribution of this random variable. We can show that
and the entropy of W is given as
Given a probability distribution P U over the alphabet U, we use A (n)
[U ] to denote the set of typical sequences [11] defined as:
where N (a|m) is the occurrence count of the symbol a in sequence m = (m 1 , . . . , m n ).
A. Problem statement and main results
Let k 2 ≤ k 1 ≤ n and use m ∈ F k1 q , n ∈ F k2 q to denote two different messages where q is a prime number. We zero-pad the messages of the codebook with smaller rate as n := n 0 where 0 is an all-zero vector of length k 1 −k 2 . Two codebooks are generated as
Since the two codebooks are generated with the common generator matrix G, we have C 2 ⊆ C 1 and these two codebooks are called nested. The rates of these two codebooks are R j := kj n log q, j = 1, 2. From now on we will view C 1 , C 2 as sets of n-length integervalued vectors taking values in U n where U := [0 : q − 1]. The sumset of two linear codes is defined as
where the addition is understood as the addition in Z and is performed element-wise between the two n-length vectors. Hence each element in C 1 + C 2 takes value in W n where W := [0 : 2q − 2]. Let T n 1 , T n 2 denote two random variables taking values in the code C 1 , C 2 with uniform distribution, i.e.
The sum codewords T n 1 + T n 2 is also a random variable taking values in C 1 + C 2 . We use P S to denote the probability distribution of T n 1 +T n 2 on C 1 +C 2 , which is naturally induced from the distribution of T n 1 , T n 2 . The object of interest in this paper is given in the following definition.
Definition 1 (Typical sumset): Let C (n) j , j = 1, 2 be a sequence of linear codes indexed by their dimension. Let T n 1 , T n 2 be two independent random variables uniformly distributed in C (n)
as in (7) . A sequence of subsets K (n) ⊆ C (n)
2 , if T n 1 + T n 2 ∈ K (n) asymptotically almost surely, i.e., P T n 1 + T n 2 ∈ K (n) → 1 as n → ∞.
We often drop the dimension n and say K is a typical sumset of C 1 , C 2 , with the understanding that a sequence of codes are considered as in Definition 1. The main result in this section characterizes the size of the typical sumset of the two linear codes generated as in (5) . In fact, we will consider a more general case when one codebook is (possibly) shifted to a coset by a vector. Assume C 1 is shifted to C 1 by an arbitrary vector d ∈ F n q as
The main result of the paper is the following theorem.
be two sequences of linear codes in F n q indexed by their dimension with rate R j := lim n→∞ 1 n log |C j |, j = 1, 2. For any fixed vector d ∈ F n q we define C (n) 1
are generated as in (5) with the same generator matrix G and assume without loss of generality that C (n) 2 ⊆ C (n) 1 . If each entry of the generator matrix G is independent and identically chosen according to the uniform distribution P U , then asymptotically almost surely there exists a sequence of typical sumsets K (n)
where U 1 , U 2 are independent random variables with the uniform distribution P U . Furthermore for all w ∈ K (n) N ,
where P S is the induced distribution on C
. Proof: A proof sketch is given in Section III. It can be shown that D(q) is an increasing function of q and 1/2 ≤ D(q) < log √ e ≈ 0.7213 where the lower bound holds for q = 2 and the upper bound is approached with q → ∞.
Remark 1: There exist linear codes possessing (exponentially) smaller or larger typical sumsets than K N in (9). Theorem 1 shows that randomly generated linear codes a.a.s. have a typical sumset K N of the above size. To help us visualize the rather complicated expression in (9), Figure 1 depicts the size of K N for the choice q = 11.
In the case when C 1 = C 2 = C, the typical sumset has size N | of the normal typical sumset size in this symmetric rate case. We see there exists a threshold D(q) on the rate R of the code, above or below which the normal typical sumset K N behaves differently. For the low rate regime R < D(q), almost every codeword pair T n 1 , T n 2 gives a distinct sum codeword, hence the sumset size |K N | is essentially |C| 2 . For the high rate regime R ≥ D(q), due to the linear structure of the code, there are (exponentially) many different codeword pairs T n 1 , T n 2 giving the same sum codeword, and the normal typical sumset size |K N | grows only as 2 nD(q) |C| where D(q) does not depend on R. In this regime the code C has a typical sumset which is exponentially smaller than C + C. In contrast to the low dimensional case where the sum of two uniformly distributed random variables is not uniformly distributed, the sum codewords are uniformly distributed in the typical sumset K N as the dimension n tends to infinity, as shown in Theorem 1. This is reminiscent of the classical typical sequences with asymptotic equipartition property (AEP). We also give a pictorial description of the sum codewords T n 1 + T n 2 in Figure 3 . (3) and (9), respectively. The piece-wise linear function has slope 2 for low rate regime and slope 1 for medium-to-high rate regime.
B. Entropy of sumsets
Often we are interested in inequalities relating the entropy of two random variables X 1 , X 2 and the entropy of their sum X 1 + X 2 . Recent work [10] has established several fundamental results on this topic. In our problem, if codes C 1 , C 2 have a normal typical sumset and T n 1 , T n 2 are random variables uniformly distributed in C 1 , C 2 respectively, we are able to give an asymptotic relationship between H(T n 1 ), H(T n 2 ) and
be two sequences of linear codes in F n q with normal typical sumsets K (n) N as in Theorem 1. Let T n 1 , T n 2 be independent random n-length vectors uniformly distributed in the code C (n) 1 , C (n) 2 , respectively. In the limit we have:
where as before, D(q) is defined in (9). This result is a direct consequence of the typical sumset size and AEP in Theorem 1. A proof can be found in [12] . Fig. 3 . An illustration of the sum codewords T n 1 + T n 2 in the symmetric case C 1 = C 2 = C. For rate R ≤ D(q), each pair (T n 1 , T n 2 ) will give a different sum and typical sumset K N is essentially the same as C + C. For rate R > D(q), many pairs (T n 1 , T n 2 ) give the same sum codeword and the typical sumset K N is much smaller than C + C. Interestingly in the ndimensional space with n → ∞, the sum codewords T n 1 + T n 2 is always uniformly distributed in the typical sumset K N (represented by thick dots in the plot). The other sum codewords in (C + C) \ K N (represented by the small dots) have only negligible probability.
III. PROOF SKETCH OF THEOREM 1
We give a proof sketch of Theorem 1. Proof details of all lemmas in this section can be found in [12] . We first show that the same result holds for systematic linear codes. Given two matrices Q ∈ F (n−k1)×k1 q and H ∈ F (k1−k2)×k2 q with k 1 ≥ k 2 , we consider two codes of the form
We also define n := n Hn . It is easy to see that we have C 2 ⊆ C 1 in this case. Also notice that it is in general insufficient to set H to be the zero matrix. We first sketch the proof for the following theorem regarding the systematic codes. ⊕ d as in (8) . If each entry of the matrices Q, H is independent and identically distributed according to the uniform distribution in F q , then asymptotically almost surely there exists a sequence of typical sumsets K (n)
with sizes given in (9) . Furthermore, the induced probability distribution P S on C (n) 1 + C (n) 2 satisfies (10). Let C 1 be an (n, k 1 )-systematic linear code and C 2 be an (n, k 2 )-systematic linear code generated using the same generator matrix [I; Q] as in (11) . We fix a vector d and let C 1 = C 1 ⊕ d as in (8) . We use d 1 to denote the first k 1 entries of d, d 2 to denote the entries from k 1 − k 2 to k 1 and d 3 the last n − k 1 entries of d. Assume two messages m, n are independently and uniformly chosen from F k1 q , F k2 q , respectively, and two codewords t ∈ C 1 , v ∈ C 2 are formed using m, n as in (11) . The sum codeword of C 1 + C 2 can be written as
where we use m 1 to denote the first k 2 entries of m and m 2 to denote its remaining entries. We use s(m, n ) to denote the first k 2 entries of the sum codewords. We also use p 1 (m, n ) and p 2 (m, n ) to denote the entries of the sum codewords with indices ranging from k 2 to k 1 , and with indices ranging from k 1 to n, respectively. In the sequel we will refer to s(m, n ) and p 1 (m, n ), p 2 (m, n ) defined above as the information-sum and parity-sum, respectively. We shall omit their dependence on m, n and use s, p 1 , p 2 if it is clear in the context.
We choose K N to be the set which contains sum codewords whose information-sum s is typical, that is
with s, p 1 , p 2 defined in (12) and W defined in (2) . Recall that A
[W ] denotes the typical sequence as in (4) . For all pairs of codewords (t, v) whose information-sum equals to a common value s, we define the set of all possible parity-sums as
such that s(m, n ) = s .
with n := n Hn . In the following lemma we show that the set |K N | defined in (13) is indeed a typical sumset. We also give a simple estimate on its size.
Lemma 1 (The typical sumset |K N |): Let C 1 be an (n, k 1 )systematic linear code and C 2 an (n, k 2 )-systematic linear code (k 1 ≥ k 2 ) which are generated as in (11) . Let C 1 = C 1 ⊕ d for any fixed d and T n 1 , T n 2 be two random variables uniformly distributed in C 1 , C 2 , respectively. We have P {T n 1 + T n 2 ∈ K N } → 1 as n → ∞ (15) with K N defined in (13) . Furthermore we have
Proof sketch: By the definition of K N and the property of systematic codes, the information-sum of all sum codewords in K N are all possible typical sequences in A (k2)
[W ] . The first claim is a direct consequence of the property of typical sequences [11] and the second claim follows by the definition of K N and P Q,H (s).
The key technical difficulty is to bound the size of the parity sum P Q,H (s) for randomly chosen matrices Q and H (the shifting vector d is always fixed). for R 2 ≥ D(q) Proof sketch: Let m, n be two vectors in F k1 q and F k2 q respectively. Two codes C 1 , C 2 with rate R 1 , R 2 are generated as in (11) and their sum codewords are of the form in (12) . We show in [12, Lemma 5 ] that there are L pairs of (m, n ) satisfying s(m, n ) = s for some s ∈ A
[W ] with L . = 2 n(R1+R2−R2H(W )/ log q) .
To facilitate our analysis, we decompose the set P Q,H (s) defined in (14) in the following way. When the informationsum is fixed to be s(m, n ) = s, we define the set of possible parity-sums p 1 as
When the information-sum s is fixed to be s(m, n ) = s and the parity-sum p 1 is fixed to be p 1 (m, n ) = p 1 , we also define the set of possible parity-sums p 2 as To bound the size of P(s), the size of P 1,H (s) and P 2,Q,H (s, p 1 ) are separately characterized for randomly chosen H and Q and typical s and p 1 . In particular, let P 1 (s) denote the random set formed in (16) for some s ∈ A
[W ] , where each entry of H is i.i.d. according to the uniform distribution in F q . We show in [12, Lemma 6 ] that if R 2 < R 1 D(q)/ log q, among all L pairs of (m, n ) satisfying s(m, n ) = s, each of them gives a different parity-sum p 1 . Hence in this case asymptotically almost surely it holds that
If R 2 ≥ R 1 D(q)/ log q, different pairs of (m, n ) satisfying s(m, n ) = s will give the same parity-sum p 1 , and in this case we have
A similar analysis is also carried out for P 2,Q,H (s, p 1 ). More precisely, for some s ∈ A (k2)
, let P 2 (s, p 1 ) denote the random set of parity-sum p 2 formed in (17), where each entry of H and Q is chosen i.i.d. uniformly at random in F q . We show [12, Lemma 8] asymptotically almost surely it holds that |P 2 (s, p 1 )| = 1.
(21) for R 2 < R 1 D(q)/ log q, and
for R 1 D(q)/ log q ≤ R 2 ≤ D(q). Lastly it holds a.a.s. that
for R 2 ≥ D(q). With these estimates we are ready to characterize the size of P(s), which is the random set formed as in (14) where each entry of H and Q is chosen i.i.d. uniformly at random in F q . First notice that the relationship in (18) implies
where the cardinality of sets are random variables. We first consider the case when R 2 < R 1 D(q)/ log q. It is shown that for all L pairs of (m, n ) satisfying s(m, n ) = s, each of them gives a different parity-sum p 1 . We also showed in (21) that |P 2 (s, which proves the claim.
With the foregoing lemmas we can finalize the proof of Theorem 3.
Proof sketch of Theorem 3: Notice that the asymptotic estimates on P(s) in Lemma 2 hold for all typical s. Hence combining Lemma 1 and Lemma 2, we conclude that for R 2 ≤ D(q) we have a.a.s.
where we have used the fact that A (k2)
[W ] = 2 k2(H(W )+o (1)) . For R 2 ≥ D(q) we have a.a.s.
In the case when R 1 ≤ R 2 , similar results is obtained by simply switching R 1 , R 2 . It can be verified straightforwardly that for any R 1 , R 2 ∈ [0, log q] we can combine the expressions above into one compact formulation in (9) . The proof of AEP in (10) also follows the preceding lemmas and can be found in [12, Proof of Thm. 3].
The preceding results concern with the typical sumset of systematic linear codes. The following lemma shows that for any linear codes C 1 , C 2 which are nested, there exists corresponding systematic codes C 1 , C 2 whose sumset structure is exactly the same as the former.
Lemma 3: Given any linear codes C 1 , C 2 such that C 2 ⊆ C 1 , there exist systematic linear codes C 1 , C 2 with a one-to-one mapping φ :
Proof sketch of Theorem 1: Each (n, k 1 )-linear codes can be identified with a k 1 -dimensional subspace in the vector space F n q and it is also known that the total number of k 1 -dimensional subspaces in F n q is given by the so-called Gaussian binomial coefficient:
Due to Theorem 3 and Lemma 3, almost all of the k 1dimensional subspaces (with a k 2 -dimensional subspace within it generated by choosing any k 2 linearly independent basis) have a normal typical sumset, since for every k 1 -dimensional subspace (or the corresponding linear codes) we can always find a corresponding systematic linear codes with the same sumset structure. Formally the number of codes C 1 (with C 2 generated with k 2 linearly independent basis of C 1 ) which have a normal typical sumset is (1 − o(1)) n k1 q . Now consider the codes ensemble in Theorem 1 where we choose all possible q nk1 generator matrices with equal probability. Clearly some of the generator matrices give the same code if they span the same k 1 -dimensional subspace (and some generator matrices do not give a proper k 1 -dimensional subspace if they are rankdeficient). However we show in [12] that the fraction of the generator matrices which give a (n, k 1 )-codes with normal typical sumsets goes to unity for sufficiently large n.
IV. APPLICATION: COMPUTATION OVER MULTIPLE ACCESS

CHANNELS
We consider a general two-user discrete memoryless multiple access channel described by a conditional probability distribution P Y |X1X2 with input and output alphabets X 1 , X 2 and Y, respectively. Unlike the usual coding schemes, we always assume that codebooks C 1 , C 2 are subsets of F n q (or U n ), such that the (entry-wise) addition of codewords is welldefined.
A (2 nR1 , 2 nR2 , n) computation code in U n for a two-user MAC consists of • two message sets [1 : 2 nR1 ] and [1 : 2 nR2 ], • two encoders, where encoder 1 first assigns a codeword t(m) ∈ U n to each message m ∈ [1 : 2 nR1 ] and then map the codeword t to a channel input x ∈ X n 1 . The operation of encoder 2 is the same. • a decoder D which assigns an estimated sum of codewordsŵ ∈ W n for each channel output y ∈ Y n . We assume that the messages M, N from two users are uniformly chosen from the message sets. The average sumdecoding error probability as A computation rate pair (R 1 , R 2 ) is said to be achievable if there exists a sequence of (2 nR1 , 2 nR2 , n) computation codes in U n such that lim n→∞ P (n) e = 0.
A similar problem has been studied using the computeand-forward scheme [6] and nested linear codes ( [7] [13] [14] ) where the modulo sum t ⊕ v is to be decoded. Here we study the problem of decoding the integer sum t + v directly.
Theorem 4 (Achievable computation rate): A computation rate pair (R 1 , R 2 ) is achievable in the two-user multiple access channel if it satisfies
where independent integer random variables U 1 , U 2 uniformly distributed in [0 : q−1]. The joint distribution P U1U2Y is given by P U1U2Y (u 1 , u 2 , y) = x1,x2 P U (u 1 )P U (u 2 )P X1|U (x 1 |u 1 ) P X2|U (x 2 |u 2 )P Y |X1X2 (y|x 1 , x 2 ) and P X1|U , P X2|U are two arbitrary conditional probability distribution functions where U and X 1 (resp. X 2 ) take values in U and X 1 (resp. X 2 ). As before the function D(q) is defined as D(q) :
The coding scheme is given as follows.
• Codebook generation. Let k j = nR j / log q , j = 1, 2 and represent messages from user j using all k j -length vectors in U kj . Assume k 1 ≥ k 2 , for messages m from user 1 and n u from user 2 we generate nested linear codes as
for some generator matrix G and two n-length vectors d 1 , d 2 . We use K N to denote a normal typical sumset of C 1 + C 2 , if it exists. • Encoding. Fix two arbitrary conditional probability distribution functions P X1|U , P X2|U where U takes values in U and X 1 , X 2 takes value in X 1 , X 2 , respectively. Given a chosen message m, user 1 picks the corresponding codeword t(m) generated above, and transmit x 1,i (t i ) at time i where x 1,i is generated according to P X1|U (x 1,i |t i ) independently for all i = 1, . . . , n. User 2 carries out the same encoding steps. • Decoding. Upon receiving the channel output y, the decoder declares the sum codeword to beŵ if it can find a uniqueŵ satisfying the following
where the joint distribution P W Y is defined as P W Y (w, y) := u1,u2 P U1U2Y (u 1 , u 2 , y)·1 w=u1+u2 and the set L is defined as
Namely L contains the sum codewords resulting from two messages m, n which are linearly dependent. Otherwise an error is declared for the decoding process. Notice that due to the definition of typical sumset, almost all sum codewrods fall in the set K N , and the previous result on |K N | is the key to the achievable computation rate result in (30). Conventional methods are used to analyze the error probability. However in contrast to proofs of most coding theorems, we do not have the pairwise independence between the true sum codeword t + v and some other sum codeword w given the channel output y, hence the proof needs to be adapted to address this issue. A detailed proof which can be found in [12, Proof of Thm. 4].
V. APPLICATION: COMMUNICATION OVER A CLASS OF ADDITIVE MULTIPLE-ACCESS CHANNELS
The results on typical sumsets can offer enlightening insight to certain multi-user communication scenarios with linear codes. We give a simple example in this section by considering the class of discrete memoryless multiple access channel described by the conditional probability distribution P Y |X1,X2 (y|x 1 , x 2 ) where X 1 , X 2 take value in the set of integers [0 : q−1] for some prime number q. In addition to this we will consider the class of the additive channels satisfying the property that
for some conditional probability distribution W (y|x) where x takes values in the set [0 : 2q − 2]. In other words the channel output only depends on the sum of the channel inputs. One simple example of the additive channel is
where Z is a noise term with certain probability distribution. We consider the following coding scheme for this class of MAC:
• Let M k denote the message of user k, k = 1, 2. We assume that M k is chosen uniformly at random from the set [1 : 2 nR k ]. • Let C k ⊆ F n q be the codebook of user k with 2 nR k codewords. Each message M k is mapped to a codeword X n k (M k ) ∈ C k . • The decoder decodes both messages of the two users using the channel output Y n . We use P (n) e to denote the decoding error probability
whereM k is the estimated message of user k. It is easy to see that if the codeword X n k (M k ) is generated as above and used as the channel input to the additive channel (32), it holds that
Proposition 1: Consider any additive channel of the form (32) and the coding scheme above. If two users are equipped with q-ary linear codes C 1 , C 2 with a normal typical sumset as in Theorem 1, then the achievable rate pairs (R 1 , R 2 ) must satisfy min{R 1 , R 2 } ≤ D(q) Proof: Let P (n) e denote the decoding error probability, Fano's inequality states H(X n 1 , X n 2 |Y n ) ≤ n(R 1 + R 2 )P (n) e + 1.
On the other hand we have H(X n 1 , X n 2 |Y n ) = H(X n 1 , X n 2 ) − I(X n 1 , X n 2 ; Y n ) = n(R 1 + R 2 ) − I(X n 1 + X n 2 ; Y n ) ≥ n(R 1 + R 2 ) − H(X n 1 + X n 2 ) where we have used (33) for the additive MAC. Combining with Fano's inequality we have
This shows that for n → ∞, a necessary condition for P (n) e approaching 0 is that
However it is shown in Theorem 2 that if the linear codes have a normal typical sumset, Eq. (34) holds only for the rate pairs (R 1 , R 2 ) satisfying
which proves the claim. Fig. 4 . For the simple channel given in (35) with the choice q = 11, we give the achievable rate region using two independently chosen linear codes, as well as the achievable rate region using two (nested) linear codes with a normal typical sumset. The capacity of this channel is slightly larger than the rate region with independent linear codes and can be found numerically. The sum capacity of this channel is easily shown to be Csum = log(2q − 1). Notice that the symmetric rate pair given by Prop. 1 is R = D(q) < log √ e, which is in contrast to the achievable rates in (37) and Csum, which scale with q.
To compare this result with achievable rates with other codes, we consider a simple example
where X 1 , X 2 take value in the set {0, . . . , q − 1}. It is easy to see that, if both users independently generate linear codes C 1 , C 2 ⊆ F n q , the achievable sum rate is give by R k < log q, k = 1, 2 (36) R 1 + R 2 < I(X 1,U , X 2,U ; Y ) = log q + D(q) (37)
Here X 1,U , X 2,U are two independent random variables which are uniformly distributed in the set {0, . . . , q − 1}. The restriction to a uniform input distribution is due the fact that linear codes are used. In Figure 4 we compare this region to the achievable rate region in Proposition 1 where we use two linear codes with a normal typical sumset. Recall that Theorem 1 shows that two randomly generated linear codes using the same generator matrix have a normal typical sumset with high probability, and this result agrees with the achievable rate region using linear codes given in [15] . Viewed together with Figure 1 , the intuition of the Lshaped achievable rate region in Figure 4 is clear: a necessary condition for a successful decoding of both codewords is that the channel output (the sum of codewords in this example) gives enough information about the pair of codewords. This is only possible in the L-shaped rate region, where different pair of codewords gives distinct sum codeword.
