In a previous paper we have demonstrated that the velocity can be estimated for a plug flow using recursive ultrasound imaging [1] . The approach involved the estimation of the velocity at every emission and using the estimates for motion compensation. An error in the estimates, however, would lead to an error in the compensation further increasing the error in the estimates.
Introduction
Synthetic aperture ultrasound imaging (SAUI) is appealing with its capability to produce high-quality images, which are dynamically focused both in transmit, and in receive. The use of a synthetic transmit aperture imaging STAU has the additional advantage of low number of emissions and high frame rates. The SAUI in general, and the (STAU) in particu- * E-mail: sn@oersted.dtu.dk lar, have therefore been investigated for many years, but have never left the area of research, and are not used in the medical scanners yet. One of the major hold-backs to the clinical use is that till present day there have not been any reports of estimation and visualization of blood flow. Without this feature a modern scanner cannot be considered full featured. This paper shows a way how to solve this problem by designing a new velocity estimator based on STAU.
The previous attempts for velocity estimation have been confined to the estimation of the gross tissue motion and used for motion compensation [2, 3] . The approach suggested by Nock and Trahey [2] uses cross-correlation between the received raw RF signals. The algorithm, however, relies on the fact that the transmission is focused, and that the received signals come from the same direction. It is therefore not suitable for STAU. The method suggested by Bilge et al. [3] relies on the cross-correlation between low-resolution images, which are formed using the same transmit/receive pairs of transducer elements. The beam is, however, broad and the blood cells within its limits have a wide spread of velocities. This results in an increased bias and standard deviation of the estimates.
Both types of motion compensation schemes show improved performance, when the images are obtained using the same transmit/receive element pairs, or in other words have the same spatial frequencies. The high-resolution images (HRI) have the highest overlap of spatial frequencies, and therefore they should give the best estimates. The correlation of the signals received from the blood cells decreases rapidly due to migration of scatterers, beam-width modulation, and flow gradients (change in the relative positions between the scatterers) [4] . The HRIs must be generated after every emission, which is possible using recursive ultrasound imaging. These images suffer from motion artifacts, which change from frame to frame. In a previous article [1] we have shown that it is possible to compensate for the motion artifacts and to estimate the velocity from the motioncompensated HRIs. The success of the velocity estimation relies on the success of the motion compensation, which makes the whole approach unstable. In the next section it is shown how to modify a velocity estimator in such a way, that no motion compensation is needed prior to the velocity estimation. Fig. 1 shows the creation of several successive highresolution images, when a single scatterer moves towards the transducer. The top row illustrates the emission sequence. Only the outermost two elements are used in transmit (N = 2), and the active one is drawn with a dark gray color. They emit sequentially -first element number 1 then element number N xdc , then again element number 1 and so on. N xdc is the total number of transducer elements. The emissions have a global index n, and are counted from the start of the process. The relation between the index of the transmit element and the emission number is given by:
Theory
where N step is the increment of the index of the transmitting elements. If every of the N xdc transducer elements was used, then N step would be 1. All of the transducer elements are used upon reception, and after every emission n a low-resolution image (LRI) L (n) (t) is formed. The point spread functions for these LRIs are tilted at different angles to the transducer surface. The angles depend on the position of the transmitting element. The middle row of Fig. 1 illustrates the low resolution images of a single point. The point moves from emission to emission towards the transducer at a distance ∆z. It can be shown that L (n) (t) and L (n−N) are translated versions of each other, when ∆z is on the order of a millimeter [5] . At every emission a high-resolution image can be formed by summing the last N low-resolution images [6] :
where t is the time from the start of the emission. If the tissue is motionless, then L (i) (t) ≡ L (i−N) (t) and H (n) (t) ≡ H (n−N) (t). In the presence of motion, however, L (n) (t) = L (n−N) (t − 2(N∆z)/c), where c is the speed of sound. It can be shown that if the velocity is constant, then:
where T pr f = 1/ f pr f is the pulse repetition period, and v z is the component of the velocity towards the transducer. This situation is depicted in the bottom row of Fig. 1 . It can be seen that two successive high-resolution images differ due to the different transmit sequences with which they were obtained, but the high resolution images, that are N transmissions apart, are shifted versions of one another. This shift can be estimated using cross-correlation of the high-resolution lines H n (t) and H (n−N) (t), which are formed in the same direction of the image (see Fig. 2 ).
The cross-correlation becomes [5] :
where t s = 2
Nv z T pr f c
is the time shift due to motion. The peak of the cross-correlation function is located at τ = t s . The velocity can be found from the time shift:
The lines at emissions n − i and n − N − i are subject to the same time shift and the peak of their cross-correlation function is also located at a lag τ = t s , as shown in Fig. 2 . The different cross-correlation functions can, thus, be averaged.
In the case of a flow profile, such as the parabolic flow profile, the velocity of the blood flow changes as a function of space and time. To estimate the velocity at the different spatial positions, each of the RF lines is divided into a number of segments as shown in Fig. 2 . A cross-correlation function is estimated for each of the segments. Normally the signals are digital, and the discrete version of the cross-correlation is:
where N s is the number of samples in a segment and i seg is the number of the segment. If the the velocity does not change significantly for several sequential acquisitions N c , then the estimate can be improved by averaging the estimated crosscorrelation functions: The estimate can be improved by fitting a second order curve to the estimate, and interpolating the time shift [4] : The stationary echo canceling is done only on the images that were obtained at every Nth emission, i.e. between images n and n − kN, where k ∈ Z.
One of the major problems of synthetic aperture imaging is the low signal-to-noise ratio. A linear frequency modulated pulse can be used in transmit in order to increase the transmitted energy, and hence, the signal-to-noise ratio.
Results
The method is verified through simulations and measurements. The simulation is done using the program Field II [7] . Some of the relevant simulation parameters are given in Table 1 .
The simulated vessel has a diameter of 1 cm, and length of 5 cm. The center of the vessel is positioned 50 mm away from the transducer surface. The angle between the vessel walls and the transducer surface is 45 • . The number of scatterers inside the vessel is 78,549. The positions of the scatterers are randomly selected with an uniform (white) distribution. Their amplitudes have a random Gaussian distribution with a zero mean. Fig. 3 shows the result of the new estimator applied on the simulated data. The dash-and-dotted line corresponds to the true velocity. The thick line gives the mean of 200 estimates, and the dashed lines outline the mean of the estimates ± three standard deviations (±3σ). The maximum bias of the estimated profile for θ = 45 • and N c = 24 is −3.05 % and the maximum standard deviation is 2.7 %. From Fig. 3 it can be seen that the performance for the case of N c = 4 is comparable: the maximum bias of the estimated profile is −2.5 %. The standard deviation varies between 1.2 % at 50th mm and 5 % at 42nd mm. Table 1 . The solid line in Fig. 4 is the mean estimated velocity, the dashed lines are ± three standard deviations (3σ), and the dashed and dotted line is the true velocity profile. The standard deviation varies between 1.7 and 6 %. The bias at the peak (at depth of 47.5 mm) is -11 %.
Conclusion
In this paper we have presented an approach for synthetic aperture blood flow ultrasound imaging. Estimates with a low bias and standard deviation can be obtained with as few as 8 emissions (N c = 4) . The performance of the new estimator is verified using both simulations and measurements. The results demonstrate that a fully functioning synthetic aperture scanner can be made.
