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1. INTRODUCTION 
This note is concerned with the question of the uniqueness of positive 
solutions (when they exist) of the boundary-value problems 
Y(U) = Y(b) = 0, (1.1) 
and 
r(a) = Y’(4 = a (14 
for a certain class of second-order nonlinear differential equations. [For 
brevity, a solution of either of these boundary-value problems will be called 
positive if it is positive on the interval (a, b)]. This class of differential 
equations consists of those of the form 
Y” + YF(Y2, 4 = 0, (1.3) 
where F(x, X) is of class Cl in (.a, X) for z > 0, x > 0, where 
and where 
F(x, x) > 0 for z > 0, x > 0, (1.4) 
F&z, x) = qz, xyaz > 0, for z > 0, x > 0. (1.5) 
In particular, this includes the equation 
y” +p(X)yzn+l = 0 (1.6) 
for n a positive integer and p(x) > 0. 
* This research was supported by the United States Air Force Office of Scientific 
Research. 
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An example of Moore and Nehari [5] shows that, for Eq. (1.6), the 
boundary-value problem (1.1) can have more than one positive solution. 
Nehari [7] conjectured that the positive solution of the boundary-value 
problem (1.2) for (1.3) would be unique under the additional assumption 
that F(z, X) is monotone-nondecreasing in x for each fixed z. Moroney [6] 
has shown that this is indeed so. When F(z, 2) is of class Cl, a short proof 
of this result can be obtained by the methods to be used in this paper; see 
the remark at the end of Section 6. Moroney does not assume that F(z, X) 
is of class Cl; he does however assume other conditions on F(z, x), as does 
Nehari in [7], which assure the existence of solutions of (l.l)-(1.3) and 
(1.2), (1.3) on any interval (a, b), 0 < a < 6. His result seems to be the 
only uniqueness theorem in the literature for the positive solutions of 
boundary-value problems for (1.3). In particular, the question of whether 
the monotonicity condition on F(x, X) also implies uniqueness of the positive 
solution of (1 .l)-( 1.3) apparently has remained unanswered to date. 
This question is answered in the negative, by means of an example, 
in Section 9. The main purpose of this note however is to give some 
uniqueness results for positive solutions of (l.l)-(1.3) and (1.2), (1.3) 
under hypotheses different from those used in [6]. The question of the 
existence of the solutions of the boundary-value problems has been 
extensively treated elsewhere (see [7], [S]), and will not be considered 
here. 
The following problem is also considered, namely, if K is a positive 
integer, under what conditions on F(z, X) is a nontrivial solution of one of 
the above boundary-value problems uniquely determined by the requirement 
that it should have a positive initial derivative at a and that it should vanish 
exactly k times on (a, b) ? Some results are obtained, but they apply only 
to Eq. (1.6). 
It might be remarked that the problem of the uniqueness of the positive 
solutions of the boundary-value problems (1.1) and (1.2) is much easier to 
handle for the “sublinear” case of (1.3), i.e., for the case where the inequality 
in (1.5) is reversed. Here the positive solutions are unique in general, that is, 
without further assumptions on F(z, x). This result goes back to Picard [2], 
and similar results have been proved by Urysohn [II] for a certain class of 
integral equations. For generalizations of Urysohn’s results see Krasnosel’skii 
and Ladyzenskii, [q. (The result of Urysohn, as well as that of Krasnosel’skii 
and Ladyzenskii can also be found in Krasnosel’skii [3].) The problem of 
the uniqueness of solutions other than the positive one, as described in the 
preceeding paragraph, seems not to be particularly more tractable for 
the sublinear case. This problem has been solved for an example of the 
sublinear case which arises in the theory of a heavy rotating string; see 
Kolodner [2]. 
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2. STATEMENT OF RESULTS 
The first result concerns the Emden-Fowler equation 
y" + py2n+1 = 0, n a positive integer, (2.1) 
which has received considerable attention (see [I], [IO], and the references 
therein) because of its importance in astrophysics. 
THEOREM 2.1. In Eq. (1.3) let 
F(z, x) = xv / x p, (2.2) 
where v and n are real numbers and n > 1. Let 0 < a < b, then for any 
positive integer k, the problems (l.I)-(1.3) and (I.2), (1.3) each have a 
unique solution with exactly k - 1 zeros on (a, b) and with a positive derivative 
at x = a. 
The main results of this paper are the following two theorems. 
THEOREM 2.2. Let F(z, x) in (1.3) be of class Cl in (z, x) for z > 0, 
x > 0, and, in addition to (1.4) and (IS), let F(z, x) in (1.3) satisfy, for 
z > 0, x > 0, 
Fz(z, 4 < 0 (2.3) 
and 
W(z, x) + xF&, x) 2 0. (2.4) 
Then for 0 < a < b, the problems (l.l)-(1.3) and (1.2), (1.3) each have 
at most one positive solution. 
THECREM 2.3. Let F(z, x) in (1.3) be of class Cl in (z, x) for z > 0, 
x > 0 and satisfy (1.4) and (1.5). In addition assume that there exists an 
m < 0 such that 
(2F + xFJ/~Fz 9 --2m 2 xF,/(W + zF,), 
or that there exists an m > 1 such that 
for x, z > 0 (2.5) 
(2F + xF,)/zF, < -2m < xFJ(2F + zF,), for x, x > 0. (2.6) 
Then fbr 0 < a < b, the problems (l.l)-(1.3) and (I.2), (1.3) each have 
at most one positive solution. 
Theorem 2.3 clearly generalizes Theorem 2.2; on the other hand, the 
latter theorem is proved by transforming Eq. (1.3) in such a way that the 
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resulting transformed equation satisfies the hypothesis of Theorem 2.2 and 
then by applying that theorem. The idea of generalizing Theorem 2.2 in 
this way, and the specific transformations used in deriving Theorem 2.3, 
were suggested to me by Professor Nehari. 
Theorem 2.3 has the following corollary. 
COROLLARY 2.1. Let p(x) be positive and continuously differentiable for 
x > 0 and let n be a positive integer. Assume that there is an m < 0 such that 
-4m >, 2mn + x(lnp(x))’ > -2, for x > 0, (2.7) 
or assume that there is an m 3 1 such that 
-4m B 2mn + x(lnp(x))’ < -2, for x > 0. (2.8) 
Then for 0 < a < b, the problems (l.l)-(1.6) and (1.2), (1.6) each have a 
unique positive solution. 
The next result is a theorem similar to Theorem 2.1, but for the Eq. (1.6). 
THEOREM 2.4. Let p(x) be positive and continuously differentiable for 
x > 0, and let p’(x) < 0 for x > 0. Assume that the function h(x) dejned by 
h(x) = x + 2[(lnp(x))‘]-l (2.9) 
is nonpositive and monotone-nonincreasing for x > 0. Then for 0 < a < b and 
for any positive integer k, the problems (l.l)-(1.6) and (1.2), (1.6) each 
have a unique solution with exactly k - 1 zeros on (a, b) and with a positive 
derivative at x = a. 
The hypothesis of Theorem 2.4 includes only that case of the Emden- 
Fowler equation where 0 < v < -2, and thus does not constitute a full 
generalization of Theorem 2.1. The methods employed in the proof of 
Theorem 2.4 will still work if (1.6) is replaced by the more general equation 
Y” + P(4Yf(Y2) = 0, (2.10) 
where p(x) > 0 for x > 0, f(x) E Cl, f(z) > 0 and df/d.z > 0 for zz > 0; 
in particular, one can take f(z) = 1 z In for any real n > 1. However, the 
existence assertion of Theorem 2.4 will in general have to be dropped for 
(2.10). That is, the phrase “each have a unique solution” in Theorem 2.4 
must be replaced by “each have at most one solution”. The results of [7] 
and [S] imply conditions under which the existence assertion can be retained 
for (2.10). 
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3. PRELIMINARIES 
@(Y2, 4 = %YF(Y2, 4PY. (3.1) 
If y = y(x) is a solution of (1.3) then the differential equation 
A” + A@(y2(x), x) = 0 
will be called the first variation of (1.3) with respect to y(x). 
From (1.5) and (3.1) it follows that 
(3.2) 
@(Y2, 4 > F(Y2, 4 for y2 > 0, x > 0. (3.3) 
Because of (3.3), comparison of y(x) with solutions of (3.2) can be made by 
any one of the methods used in proving the Sturm comparison theorems 
for linear equations. Such a comparison will be treated in this section, as 
well as other basic results concerning (1.3) and its first variation. 
Let a > 0; then for h > 0, y(x, h) will denote the unique solution of 
(1.3) on (0, 60) which satisfies the initial conditions 
Y(U, 4 = 0, y’(u, A) = A. (3.4) 
Although y(x, h)-as well as the auxiliary functions which will be defined 
below in terms of y(x, /\)-a11 depend on a, this additional argument will 
generally be omitted in the functional notation since a is almost always 
considered to be fixed. 
The following additional notation will be used. Let d(x, X) denote the 
solution [on (0, co)] of the first variation of (1.3), with respect to y(x, h) 
which satisfies the initial conditions 
Finally, set 
A(u, A) = 0, A’(u, A) = 1. (3.5) 
4 =4(x9 4 = 1, 5 CY’k 412 + CYk 412JTlY(C 4129 t> & rY’(4 u2 + be, AN2 ’ 
and set 
9 = NXF 4 = s, -z w, WI2 + kv, u2 @‘(lw, U”, 4 &. [A’@, A)]2 + [A@, A)]2 
The denominator is nonvanishing in both of the integrands, hence the 
integrands are continuous and C$ and # are well defined. Since y, y’, A and A’ 
are continuous in (x, X), it follows that C$ and ZJ are continuous as well. It is 
clear that 
4(x, 4 = arcMAx, 4/(r’(x, 3) 
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and that 
I&X, A) = arctan(d(x, h)/d’(x, A)). 
4 and 1,4 satisfy, respectively, 
4’ = COG+ + F sins+ 
and 
9’ = cos2 * + CD sin2 (6. 
Using these two differential equations, (3.3), and the fact that F > 0 except 
possibly when sin+ = 0, one can prove the following result. 
LEMMA 3.1. For any fixed positive numbers a and A, the continuously 
dt;ykrentiaiable functions 4 and 4 are strictly increasing in x for all x > 0. If n 
is an integer and qfor some x,, > 0, #(x0) > 4(x0) + nv, then+(x) > 4(x) + mr 
for all x > x0 . 
It follows from the first assertion of Lemma 3.1 that, for fixed a and h 
and for any positive integer k, the equations 
+I, 4 = kn, 
q%‘, 4 = (2k - I>& 
have at most one solution. Let ,,(A) and &Jh) denote, respectively, the 
solutions of these equations. For those values of h for which no solutions 
exist the quantities Q and & will remain undefined. 
Let a, h be fixed positive numbers and let y = y(x, A), d = d(x, A). If 
r = (y’” + y2)i/a, then y = r sin 4 and y’ = r cos 4. Thus vi , T, ,... are 
consecutive zeros of y and [i, 5s ,... are consecutive zeros of y’. Hence if 
0 < a < 6 and k is a positive integer, then (l.l)-(1.3) [(1.2), (1.3)] has a 
nontrivial solution which vanishes exactly k - 1 times on (a, b) if and only 
if there is a X > 0 for which ~&)[&(h)] is defined and has the value b. 
In particular (l.l)-(1.3) [(1.2), (1.3)] h as a positive solution if and only if 
there is a h > 0 for which Q(A)[&(A)] is defined and has the value b. 
For future reference, it will be noted here that for k = 0, 1,2,..., 
(-1)‘“y > 0 when kr < 4 < (k + l)v, (3.6,) 
(-l)ky’ > 0 when (2k - 1)s~ < + < (2k + 1)&r, (3.7,) 
and that 
(-l&l > 0 when kv<#<(k+l)r, (3.8,) 
(-1)W > 0 when (2k - 1)&r < $ < (2k + l)&rr. (3.9,) 
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LEMMA 3.2. Let a > 0 be$xed, for a given h > 0, vk(h) is defined if and 
only if ck(X) is. Let I,(a) denote the set of positive values of X for which q,(X) 
and &(A) are defined, then z(a) is open and Q(A) and <k(h) are continuously 
dz$#Grentiable with respect to h on I,(a). If A,, > 0, and A,, is a boundary point 
of IJa), then Q(A) + co and <,(A) ---f co as h in I,(a) tends to A, . 
Proof. Since #(a, A) = 0, and since 4(x, A) is increasing in x for fixed a 
and A, it is clear that tk(h) must be defined whenever &A) is. It is a simple 
matter to verify that there is a positive number 6 = 6(a, A, R) such that 
$‘(x, A) > 6 on any x-interval where (2k - 1)~/2 < +(x, A) < KT. It then 
follows from the mean-value theorem that Q(A) is defined whenever [,(A) is. 
Because $‘(x, A) is always positive and because 4(x, A) and $‘(x, A) are 
continuous in (x, A) it follows from the implicit function theorem that I,(a) 
is open and that am and &(A) are continuously differentiable with respect 
to h on I,(a). 
Finally suppose that 0 < p < v and (p, v) CI,(a) then if 7’ = 
lim,,,- inf Tic(A) < co, it follows from the continuity of 4(x, A) that 
4(~‘, v) = krr, and therefore v ~1,(a). In a similar way it follows that if 
lh,,+ inf T,(h) < co, then p EZ,(~). Thus if A,, is a boundary point of 
Ik(a) and A,, > 0 then q,(X) + co as A in l,(a) tends to A,, . In a like manner 
it is shown that [,(A) --f co as A in I,(a) tends to As. 
COROLLARY 3.1. Let a > 0 be jixed. If $,(A)/aA < 0 for all h E Ik(a), or 
if a&(A)/aA < 0 for all A E Ik(a) then Ik(a) is an unbounded open interval. 
LEMMA 3.3. Let k be a positive integer and let a be a positive real number. 
If a&)/ah < 0 [a&(A)/aA < 0] for all h E I,(a) then the problem (l.l)-(1.3) 
[(1.2), (1.3)] has at most one solution with exactly k - 1 zeros on (a, 6) 
and with a positive derivative at x = a. 
Proof. The proof will be given for (1.1)-(1.3). If y(x) is a solution of 
(l.l)-(1.3) with y’(a) > 0, and ify(x) vanishes exactly k - 1 times on (a, b), 
then y(x) = y(x, A,,) where A,, = y’(a), and ?,Jh,,) = b. However, if 
&(X)/aA < 0 on Ik(a), then, by Corollary 3.1, Ik(a) is connected. Thus, 
since rlk(X) is monotone-strictly decreasing on Ifi(a), A, is the only value of h 
for which Q(X) = b; therefore y(x) is unique. 
The following terminology will be introduced in order to simplify the 
statements of the results to follow in this and later sections. 
DEFINITION 3.1. For a given positive integer k, Eq. (1.3) will be said 
to have the property (Pk) on the interval (x0, x0) provided that for every 
a > x0 and for every X E Ik(a) for which yk(h) < x0, 
for a ,( x < v,(h). (3.10) 
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See Lemma 3.2 for the definition of Ik(a). 
LEMMA 3.4. Equation (1.3) has the property (P,J on (x,, , x0) if and only 
if for each pair a, X such that a > x0, X E I,(a), and Q(X) < x0, the zeros 
of A(x, X) and y(x, X) separate each other on the interval (a, 7,(X)). 
Proof. The proof is immediate from (3.10) Lemma 3.1, and the phase 
plane geometrical significance of 4 and 4. 
LEMMA 3.5. Suppose that Eq. (1.3) has the property (Pk) on (x0, x0). 
If a > x0 , X E I,(a) and Q(X) < x0, then 
%c@)/~~ < 0, (3.11) 
and 
aSk(X)/ah < 0. (3.12) 
Proof. Instead of working directly from the definitions of qk and tl, it 
is simpler to make use of the obvious identities 
Y(%N, A) = 0 
and 
y’(Lc(4,4 = 0. 
By implicit differentiation of (3.13) and (3.14), one obtains 
drl,cld~ = -4~ 9 Wr’h 3 4 
and 
(3.13) 
(3.14) 
(3.15) 
dS,ld~ = -45, , Wy"(L ,A). (3.16) 
These two computations make use of the standard result that 
and 
ay(x, A)/%! = A(x, h) 
i3y’(x, A)/i% = A’(x, h). 
By definition, 4 = Kz-, and by (3.7,), (-l)ky’ > 0 when x = Q . Hence 
by (3.10) Krr < # < (K + 1)~ at x = qk. It follows from (3.8,) that 
(-l)kA > 0 at x = Q and so (3.11) follows from (3.13). 
The proof of (3.12) is similar and will be omitted. 
COROLLARY 3.2. If Eq. (1.3) has the property (PI,) on (0, m) then for 
each a, b with 0 < a < b, the problem (l.I)-(1.3) [(1.2), (I.3)] has at 
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most om~ solution with exactly k - 1 zeros on (a, b) and with a positive derivative 
atx = a. 
Proof. Immediate from Lemmas 3.3 and 3.5. 
The final result of this section is the following lemma. 
LEMMA 3.6. Let a and h be Jixed positive numbers. Let 
w = 4% A) = y’(x, h) d’(x, h) - yyx, A) d(x, A). 
In order that (1.3) should have the property (PJ on (x0, x0) it is suficient that 
w(x, X) > 0 whenever x0 < a < x < q&l) < x0. (3.17) 
Proof. If Y = (y2 + ~‘~)l/~ and p = (A2 + d’2)1/2, then 
w = pr(cos $ cos 4 + F sin II, sin 4). 
Since F > 0 except possibly when sin 4 = 0 and since 
cos(cj + 3r) = -cos 4 and sin(+ + ~7) = -sin+, 
it follows that w is negative when $ = 4 + 7r. Consequently if (3.17) holds, 
then (3.10) also holds on that interval. 
Remark. It can in fact be shown that, under the hypothesis of Lemma 3.6, 
4 < 4 + $7~ for a G x < 7,(X). 
4. TRANSFORMATIONS OF EQ. (1.3) 
The comparison of solutions of (1.3) and solutions of (3.2) may sometimes 
be facilitated by making a transformation of (1.3). Some general results 
concerning such transformations will be given in this section. Although 
references have not been given, it is not claimed that these results are 
original with this paper. 
Consider a transformation of (1.3) of the form 
Y = .A+ (4.1) 
t = t(x), (4.2) 
where both g(x) and t(x) are defined and twice continuously differentiable 
on (0, co). Assume further that 
g(x) I=- 0, o<x<co (4.3) 
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and that 
t’(x) # 0, o<x<oo. 
Suppose that (4.1), (4.2) transforms (1.3) to the equation 
ii + q(t)2 + uG(u2, t) = 0, 
where the dot denotes differentiation with respect to t. 
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(4.4) 
(4.5) 
LEMMA 4.1. Let y(x) be a solution of (1.3), and let u(t) be the solution 
of (4.5) which is related to y(x) through (4.1), (4.2). Then the differential 
equation 
s’ + q(t)S + W(u2(t), t) = 0, (4.6) 
thefirst variation of (4.5) with respect to u(t), is obtainedfrom (3.2) by making 
the change of independent variable (4.2) and the change of dependent variable 
d = g(x)& (4.7) 
The proof is a straightforward computation and will be omitted. 
The importance of Lemma 4.1 lies in the fact that it enables one to 
conclude the following. 
COROLLARY 4.1. Let y(x) and u(t) be as in Lemma 4.1. Let d(x) and 8(t) 
be nontrivial solutions of (3.2) and (4.6)) respectively. Assume that y vanishes 
at a > 0, that d vanishes at c > a, and that 8(t) vanishes at t(c). Then the 
zeros of y(x) and d(x) separate each other on some interval (a, b) if and only 
af the zeros of u( t) and 8(t) separate each other on the t-interval with end points 
t(a) and t(b). 
Proof. Because of (4.3), t(x) maps the zeros of y(x) onto the zeros of u(t). 
By Lemma 4.1, d(x) must be a (nonzero) constant multiple of g(x) 8(1(x)); 
consequently t(x) maps the zeros of d(x) onto the zeros of S(t). Hence the 
assertion follows from (4.4). 
Let t(x) map the interval (0, co) onto the interval (to , to). It is clear that, 
for 0 < a < b < co, positive solutions of (1.1)<1.3) are unique, when they 
exist, if and only if a similar uniqueness assertion is true for the boundary- 
value problem 
u(a) = u(P) = 0 
for (4.5), with 01 = t(u) and p = t(b). I n order that the problem (1.2), (1.3) 
can be handled as well it suffices to show that the property (Plc) is preserved 
under the transformation (4.3), (4.4). 
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LEMMA 4.2. If, for a given positive integer k, Eq. (4.5) has the property 
(PJ on (t,, , to) then (1.3) has the property (P& on (0, co). 
Proof. The proof will only be given for t’(x) < 0. The case t’(x) > 0 
is similar. Let a and h be arbitrary positive numbers. If qk(X) is defined 
then let do be a nontrivial solution of the first variation of (1.3) with respect 
to y(x, A) and assume that A, vanishes at ?,Jh). Since by hypothesis Eq. (4.5) 
has the property Pk on (to , to), it follows from Lemma 3.4 and Corollary 4.1 
that the zeros of A, separate those of y(x, A) on (a, am). The zeros of A, 
separate those of d(x, A), and conversely; consequently the zeros of d(x, A) 
also separate those of y(x, A) on (a, yk(h)). It follows from Lemma 3.4 that 
(1.3) has the property (Pk) on (0, co). 
LEMMA 4.3. If there exist functions g(x), t(x) E Cz(O, co) such that (4.Z), 
(4.2) transforms (1.3) to the autonomous equation 
ii + qEi + uG(u2) = 0, (4.9) 
then for every positive integer k (1.3) has the property (P,J on (0, CD). 
Proof. Let u(t) be a solution of (4.9). Differentiation of (4.9) shows that 
6 = G(t) satisfies the linear differential equation 
s’ + qs + W(u2(t)) = 0 (4.10) 
which is the first variation of (4.9) with respect to u(t). Thus the zeros of 
ii(t) separate and are separated by those of any other nontrivial solution 
of (4.10). Let it be assumed that every nontrivial solution u(t) of (4.9) has 
the property, which will referred to below as (Q), that between consecutive 
zeros of u(t) there is just one zero of C(t). Then it will readily follow from 
Lemma 3.4 that (4.9) has the property (P& for any positive integer k. Thus 
the result follows from Lemma 4.2. 
If G(u2) is nonnegative or if q = 0 then all solutions of (4.9) clearly have 
the property (Q). If G(u2) is nonpositive then no solutions of (4.9) vanish 
more than once on (-co, co), so all solutions trivially have the property Q. 
The remaining case is where G(u~) < 0 for small u and G(u2) > 0 for large U, 
[G must be monotone in u2 because of (IS)]. For a proof that all solutions 
of (4.9) have the property (Q) in this case see [I]. The proof given there is 
actually for the case G(u2) = (u2)” - 1, n > 1, but it can be generalized 
with no trouble to an arbitrary monotone function G(u2). 
5. PROOF OF THEOREM 2.1 
The existence assertion in Theorem 2.1 follows from Theorem 3.2 of [8]. 
When (2.2) holds, then (1.3) can always be transformed to an autonomous 
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equation. The uniqueness assertion in Theorem 2.1 then follows from 
Lemma 4.3 and Corollary 3.2. 
For the fact that the equation under consideration can be transformed 
to an autonomous equation the reader could be referred to [I] and [IO]. 
However in view of the different cases which arise and the significance of 
these different cases in connection with later results it seems worthwhile 
to give briefly the details of the transformations and to give the transformed 
equations. Take m = -(v + 2)/2n and let 
y = XW, t = log x. (5.3) 
If F(z, x) in (1.3) is of the form (4.2) then (4.3) transforms (1.3) to the 
equation 
ii + (2m - 1)~ + m(m - 1)ti + 1 u2 1% = 0. 
When Y > -2 or when Y < -272 - 2 then m(m - 1) > 0 and a discussion 
of the behavior of solutions of the equation is relatively simple. The cases 
of astrophysical interest are included among those for which v < -2n - 2. 
However it is when -2 > v > -2n - 2, and therefore m(m - 1) < 0, 
that the equation is most interesting mathematically. This is the case treated 
in [I]. The hypotheses of Theorem 2.3 and Corollary 2.1 include the former 
two cases but do not include the latter. 
6. PROOF OF THEOREM 2.2 
Let the positive numbers a and X be fixed. Let y = y(x, X), let A = A(x, h) 
and let w = w(x) = w(x, h) ( see Section 3). 4 and $ also are as in Section 3. 
Assume that y,(h) is defined. 
It is easily verified that 
and that 
w’ = F,yA (6.1) 
((x - e)w -y’A)’ = (2F + (x - a)FJyA. (6.2) 
These two comparison formulas were suggested by similar ones used by 
Kolodner in [2]. 
Let #(a) = QT; then, since #(x) < r for a < x < 01, and therefore-by 
Lemma 3.1+(x) < m for a < x < 01, it follows from (3.6) and (3.9) that 
yA > 0 on (a, E). (6.3) 
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Upon integrating (6.2) between the limits a and Q, using (3.5) and the fact 
that d vanishes at 01, one obtains 
(a-- (I a) w(a) = ja(2F +(x - a)F,) yfldx. (6.4) 
Thus W(E) > 0 since, by (2.3), (2.4), and (6.3), the integral on the right-hand 
side of (6.4) is positive. By (2.3) and (6.3), w is decreasing on (a, a) and 
consequently 
44 > 0, for a<x<cr. (6.5) 
Now let /3 denote the value of x for which $(x) = 2~. Assume that 
9(P) < fl, i.e., that Q > /3. It follows then from (3.6,) and (3.8,) that 
yd < 0 on (a, 8). Hence (2.3) implies that w is increasing on (or, p). Therefore, 
because of (6.5), w(x) > 0 f or u < x < p. In view of Lemma 3.6 this 
implies that #@I) < $(/I) + ST, which contradicts the assumption that 
543) < n- Consequently /3 > vi and #(vi) < #(/3) = 2~. Thus, for any 
positive a and X for which q,(h) is defined, (3.10) holds for k = 1, so (1.3) 
has the property (Pi). The result then follows from Corollary 3.2. 
Remark. When F(x, x) E Cl, Moroney’s monotonicity condition in [fl 
can be formulated as 
F&G 4 > 0, 2 >, 0, x > 0. (6.6) 
It follows from Lemma 3.1 that, for any h EI~(u), d/(x, X) vanishes on 
(a, c,(h)). Thus, because of (3.16), in order for (3.12) to hold for k = 1 
and for all h ~Ii(a) it suffices for the variational equation (3.2), with 
y = y(x, h), to be disconjugate on (a, <i(h)) for each A E I,(a). Let A E Ii(a), 
then the function u(x) = y’(x, X) is positive on (a, cl(X)) and satisfies the 
differential equation 
24” + U@(Y2, 4 = -Y~cc(Y2, 4, (Y = Yb, A)). (6.7) 
Thus if (6.6) holds it follows from comparison of (6.7) and (3.2) that (3.2) 
must be disconjugate on (a, c,(h)). Therefore (3.12) does indeed hold for 
k = I and for all h ~Ii(a), and Moroney’s theorem for the Cl case follows 
from Lemma 3.3. A similar argument can be applied if (6.6) is replaced 
by the weaker condition (2.4). The appropriate comparison then is that of 
(3.2) and the differential equation 
a” + @(y2, x) = --2F(y2, 4 - xF,(y2, 4, (Y = Y(X, 41, 
which has for a solution the function V(X) = xy’(x, h). 
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7. PROOF OF THEOREM 2.3 
If F(z, x) satisfies (2.5) with m = 0 then the hypothesis of Theorem 2.2 
is satisfied and the result follows from that theorem. Assume then that 
(2.5) holds for some m < 0 or that (2.6) holds for some m > 1. Take 
k = (1 -2m)-1 
and notice that, because of the assumptions on m, 
k2 < 1. (7.1) 
The change of variables 
y = x94, x = t” (7.2) 
transforms (1.3) to the equation 
where 
ii + uG(u2, t) = 0, (7.3) 
Now 
G(u2, t) = a(1 - k2)t-2 + k2t2’c-2F( y2, x). 
Gt = -$(l - k2)t-3 + k2(k - l)t2k-3[2F + y2Fz + (2m)-?xFJ, (7.4) 
and 
2G + tG, = k3t2k-2[2F + 2my2Fz + xFz]. (7.5) 
It can easily be verified from (7.1), (7.4), and (7.5) that when (2.5) holds 
with m < 0, or when (2.6) holds with m > 1 then 
G,(u2, t) < 0 
and 
2G + tG, > 0. 
Consequently, by the proof of Theorem 2.2, Eq. (7.3) has the property (PI) 
on (0, a). It follows from Lemma 4.2 that equation (1.3) also has the property 
(PJ on (0, 00). An application of Corollary 3.2 completes the proof of the 
theorem. 
8. PROOF OF THEOREM 2.4 
Let a > 0 and let X E G(a). It will be shown that the hypothesis of the 
theorem implies that (3.17) holds with (x0, x0) = (0, co), and hence the 
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uniqueness assertion will follow from Lemma 3.6 and Corollary 3.2. Let 
LX~ = ori and pi = /3,(X), be defined, by analogy with Q and &, as the 
solutions of the equations 
yqcd, A) = in-, 
l/(/3, A) = (2i - 1)&r. 
The proof will be by induction, the induction hypothesis being that 
w = w(x, h) > 0 on [a, Q], 0 < 1 < K. For i = 0 the induction hypothesis 
obviously holds. When specialized to Eq. (1.6), the formulas (6.1) and (6.2) 
take the form 
and 
w’ = p’(x)y”“+‘A (8.1) 
((x - r)w - y’d) = (h(x) - Y)p’(x)y2~+lLl. (8.2) 
Let ri = /Z(Q), and take r = yi in (8.2). Upon integrating the resulting 
equation between oli and oli+r one obtains 
(cYi+l - rJ W(ai+,) = (cdi - TJ W(fxi) + smitl (h(x) - ri)p’(x)yzn+l d & 
=I 
Now if the induction hypothesis holds for some i < K then clearly ~(a() > 0, 
since by Lemma 3.1 (Y~ < vi . Moreover, yi < 0 so the first term on the 
right of (8.3) is positive. Since the zeros of d separate those of y, and because 
of the induction hypothesis, y vanishes precisely once on [ai , oli+r], and this 
is at vi . From the definition of ri , the monotonicity of h(x) and (3.6i-1), 
(3.6,) and (3.8,) it can be seen that the integrand in the integral on the right 
of (8.3) is nonnegative on (ai , 01~+r). Thus it follows that 
W(%+J > 0. (8.4) 
Because of (3.6,), (3.8,), and (8.1), w’ < 0 on (Q , ai+J; therefore w > 0 
on (0, oii+J. In order to complete the induction it must be shown that 
~+i < CQ+~ . Assume the contrary. It has already been noted that vi < oli+r , 
so from (3.6,), (3.83+,), and (8.1), one sees that this assumption would imply 
that w > 0 on (01~+r , aif2) and thus that w > 0 on (a, aif2). This, however 
gives y”d < 0 at pi+2 , and in view of (3.6,) and (3.8i+1), contradicts the 
assumption that ~+r > OI~+~ . Thus qi+i < ai+2 ; so by (3.6,), (3.8i+1), and 
(8.1), w’ > 0 on (aif , Q+~), and h ence the induction hypothesis holds for 
i + 1. Thus (3.17) holds with (x0, x0) = (0, co). The uniqueness assertion 
then follows from Lemma 3.6 and Corollary 3.2. The existence assertion 
of Theorem 2.4 follows from Theorem 3.2 of [a]. 
NONLINEAR BOUNDARY-VALUE PROBLEMS 107 
9. AN EXAMPLE 
The example below is of interest for two reasons. First it shows that 
monotonicity of F(z, x) in X, for fixed z, does not imply uniqueness for the 
positive solution of (l.l)-(1.3). S econdly it shows what can happen when 
p(x) in (1.6) violates the hypothesis of Corollary 2.1 and x(lnp(x))’ takes 
values in the interval (-2n - 2, -2). 
Let 0 < E < 1, and consider the differential equation 
where 
Y” +pwy3 = 0, (9.1) 
and 
p(x) = X-~-C, for O<x<l 
p(x) = x-3+<, for l<X<oo. 
The relevant features of this example will be summarized below, first some 
notation will be introduced. It is easily verified that (9.1) has a solution 
ya(x) which satisfies 
ye(x) = i(l - E2)1/2+-c)/2, for x 3 1. 
Let a, be the largest positive zero of Y,,(X), or let a, = 0 if y,,(x) does not 
vanish on (0, 1). For a, h > 0 let Y&X, h) be the solution of (9.1) which 
satisfies Conditions (3.4), and let ~~(2, h) = ya(x, X) - y,,(x). As in Section 3, 
Z,(a) will denote the (open) set of positive values of h for which I = r],(a, X) 
is defined. Recall that for a fixed a, and for h E Zi(a), ~(a, X) -+ co as h tends 
to a boundary point of Z,(u) other than 0 or co. Thus if a is fixed and Z,(u) 
is not empty, ~~(a, h) cannot be monotone unless Z,(a) has only one boundary 
point. On the other hand, when this condition is not satisfied and Z,(u) has 
for a connected component some bounded interval J, then ~~(a, h) has a 
minimum, say b, , for X on this interval, and for the differential equation 
in question the boundary-value problem (1.1) has at least two solutions for 
each b > b, . It will be shown that for Eq. (9.1) the number of components 
of Zi(u) can be made larger than any preassigned number by an appropriate 
choice of a. 
(I) If a, h > 0 and ya(x, A) + y,,(x) then the ZLTOS of ZI,(X, A) are isolated. 
Zf X E I,(u) then let k,(X) denote the number of zeros on (a, ~~(a, A)) of 0,(x, A). 
(i) I;(u) is non-empty and if a > a, then k,(h) is constunt on a connected 
component of II(u). 
(ii) Ii(u) has an zcnbounded component on which k,(X) does not exceed 2. 
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(iii) For any preassigned positive integer k there exist positive numbers a, X 
such that A cIl(a) and k,(h) > 2k, provided that 0 < E < ($)l’“. 
(iv) If a > a,, and if Jl and Jz are adjacent components of II(a) then k,(h) 
differ by 0 or 2 on J1 and J2 . Thus if k,(h) > 2k for a fixed a and some 
h ~1,(a), then II(a) has at least k components. 
Proof. Solutions of (9.1) depend uniquely upon initial conditions, thus 
one can conclude by a standard argument that zeros of ya(x, X) -ye,(x) are 
isolated unless ya(x, h) = y,,(x). Furthermore, by the implicit function 
theorem, if v,(xO, /\a) = 0 and v,(x, h,) f 0, then on some neighborhood 
of h, there is a unique continuous function x(h) such that x(h,) = x,, and 
v&(A), A) 5 0. (9.2) 
Finally there is a maximal /\-interval J on which x(h) can be defined so as 
to be continuous and satisfy (9.2) and x(A) + co as X tends to an end point 
of J. Now if a > a,, h, E J n I,(a) and x(h,) < ql(a, h,), then since 
ye(x) > 0 for x > a, , x(X) and T1(a, /\) can never be equal, and therefore 
x(X) < Tl(a, h) for all h E J A II(a). Consequently, II(a) does not contain an 
end point of J and J n II(a) must be a connected component or a union 
of connected components of II(a). It easily follows that k,(h) is constant 
on each component of Jn I,(a). The fact that II(a) is nonempty follows 
from Theorem V of [5]. Thus (i) is proved. 
Assertion (ii) is proved as follows. If a is fixed and h ~1,(a), then, by the 
proof of Theorem 2.1, Tl(a, h) is monotone-decreasing in h when a > 1 or 
when 0 < a < Ti(a, A) < 1. If a > 1 it is then immediate that II(a) is an 
unbounded interval. For 0 < a < 1 it follows by Theorem V, [5], that 
there is a h, > 0 such that a < qi(a, hO) < 1, and consequently Tl(a, A) is 
defined and is monotone-decreasing in X for all X > h, and so (ha , co) C II(a). 
Because of the monotonicity of vl(a, A) when T1(a, A) < 1 or when a > 1, 
and because of Theorem V, [.5], yl(a, h) -+ a as h + CO for all a > 0. It is 
easily seen that k,(A) < 2 for a sufficiently large h, hence for all /\ on the 
unbounded component of I,(a). 
The proofs of (iii) and (iv) will depend upon some results concerning 
the autonomous version of the Emden-Fowler equation, the proof of (I) 
will therefore be interrupted at this point in order to give these results. 
Both of the differential equations 
and 
y" + g-3fy3 = 0 (9.3) 
yfl + x-3-6y3 = 0 (9.4) 
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can be transformed to the same autonomous equation, namely, 
ii - 4 + cyz2 - u) = 0. (9.5) 
The changes of variable accomplishing this are, for (9.3) and (9.4), respec- 
tively, 
y = CXW’U, x = et, (9.6) 
and 
y = cxvl, x = e-t , (9.7) 
where c = &(l - •~)l/~, zu, = +(l - e), and w2 = $(l + c). Through (9.6) 
and (9.7) the behavior of solutions of (9.1) can be determined from the 
behavior of solutions of (9.5). In particular, if y(x) is a solution of (9.1) and 
u(t) is the solution of (9.Q which for t > 0 is related to y(x) through (9.6), 
then for x1 > 1, y(x,) = yO(xl) if and only if u(ln xr) = 1. 
The following three results are taken from [I]. 
LEMMA 9.1. Equation (9.5) has nonconstant solutions u(t) which are 
positive on (-CO, CO). Such solutions are called Emden solutions. If u(t), u,(t) 
are two Emden solutions of (9.5) then u(t) = uo(t + r) for some real number T. 
LEMMA 9.2. Any nonconstant solution of (9.5) which is not an Emden 
solution oscillates as t -+ co. 
LEMMA 9.3. If z+,(t) is an Emden solution of (9.5) then u,,(t) + 1 and 
z&(t) -+ 0 as t--f ---co. If 
0 < E < ($)“” (9.8) 
then u,(t) oscillates about the line u = 1 as t --+ -co. 
For proofs of these results see Sections 8 and 9 of [I]. 
Henceforth it will be assumed that (9.8) holds. Because of the last assertion 
of Lemma 9.1, all Emden solutions of (9.5) have the same phase-plane 
trajectory. Let this trajectory, which lies in the upper half-plane and “spirals” 
about the point (0, I), be denoted by C. Let ue(t) be a particular Emden 
solution of (9.5), then C = ((z&(t), u,(t)) : --CO < t < +a~}. Let {t,}, 
12 = 0, l,..., be the strictly decreasing infinite sequence such that u,,(tJ = 1 
for i = 0, l,...; u(t) < 1 for t > t, and t+,(t) # 1 on (ti+l , tJ, j = 0, l,... . 
For k > j, let Ckj = {(z&(t), u,,(t)) : t, < t < ti}, and let Ljk be the line 
segment joining (tio(ti), uO(tj)) and (ti,,(tJ, uo(tk)) (which therefore lies on 
the line u = 1 in the phase plane). When k = i + 2, then the curve ri 
consisting of Cbj and Lj, is a Jordan curve, and thus separates the plane into 
two regions. Let Qi+r denote the bounded one of these two regions, and 
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take Ki = Qj - Qjnl . It is not difficult to verify that each Lki, with 
k = j + 2, is a transversal for (9.5), and therefore all trajectories cross Lkj 
in the same direction, as t increases, and this is in the direction out of Qj+l . 
LEMMA 9.4. If u(t) is a solution of (9.5) and if (22(O), u(0)) E Ki , i > 0, 
then u(t) oscillates as t -+ 03. If 7 is the least positive ,zeYo of u(t) then u(t) 
crosses the line u = 1 exactly i times on (0, T). 
Proof. Since (G(O), u(0)) 6 e, u(t) cannot be an Emden solution of (9.5) 
and therefore must oscillate as t --+ 00, by Lemma 9.2. The line u = 0 does 
not intersect any of the Qj , j > 0, therefore, for 0 < t < 7, the trajectory 
of u(t) must cross each of the Lkj, k = j + 2, j = O,..., i - 1, (since it 
cannot cross C). Each such L,j is a transversal, therefore the trajectory can 
cross it at most once. For 0 < t < 7, there are no other crossings of the 
line u = 1 and the result follows. 
The proof of (I) will now be completed. Let Y, denote the space of initial 
values (y’(l), y(1)) of solutions of (9.1) at x = 1 and let P denote the phase 
plane for (9.5). Let T+, T- denote the linear mappings of Yi onto P which 
are defined as follows: if y(x) is the solution of (9.1) with the initial values 
(y’(l), ~(1)) then 
T+(Y’(l),Y(lN = MO)> %(0))9 T-(Y’(l),Yu)) = (62(O), %c-w 
where q(t) and uz(t) are the solutions of (9.5) related to y(x) through (9.6) 
and (9.7), respectively. Since T+ and T- are invertible, one can define 
R = T+(T-)-I. Let C’ = RC. It is quite easy to verify that f? U C? is 
nowhere dense in P, so for any integer k > 0, the set & = Kk - eU c 
is nonempty. Let p E A?, , k > 0, and let y(x) be the solution of (9.1) with 
(y’(l), y( 1)) = (T+)-lp. It easily follows from Lemma 9.1 and the definitions 
of T+, T-, and C’ that y(x) oscillates as x -+ 0 as well as when x -+ 00. In 
particular, since y(x) vanishes on (0, l), y( x can be represented in the form ) 
ya(x, A) with 0 < a < 1 and with T1(a, A) defined and >l. Furthermore, 
if ya(x, A) is such a representation, then, by Lemma 9.4, ~,Jx, A) -y,,(x) 
has k isolated zeros on (1, yl(a, A)) so k,(h) > k. Since k was arbitrary, the 
assertion (iii) of (I) is proved. 
To prove (iv), set p,(X) = T+(y=‘( 1, A), ~~(1, A)), where a > a, , X > 0. 
It follows from Lemma 9.2 that X ~Ii(a) if and only if P,(A) E P - e. If 
A, , A, are boundary points of II(a), A, < A, and [A,, XJ contains no points 
of 1,(a) then p,(h) E C for A, < h < A, . Let 6 be so small that both 
(A, - 6, A,) and (A,, A, + 6) are contained in I,(a). If k,(h) is different on 
these two intervals then the point p,(h) crosses C as h increases from 
Ai - 6 to A, + 6. If p,(X) $L = {(v, U) E P : u = l} for A, < h < A, then 
the number of zeros of 0,(x, A) on (a, 1) remains constant on (Al - 6, A, + 6) 
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while the number of zeros on (1, qr(a, X)) changes by 0 or 2. Thus k,(h) 
changes by 0 or 2 as h increases from X, - 6 to h, + 6. This is still true 
even if p,(h) EL for some h E [1\i , h,]. The details will not be given for this 
case; notice that the number of zeros of ZI,(X, X) on (a, 1) changes by fl 
when p,(X) crosses L, the sign, of course, depending upon the point and 
direction of the crossing. 
Finally, suppose that a > a, , h ET,(U), and K,(h) > 2k > 0. Then if 
I,(u) has only finitely many components it follows that there must be at 
least k components, for there is one on which k,(A) >, 2k and one on which 
k,(h) < 2. This completes the proof of (iv). 
The assertion (iii) and (iv) of (I) together show that one can make the 
number of components of Ii(u) as large as one pleases by an appropriate 
choice of a. 
Note added in proof. It is implicitly assumed in Section 3 that all solutions 
of Eq. (1.3) exist on (0, co). This is not true, in general, and should be 
added as in explicit assumption in Section 3. Any one of the conditions (2.3), 
(2.4) (2.5), or (2.6) is sufficient to ensure that all solutions of Eq. (1.3) do 
exist globally, so the above assumption is valid for all of the applications of 
the results of Section 3. 
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