Применение метода экстремального обучения нейронной сети для классификации областей изображения by Юдин, Д. А. & Магергут, В. З.
КОМПЬЮТЕРНОЕ МОДЕЛИРОВАНИЕ
НАУЧНЫЕ ВЕДОМОСТИ ИРРИ Серия История. Политология. Экономика. Информатика. g g
2013. №8(151). Выпуск 26/1
УДК 004.932
ПРИМЕНЕНИЕ МЕТОДА ЭКСТРЕМАЛЬНОГО ОБУЧЕНИЯ НЕЙРОННОЙ СЕТИ 
ДЛЯ КЛАССИФИКАЦИИ ОБЛАСТЕЙ ИЗОБРАЖЕНИЯ
При создании систем технического зрения для промышленных 
приложений, работающих в режиме реального времени, важно 
применение эффективных методов распознавания изображений. В 
статье рассмотрен способ классификации областей изображения, 
основанный на обучении нейронной сети прямого распространения 
с помощью метода экстремального обучения (ELM, Extreme Learning 
Machine). Определено количество нейронов скрытого слоя нейрон­
ной сети, обеспечивающее максимальную точность классификации 
на тестовой выборке и приемлемую точность на обучающей выбор­
ке. Произведено сравнение с методом опорных векторов (SVM), ве­
роятностной нейронной сетью (PNN), методом обратного распро­
странения ошибки для двухслойной нейронной сети и радиально­
базисной сетью, которое показало преимущество классификации с 
применением метода экстремального обучения как по быстродей­
ствию, так и по точности.
Ключевые слова: метод экстремального обучения, нейронные 
сети, классификация, области изображения, распознавание.










При создании систем  технического зрения для пром ы ш ленны х прилож ений, 
работаю щ их в реж им е реального врем ени, важ но прим енение эф ф ективны х м ето ­
дов распознавания изображ ений. Задача распознавания изображ ений м ож ет, в 
частности, заклю чаться в их классиф икации изображ ений на основе оп ределенн ы х 
требований, причем  изображ ения, относящ иеся к одном у классу образов, долж ны  
обладать относительно вы сокой степенью  близости [1]. При классиф икации и зоб­
раж ение или область изображ ения м ож ет рассм атриваться как совокупность в ы ­
числяем ы х признаков, которы е требуется отобразить на м нож ество классов (о б р а ­
зов). Сущ ествует ряд задач распознавания, где изображ ение описы вается как стр ук ­
турная м одель, на элем енты  которой наклады ваю тся определенны е связи [2].
Задача классиф икации эф ф ективно реш ается с прим енением  аппарата и ск ус­
ственны х нейронны х сетей [3], при этом важ ен выбор наиболее подходящ ей архи ­
тектуры  сети и м етода обучения.
В настоящ ей статье рассм атривается вопрос классиф икации м алы х областей 
изображ ения для обеспечения корректной сегм ентации изображ ения, вы п ол н яе­
мой в реальном  м асш табе времени.
И зображ ение разм ером  U x V  разбивается на м алы е области разм ером  M xM , 
каж дой из которы х необходим о сопоставить один из нескольких классов, п р и сут­
ствую щ их на изображ ении. В частном  случае, на рис. 1 представлена ф отограф ия 
процесса обж ига во вращ аю щ ейся цем ентной печи, на которой необходим о вы де­
лять четы ре типа (класса) областей: «ф акел», «м атериал», «ф утеровка», «корпус и
горелка печи» [4]. В данной задаче будут рассм атриваться им енно изображ ения 
процесса обж ига в печах, характеризую щ ихся отсутствием  четко вы раж енны х к о н ­
туров и вы сокой заш ум ленностью .
В общ ем  виде постановка задачи вы глядит как f : P ^  T  -  требуется реш ить 
задачу классиф икации, то есть поставить в соответствие вектору признаков P  номер 
класса T  области изображ ения.
Вектор признаков P , по котором у требуется осущ ествить классиф икацию , для 
данной задачи им еет четы ре составляю щ ие P = [P1, P 2, P3, P 4], которы е п редставля­
ют собой текстурны е характеристики областей изображ ения [4]:
K-1 K-1
1) Автокорреляция -  P 1 = ZZ ®) PP •
i=0 j=0
где K  -  количество градаций яркости изображ ения, P d  -  м атрица см еж ности, d -  
расстояние м еж ду точкам и при подсчете м атрицы  см еж ности.
K-1 K-1
)2 , ,• o ..\ 3 r>d
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2) Т ен ь -  P 2 = Z Z  (i + j  -  2 л ) 3 Pd ,' i 
i=0 j=0
где л  - м атем атическое ож идание элем ентов м атрицы  P .
M-1M-1
)3
3) И нтенсивность -  P 3 = 7 7 2  ZZ f  (i’ j ) ’
M i=0 j=0
где f( i, j )  -  яркость пикселя в точке ( i, j )  области изображ ения разм ером  M xM .
K-1 f  1 M-1M-1 ^
4) Вариация -  P 4 = Z l g - 7 J2 ZZ f (i’ j ) lC ( g ) ’
g=0 ^  M i=0 j=0 )
где C(g) -  количество пикселей с яркостью  g.
Рис. 1. Пример исходного изображения, требующего классификации областей
В рассм атриваем ой задаче номер класса T  области изображ ения м ож ет п р и ­
ним ать значения от 1 до 4-х: ном еру 1 соответствует область изображ ения типа «ф а­
кел», ном еру 2 -  область «м атериал», ном еру 3 -  область «ф утеровка», 
ном еру 4 -  область «корпус и горелка печи». В данном  случае удобно номер класса 
T  представить в виде вектора Y , им ею щ его четы ре составляю щ их, каж дая из к ото­
ры х соответствует одном у из классов и представляю т собой вещ ественное число из
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диапазона [о, 1]. При этом номер класса T  вы числяется как номер составляю щ ей 
вектора Y, им ею щ ей м аксим альное значение
T  = a r g m a x Y ) . (1)
i
В качестве классиф икатора в данной работе прим еняется трехслойная 
нейронная сеть с одним скры ты м  слоем (SLFN ), обучаем ая с помощ ью  соврем ен н о­
го м етода экстрем ального обучения [5] (ELM , Extrem e Learning M achine).
М етод экстрем ального обучения (ELM ) позволяет без итерационной п р оц е­
дуры  обучить трехслойную  нейронную  сеть с одним скры ты м  слоем , в дан н ом  слу­
чае, им ею щ им  сигм оидальную  ф ункцию  активации G и вы ходны м  слоем, вы даю ­
щим взвеш енную  сум м у своих входов [5].
С труктура классиф икатора для общ его случая представлена на рис. 2.
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Рис. 2. Структура нейронной сети, обучаемой методом экстремального обучения
■ Pi ■ ■ P11 • P  1• • 1 Pm
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О бучение классиф икатора происходит за счет подачи N  заранее подготов­
ленны х прим еров, для каж дого из которы х задана пара векторов (Pj , Yj ) ,  j  = 1, ..., N, 
где Pj  -  j -й входной вектор признаков, содерж ащ ий m = 4 составляю щ их, описанны х 
выш е, а Yj  -  j -й вы ходной вектор классов с k = 4 составляю щ им и.
Входны е векторы  признаков образую т м атрицу входны х значений P  класси­
ф икатора, имею щ ую  разм ерность N x m, m -  количество водны х нейронов:
P =
Вы ходны е векторы  классов образую т м атрицу вы ходны х значений Y  класси­
ф икатора, имею щ ую  разм ерность N x k , k -  количество вы ходны х нейронов:
Y =
М атрица входны х весов нейронов скры того слоя w  представлена следую щ им  
образом:
w =
'  Y i ' '  Y 1 1  •
1
Y1




W • W 1m
W L _ 1
W 
•
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г д е  W i  -  в е к т о р  в х о д н ы х  в е с о в  i - г о  н е й р о н а  с к р ы т о г о  с л о я ,  i  =  1 ,  . . . ,  L ,  L  -  к о л и ч е с т в о  
н е й р о н о в  с к р ы т о г о  с л о я .
В  с л у ч а е  п р и м е н е н и я  м е т о д а  э к с т р е м а л ь н о г о  о б у ч е н и я  в х о д н ы е  в е с а  W i j  и  п о ­
р о г  b i  д л я  к а ж д о г о  i - г о  н е й р о н а  с к р ы т о г о  с л о я  з а д а ю т с я  с  п о м о щ ь ю  г е н е р а т о р а  с л у ­
ч а й н ы х  в е л и ч и н :
W  =  r a n d o m ( - 1 . . . 1 ) ,
Ь  =  r a n d o m ( 0 . . . 1 ) .
М а т р и ц а  в ы х о д н ы х  в е с о в  н е й р о н о в  с к р ы т о г о  с л о я  P ,  и м е ю щ а я  р а з м е р н о с т ь
L x k :
в  =
"А " А„ . .. P\k
А  _ Al 1 . .. PLk  _L^k
(2)
г д е  P i  -  в е к т о р  в ы х о д н ы х  в е с о в  i - г о  н е й р о н а  с к р ы т о г о  с л о я ,  i  =  1 ,  . . . ,  L .
В ы х о д н о й  в е к т о р  Y j  в ы ч и с л я е т с я  к а к
L
Yj =2 в,G(w,Pj + b,), j  = 1,2,..., N ,
1=1
и л и  в  м а т р и ч н о м  в и д е
Y  =  Н в ,  ( 3 )
г д е  H  -  м а т р и ц а  в ы х о д н ы х  з н а ч е н и й  н е й р о н о в  с к р ы т о г о  с л о я ,  и м е ю щ а я  р а з м е р ­
н о с т ь  N x  L ,  N  -  к о л и ч е с т в о  п р и м е р о в ,  L  -  к о л и ч е с т в о  н е й р о н о в  с к р ы т о г о  с л о я :
i G ( w x р  +  b 1 )  . . .  G ( w l p  +  b L )
H  =  '
NxL_G ( W 1 P N  +  b 1 )  -  G ( W L P N  +  b L  ) _
г д е  ф у н к ц и я  G  я в л я е т с я  с и г м о и д а л ь н о й  ф у н к ц и е й :
G(w, P. + bi) = -----------1------------ .
j  1 + e x p ( w P  + b )
О б у ч е н и е  с е т и  з а к л ю ч а е т с я  в  в ы ч и с л е н и и  м а т р и ц ы  в ы х о д н ы х  в е с о в  н е й р о н о в  
с к р ы т о г о  с л о я  P п о  ф о р м у л е :
в  =  Н  + Y , ( 4 )
г д е  Н  + =  ( H T H )  1 H T  -  п с е в д о о б р а т н а я  м а т р и ц а  ( м а т р и ц а  М у р а - П е н р о у з а )  д л я  с л у ­
ч а я  н е в ы р о ж д е н н о й  м а т р и ц ы  H .
И з  т е о р и и  м а т р и ц  [ 6 ]  и з в е с т н о ,  ч т о  в ы р а ж е н и е  ( 4 )  я в л я е т с я  н а и л у ч ш и м  п р и ­
б л и ж е н н ы м  р е ш е н и е м  у р а в н е н и я  ( 3 )  п о  м е т о д у  н а и м е н ь ш и х  к в а д р а т о в ,  ч т о  п о з в о ­
л я е т  и з б е ж а т ь  л о к а л ь н ы х  м и н и м у м о в  п р и  о б у ч е н и и  с е т и .
К о г д а  н е й р о н н а я  с е т ь  о б у ч е н а ,  т . е .  п о  ф о р м у л е  ( 4 )  н а й д е н а  м а т р и ц а  в ы х о д ­
н ы х  в е с о в  н е й р о н о в  с к р ы т о г о  с л о я  P, п р и  п о д а ч е  н а  в х о д  с е т и  в е к т о р а  п р и з н а к о в  P, 
н е  с о д е р ж а в ш е г о с я  в  о б у ч а ю щ е й  в ы б о р к е ,  в ы х о д н о й  в е к т о р  в ы ч и с л я е т с я  н а  о с н о в е
( 2 ) .  З а т е м  п о  ф о р м у л е  ( 1 )  в ы ч и с л я е т с я  н о м е р  к л а с с а  T ,  к  к о т о р о м у  о т н о с и т с я  в х о д ­
н о й  в е к т о р .
П р и  п о я в л е н и и  н о в ы х  о б у ч а ю щ и х  п р и м е р о в  и  п р и  в о з н и к н о в е н и и  н е о б х о д и ­
м о с т и  п е р е о б у ч и т ь  с е т ь  с н о в а  ф о р м и р у е т с я  в х о д н а я  м а т р и ц а  P ,  в ы х о д н а я  м а т р и ц а  Y  
и  п о  ф о р м у л е  ( 4 )  п е р е с ч и т ы в а е т с я  м а т р и ц а  в ы х о д н ы х  в е с о в  н е й р о н о в  с к р ы т о г о  с л о я  
P. Н е о б х о д и м о  о т м е т и т ь ,  ч т о  п р и  б о л ь ш о м  к о л и ч е с т в е  о б у ч а ю щ и х  п р и м е р о в ,  т р е б у ­
е т с я  в ы ч и с л е н и е  п с е в д о о б р а т н о й  м а т р и ц ы  б о л ь ш о г о  р а з м е р а ,  о д н а к о  э т у  о п е р а ц и ю  
п о з в о л я ю т  э ф ф е к т и в н о  п р о и з в о д и т ь  с у щ е с т в у ю щ и е  б и б л и о т е к и  а л г о р и т м о в  л и н е й ­
н о й  а л г е б р ы ,  н а п р и м е р  L A P A C K  [ 7 ] .  В  з а в и с и м о с т и  о т  з а д а ч и  м о ж н о  т а к ж е  о г р а н и ­
ч и в а т ь  к о л и ч е с т в о  о б у ч а ю щ и х  п р и м е р о в .
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Точность классиф икации находится как процент правильно класси ф иц иро­
ванны х примеров:
(
Q = 1 -  —N
А
•100% , 5 )
где N  -  количество неправильно классиф ицированны х прим еров (для которы х н е ­
верно вы числен номер класса T), N  -  общ ее число примеров.
За оценку точности вы числения вы ходной м атрицы  мож но такж е принять 
среднеквадратическое отклонение полученной вы ходной м атрицы  Y* от эталонной 
вы ходной м атрицы  Y , задаваем ой обучаю щ ей вы боркой из N  примеров:
1
n ' (Y -  Y ) 2 . 6)
Рассм отрим  для примера работу классиф икатора основанного на методе эк с­
трем ального обучения на обучаю щ ей выборке, входны е векторы признаков P j  кото­
рой имею т две составляю щ ие {P 1, P 2}. Данны е векторы  признаков необходимо отне­
сти к одном у из двух классов T  = {1, 2}. При этом рассм атривалась нейронная сеть с 
двумя входны ми нейронами, 30-ю нейронами скры того слоя с сигмоидальной ф унк­
цией активации и 2-мя вы ходны ми нейронами с линейной функцией активации.
Н а рис. 3 -  рис. 5 представлены  результаты  работы  классиф икатора на р а з­
ны х обучаю щ их вы борках. П рим еры  отм еченны е «крестом» относятся к классу 1, 
отм еченны е «круж ком» -  к классу 2.
Для линейно разделим ой обучаю щ ей вы борки, представленной на рис. 3а, 
точность работы  классиф икатора, вы численная по ф орм уле (5) составила 100% , в е ­
личина среднеквадратического отклонения, найденная в соответствии с (6), 
равна 0,0322.
Для обучаю щ ей вы борки, представленной на рис. 4а, требую щ ей н ел и н ей н о­
го разделения на классы , точность работы  классиф икатора составила 98,41%  , сред­
н еквадратическое отклонение -  0,3518.
Рис. 3. Результат работы классификатора на линейно разделимой обучающей выборке: 
а -  обучающая выборка, б -  результат классификации с применением метода
экстремального обучения
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Рис. 4. Результат работы классификатор на линейно неразделимой обучающей выборке: 
а -  обучающая выборка, б -  результат классификации с применением метода
экстремального обучения
Для случая повы ш енной заш ум ленности обучаю щ ей вы борки (рис. 5) то ч ­
ность классиф икации сниж ается и составляет 91,43% , средн еквадрати ческое отк л о­
нение -  0,5731.
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Рис. 5. Результат работы классификатора на обучающей выборке с повышенной 
зашумленностью: а -  обучающая выборка, б -  результат классификации 
с применением метода экстремального обучения
При реш ении задачи классиф икации областей изображ ения входны м  и зо б ­
раж ением  является ф отограф ия процесса обж ига разм ером  8 0 0 x60 0  пикселей, оно 
разбивается на области разм ером  20 x20  пикселей, таким  образом , им еется 1200 о б ­
ластей изображ ения. Объем обучаю щ ей вы борки составляет 600 областей и зо б р а­
ж ения, объем тестовой вы борки -  такж е 600 областей.
Скрытый слой имеет 30 нейронов с сигм оидальной ф ункцией активации. Т а ­
кое количество нейронов обеспечивает для данной структуры  сети и метода обучения 
максимальную  точность классиф икации на тестовой вы борке и приемлемую  точность 
на обучаю щ ей вы борке -  соответственно 90,5% и 92,33%, что показано на рис. 6.
Работа сети, обучаем ая м етодом  экстрем ального обучения (ELM ), с помощ ью  
пакета M ATLAB сопоставлена с ф ункционированием  нейронны х сетей, обучаем ы х 
другим и ш ироко прим еняем ы м и способам и: м етодом  опорны х векторов ( SVM ) [8], 
вероятностной нейронной сетью  (PN N ), м етодом  обратного распространения ош и б­
ки (BP) для двухслойной нейронной сети и радиально-базисной сетью  [9] (таблица).
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Н еобходим о отм етить, что обучение нейронной сети на основе м етода эк стр ем ал ь­
ного обучения превосходит другие способы , как по бы стродействию , так и по то ч н о ­
сти классиф икации и на обучаю щ ей, и на тестовой вы борке.
Рис. 6. Точность классификации при разном количестве нейронов скрытого слоя 
в нейронной сети, обучаемой с помощью метода экстремального обучения
Таблица
С р авн ен и е м етодов 














1 Метод экстремального обуче­
ния (ELM) 9 2 ,3 3 9 0 ,5 7 ,8
2 Метод опорных векторов 
(SVM) 89,83 88,5 15,6
3
Вероятностная нейронная 
сеть (PNN) 9 0 ,5 89,67 31 ,2
4
Метод обратного распростра­
нения ошибки (BP) 89,67 8 8 ,3 3 4 8 3 ,6
5 Радиально-базисная сеть 9 1 ,3 3 8 9 ,1 7 4 9 9 ,2
Время обучения получено с прим енением  пакета M ATLAB и указано для 
ком пью тера с четы рехъядерны м  процессором  Intel Core i5-2500S с частотой 2,7 ГГц, 
О ЗУ 4 Гб, с установленной 64-разрядной операционной систем ой W indow s 7.
Р езультат классиф икации областей изображ ения процесса обж ига с п р и м е­
нением м етодом  экстрем ального обучения нейронной сети приведен на рис. 7, для 
наглядности вы браны  только три признака (текстурны е характеристики), р ассм от­
ренны х вы ш е {P 1, P 2, P 4}.
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Рис. 7. Результат работы классификатора: а -  обучающая выборка, б -  результат 
классификации с применением метода экстремального обучения нейронной сети
Полученная классификация областей изображения приводит к сегментации 
изображения процесса обжига, представленной на рис. 8.
а)  ^ б)
Рис. 8. Результат классификации областей изображения: а -  эталонная классификация 
областей изображения размером 20x20 пикселей на классы: 1- факел, 2 -  материал,
3 -  футеровка, 4 -  корпус и горелка печи, б -  результат классификации 
с применением метода экстремального обучения
Таким  образом , рассм атриваем ы й классиф икатор на основе метода эк стр е­
м ального обучения обеспечивает прием лем ое качество разбиения областей и зобр а­
ж ения на классы  и вы сокое бы стродействие, что дел ает его привлекательны м  для 
реш ения задач классиф икации в составе систем технического зрения, работаю щ их в 
реж им е реального времени. Кром е того рассм отренны й м етод мож ет бы ть при м е­
нен для распознавания изображ ений в си стем ах технического зрения м обильны х 
роботов, что позволяет повы сить ж ивучесть м обильного робота за счет р асп озн ава­
ния и оценки визуальной инф орм ации об окруж аю щ ей среде [10].
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APPLICATION OF EXTREME LEARNING MACHINES 
FOR CLASSIFICATION OF IMAGE AREAS
Belgorod State 
Technological University 
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In creation machine vision systems for industrial applications, 
working in real time, it is important to use effective methods of image 
recognition. This article describes a method of classification of an 
image areas, based on a learning feedforward neural network with 
extreme learning machine (ELM). Determined the number of neurons 
in the hidden layer of the neural network that provides the highest 
classification accuracy on a test set and an acceptable accuracy for the 
training set. Made a comparison of the method with support vector 
machines (SVM), probabilistic neural network (PNN), error back- 
propagation for two-layer neural network and radial-basic network. It 
shows the advantage of the method of classification using the extreme 
learning machine as on computational speed, and accuracy.
Keywords: extreme learning machines, neural networks, classi­
fication, image area, recognition.
