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Abstract The creation of a suitable wide area monitoring
system (WAMS) is widely recognized as an essential
aspect of delivering a power system that will be secure,
efficient and sustainable for the foreseeable future. In Great
Britain (GB), the deployment of the first WAMS to monitor
the entire power system in real time was the responsibility
of the visualization of real time system dynamics using
enhanced monitoring (VISOR) project. The core scope of
the VISOR project is to deploy this WAMS and demon-
strate how WAMS applications can in the near term pro-
vide system operators and planners with clear, actionable
information. This paper presents the wider scope of the
VISOR project and the GB wide WAMS that has been
deployed. Furthermore, the paper describes some of the
WAMS applications that have been deployed and provides
examples of the measurement device performance issues
that have been encountered during the project.
Keywords Model validation, Line parameter estimation,
Subsynchronous oscillation, Subsynchronous resonance
synchronized measurement technology, Wide area
monitoring
1 Introduction
Wide area monitoring systems (WAMSs) represent the
future of power system monitoring [1, 2] and several recent
reports on wide area blackouts have stated that they may
contribute to limiting the likelihood and severity of similar
blackouts in the future [3, 4].
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A WAMS enables the real-time monitoring of power
system dynamics by bringing together new developments
in the fields of measurement, communication and com-
puting [5]. Measurements of voltage and current phasors
are recorded by phasor measurement units (PMUs) instal-
led across a wide area power system and time tagged at the
point of measurement using a common time reference (e.g.
using GPS). Synchronizing the angle measurements to a
common time reference allows them to be combined into a
single data record in real time that represents a snap shot of
the system at that time, which with existing technology is
updated at a rate of up to once per cycle. With suit-
able supporting communication and computing resources a
sequence of these snap shots can be used to visualize
system dynamics in real time.
However, these synchronized snap shots can be used for
far more than visualization of dynamics. Advances in the
computing resources available to power system engineers
have enabled the development of a wide range of new
algorithms that process WAMS data online to support the
operation of power systems. Examples of these online
WAMS applications include the real time estimation of
oscillation parameters (e.g. inter area oscillations), the
dynamic rating of transmission lines, and hybrid and linear
state estimation.
Furthermore, the synchronized nature of WAMS data
means that it is ready for immediate use as part of offline
applications (e.g. post mortem analysis of events and
model validation) without the need for engineers to per-
form time consuming and error prone manual time
alignment.
However, given the complexity of a WAMS and the
significant capital and operational expenditure that will be
associated with any large scale WAMS deployment, the
cost effectiveness of WAMS is yet to be demonstrated
sufficiently for business as usual deployment in GB.
The VISOR project is a GB innovation project led by SP
Energy Networks (SPEN) that brings together the three GB
transmission system owners (SPEN, National Grid and
SSE), the GB system operator (National Grid), researchers
(The University of Manchester) and vendors (GE Grid
Solutions). The core goal of VISOR is to create the first
WAMS that monitors the entire GB system and then to use
this WAMS to showcase the tangible benefits of WAMS
applications to GB system.
VISOR is an innovation project; in the context of GB
this means that VISOR is funded using customer money
that is released through the network innovation competition
(NIC) [6]. Innovation funding allows the transmission
owners/operator in GB to trial new technologies/arrange-
ments that are not yet ready for business as usual deploy-
ment, without violating their obligation to provide a cost
effective, high quality and secure supply of electricity.
Therefore, the motivation for VISOR project is to help
build the case for business as usual deployment of WAMS
in the GB system. An innovation project is necessary to
achieve this because, whilst the many potential operational
benefits of WAMS are well reported, the tangible business
benefits of most WAMS applications are yet to be
demonstrated and quantified in practice. More details about
the VISOR project can be found in the initial project
submission [7].
Furthermore, at this time, an accepted common WAMS
architecture or standardized approach for developing a
WAMS does not exist [8]. So, it is necessary to investigate
how best to design and deploy a WAMS for GB system.
VISOR will focus on the role of WAMS in the following
areas of power system monitoring, operation and planning.
1) Monitoring and alarming for subsynchronous oscilla-
tions (SSO) in the frequency range of 0.002–46 Hz.
2) Localizing the source of SSO.
3) Dynamic model validation.
4) Reducing the impact of uncertainty on security limits.
5) Hybrid state estimation (HSE).
6) Line parameter estimation (LPE) using PMUs.
7) Optimal placement of synchronized measurement
technology (SMT) for monitoring SSO.
8) Laboratory testing of SMT.
The paper is structured as follows. Section 2 introduces
the GB power system. Section 3 presents the WAMS that
is being deployed by the VISOR project and introduces the
waveform measurement units (WMUs) that are being tri-
aled for the first time as part of it. Section 4 describes some
of the applications that are being studied as part of VISOR.
Finally, Section 5 provides examples of some of the device
performance issues that have been encountered during the
project and Section 6 concludes the paper.
2 GB power system
The GB power system is an isolated power system with
no synchronous connections to neighboring power systems,
although it does have HVDC connections to the power
systems in Northern Ireland (500 MW), the Republic of
Ireland (500 MW), France (2000 MW), and the Nether-
lands (1 GW). It is a winter peaking system with a nominal
frequency of 50 Hz, peak demand of approximately
53 GW and installed generation capacity of 80 GW.
Like most systems in the world, the GB power system is
experiencing a time of significant change, including [9]:
1) The closure of many large thermal generators.
2) The first installations of fixed and thyristor controlled
series compensation (TCSC).
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3) Increasing HVDC interconnection to neighboring
power systems.
4) The first installation of HVDC in parallel to the
existing AC system.
5) Construction of large offshore wind farms.
6) Increasing penetration of distributed generation (par-
ticularly solar PV and wind).
7) New gas and nuclear power plants will be significantly
larger in terms of MW rating than existing plant.
Many of these changes are driving a profound shift in the
generation mix of the GB power system, which is raising
concerns about the reduction in system inertia, variation in
fault levels and the management of voltage [10]. An
example of the impact these changes are already having on
the GB power system is the increase in the size of the largest
credible single loss of infeed from 1320 to 1800 MW.
The GB system contains a single transmission system
operator (National Grid SO) and three different transmis-
sion owners (National Grid Electricity Transmission
(NGET)—England and Wales, SPEN—South of Scotland,
and SHE Transmission—North of Scotland). The power
flow between these transmission owner areas can usually
be characterized by a significant flow of power from low
cost generation in Scotland to the load centers in England.
The boundary between these areas is called Boundary 6
(B6) of the GB power system. The changing generation
mix in GB (primarily the connection of significant quan-
tities of wind generation in Scotland) will further increase
the required power flow on this boundary if the load is to be
served at minimum cost.
2.1 Boundary 6
The SPEN system is connected to the NGET system in
the North of England via two double 400 kV AC circuits.
These circuits, referred to as the East and West Intercon-
nections, along with some neighboring circuits at 132 kV,
make up the Anglo-Scottish constraint boundary (B6). This
boundary is shown in Fig. 1 and marked in the figure are the
locations of the series compensation, both fixed and thyristor
controlled, and intra-network HVDC link on the west coast
that will be installed to enhance the B6 boundary.
The boundary is stability limited to around 2500 MW,
requiring security under contingency of either the eastern
or western interconnectors. The limit can be increased to
approximately 3300 MW with the arming of an operational
tripping scheme (OTS). At day-ahead timescales the
maximum capacity of the boundary is required to be
planned such that the system does not experience any
instability, unacceptable voltage condition, or overloading
of any network assets for any credible system fault. The
Security and Quality of Supply Standard (SQSS) defines
the limits for these conditions [11], specifically it defines
system instability in terms of pole slipping and poor
damping.
In order to accommodate the increasing volumes of
wind power connecting to the Scottish network, a program
of upgrades to the capability of B6 is in progress. The
connection of TCSC, fixed series compensation (FSC) and
intra-network HVDC links should see the limit increase to
6600 MW by 2017; these enhancements are marked in
Fig. 1. In line with National Grid’s Gone Green 2014
scenario, the requirements of B6 could be greater than
11 GW by 2035 [9].
With the continued schedule of changes to the GB
transmission system from growing renewable deployment
and increasing variability in power flows, a robust and
ongoing system monitoring solution is required. The study
of how WAMS can increase the secure power flow on this
boundary is one of the key aspects of the VISOR project.
3 VISOR WAMS
The GB wide WAMS that VISOR is deploying builds
upon previous WAMS deployments within SPEN and
NGET with the goal of providing visibility of all three
transmission owner (TO) areas to the GB SO.
A schematic of the VISOR WAMS is presented in
Fig. 2, this shows how the existing WAMS assets in GB
have been integrated into the VISOR WAMS.
Initially the communication between each of the three
new TO level data centers and the SO level data hub will
use an IPSec link. However, during the course of the
project a MPLS link will be established between the SPEN
data center and the data hub to accommodate the larger
amount of data that will be streamed from this TO network.
3.1 Waveform measurement unit
The majority of the measurement devices in the VISOR
WAMS will be PMUs. PMUs are the most widely used
Fig. 1 B6 reinforcements
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synchronized measurement device [5]. However, an inno-
vative feature of the VISOR WAMS is that it will include
the first live trial of a 200 Hz WMU that is fully C37.118.2
compliant, which will be used to monitor SSO up to 46 Hz
in real time. Once complete, the VISOR WAMS will
receive real-time data streams from approximately 60
PMUs and 10 WMUs.
The WMU is a synchronized measurement device that
provides point-on-wave measurements at a rate of 200 Hz.
For clarity, Fig. 3 provides a comparison of the output of a
PMU and a WMU when exposed to a 10 Hz oscillation.
These waveform measurements are then streamed using the
analogue value data type that is defined in the IEEE
C37.118.2 standard [12]. The trial of this device forms a
key aspect of VISOR, as it can provide visibility of sub-
synchronous oscillations that cannot be accurately reported
by 50 Hz PMUs, which are limited to 25 Hz by the Nyquist
limit and to around 10–20 Hz by the length of window
used for ensuring robust phasor calculation.
The number of measurement devices installed as part of
VISOR had to be carefully considered. This was to ensure
that the level of expenditure was appropriate. This was
particularly challenging, as the exact number of PMUs/the
PMU placements required for many of the considered
applications has not, at this time, been defined. This means
that the number of PMUs installed may be insufficient to
support some of the applications at the innovation level
and/or the production level (i.e. as part of business as usual
operation of the GB system). One of the key roles of
VISOR is to assess the PMU support required for each
application to provide a tangible benefit to the GB system.
This understanding will then inform the creation of a
roadmap for WAMS deployment in GB. The scale and
complexity of a WAMS means that a proper roadmap is
vital for their deployment [13, 14]. A roadmap will help to
ensure that the WAMS is designed and built optimally
(both in terms of expenditure and performance). Therefore,
a roadmap of this nature is one of the essential outputs of
VISOR, as it will help ensure that any further WAMS
deployment in GB provides value for money to the
consumer.
4 VISOR applications
The VISOR WAMS will be used to demonstrate the
potential benefit that may be offered to the GB power
system in the near term by a selection of WAMS appli-
cations. Many WAMS applications have been deployed in
power systems and many more proposed, examples are
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Fig. 2 Schematic of VISOR WAMS
Fig. 3 Simulated comparison of output of a PMU and a WMU when
exposed to a 10 Hz SSO
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selected from those that have reached a sufficient degree of
maturity for use in the near term and based on the needs of
the GB power system.
4.1 Subsynchronous oscillation monitoring,
visualization, source location and alarming
The monitoring of oscillations has been broken down
into three ranges as part of VISOR, these are:
1) Very low frequency (VLF): 0.002–0.1 Hz.
2) Low frequency (LF): 0.1–4 Hz.
3) Subsynchronous (SS): 4–46 Hz.
Applications are being deployed within the VISOR
WAMS to deliver real time monitoring, visualization and
alarming of all three ranges. Furthermore, a new applica-
tion is being deployed that can, in real time, locate the
source (or the measurement location closest to the source)
of oscillations in the 0.002–4 Hz range.
4.1.1 VLF monitoring
The monitoring of the VLF range is of interest in the GB
system due to the changes that are occurring in the gen-
eration mix and the increasing reduction and variation in
system inertia.
Real time monitoring of the VLF range of oscillation is
within the capabilities of the existing measurement tech-
nology. However, it has not been widely pursued to date
because the parameter estimation methods deployed have
had their performance tuned to the LF range, as this con-
tains the inter area oscillations that have been the most
relevant concern for most operators.
Simply extending the band over which the existing
methods are expected to accurately estimate the parameters
of any oscillation would require the use of a longer data
window, to accurately capture the longer period of the VLF
oscillations, which would delay detection of LF oscillations
and limit the accuracy of the estimation of their parameters.
Therefore, it is preferable to develop a separate monitoring
approach to capture these oscillations. However, the con-
cern over these VLF oscillations is not sufficient to justify
the cost of this development as part of business as usual.
Therefore, as an innovation project, VISOR is trialing the
deployment of a dedicated VLF monitoring tool. By
installing this monitoring now it may be possible to
benchmark the VLF modes in the GB system and then
study how they vary as the system evolves.
The VLF monitoring method processes measurements
of frequency to estimate the amplitude and phase of the
dominant oscillation in the VLF range. The common mode
nature of VLF oscillations in power systems makes the
phase difficult to estimate and success is dependent on
having high resolution frequency measurements. Damping
is not estimated, as the long periods of VLF oscillations
makes it difficult to estimate accurately and of questionable
value.
4.1.2 SS monitoring
The monitoring of SS oscillations in the range of
4–46 Hz is of interest in the GB power system due to the
recent installation of the first FSC in the GB power system.
This FSC is installed in a relatively meshed part of the
system where there are a number of long shafted genera-
tors, HVDC will soon be commissioned and an increasing
number of wind turbines will be connected. This raises
concerns over the possibility for:
1) SS resonance (SSR): series compensation interacting
with generator torsional modes [15].
2) SS control interactions (SSCI): series compensation
interacting with controllers [16].
3) SS torsional interactions (SSTI): power electronic con-
verters interacting with generator torsional modes.
Extensive studies have been performed to verify that this
FSC should not introduce any undesirable interactions.
However, it is still of value to study the role that moni-
toring can play in alarming against any interactions and
understanding the oscillations that exist in this range,
which has not been previously studied using synchronized
wide area measurements.
This range has not been studied using synchronized wide
area measurements before because it is beyond the Nyquist
limit for almost all PMUs (25 or 30 Hz), as they report
measurements once per cycle. VISOR is able to study this
range because of the trial of the WMU (described in Sect.
3.1). An example of the oscillatory behavior observed in the
GB system over a month is presented in Fig. 4.
It can be seen in Fig. 4 that the torsional modes are
observed, albeit with varying rates of occurrence. Marked
with an A in Fig. 4 is a mode with variable frequency,
which is suggestive of control behavior. This is regularly
observed at various locations and its occasional proximity
to a torsional mode warrants further investigation. The
detected modes will tend to be different depending on if the
current or voltage is processed; this demonstrates the need
to monitor both types of signal.
The detected oscillations are generally considered to be
small and well-damped, with the majority in the region of
2 V and 0.1 A at the 400 kV level.
4.1.3 Source location for 0.002–4 Hz range
The monitoring of the LF range is already part of day to
day operation in GB and elsewhere [17, 18]. However, the
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addition of source location to this existing monitoring
would enable operators and planners to understand the
source of any oscillations. This understanding could then
be used as the basis for the development of tailored miti-
gating actions that target the specific source of the oscil-
lation (e.g. a specific generator) and not just the symptoms
of this oscillation (e.g. the power flow on a certain corri-
dor). It is reasonable to expect that these tailored solutions
will be more efficient than general solutions. This is
attractive to the operator, as the management of oscillations
will commonly involve limiting corridor flows and this will
increase the cost of operation. Furthermore, especially in a
market driven environment, it is attractive for those entities
that are responsible for an operational issue to bear the
responsibility for changing their behavior to prevent it.
Source location methods have been presented that use
energy-based methods [19, 20]. These methods depend
upon measurements of the power flow to trace oscillations
to their source. However, power flow based tracing requires
PMU observability of the power flows at the potential
sources to function correctly, which limits their practical
use in power systems with sparse PMU monitoring or for
oscillations where the sources are unmonitored. Other
methods use offline statistical analysis [21] of system data
(e.g. dispatch, power flow measurements, estimated oscil-
lation parameters) to identify correlations between oscil-
lations and certain operating conditions, which may
indicate a source location if a causal relationship can then
be established through further investigation. These meth-
ods are well suited for source location with respect to
oscillations that have repeat occurrences. However, by
their nature, they are not suitable for online application or
for dealing with oscillations that occur less frequently, due
to a lack of sufficient data. This may be of concern for
future systems that have far greater range of operating
conditions and possible oscillatory interactions.
The source location method demonstrated within
VISOR includes the novel use of voltage angles from
PMUs. The source locations are identified using the rela-
tive phase of the measurements. A location with leading
oscillation phase indicates a ‘‘source’’, i.e. it is reducing the
damping of the mode, whilst a lagging phase indicates a
‘‘sink’’, i.e. it increases the mode damping.
In the case of opposing-phase oscillations, e.g. an inter-
area mode, the measurement locations are first separated
into two coherent groups. The relative phase for each
measurement is then calculated with respect to the average
phase for its group. If the average phase of one group leads
the average phase of the other group significantly then the
most leading location within the leading group is consid-
ered to be the source of the oscillation. If neither group has
a significant lead, then the leading members of each group
are candidate sources.
The method has been applied to several offline study
cases [22] and forms part of an online application in
VISOR, by using phase angles the method is able to per-
form well in systems with only sparse measurements.
4.2 Dynamic model validation
Model based simulation of dynamic behavior is critical
to the proper planning and operation of a power system. It
is used for both steady state and post-fault contingency
analyses to determine if the system is operating within
security margins and quality of supply standards. Model
inadequacies can thus have real and significant conse-
quences for the power system. Overly conservative limits
can lead to costly inefficient operation, whilst misleading
stability assessment results can lead to separation or
blackout, as in [23]. Validation and improvement of system
models is therefore vital, and is likely to only become more
challenging and resource intensive with the increasing
complexity of power system plant, protection and control
schemes and the range of possible operating conditions as
we move toward a low carbon future.
WAMS data is ideally suited to model validation, being
a continuous time-aligned record of steady-state and dis-
turbed power system. It removes much of the effort and
risk of error associated with collating other forms of data
such as triggered fault records (which may be accurately
timestamped but have different start/end times). Two main
model validation approaches are raised in the literature
[24–27]: system-wide and subsystem.
The system-wide approach uses simulations of the
complete power system, and attempts to replicate the sce-
nario under study by recreating it as a sequence of events
(e.g. a line loss), validating the simulation results against
WAMS data. This relies on accurate event reconstruction
from records—in order to be sure that any observed
Fig. 4 Comparison of monitored frequency content and known
modes
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discrepancies are due to the model rather than an unrep-
resentative simulation.
Subsystem model validation uses PMU measurements at
the boundaries between a subsystem (e.g. generator) and
the rest of the system to excite only the subsystem model.
This effectively mimics the conditions the subsystem was
exposed to during the scenario and validates the subsystem
model using the PMU measurements recorded within it. A
disadvantage of this approach, which has been encountered
during VISOR, is that it is limited in application to sub-
systems that are fully bound by PMU measurements.
VISOR will assess the potential for validation of the GB
system models using both of these approaches, with data
from the VISOR WAMS. Furthermore, the extent to which
SSO as well as small and large-signal behavior observed by
VISOR is replicated in the system model will be assessed.
4.3 Hybrid state estimation
State estimation was one of the first applications pro-
posed for synchronized phasor measurements [5]. Linear
state estimation uses a fully observable set of PMU mea-
surements to determine the system state using linear
equations and a non-iterative procedure. However, this
level of PMU monitoring is not feasible in the short to
medium term for the GB system. Therefore, VISOR is
focusing on the potential for HSE, where synchronized
measurements from PMUs and non-synchronized mea-
surements from remote terminal units (RTUs) are com-
bined by the state estimator into a hybrid calculation [28].
This may allow the benefits of synchronized phasor mea-
surements [29] to be realized without requiring a fully
observable linear state estimator.
The focus of the VISOR HSE work is on improving the
reliability of convergence, highlighted by the system
operator to be of most immediate value. A literature review
identified four main types of HSE: post processing, inte-
grated, fusion and distributed. A post-processing HSE
depends on the output of the existing state estimator and
thus cannot improve convergence; fusion requires full
PMU observability; and a distributed HSE uses local esti-
mates rather than directly improving the central SE. Thus it
was decided that VISOR would focus on the integrated
HSE, which offers improved convergence by combining
PMU data and SCADA data directly into a single, iterative
estimation procedure. A post processing HSE will also be
used as a means of comparison when assessing the accu-
racy improvement offered by the integrated HSE—which
despite the focus on convergence should not be ignored.
The next stage of work will use offline simulations of
IEEE benchmark systems to assess the improvements in
convergence offered by the different types of integrated
HSE: rectangular current, pseudo flows, pseudo voltage,
and constrained formulation.
4.4 Line parameter estimation
It has long been recognized that if phasor measurements
are available at both ends of a transmission line then it will
be possible to estimate the parameters of that transmission
line. Improving the accuracy of the line parameters used
when studying a power system could have real benefits to
many applications, e.g. stability assessment.
However, in practice delivering this estimation with
sufficient accuracy and robustness has proven challenging
due to factors like poor measurement quality, variations in
line construction and the inclusion of short cable runs in the
transmission corridor [30–32]. For example, for a typical
transmission line with an X/R ratio of 10, an angle error of
0.57 (equal to the maximum 1% total vector error given in
the C37.118.1 std) will result in a 10% error in the estimate
of resistance.
The method that is being demonstrated in VISOR is a
correlation based approach that has performed well when
provided with data of sufficient quality. The example of the
results achieved using measurements from PMUs in the GB
system is shown in Fig. 5. Figure 5 shows 7 days of esti-
mated resistance and reactance for a long line. Comparison
of these estimated values with the nominal value shows
that the method performs well in the presence of the
combination of systematic and random errors that appear in
actual power system measurements and are not considered
in much of the existing work on LPE [30–32]. Systematic
errors are a significant threat to LPE, as they will lead to
fixed errors that may contribute to errors in decision
making (e.g. when assessing a dynamic thermal line rat-
ing). Analysis of these results shows that the algorithm
performs more poorly during periods of low load and that
the algorithm has a bias toward overestimating the resis-
tance, this bears further investigation.
However, the results obtained by VISOR, so far, for data
from the GB power system have been limited by a shortage
of lines that have PMUs at both ends and performance
issues with the PMUs that are installed, e.g. angle drift and
poor anti-aliasing.
4.5 Laboratory testing of measurement devices
Whilst not an application, the laboratory testing of the
synchronized measurement devices that are in use within a
WAMS is critical. This is because a proper understanding
of the performance of these measurement devices is
essential to ensuring that any applications deployed will
perform reliably and correctly. Therefore, an ongoing
aspect of VISOR will be the assessment of the performance
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of these measurement devices in a laboratory environment.
This assessment will be tasked with identifying a baseline
for the performance of these devices and will use the test
setup presented in Fig. 6.
VISOR has performed a number of laboratory studies to
understand the performance of SMT in the presence of
subsynchronous oscillations.
One result of these studies is presented in Fig. 7. This
result represents the response of a PMU to a sinusoidal
voltage with fundamental frequency of 50 Hz and with six
separate additive oscillation with frequencies of 1, 5, 10,
20, 30 and 35 Hz and magnitude of 0.05 p.u. Each additive
oscillation was sustained for 25 seconds with a 5 second
gap between them to allow any transients to end before the
next additive frequency was introduced. This example
shows that when the additive oscillation is of a certain
frequency it will destabilize the phasor estimation over
time. For example, the response for a 10 Hz oscillation (the
third block of injection in Fig. 7) is initially stable but over
time the magnitude begins to fall and the frequency
increases.
For comparison, the results of applying a fast Fourier
transform (FFT) to the response of the WMU to these
additive signals are presented in Fig. 8. The proper
reporting of each frequency can be observed. However, the
magnitude of each oscillation is not the same. Further
analysis of these cases and other examples of the impact of
subsynchronous oscillations on PMU performance can be
found in [33].
Another example of the impact of subsynchronous
oscillations on the performance of PMUs can be seen in the
FFT analysis of the voltage magnitude reported by the four
PMUS in Fig. 9. In this case the PMUs have been exposed
to an additive 0.75 Hz oscillation.
PMU 2 and PMU 3 can be seen to wrongly report a 1.5
Hz oscillation for a 0.75 Hz injection. In contrast, the FFT
output for PMU 1 and PMU 4 shows that, although the
















































































































Fig. 7 PMU response to injection of a sequence of oscillations
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Fig. 8 FFT of WMU response to injection of a sequence of
oscillations
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2.4 Hz component is reported with similar amplitude.
Furthermore, PMU 1 reports similar amplitudes at 10 and
20 Hz.
Further description of this laboratory set up, particularly
the Java application developed, and examples of the results
from this testing can be found in [34–37].
5 Measurement device performance
Delivering the VISOR WAMS is an ambitious under-
taking, which requires the deployment of new sensors,
communication links and computing hardware. However,
deploying new assets is not the only challenge faced by
VISOR. Integrating the existing WAMS assets in GB into
the VISOR WAMS is an essential aspect of delivering the
breadth of monitoring necessary at an acceptable cost.
These assets were not used or maintained as part of a
production system (i.e. they did not contribute to the
everyday operation of the power system). Therefore, an
essential aspect of VISOR is assessing the performance of
these existing WAMS assets and incorporating them into
the VISOR WAMS. Many of these are older devices, not
initially designed for synchronized phasor measurement,
which have subsequently received firmware updates to
incorporate PMU functionality.
However, whilst this assessment is essential for incor-
porating the existing assets into the VISOR WAMS, it is
important that this assessment is not limited to the preex-
isting WAMS assets. It must become an ongoing task that
assesses the performance of new assets as they are
deployed and verifies that the performance of the WAMS,
or its component parts, does not degrade as the WAMS
expands during the course of the project.
For the most part the existing assets that were to be
incorporated into the VISOR WAMS were PMUs and
some of the issues encountered during this assessment
included: poor GPS reception, incorrect CT/VT wiring, and
poor performance of communication links.
Issues of this nature are unsurprising, given that most of
these assets were not used as part of a production system.
However, certain issues were encountered that may be of
more concern, as they are related to the measurement
performance of the PMUs. These included the poor per-
formance of internal clock oscillators, the unreported loss
of time synchronism, the quantization of measurements and
the intermittent failure to report measurements during
stressed system conditions.
5.1 Poor performance of internal crystal oscillators
The angular difference across a transmission line, as
reported by PMUs in the GB system is shown in Fig. 10.
The saw tooth shape of the trace in this figure is caused by
the poor performance of the crystal oscillator in one of the
PMUs.
The PMU receives a one pulse per second signal from a
GPS-locked time source. This is used as the basis for
measurement synchronization and is particularly important
as a reference for phase angle measurements. However,
between these pulses the internal PMU clock relies on a
crystal oscillator to maintain time and resets itself when the
next pulse is received. In this case, the oscillator is not able
to keep time correctly. Therefore, the PMU clock time and,
consequently, the angle measured by the PMU will drift in
the time between receiving the one pulse per second





























Fig. 9 Example of PMU response to a 0.75 Hz oscillation











Fig. 10 Angular difference across a transmission line observed when
internal crystal oscillator performs poorly
514 Peter WALL et al.
123
signals. This can be seen in Fig. 10, as the saw tooth resets
every second. This problem can be overcome by replacing
the crystal oscillator in the PMU and a maintenance pro-
gram to upgrade the affected PMUs has already begun.
5.2 Unreported loss of synchronization
The clear example of the output from a PMU that is not
properly synchronized is shown in Fig. 11. This loss of
synchronization went unreported by the WAMS. The
C37.118 standard [12] requires PMUs to be able to detect
and report the loss of their local synchronizing input. This
is essential to the proper performance of a WAMS, as any
error in the synchronization of the measurement devices
will be interpreted as power system behavior (e.g. a larger
or smaller angular separation) if it goes unreported.
The threat posed by the unreported loss of synchro-
nization may appear limited, as cases of unreported loss of
synchronization like those depicted in Fig. 11 appear trivial
to identify visually. However, smaller errors that go unre-
ported may not be as noticeable and may compromise the
performance of WAMS applications, particularly those that
depend on precise measurement of the relative angles
across the system, e.g. LPE or oscillation source location.
5.3 Quantization of frequency data
The comparison of the frequency reported by four
PMUs in the GB WAMS is shown in Fig. 12. From this it
is clear that PMU 2 and PMU 4 quantize their reported
frequency to a maximum precision of 0.00125 and
0.001 Hz, respectively. The cause of this quantization
appears to be different for each of the PMUs and in one
case is due to the frequency calculation approach and
hardware used in the PMU and in the other is due to the use
of 16-bit integer format. The former issue can likely be
overcome through a firmware upgrade of the device to
allow the reporting of floating point numbers, although this
will increase the bandwidth required by the PMU.
This quantization is within the 0.005 Hz accuracy
required by the C37.118.1 standard [12] and in terms of
monitoring large disturbances to the system frequency it is
not a barrier to the proper performance of the WAMS.
However, the quantization will prevent these PMUs from
being used for the detection and characterization of the
normal, low amplitude behavior of power system oscilla-
tions (e.g. inter-area oscillations) and from being used to
localize the source of an oscillation.
5.4 Quantization of current phasors
The quantization of the current magnitude and angle
reported by a PMU is shown in Figs. 13 and 14. This
quantization is caused by a combination of the measure-
ments being reported in rectangular form using 16-bit
scales integers and the large full scale deviation used for
the scaling of the current waveform. This large full scale
deviation is used because the PMU is an upgraded fault
recorder. Therefore, its primary role is the accurate mea-
surement of full fault current and not the precise mea-
surement of load current.
















Fig. 11 Example of output of an unsynchronized PMU
















PMU 1; PMU 2; PMU 3; PMU 4
Fig. 12 Frequency reported by four PMUs (quantization is
observable)
Fig. 13 Quantization of current magnitude measurements of PMU
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5.5 Intermittent failure to report measurements
The example of an interesting phenomenon that has
been observed in some of the PMUs installed in the GB
WAMS is shown in Fig. 15. This example is a large dis-
turbance in system frequency that occurred at approxi-
mately 10 seconds. The curve presented in red is the
numerical frequency value reported by a PMU that is
installed very close to the location of the disturbance. Two
features are evident: the transient in the PMU output
immediately after the disturbance and the rapid and false
fluctuation in frequency that begins at approximately 25 s
(shown in the inset of Fig. 15).
The first of these is due to the proximity of the PMU to
the disturbance and is unsurprising. However, the second is
of more interest. The inset in Fig. 12 shows that the PMU
alternates intermittently between reporting 50 Hz and
reporting seemingly accurate frequency measurements.
The periods where 50 Hz values are reported are due to the
PMU sending a default, ‘‘error’’ frame, which is correctly
marked as invalid by the PMU. This issue is believed to be
due to high processing load on the PMU, as a result of
processing and storing a record of the disturbance. These
error-tagged frames would be ignored by WAMS
applications. However, the data lost during the disturbance
is inconvenient, as this data is some of the data that would
be of most interest to the user.
5.6 Compatibility of monitoring devices
with the required communication protocols
The WMU being trialed as part of VISOR presently only
streams data using the user datagram protocol (UDP)
transport layer protocol, whilst the PMUs in the VISOR
WAMS use transmission control protocol (TCP). This
highlighted an important issue, as the use of UDP is not
accepted as part of a production system in GB, due to the
need for bi-directional opening of firewall ports.
For the purposes of an innovation level demonstration of
the WMU and the applications it enables, as part of the
VISOR project, this is not an obstacle. However, it must be
addressed before any roll-out of the WMU based applica-
tions as part of a production system in GB. It should be
noted that UDP is used in other WAMS worldwide, as it
has reduced bandwidth requirements compared to TCP and
enables the use of broadcast/multicast.
This situation is a good example of the value of inno-
vation projects as part of the process for delivering the
successful, efficient integration of new technologies into
the day to day operation of power systems.
6 Conclusion
The VISOR project seeks to create the first WAMS to
monitor the entire GB power system and based on this
showcase the benefits of WAMS to the GB system. The
ultimate goal of the VISOR project is to help build the case
Fig. 14 Quantization of current angle measurements of PMU
































Fig. 15 PMU sending invalid packets after a major disturbance
516 Peter WALL et al.
123
for business as usual deployment of WAMS in GB. The
paper details some of the WAMS applications that are
being developed within VISOR and presents some of the
results to date.
This paper also presents some of the issues that have
been encountered during the deployment and ongoing
review of the WAMS assets in GB. These issues are not
unexpected, given the non-production nature of the WAMS
in GB. However, they are indicative of the issues that will
be encountered during the staged deployment of WAMS. A
staged deployment is inevitable, due to the scale of a
WAMS and the scale of capital and operational expendi-
ture required to deliver a suitable WAMS
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