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GLOBAL EXISTENCE OF RENORMALIZED SOLUTIONS TO BOLTZMANN
EQUATIONS WITH INCOMING BOUNDARY CONDITION AND
NON-CUTOFF KERNEL
NING JIANG AND XU ZHANG
Abstract. We prove the existence of global renormalized solutions to the Boltzmann equation
in bounded domain with incoming boundary condition, with non-cutoff collision kernels. Thus we
extend the results of [1] for whole spaces or periodic domain to bounded domains endorsed with
incoming boundary condition.
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1. Introduction
The Boltzmann equation (or Maxwell-Boltzmann ) equation is an integro-differentiable equation
∂tf + v ·∇xf = Q(f, f) , (1)
which models the statistical evolution of a rarefied gas. In equation (1), f(t, x, v) is a non-negative
measurable function, which denotes the number density of the gas molecules at time t ≥ 0, at the
position x ∈ Ω, with velocity v ∈ RN , (N ≥ 2). Here Ω denotes the whole space RN , or a torus
T
N , or a bounded domain in RN . Furthermore, Q(f, f) is the collision operator whose structure is
described below.
In this work, the Boltzmann equation (1) is given an initial data which satisfies some natural
physical bounds (bounded mass, momentum, energy and entropy, etc.). More specifically,
f |t=0 = f0(x, v) in Ω× R
N , (2)
which satisfies
f0 ≥ 0 a.e. and
∫∫
Ω×RN
f0(1 + |x|
2 + |v|2 + | log f0|) dxdv <∞ . (3)
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The well-posedness of the Boltzmann equation (1) is a fundamental problem in mathematical
physics. Besides many results on the smooth solutions which required the initial data f0 is “small”
in some functional spaces, the first global in time solution with “large” data, i.e. the initial data
f0 satisfies (3): only some finite physical bounds, without any smallness requirements on the size
of f0, was proved in the celebrated DiPerna-Lions’ theorem [4] for Ω = R
N (with some minor
modifications, their proof works also for torus TN ).
Since in the natural functional spaces of the number density f(t, x, v), say L1 ∩ L logL, the
collision term Q(f, f) in (1) is not even locally integrable, which makes weak solutions to the
Boltzmann equation can not be defined in the usual sense. In stead, under the Grad’s angular
cutoff assumption and a mild decay condition on the collision kernel which we will describe in
details later, DiPerna and Lions defined the so-called renormalized solutions to the (1) and prove
that a sequence of renormalized solutions which satisfy only the physically natural a priori bounds
converge weakly in L1. From this stability they deduced global existence of renormalized solutions.
In [1], Alexandre and Villani studied the Boltzmann equation without Grad’s angular cutoff
assumption. They introduced a new renormalized formulation that allows the cross section to be
singular in both the angular and the relative velocity variables, which occur in long-range interac-
tions and soft potentials in particular Coulomb interaction. Together with some new estimates, they
prove global existence of renormalized solutions with defect measure. Again, Alexandre-Villani’s
results were proved for the whole space case.
Since the obvious importance in applications and theoretical research, extending the global ex-
istence results of DiPerna-Lions [4] and Alexandre-Villani [1] for whole space (and torus) to the
domain with boundary is a natural open question since then. A first complete answer in this di-
rection is due to Mischler [13], who proved global renormalized solution of the Boltzmann equation
with cutoff collision kernels in a bounded domain endowed with Maxwell reflection boundary con-
dition, based on some new observations on weak-weak convergence and his previous results on the
traces of kinetic equations [11, 12]. Maxwell in [10] proposed this boundary condition, which stated
that the gas molecules back to the domain at the boundary come one part from the specular reflec-
tion of the molecules escaping the domain, the other part from those entering the wall, interacting
with the molecules in the wall, and re-evaporating back to the domain with the thermal dynamical
equilibrium state of the wall. This boundary condition for the Boltzmann equation can be viewed
as an analogue of the Robin condition for the macroscopic equations. In fact, based on Mischler’s
global renormalized solutions constructed in [13], incompressible Navier-Stokes equations with sev-
eral boundary conditions can be justified [9, 14, 7]. In a forthcoming paper, we extend Mischler’s
result to the non-cutoff collision kernel case.
Another boundary condition for the kinetic equation is more direct: the number density of
the gas molecules back to the domain is prescribed. This is the so-called incoming boundary
condition, which has been widely used in applied fields. For more asymptotic analysis, including
how to derive the boundary conditions for the incompressible Navier-Stokes equations from the
Boltzmann equation with incoming data, see Sone’s books [15, 16]. To prove global renormalized
solutions to the Boltzmann equations with incoming boundary condition, for both the cutoff and
non-cutoff collision kernels, is the main concern of the current paper. We first introduce more
detailed information on the Boltzmann equation in particular the collision kernels and the boundary
conditions so that we can state our main results precisely.
1.1. Collision kernel of the Boltzmann equation. In the Boltzmann equation (1), Q is the
Boltzmann collision operator, which acts only on the velocity dependence of f quadratically:
Q(f, f) =
∫
RN×SN−1
(f ′f ′∗ − ff∗)b(v − v∗, ω)dv∗dω , (4)
INCOMING DATA 3
where f ′ = f(v′), f ′∗ = f(v′∗), f∗ = f(v∗) (t and x are only parameters), and the formulae{
v′ = v+v∗2 +
|v−v∗|
2 ω
v′∗ =
v+v∗
2 −
|v−v∗|
2 ω ,
yield a parametrization of the set of solutions to the conservation laws of elastic collision{
v + v∗ = v′ + v′∗
|v|2 + |v∗|2 = |v′|2 + |v′∗|2 .
Here v and v∗ denote the velocities of two particle before the elastic collision, and v′ and v′∗ denotes
the post-collision velocities. The nonnegative and a.e. finite weight function b(v − v∗, ω), called
cross-section, is assumed to depend only on the relative velocity |v−v∗| and cosine of the derivation
angle ( v−v∗|v−v∗| , ω). For a given interaction model, the cross section can be computed in a semi-explicit
way by solving a classical scattering problem, see for instance, [3]. A typical example is that in
dimension 3, for the inverse s-power repulsive forces (where s > 1 is the exponent of the potential),
if denoted by κ = v−v∗|v−v∗| and ω =
v′−v′∗
|v′−v′∗| ,
b(v − v∗, ω) = |v − v∗|γb(κ · ω) = |v − v∗|γb(cos θ) , γ = s−5s−1 , (5)
and
sin θb(cos θ) ≈ Kθ−1−s
′
as θ → 0 , where s′ = 2s−1 and K > 0 . (6)
Notice that, in this particular situation, b(z, ω) is not locally integrable, which is not due to the
specific form of inverse power potential. In fact, one can show (see [17]) that a non-integrable
singularity arises if and only forces of infinite range are present in the gas. Thus, some assumptions
must be made on the cross section to make the mathematical treatment of the Boltzmann equation
convenient.
There are basically two types of assumptions on the cross section. The main assumption by
DiPerna and Lions in [4] on the cross section was Grad’s angular cutoff, namely, that the cross
section be integrable, locally in all variables. More precisely, they assumed
A(z) =
∫
SN−1
b(z, ω) dω ∈ L1loc(R
N ) , (7)
together with a condition of mild growth of A:
(1 + |v|2)−1
∫
|z−v|≤R
A(z) dz → 0 as |v| → ∞ , for all R <∞ . (8)
However, although the Grad’s angular cutoff assumption (7) has been widely used in this field,
it is not satisfactory from the physical point of view. Indeed, as soon as one consider long range
interactions, even with a very fast decay at infinity, this assumption is not satisfied. A typical
example is the that of inverse s-power repulsive forces in dimension 3 mentioned before. The
function sin θb(cos θ) in (6) presents a non-integrable singularity as θ → 0. This regime corresponds
to grazing collisions, i.e. collisions in which particles are hardly deviated. Physically speaking,
these are the collisions between particles that are microscopically very far apart, with a large
impact parameter. Another complication arises when dealing with the Coulomb potential: For
s = 2 in dimension N = 3 as in (5), one finds a cross-section behaving like |v− v∗|−3 in the relative
velocity variable, hence not locally integrable as a function of the relative velocity (this is called
kinetic singularity). The DiPerna-Lions formulation can not handle this case, which is one of the
most important from a physical point of view.
In [1], Alexandre and Villani employed several new tools to treat both angular and kinetic
singularities and extended the DiPerna-Lions theory to very general, physically realistic long-range
interactions, including the Coulomb potential as a limit case. For the readers’ convenience, we list
below the non-cutoff assumptions made in [1] on the cross-section:
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(1) Borderline singularity assumption. Assume that the cross section has the following decom-
position:
b(z, ω) =
β0(κ · ω)
|z|3
+B1(z, ω), κ =
z
|z|
, (9)
for some nonnegative measurable functions β0 and B1, and define
µ0 =
∫
S2
β0(κ · ω)(1− κ · ω) dω , (10)
M1(|z|) =
∫
S2
B1(z, ω)(1 − κ · ω) dω , (11)
M ′1(|z|) =
∫
S2
B′1(z, ω)(1 − κ · ω) dω , (12)
where
B′1(z, ω) = sup
1<λ≤√2
B1(λz, ω) −B1(z, ω)
(λ− 1)|z|
.
We require that
µ0 < +∞ and M1(|z|), |z|M
′
1(|z|) ∈ L
1
loc(R
3).
(2) Behavior at infinity assumption. For 0 ≤ α ≤ 2, let
Mα(|z|) =
∫
S2
b(z, ω)(1 − κ · ω)
α
2 dω, κ =
z
|z|
. (13)
We require that for some α ∈ [0, 2], as |z| → ∞,
Mα(|z|) = o(|z|2−α) , and |z|M ′(|z|) = o(|z|2). (14)
(3) Angular singularity assumption.
B(z, ω) ≥ Φ0(|z|)b0(κ · ω), κ =
z
|z|
, (15)
where Φ0 is a continuous function, Φ0(|z|) > 0 if |z| 6= 0, and∫
S2
b0(κ · ω) =∞. (16)
For the inverse s-power repulsive forces in dimension 3, the above three assumptions together
allow the following range of parameters:
γ ≥ −3, 0 ≤ s′ < 2, s′ + γ < 2.
Note that when s = 2, γ = −3, which corresponds to Coulomb interaction. However, the
limiting case s = 2 is not suited for Boltzmann equation as the Boltzmann collision operator should
be replaced by the Landau operator in order to handle that situation (see [17]). We will consider
the boundary problem for Landau equation in a separate paper.
1.2. Boundary conditions. As mentioned before, the main concern of the current paper is to
extend Alexandre-Villani [1] theories for non-cutoff cross section to the bounded domain with
incoming boundary condition.
Let Ω be an open and bounded subset of RN and set O = Ω × R3 and OT = (0, T ) × Ω × R
3.
We assume that the boundary ∂Ω is sufficiently smooth. The regularity that we need is that there
exists a vector field n ∈W 2,∞(Ω ;RN ) such that n(x) coincides with the outward unit normal vector
at x ∈ ∂Ω. We define Σx± := {v ∈ RN ;±v ·n(x) > 0} the sets of outgoing (Σx+) and incoming (Σx−)
velocities at point x ∈ ∂Ω as well as Σ = ∂Ω× RN and
Σ± = {(x, v) ∈ Σ : ±v ·n(x) > 0} = {(x, v) ;x ∈ ∂Ω , v ∈ Σx±} .
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We also denote by dσx the Lebesgue measure on ∂Ω.
The boundary condition considered in this paper is that the number density on the incoming
to the domain is prescribed. More precisely, denoted by γf be the trace of the number density
(provided the trace can be defined), and let γ±f = 1(0,∞)×Σ±γf . The so-called incoming boundary
condition is that
γ−f = g , (17)
where g ≥ 0 is a non-negative measurable function and satisfies∫ T
0
∫
Σ−
g(1 + |v|2 + | log g|) dvdσxdt <∞ for any T > 0 . (18)
In summary, in this paper, we consider the Boltzmann equation (1), with initial condition (2)-(3),
and boundary condition (17)-(18). For the non-cutoff kernel, we work in the class of Alexandre-
Villani used [1], i.e. the cross-section satisfies the assumptions from (9) to (16). Our main results
are: under these assumptions on the initial-boundary datum and cross-sections, the Boltzmann
equation admits a global in time renormalized solution. Furthermore, this solution admits some
conservation laws (or inequalities) of mass, momentum, energy and entropy.
2. Statements of main results
In this section, we state our main results. The first difficulty we encounter is the definition of
renormalized solutions. Besides the renormalization process which is the same as the interior parts
for the non-cutoff, in the bounded domain with boundary, the meaning of the “boundary value” is
a nontrivial issue since the solutions lie in the functional space L1 ∩ L logL the element of which
can not define the trace in an usual way. Moreover, for the non-cutoff kernels, the formulation of
renormalized solutions needs a defect measure (see [1]) which makes the definition of the trace even
harder.
The obtained solution in this work just makes sense in the distribution sense, namely in the
dual space of smooth test function. There are mainly two kinds of test function space. One is
the function space D((0, T ) × O) which is made up of smooth function φ with compact support
satisfying
φ(0, x, v) = φ(T, x, v) = 0, for all (x, v) ∈ O,
φ(t, x, v)|∂Ω = 0, for all (t, v) ∈ (0, T ) × R
3,
and there exists R > 0 such that
Suppφ(t, x) ⊂ BR(v), for all (t, x) ∈ (0, T )× Ω,
where BR = {v||v| ≤ R}.
The other is function space D([0, T ]× Ω¯×R3) which is made up of smooth functions φ satisfying
that
Suppφ(t, x) ⊂ BR(v), for all (t, x) ∈ [0, T ]× Ω¯.
In the following, we will specify the definition of trace for the solution to transport equation
while the solution just belongs to L1 space. If the solution to transport equation are smooth up to
boundary, then the trace defined below concides with the one in usual sense.
Lemma 2.1 (Green Formula[13]). Let p ∈ [1,+∞), g ∈ L∞((0, T ), Lploc(O) and h ∈ L
1((0, T ), Lploc(O).
Assume that g and h satisfies equation
∂tg + v · ∇xg = h,
in distribution sense. Then there exists γg well defined on (0, T ) × Σ which satisfies
γg ∈ L1loc
(
[0, T ]× Σ, (n(x) · v)2dvdσxdt
)
,
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and the following Green Formula∫ T
0
∫
O
(
β(g)(∂tφ+ v · ∇xφ) + hβ
′(g)φ
)
dxdvdt
=
[ ∫
O
β(g)(τ, ·)dxdv
]
|T0 +
∫ T
0
∫ ∫
Σ
β(γg)dµdσxdτ,
for β(.) ∈ W 1,∞loc (R
+) with supx≥0 |β′(x)| < ∞, and all the test function φ ∈ D0([0, T ] × Ω¯× R3),
the space of functions φ ∈ D([0, T ]× Ω¯× R3) with φ|(0,T )×Σ0 = 0.
Now we introduce the definition of solutions. The renormalized solutions obtained in [1] satisfy
the following inequality
∂tβ(f) + v · ∇xβ(f) ≥ β
′(f)Q(f, f)
in the sense of distribution for all concave function β with at most logarithm increase rate. Fur-
thermore, we don’t know whether β′(f)Q(f, f) belongs to L1 space. So the definition of solution
are different with these on cut-off kernel in [12, 13].
Definition 2.2. Assume that the cross section b(z, ω) in (4) satisfies the assumptions listed from
(9) to (16) and β ∈ C2(R+,R+) satisfies
β(0) = 0 , 0 < β′(f) <
C
1 + f
, and β′′(f) < 0. (19)
A nonnegative function
f ∈ C
(
R
+,D′(O)
)
∩ L∞(R+;L1
(
(1 + |v|2)dxdv)
)
is called a renormalized solution to the Boltzmann equation (1), with initial condition (2)-(3), and
boundary condition (17)-(18), if for every renormalization function β satisfying (19) and every time
T > 0, there is a nonnegative finite defect measure on (0, T )×O such that the following equation
∂tβ(f) + v · ∇xβ(f) ≥ β
′(f)Q(f, f), (20)
holds in the following sense : there exist a trace defined on (0, T )×Σ+ denoted by γ+f ∈ L
1((0, T )×
Σ+), and for any non-negative test function ψ ∈ D([0, T ]× Ω¯× R
3) with ψ|(0,T )×Σ0 = 0,∫ T
0
∫
O
(
β(f)(∂tψ + v · ∇xψ) +Q(f, f)β
′(f)ψ
)
dxdvdt
≤
∫
O
β(f)(T, ·)ψdxdv −
∫
O
β(f)(0, ·)ψdxdv
+
∫ T
0
∫
Σ+
β(γ+f)ψ|n(x) · ·v|dvdσxdτ −
∫ T
0
∫
Σ−
β(g)ψ|n(x) · ·v|dvdσxdτ.
(21)
Furthermore, f , γ+f and g satisfies the global mass conservation law∫
O
f(t)dvdx+
∫ t
0
∫
Σ+
γ+f(s)|n(x) · v|dvdσxds
=
∫
O
f0dvdx+
∫ t
0
∫
Σ−
g(s)|n(x) · v|dvdσxds, t ≤ T.
Remark: From [1], since there exists a defect measure, the (20) which holds in the sense of
distribution is only an inequality. The only useful information on this defect measure at our
disposal is that it is a positive measure. The inequality (20) can be multiplied by positive test
function ψ belonging to D([0, T ]× Ω¯×R3). But there are too many candidates γ+f satisfying (21).
It is very natural to assume that at any time t > 0, the sum of the mass in the interior domain
and the mass on the out going set should be equal to the sum of initial mass and the mass on the
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incoming set. Motivated by [1], we introduce the global mass conservation law to define the trace
too. Besides, if the solution f are smooth and the defect measures in the interior domain vanishes,
by the the trace of f on (0, T ) × Σ+ in the usual sense is equal to γ+f . This is why we denote it
by γ+f .
Before stating our main results, we introduce some notations. Let M be the global Maxwellian,
namely, (2π)−3 exp(− |v|
2
2 ). The relative entropy denoted by H(f |M) is defined as
H(fn|M) =
∫
O
h(fnM)Mdvdx,
where
h(z) = z log z − z + 1, z ≥ 0, fnM =
fn
M
.
We also denote by D(f) the H-dissipation
4D(f) =
∫
Ω
∫
R3×R3
dvdv∗dx
∫
S2
dωB(v − v∗, ω)(f ′f ′∗ − ff∗) log
f ′f ′∗
ff∗
.
Theorem 2.3. Under the assumption on the cross section B from (9) to (16), if the initial datum
satisfies (3) and the incoming boundary condition satisfies (18), then the initial-boundary problem
to Boltzmann equation (1) admits a renormalized solution f . Furthermore, f has the following
properties:
• Regularity of Trace:
γ+f ∈ L
1
(
(0, T )× Σ+; (1 + |v|
2)|n(x) · v|dvdσxds
)
, for all T > 0.
and ∫ T
0
∫
Σ+
γ+f | log γ+f |dµdσxds < +∞, for all T > 0.
• Local conservation law of mass:
∂t
∫
R3
fdv +∇ ·
∫
R3
fvdv = 0, in D′((0, T ) × Ω).
• Local conservation law of momentum: There is a distribution-value matrix W belonging to
D′((0, T ) ×Ω) such that
∂t
∫
R3
vf(t)dv +∇ ·
∫
R3
v ⊗ vfdv +∇ ·W = 0, in, D′((0, T ) × Ω).
• Global momentum conservation law:∫
O
f(t)vdvdx+
∫ t
0
∫
Σ+
vγ+f(s)|n(x) · v|dvdσxds
=
∫
O
f0vdvdx+
∫ t
0
∫
Σ−
vg(s)|n(x) · v|dvdσxds, t ≤ T.
(22)
• Global energy inequality:∫
O
f(t)|v|2dvdx+
∫ t
0
∫
Σ+
|v|2γ+f(s)|n(x) · v|dvdσxds
≤
∫
O
f0|v|
2dvdx+
∫ t
0
∫
Σ−
g(s)|v|2|n(x) · v|dvdσxds, t ≤ T.
(23)
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• Global entropy inequality:
H(f |M)(t) +
∫ t
0
∫
Σ+
h(γ+fM)|n(x) · v|dvdσxds+
∫ t
0
D(f)(s)dxdvds
≤ H(f0|M) +
∫ t
0
∫
Σ−
h(g|M)|n(x) · v|dvdσxds, t ≤ T.
(24)
Remark 2.4. As for the local mass conservation law, similar to Lemma 2.1, we can use the Green
formula to define the trace of
∫
R3
vfdv on ∂Ω. Denote it by γx(
∫
R3
vfdv),
n(x)γx(
∫
R3
vfdv) =
∫
Σx
+
γ+f |n(x) · v|dv −
∫
Σx
−
γ−f |n(x) · v|dv,
and
n(x)γx(
∫
R3
fvdv) ∈ L1
(
(0, T )× ∂Ω; dσxds
)
.
Remark 2.5. This result also works for unbounded domain case. While on the unbounded domain,
the weight |x|2 are necessary. Besides, all these result are still correct in Rn, n ≥ 3.
Compared to Boltzmann equation with cutoff kernel, from [1], the solution f only satisfies the
following inequality
∂tβ(f) + v · ∇xβ(f) ≥ β
′(f)Q(f, f)
in distributional sense. Besides, β(f)Q(f, f) doesn’t belongs to L1 space. It is just a distribution
belonging to D′((0, T ) × O). So the trace theory in [13, 11] and references therein on cutoff case
completely doesn’t work here. It needs some new idea. Since the trace on Σ− is fixed, the main
task is to find some γ+f satisfying (21), conservation law of mass and Theorem 2.3. From our
former work on Boltzmann equation with cutoff kernel, we can construct a sequence of approximate
solutions whose traces are weakly compact in L1 space. Noticing that the renormalized function β
are convex and the test function are positive, then by the upper semi-continuity of convex function,
we complete the proof.
3. Estimates of Approximate system
In this section, we will construct a sequence of approximate solutions to Boltzmann equation
with modified collision kernel Qn, namely
Qn(f, f) =
( 1
1 + 1n
∫
fndv
) ∫
R3×S2
Bn|[f(v
′)f(v∗′)− f(v)f(v∗)]dv∗dω (25)
with
Bn(v − v∗, ω) = B(v − v∗, ω) · I 1
n
≤θ≤piI 1
n
≤|v−v∗|≤n2 . (26)
For every n ∈ N+, the initial data of approximate system are chosen as the one in [4], namely
fn0 = f˜
n
0 +
1
n
exp(−
|x|2
2
−
|v|2
2
), (27)
where f˜n0 is obtained by truncating f0 first and then smoothing it. In details, we will solve the
following initial-boundary problem

∂tf
n + v · ∇xf
n = Qn(fn, fn), x ∈ Ω ⊂ R3, v ∈ R3,
fn(0, x, v) = fn0 (x, v),
γ−fn = g, on Σ−
(28)
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where g satisfies ∫ t
0
∫
Σ−
g(1 + |v|2 + | log g|)dµdσxds < C(t) <∞, for all t > 0. (29)
and fn0 satisfies ∫
O
fn0 (1 + |v|
2 + | log fn0 |)dµdσxds < C0 <∞, for all n. (30)
For each fixed n, we can use fixed point theorem to solve system (28). Th detailed proof of the
existence can been found in our former work where we obtain the following theorem about global
existence:
Theorem 3.1 (global-in-time existence). For any T > 0, under the assumption (30) and (29), for
every n, system (28) has a unique solution fn ∈ L∞([0, T ];L1(O)) such that
∂tf
n + v · ∇xf
n = Qn(fn, fn)
hold in the sense of distribution. Further, there exists a unique trace γ+f ∈ L
1((0, T )×Σ+; dµdσxds)
to (28) such that ∫ T
0
∫
O
(
β(fn)(∂tφ+ v · ∇xφ) +Q
n(fn, fn)β′(fn)φ
)
dxdvdt
=
∫
O
φ(T )β(fn)(T )dxdv −
∫
O
φ(0)β(fn0 )dxdv
+
∫ T
0
∫
Σ+
φβ(γ+f
n)dµdσxdt−
∫ T
0
∫
Σ−
β(g)φdµdσxdt,
for all β′(.) ∈ L∞(R+) and all the test function φ ∈ D0([0, T ]× Ω¯× R3), the space of functions
φ ∈ D([0, T ] × Ω¯× R3) with φ|(0,T )×Σ0 = 0. Furthermore, f
n and γ+f
n satisfy
• global conservation law of mass:∫
O
fn(t)dxdv +
∫ t
0
∫
Σ+
γ+f
n|n(x) · v|dvdσxds
=
∫
O
fn0 dxdv +
∫ t
0
∫
Σ−
g|n(x) · v|dvdσxds, t ≤ T.
(31)
• global conservation law of momentum∫
O
vfn(t)dxdv +
∫ t
0
∫
Σ+
vγ+f
n|n(x) · v|dvdσxds
=
∫
O
vfn0 dxdv +
∫ t
0
∫
Σ−
vg|n(x) · v|dvdσxds, t ≤ T.
(32)
• global conservation las of energy∫
O
|v|2fn(t)dxdv +
∫ t
0
∫
Σ+
|v|2γ+f
n|n(x) · v|dvdσxds
≤
∫
O
|v|2fn0 dxdv +
∫ t
0
∫
Σ−
|v|2g|n(x) · v|dvdσxds, t ≤ T.
(33)
• global entropy inequality∫
O
fn log fn(t)dxdv +
∫ t
0
∫
Σ+
γ+f
n log γ+f
n|n(x) · v|dvdσxds+
∫ t
0
D(fn)(s)dxdvds
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≤
∫
O
fn0 log f
n
0 dxdv +
∫ t
0
∫
Σ−
g log g|n(x) · v|dvdσxds, t ≤ T, (34)
• global relative entropy inequality
H(fn|M)(t) +
∫ t
0
∫
Σ+
h(γ+f
n
M)|n(x) · v|dvdσxds+
∫ t
0
D(fn)(s)dxdvds
≤ H(fn0 |M) +
∫ t
0
∫
Σ−
h(g|M)|n(x) · v|dvdσxds, t ≤ T. (35)
Remark 3.2. From (33) and we can infer that
sup
0≤s≤t
∫
O
fn| log fn|(s)dxdv +
∫ t
0
∫
Σ+
γ+f
n|γ+ log f
n||n(x) · v|dvdσxds ≤ C(T ). (36)
4. Estimate of Renormalized Formulation for the non-cutoff case
This section is devoted to using the conservation law to bound the source terms β′(fn)Qn(fn, fn)
where the β(·) satisfies the Definition 2.2 while the cross section satisfies all the assumption from
(9) to (16). To simplify the notations, we drop the superscript for the time being and just prove
β′(f)Q(f, f) can be controlled by
sup
0≤s≤T
∫
f(s)(1 + |v|2 + | log f |)dxdv ≤ C(T ), ∀t > 0. (37)
Then we will show how to modify three lemmas to the approximate case β′(fn)Qn(fn, fn). As [1],
we split β′(f)Q(f, f) into three parts
β′(f)Q(f, f) = R1 +R2 +R3, (38)
where
R1 = [fβ
′(f)− β(f)]
∫
R3×S2
dv∗dωB(f ′∗ − f∗), (39)
R2 =
∫
R3×S2
dv∗dωB[f ′∗β(f
′)− f∗β(f)], (40)
R3 =
∫
R3×S2
dv∗dωBf ′∗
(
β(f ′)− β(f)− β′(f)(f ′ − f)
)
. (41)
Moreover,
R1 = [fβ
′(f)− β(f)]f ∗v S, (42)
where
S(|z|) = C
∫ pi/2
0
dθ sin θ
[ 1
cos θ2
B(
1
cos θ2
, cos θ)−B(|z|, cos θ)
]
,
and ∫
R3
R2φ(v)dv =
∫
R3×R3
dvdv∗f(v∗)β(f)T (φ), (43)
where
T (φ) =
∫
S1
B(v − v∗, ω)(φ′ − φ)dω = 2π
∫ pi
0
B(|v − v∗|, cos θ)(φ′ − φ) sin θdθ.
From [1], we know that S(|v|) and T (φ) have very good properties even thought there exist angular
singularity and velocity singularity for B. This owes to the Symmetry-Induced Cancellation effects.
Proposition 4.1. Let B satisfies assumption from (9) to (16), then S is local integrable and
S(|z|) = o(|z|2), |z| → ∞ .
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Proposition 4.2. Let B satisfies assumptions from (9) to (16), then for all φ ∈ W 2,∞(R3), we
have
|T (φ)| ≤ C‖φ‖W 2,∞ |v − v∗|(1 + |v − v∗|)M(|v − v∗|).
Alexandre and Villani dealt with the whole space case. In this work, we consider the initial-
boundary case. For R1 and R2, ways of using conservation quantities (37), Proposition 4.1 and
Proposition 4.2 to control R1 and R2 in the whole space works for the bounded case. Similarly, we
can infer
Lemma 4.3. Let B satisfy assumptions from (9) to (16), and let f satisfy (37). Then R1 lies in
the function space L∞([0, T ];L1(Ω×BR(v))) for all R > 0, where BR(v) = {v ∈ R3| |v| ≤ R}.
Lemma 4.4. Let B satisfy assumptions from (9) to (16). Then R2 belongs to the function space
L∞([0, T ];L1(Ω;W−2,1(BR(v)))) for all R > 0.
The term R3 is different. In [1], they work on the whole space. The advantage is that they
don’t need to consider the boundary effect. In details, after multiplying (38) by some proper test
function φ(v) and integrating over R3 × R3,∫
R3×R3
v · ∇xβ(f) · φ(v)dvdx = 0. (44)
But when we consider the initial-boundary problem,∫
Ω×R3
v · ∇xβ(f) · ψ(v)dxdv 6= 0. (45)
But on the other hand, from (31) and (33), recalling γ−f = g, we can get∫ t
0
∫
Σ+
(1 + |v|2)γ+f |n(x) · v|dvdσxds+
∫ t
0
∫
Σ−
(1 + |v|2)γ−f |n(x) · v|dvdσxds ≤ C(T ). (46)
Then R3 can be controlled as following:
Lemma 4.5. Let B satisfy assumption from (9) to (16), and let f satisfy (37) and (46). Then R3
lies in L∞([0, T ];L1(Ω×BR(v))) for all R > 0.
Proof. Firstly, from (38),
∂tβ(f) + v · ∇xβ(f) ≥ R1 +R2 +R3,
multiplying the above equation with φ(v), satisfying φ(v)|BR = 1, φ(v) ≥ 0, φ(v) = 0, |v| ≥ 2R,
then integrating the resulting equation over O,∫ t
0
∫
O
R3(s)φ(v)dvdxds ≤ −
∫ t
0
∫
O
φR2dvdxds−
∫ t
0
∫
O
φR2dvdxds
+
∫
O
β(f)(t)dvds −
∫
O
β(f0)dvds
+
∫ t
0
∫
O
v · ∇x(β(f)φ)dvdxds
:= A1(t) +A2(t) +A3(t) +A4(t) +A5(t).
Recalling that
0 < β(f) ≤ f,
using Lemma 4.3 and Lemma 4.4, then there exists some constant dependent on R and T such that
4∑
i=1
|Ai(t)| ≤ C(T,R), t ≤ T. (47)
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A5 is more complicated. Integrating it by parts, recalling
0 ≤ φ(v) ≤ 1, 0 ≤ β(γf) ≤ γf, γ±f ≥ 0,
we have ∫ t
0
v · ∇x(β(f)φ)dvdxds =−
∫ t
0
∫
Σ−
β(γ−f)(t, x, v)φ(v)|n(x) · v|dvdσxds
+
∫ t
0
∫
Σ+
β(γ+f)(t, x, v)φ(v)|n(x) · v|dvdσxds
≤
∫ t
0
∫
Σ−
γ−f(t, x, v)|n(x) · v|dvdσxds
+
∫ t
0
∫
Σ+
γ+f(t, x, v)|n(x) · v|dvdσxds
≤ C(T ),
(48)
where we have used (46).
Summing (47) and (48) up, recalling that
R3 ≥ 0,
we complete the proof of this lemma.
Remark 4.6. Noticing that the truncated cross section Bn also satisfies assumption (7) and (8)
and 0 <
(
1
1+ 1
n
∫
fndv
)
≤ 1 , so in the similar way, we can prove that the corresponding Rn1 ,R
n
2 and
Rn3 corresponding to (28) ,
Rn1 = [f
nβ′(fn)− β(fn)]
∫
R3×S2
dv∗dωBn(fn
′
∗ − f∗),
Rn2 =
∫
R3×S2
dv∗dωBn[fn
′
∗ β(f
n′)− fn∗ β(f
n)],
Rn3 =
∫
R3×S2
dv∗dωBnfn
′
∗
(
β(fn
′
)− β(fn)− β′(fn)(fn
′
− fn)
)
.
also satisfy Lemma 4.3, Lemma 4.4 and Lemma 4.5.

5. Weak compactness and global existence
This whole section is devoted to prove Theorem 2.3. The key tools is L1 weak compactness
theorem, Dunford-Pettis Lemma and De la Valle´e-Poussin uniform integrability criterion. One can
check [5] for details. We need to consider the interior parts(Theorem 5.1) and boundary parts. The
interior parts have been done by Alexandre and Villani in [1]. We just quote it.
5.1. Interior domains. From estimates (31), (33) and (36), using Dunford-Pettis Lemma, we can
conclude that there exist some f such that
fn ⇀ f, L1((0, T ) ×O). (49)
Moreover, by simple calculation, the approximate cross section chosen Bn in (26) also satisfies
the following assumption. For all n,
Bn(z, ω) ≥ Φ0(|z|)b0,n(κ · ω), κ =
z
|z|
, (50)
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for some fixed continuous function Φ0(|z|) such that Φ0(|z|) > 0 if z 6= 0, and∫
S2
lim inf
n→∞ b0,n(κ · ω)dω =∞. (51)
Theorem 5.1 (Extended Stability [1]). Let B satisfy assumption from (9) to (16). Let (fn)n∈N
be a sequence of solutions to (28) with initial data (30) and boundary conditions in Theorem 3.1
and satisfy the natural a´ priori bounds (37) and (46). Assume without loss generality that
fn ⇀ f in Lp([0, T ], L1(Ω× R3)), 1 ≤ p <∞.
Then
(1) fn → f in Lp([0, T ], L1(Ω × R3));
(2) for all functions β ∈ C2(R+,R+) satisfying
β(0) = 0, 0 < β′(f) <
C
1 + f
, β′′(f) < 0,
there exists a defect measure ν such that the equality
∂tβ(f) + v · ∇xβ(f) = β
′(f)Q(f, f) + ν
holds in the sense of distributions.
(3) for each φ ∈ D([0, T ]× Ω¯× R3),∫ T
0
∫
Ω
Rn1φdxdvds→
∫ T
0
∫
Ω
R1φdxdvds,
∫ T
0
∫
Ω
Rn2φdxdvds→
∫ T
0
∫
Ω
R2φdxdvds,
and moreover, if φ is a non-negative function,∫ T
0
∫
Ω
R3φdxdvds ≤ lim inf
n→∞
∫ T
0
∫
Ω
Rn3φdxdvds.
Proof. For the first two items, they directly come from [1]. Indeed, multiplying the first equation
of (28) by φ ∈ D((0, T ) ×O),∫ T
0
∫
O
(
β(fn)(∂tφ+ v · ∇xφ) +Q
n(fn, fn)β′(fn)φ
)
dxdvdt = 0,
then the left proof is similar to [1]. Here we focus on the defect measure ν.
Recalling
Qn(fn, fn)β′(fn) = Rn1 +R
n
2 +R
n
3 ,
with the help of Remark 4.6, we can find that (Rn3dxdvds) is a bounded measure-value sequence
on D′((0, T ) ×O). Then there exist some measure dm such that∫ T
0
∫
O
Rn3φdxdvds→
∫ T
0
∫
O
φdm, for any φ ∈ D((0, T ) ×O).
Then
dν = dm−R3dxdvds.
If φ ≥ 0, by Fatou Lemma, we can deduce that dν is a positive measure.
As for the third entry, noticing that Lemma 4.3 and Lemma 4.4 only require that the velocity
variable of test function has compact support. Using the strong compactness of fn, the third item
can be verified too by the argument in [1].

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5.2. Boundary parts. The boundary parts are more complicated. First, Lemma 2.1 works only
for the equality. But the solution in Theorem 5.1 is just a inequality. So it is rarely possible
to define trace of solutions in Definition 2.2 by Lemma 2.1. In the meantime, we have defined a
meaningful trace γ±fn for the approximate solution fn. The good new is that the trace sequence
is also weakly compact in L1 space, namely, according to (36), (31) and (33), by Dunford-Pettis
Lemma, we can infer: there exists some fγ ∈ L
1((0, T ) × Σ+, |n(x) · v|dvdσxds) such that
γ+f
n ⇀ fγ , L
1((0, T )× Σ+, |n(x) · v|dvdσxds),∫ t
0
∫
Σ+
γ+f
n|n(x) · v|dvdσxds→
∫ t
0
∫
Σ+
fγ |n(x) · v|dvdσxds.
On the other hand, for the approximate solutions (fn) and its trace γ+f
n, recalling that
∫
O
fn(t)dxdv +
∫ t
0
∫
Σ+
γ+f
n|n(x) · v|dvdσxds
=
∫
O
f0dxdv +
∫ t
0
∫
Σ−
g, t > 0.
(52)
By theorem 5.1,
fn ⇀ f, L1(O),
thus we get ∫
O
fn(s)dxdv →
∫
O
f(s)dxdv, s ≤ T.
Then similarly, we can deduce
vγ+f
n ⇀ vfγ , L
1((0, T ) × Σ+, |n(x) · v|dvdσxds),∫ t
0
∫
Σ+
vγ+f
n|n(x) · v|dvdσxds→
∫ t
0
∫
Σ+
vfγ |n(x) · v|dvdσxds.
Recalling that (1 + |v|)fn0 → (1 + |v|)f0, in L
1(O), thus, we infer that
∫
O
fdxdv+
∫ t
0
∫
Σ+
fγ|n(x) · v|dvdσxds
=
∫
O
f0dxdv +
∫ t
0
∫
Σ−
g|n(x) · v|dvdσxds, t > 0,
(53)
and ∫
O
vfdxdv +
∫ t
0
∫
Σ+
vfγ |n(x) · v|dvdσxds
=
∫
O
vf0dxdv +
∫ t
0
∫
Σ−
vg|n(x) · v|dvdσxds, t > 0.
(54)
The left goal is to show that fγ satisfies (21), namely γ+f := fγ .
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On the other hand, multiplying the first equation in (28) by a positive test function φ ∈ D([0, T ]×
Ω¯× R3),∫ T
0
∫
O
(
β(fn)(∂tφ+ v · ∇xφ) +Q
n(fn, fn)β′(fn)φ
)
dxdvdt
=
∫ T
0
∫
Σ+
β(γ+f
n)(s)φ · |n(x) · v|dvdσxds−
∫ T
0
∫
Σ−
β(g)(s)φ · |n(x) · v|dvdσxds
+
∫
O
β(fn)(T )(τ, ·)φdxdv −
∫
O
β(fn)(0)(τ, ·)φdxdv.
(55)
As n goes to infinity, there exists a uniform lower bound to the left hand of (55). Indeed, by
Theorem 5.1, ∫ T
0
∫
O
(
β(f)(∂tφ+ v · ∇xφ) +Q(f, f)β
′(f)φ
)
dxdvdt
≤ lim inf
n→∞
∫ T
0
∫
O
(
β(fn)(∂tφ+ v · ∇xφ) +Q
n(fn, fn)β′(fn)φ
)
dxdvdt.
(56)
At the same time, we can get a uniform upper bound for the right hand of (55). In details, since
(fn) is a strong convergence sequence in L∞([0, T ];L1(O)),
lim sup
n→∞
(∫ T
0
∫
Σ+
β(γ+f
n)(s)φ · |n(x) · v|dvdσxds−
∫ T
0
∫
Σ−
β(g)(s)φ · |n(x) · v|dvdσxds
+
∫
O
β(fn)(T )(τ, ·)φdxdv −
∫
O
β(fn)(0)(τ, ·)φdxdv
)
≤
(
lim sup
n→∞
∫ T
0
∫
Σ+
β(γ+f
n)(s)φ · |n(x) · v|dvdσxds−
∫ T
0
∫
Σ−
β(g)(s)φ · |n(x) · v|dvdσxds
+ lim sup
n→∞
∫
O
β(fn)(T )(τ, ·)φdxdv − lim inf
n→∞
∫
O
β(fn)(0)(τ, ·)φdxdv
)
≤
(
lim sup
n→∞
∫ T
0
∫
Σ+
β(γ+f
n)(s)φ · |n(x) · v|dvdσxds−
∫ T
0
∫
Σ−
β(g)(s)φ · |n(x) · v|dvdσxds
+
∫
O
β(f)(T )(τ, ·)φdxdv −
∫
O
β(f0)(τ, ·)φdxdv
)
.
(57)
We claim that for concave function β and non-negative test function φ, if γ+f
n ⇀ fγ in L
1((0, T )×
Σ+; |n(x) · v|dvdσxds), then
lim sup
n→∞
∫ T
0
∫
Σ+
β(γ+f
n)(s)φ · |n(x) · v|dvdσxds ≤
∫ T
0
∫
Σ+
β(fγ)(s)φ · |n(x) · v|dvdσxds. (58)
Then by (55-58), we finally verify that fγ satisfies (21), namely∫ T
0
∫
O
(
β(f)(∂tφ+ v · ∇xφ) +Q(f, f)β
′(f)φ
)
dxdvdt
≤
∫ T
0
∫
Σ+
β(γ+f)(s)φ · |n(x) · v|dvdσxds−
∫ T
0
∫
Σ−
β(g)(s)φ · |n(x) · v|dvdσxds
+
∫
O
β(f)(T )(τ, ·)φdxdv −
∫
O
β(f0)(τ, ·)φdxdv.
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Proof of (58). Recalling that γ+f
n ⇀ fγ , for each positive φ with compact support, if we set
φ · |n(x) · v|dvdσxds as a new measure denoted by dφ, we can infer that up to a subsequence
γ+f
n ⇀ fγ , in L
1((0, T ) × Σ+; dφ).
Secondly, noticing that β is a concave function, by the lower upper semi-continuity of concave
function with respect to weak convergence,
lim sup
n
∫ T
0
∫
Σ+
β(γ+f
n)dφ ≤
∫ T
0
∫
Σ+
β(fγ)dφ.

So we can choose γ+f := fγ . Then (53) becomes∫
O
fdxdv +
∫ t
0
∫
Σ+
γ+f |n · v|dvdσxds
=
∫
O
f0dxdv +
∫ t
0
∫
Σ−
g|n · v|dvdσxds, t > 0.
(59)
As for the energy inequality, recalling that
γ+f
n ⇀ γ+f, in, L
1((0, T ) ×Σ+; |n · v|dvdσxds),
then for any fixed m ∈ N+, on the characteristic function of ball in R3 with radius m, {v||v| ≤ m}
denoted by 1m, we can infer that
|v|21mγ+f
n ⇀ |v|21mγ+f, in, L
1((0, T ) × Σ+; |n · v|dvdσxds),
and
|v|21mf
n ⇀ |v|21mf, in, L
∞((0, T );L1(O; dvdx)).
By the lower semi-continuity of norm,
sup
0≤s≤t
∫
O
1m|v|
2f(s)dxdv +
∫ t
0
∫
Σ+
1m|v|
2γ+f |n(x) · v|dvdσxds
≤
∫
O
|v|2f0dxdv +
∫ t
0
∫
Σ−
|v|2g, t > 0.
Taking m to infinity, by Fatou lemma, we deduce
sup
0≤s≤t
∫
O
|v|2f(s)dxdv +
∫ t
0
∫
Σ+
|v|2γ+f |n(x) · v|dvdσxds
≤
∫
O
|v|2f0dxdv +
∫ t
0
∫
Σ−
|v|2g|n · v|dvdσxds, t > 0.
(60)
For the relative entropy inequality, noticing that h(z) is a positive convex function, by the lower
semi-continuity of convex functions, we deduce that
H(f |M) +
∫ t
0
∫
Σ+
h(γ+fM)|n(x) · v|dvdσxds+
∫ t
0
D(f)(s)dxdvds
≤ H(f0|M) +
∫ t
0
∫
Σ−
h(g|M)|n(x) · v|dvdσxds, t ≥ .
(61)
5.3. Local conservation law. In this subsection, we focus on the local conservation law: local
conservation law and global conservation law.
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5.3.1. Local mass conservation law. Choosing function φ1 ∈ D([0, T ] × Ω¯), multiplying the first
equation 28 by φ1, integrating by parts, then we have∫
O
fn(0)φ1(0)dvdx −
∫
O
fn(T )φ1(T )dvdx −
∫ T
0
∫
O
fn(s)∂tφ1(s)dvdxds
=
∫ T
0
∫
O
fn(s)v · ∇φ1(s)dvdxds −
∫ T
0
∫
Σ
γfn(s)φ1(s)v · ndvdσxds
As
(1 + |v|)fn → (1 + |v|)f, in L1
(
(0, T )× Ω; dvdxds
)
,
and
γ±fn → γ±f, in L1
(
(0, T )× Σ±; dµdxds
)
,
taking n→∞, we have∫
O
f(T )φ1(T )dvdx−
∫
O
f(T )φ1(T )dvdx −
∫ T
0
∫
O
f(s)∂tφ1(s)dvdxds
=
∫ T
0
∫
O
f(s)v · ∇φ1(s)dvdxds −
∫ T
0
∫
Σ
γf(s)φ1(s)v · ndvdσxds.
Noticing that φ1 is independent of v, then it can be rewritten as∫
Ω
φ1 ·
( ∫
R3
fdv
)
(T )dx−
∫
Ω
φ1 ·
( ∫
R3
fdv
)
(0)dx
−
∫ T
0
∫
∂Ω
∂tφ1(s) ·
( ∫
R3
fdv
)
(s)dxds
=
∫ T
0
∫
Ω
∇φ1(s) ·
( ∫
R3
fvdv
)
(s)dxds−
∫ T
0
∫
∂Ω
n ·
( ∫
R3
γfvdv
)
(s)φ1dσxds.
If φ1(s)|∂Ω = 0 for any 0 ≤ s ≤ T , we can conclude that the following holds in the distribution
sense
∂t
∫
R3
fn(t)dv +∇ ·
∫
R3
vfndv = 0.
For the general case, by the Green formula, the trace of
∫
R3
vfn(t)dv
n · γ
( ∫
R3
vfn(t)dv
)
= n ·
( ∫
R3
γfvdv
)
(t)
=
( ∫
R3
γfv · ndv
)
(t)
=
( ∫
R3
γ+fdµ
)
(t)−
( ∫
R3
gdµ
)
(t)
5.3.2. Local momentum conservation law. Different with the local conservation law, we need to add
some defect measure to deduce the local momentum conservation law. Similarly, multiplying the
fist equation of (28) by vφ1 with φ1 ∈ D((0, T ) ×Ω), we have∫ T
0
∫
Ω
∂tφ1(s)
∫
R3
vfn(s)dvdxds+
∫ T
0
∫
Ω
∇φ1(s)
∫
R3
fn(s)v ⊗ vdvdxds = 0
Recalling that
vfn ⇀ vf, in, L∞((0, T );L1(O)); fn → f, a.e,
by Vitalli convergence theorem, we can deduce
vfn → vf, in, L∞((0, T );L1(O)).
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Thus, ∫ T
0
∫
Ω
∂tφ1(s)
∫
R3
vfn(s)dvdxds→
∫ T
0
∫
Ω
∂tφ1(s)
∫
R3
vf(s)dvdxds.
The only things at our disposal are (37) and
fn → f, in, L1((0, T ) ×O).
With these estimates, we can only prove that there exist distribution-value matrix M with Mi,j(i, j =
1, 2, 3) ∈ D′(0, T )× Ω such that while n→∞∫ T
0
∫
O
fnv ⊗ v · ∇φ1dvdxds.→
∫ T
0
∫
O
(fv ⊗ v) · ∇φ1dvdxds.+ < M,∇φ1 > .
All together, we conclude the local conservation law of momentum.
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