Abstract: Optical based methods for non-invasive measurement of regional blood flow tend to incorrectly assess cerebral blood flow, due to contribution of extra-cerebral tissues to the obtained signal. We demonstrate that spectral analysis of phase-coded light signals, tagged by specific ultrasound patterns, enables differentiation of flow patterns at different depths. Validation of the model is conducted by Monte Carlo simulation.
Introduction
Monitoring cerebral blood flow (CBF) is crucial, since inadequate perfusion might lead, in a matter of minutes, to brain damage or even death. It is critical for managing patients who are unconscious or anesthetized, as it provides an indication whether the brain is receiving an adequate amount of nutrients (such as oxygen or glucose). Thus, significant research efforts are directed at developing reliable monitoring tools that will enable continuous, simple and cost-effective monitoring of CBF [1] .
Among the most accurate methods for measurement of CBF are the different imaging techniques [2] , i.e. Computed Tomography (CT Perfusion), Magnetic Resonance Imaging (DW-MRI), SPECT, etc. Although these methods can provide an accurate, direct measurement of cerebral blood flow, they are not continuous and do not provide real time measurement. Moreover, they are often expensive and sometime require exposure to radioactive isotopes and ionizing radiation. Transcranial Doppler ultrasound (TCD) [3] , on the other hand, can provide real-time continuous measurement of blood flow velocity in large vessels (assuming a constant angle of insonation during the measurement), however it is not easy to use and requires the operator's proficiency in applying the sensors. Another less frequently used technique is based on thermal diffusion [4] , which suffers from the inherent disadvantage of being invasive as it involves drilling into the skull in order to reach the brain tissue.
Optical methods, which provide non-invasive blood flow related measurement, are particularly attractive since they are simple to use, inexpensive and do not require ionizing radiation of radioactive agents.
Among these optical techniques is Laser Doppler Flowmetry. Laser Doppler probes are often used for measuring skin perfusion non-invasively, or are directly inserted into the tissue to measure microcirculatory blood flow in deeper tissue [5, 6 ]. Yet, due to its operation principle which is based on single scattering, the penetration depth of the Laser Doppler systems is limited to up to few millimeters only.
Photoacoustic (PA) signals, which result from absorption of light by intrinsic chromophores, have also been shown to spatially assess blood flow in-vitro [7] and in-vivo [8] . It should be noted that it is difficult to obtain reliable PA tomographic signals in human brains, due to absorption and aberrations of the generated acoustic signals through the thick human skull [9] .
Diffused Correlation Spectroscopy (DCS) [10, 11] enables deeper penetration depths, and the extraction of data from brain tissue. Still, the measurement is not specific to brain tissue since light travels through both cerebral and extra-cerebral tissues, which affect the obtained signal. To mitigate this difficulty, it was suggested to apply pressure on the probe, greater than the peak systolic pressure, thereby causing a reduction in scalp flow at the vicinity of the probe, thus relatively increasing the cortical contribution to the measured DCS signal [12] . Nonetheless, one cannot be certain that the scalp blood flow is indeed suppressed, and there may be undesired physiological consequences to such long continuous blood suppression to the tissue. Moreover, due to the rapid decay of light when diffusing through highly scattering media, only a small portion of the backscattered light can interact with deeper layers, while most of it will be affected by shallower, irrelevant tissue layers.
Dye densitometry methods, such as the use of Indocyanine green (ICG) [13] , are also affected by perfusion through extra-cerebral layers. The dye is inhaled or injected intravenously and migrates systemically throughout body vasculature, including the brain. Thus, when measuring non-invasively, the origin of the obtained clearance curve is uncertain. Again, flow measurement might be contaminated [14, 15] as the signal may originate from both extra cerebral and cerebral regions.
In conclusion, all existing optically based CBF measurement methods are contaminated by extra-cerebral signal. This contamination, which is dependent on the ratio between the optical path-length in brain compared with the total optical path-length [16] , cannot be eliminated and certainly cannot be neglected. Computer modeling of NIR light propagation has shown that in adult head, approximately 20% to 30% of the typical volume of tissue examined by conventional Near Infrared Spectroscopy (NIRS) equipment is actually brain, while 70% to 80% is extra-cerebral, i.e., scalp and skull [17] . Thus, even though the blood flow in the scalp and skull regions might be expected to be only about 10-15% that in the cortex [18] , its contribution to the optical signals can be significant and can lead to incorrect interpretation of physiological responses in deeper brain tissue [12] . Hence, there is an evident need to reduce the contamination of the brain related signal by extra-cerebral regions and provide a signal that is correlated primarily to brain tissue perfusion. However, solving the important problem of determining the depth at which blood flow is measured and whether it is superficial (extracerebral) or deeper (cerebral) blood flow, is still pending as far as optical methods are concerned.
Herein we present a novel non-invasive method for measurement of deep tissue blood flow based on coherent NIR light scattering and the acousto-optic effect, named Ultrasound Tagged Light (UTL) [19] . This is a hybrid technique which combines ultrasonic resolution with optical contrast, thus enabling better spatial resolution of the tissue optical properties. We demonstrate that this approach is depth sensitive, thus may distinguish blood flow patterns at different depths. Using such a method, one could reduce the contamination by superficial flow, through extra-cerebral tissues, and enable a direct, non-invasive measurement of cerebral perfusion in a desired predetermined specific depth, while benefitting from all the advantages of light based technologies.
Methods

Flow calculation
Backscattered light emanating from a coherent light source and propagating through a highly scattering medium results in an interference pattern, on the surface of the detection plane, usually referred to as a 'speckle pattern'. It is a well established fact that in the case that scatterers in the sample undergo movement (e.g. flow), the obtained light speckle pattern fluctuates, and its de-correlation time is proportional to the inverse of the average velocity [20] [21] [22] .
Laser Doppler systems exploit speckle fluctuations to measure blood flow parameters. A tissue volume is illuminated with a monochromatic (single-frequency) coherent light. Moving red blood cells scatter the light, generating "Doppler" frequency shifts and a total spectral broadening of the light. The frequency distribution of the backscattered light is analyzed to obtain an estimate of blood perfusion. In its most simple form, continuous wave Doppler systems offer velocity information without any depth resolution and are therefore used mainly for the evaluation of superficial structures [23] .
In acousto-optic systems [24] [25] [26] , coherent monochromatic laser light illuminates a tissue volume while irradiating the same tissue volume with an ultrasound beam simultaneously. As the ultrasound beam propagates through the tissue, the local scattering centers are periodically displaced by the acoustic signals. When light propagates through the modulated tissue volume, its phase is "tagged" (modulated). This causes the speckle intensity of the scattered light to be modulated in correlation with the ultrasound signal. When further scattered by moving blood cells, the tagged light undergoes slight Doppler shifts relative to the original acoustic signal. Hence, the spectral distribution of the US tagged light around the US frequency exhibits an additional spectral broadening, which is proportional to the averaged velocity [23, 27, 28] .
Spectral analysis was applied for light intensity modulated by continuous-wave ultrasound radiation in phantoms and live tissue [29, 30] . The broadening of the otherwise sharp spectrum is related to the velocity distribution of the scatterers in a tested sample. Due to the nature of light propagation within tissue, the obtained spectrum width is an accumulative parameter which is influenced by the entire photon path. At each scattering site along this path, the optical wave acquires a certain amount of phase change due to movement of scatterers. The overall spectral width is a result of many such phase changing events along the optical path. Hence, the spectral width itself lacks range discrimination.
When using the acousto-optic effect with a continuous US beam that modulates the whole sample, the resulting spectrum is affected by scatterers from all depths. The obtained spectrum is a coherent weighted sum of amplitudes contributed by different optical paths travelling in the sample. It suggests that frequency changes resulting from movement of scatterers in specific layers in the sample can hardly be discriminated. If, however, it would be possible to modulate by US only a specific slice as a function of depth (localized), then data from this specific slice could be extracted and discriminated ( Fig. 1(B) -lower panel). This localized modulation ("Tagging") might be done by a narrow ultrasound pulse such that only a specific layer is spatially modulated at given time. As the US pulse propagates through the tissue, different depths are modulated with corresponding time delays. Hence, in principle, different time delays yield spectra (sometimes termed "ambiguity function") which correspond to different depths in the sample. In an actual experimental setup, the modulation of a specific depth can be obtained using other techniques, such as the use of continuous pseudo random coded US waves or a coded wave with a narrow autocorrelation (such as a Golay code) [31] . For reasons of simplicity, we focus the discussion here on a propagating short US pulse. The red path represents the most probable path for the given geometric configuration. As paths get longer, their probability gets smaller (green) and smaller (dashed blue). When a continuous ultrasound (US) wave is used for modulating the entire tissue volume of the "banana" defined by the transmission and reception points -the overall spectral distribution which is sum of three spectra "types" (colors) will normally be dominated by "red" type paths (right). (B): In the case where an US pulse modulates only a specific volume (overlapping mainly with "green" type paths), then the spectrum is dominated by these paths. Shorter "red" type are almost not modulated while longer "blue" type will be less expressed due to their relatively smaller probability and smaller US overlap.
To find out what is expected in case of a flow pattern through a specific volume (or layer) located inside the tested sample, we examine three types of relative positioning of the US pulse and the flow layer (Fig. 2 ). The first type is when US excitation is shallower than the flow layer. Shallower optical paths (marked in red) pass through the US modulated layer but not through the flow layer. In such case the spectrum is going to be relatively narrow as there is almost no broadening of the light signal around the US frequency inside the tagged volume. In addition, the spectrum will also contain a broadened "pedestal" part caused by the longer "green" and "blue" type photon paths which pass both through US modulated layer and flow volume. This case is depicted in panel A of Fig. 2 . In panel B, the US modulated layer overlaps with the flow layer, therefore spectra of modulated "green" and "blue" trajectories are broadened due to the effect of flow on their phase. In that case, "red" trajectories are not modulated nor are they broadened as they are shallower than both flow and US modulated layers. In the lower panel (C), the US modulated layer is deeper than the flow layer, thus, although the total number of trajectories is smaller (long path means less probability to get back to detector), the spectrum is broadened as "blue" paths traveled also through the flow volume. Fig. 2 . Each layer is modulated (by Ultrasound) at a different time. In panel A the spectrum (schematically illustrated on the right panel) is narrow around the US carrier frequency (fc) as "red type" trajectories, which are not broadened by flow, are dominant. At panel B the US layer overlaps with the flow layer such that the US modulated trajectories are also broadened by flow. In panel C the US modulated layer is deeper than the flow layer, and although the total number of trajectories is small (a longer path means less probability to get back to detector), it is still broadened as it traveled through the flow layer as well.
Yet, as explained above, this ability to associate spectral width to a specific depth is still contaminated by incremental contributions from all the intermediate layers between this depth and the transmission-reception plane. Spectral broadening resulting from flow pattern at a given depth is deduced by subtracting spectral widths of adjacent layers (adjacent time delays). This subtraction provides us with the net broadening caused by the desired tissue layer, termed "local broadening", and reduces the influence of shallower layers. Therefore, in order to get both location and amplitude of flow patterns, the differential spectral width should be determined instead of the spectral width. The delay at which changes in the spectral width occur are attributed to location (depth), while the broadening -to volumetric flow rate, which is termed flow index (FI).
To validate our method's depth discrimination ability, both computerized simulations and in-vitro experiments were conducted. All aimed to prove that by using the acousto-optic effect of a localized pulse, one can isolate flow patterns at a given depth in the target sample.
Simulations
Our acousto-optic method was implemented in a computerized Monte-Carlo simulation using Matlab® environment (Matlab 8.3.0.532 R2014a). The exact specifics are detailed elsewhere [32] . In summary, light emanating from a coherent point source is transmitted towards a highly scattering medium (tissue). The back reflected light is collected on a detector located at a predetermined distance from the source. The tissue is defined by its optical properties (scattering coefficient, absorption coefficient and anisotropy factor) which govern the photons' diffusion through it. A Monte-Carlo approach was utilized to produce photon trajectories within the tissue, which were subjected to scatterer motion caused by blood flow or US field (see Fig. 3(A) ). The simulated motion produced a change in scatterers' positions within the same trajectories (i.e. the identity of these trajectories was kept during their deformation). Each motion type was defined by a characterizing scatterer displacement expression that was applied to specific scatterers, thus changing the overall photon optical paths and causing a corresponding phase shift. The total phase increment of each trajectory was calculated as the sum of all individual phase shifts of moving scatterers in each trajectory using the following equation:
Where i Q represents the wave vector ( k ) difference between consecutive scattering events (i and i + 1) of the optical path ( On the left, one can observe the different layers. In the blue layer photons encounter moving scatterers due to flow, and its depth is kept constant throughout the specific simulation (it is changed between different simulations). In the yellow layer photons are tagged by the US. In order to create the full picture of pulse propagation, this layer is shifted in 0.2mm increments to scan the whole tissue. The right side represents the US layer locations in two consecutive steps (yellow -step 1, red -step 2), and the shift is apparent.
Then, for each time step, the overall interference at the detector was determined, using Eq. 
Blood flow was modeled as directional flow (parallel to the transmission plane) with constant velocity amplitude V. The displacement expression over time for the ith scatterer is given by:
where ŷ is a unit vector in the flow direction, V is the velocity and t is time.
The US field was modeled as a continuous and sinusoidal field (with a confined spatial width). Its effect on scatterers is modeled by a periodical motion along the transmission axis (z) at the US central frequency. The displacement is therefore described by the following expression:
where 0 U is maximal amplitude of the scatterer displacement due to the applied US field, 2 f ω π = is the US angular frequency, and i ϕ is the US phase for the ith scatterer. The US field exhibits a different phase for each scatterer due to its different position along the z axis (modulated by the US wave at a different delay). ẑ is a unit vector in the z direction to represent a displacement along the US propagation axis. The simulation was modularly built to enable observation of the effect of each motion source (and direction) separately, as well as the cumulative effect of all of them together (or any desired combination). While the simulation can also accommodate Brownian motion [32], for simplicity reasons, it was neglected and we considered only flow patterns and US fields as the sources of motion of scatterers within the tissue.
As the intent of this study is to discriminate between flow patterns at different depths, we implemented a flow pattern only in a certain layer (1 mm width). That is to say that only scatterers located in that specific layer were exposed to displacement caused by flow. Then, we changed the depth of this layer several (3) times and compared the results.
For each depth of flow pattern we modeled an US pulse propagating through the tissue. We chose a certain layer thickness (4 mm), which was tagged by US (by the corresponding scatterers motion). Then, this layer was shifted deeper, as the US pulse is propagating deeper, with increments of 0.2mm (see Fig. 3(B) (right) ). Each US location within the tissue corresponds to different time delay from its transmission. The depth of the flow layer was kept constant throughout the US propagation. For each US location, the intensity temporal pattern on the area of the detector was obtained (as aforementioned by Eq. (3)), and the corresponding power spectrum (PS) was calculated, using ( ) 2 
PS FFT I
Prior to FFT (Fast Fourier Transform) calculation, the signal was smoothed by Blackman window to reduce ringing effects originating from the software's zero padding while calculating the FFT. Stacking the obtained power spectra (corresponding to different US layer depths) one next to the other yielded a 2D spectrogram (ambiguity function).
To estimate the spectral width, two parameters were calculated for each US depth, the area under the spectrum curve (AUC) in a predetermined bandwidth (BW) around the central US frequency, and the PS amplitude at the central US carrier frequency (A(fUS)). The spectral width (SW) was then given by
Local broadening, which is the Flow Index (FI) as explained before, was determined by the first derivative of the spectral width according to the depth (Eq. (8)).
( )
SW FI z ∂ = ∂ (8)
In-vitro experiments
In order to validate our depth discrimination technique, we constructed a laboratory phantom experiment. We used a previously designed phantom that mimics blood flow in tissues [33] .
The phantom is made of UltraFlex (Douglas & Sturgess Inc) which is a synthetic polymer matrix soaked with oil. TiO2 particles (0.1% by weight) were added as light scattering agents. The optical and acoustic properties of the phantom are similar to those of tissue, as detailed in Table 1 . The UltraFlex slab contains 20 hollow parallel channels with an outer diameter of 1mm. Those channels are arranged in 5 rows of 4 channels each, as depicted in Fig. 4(B) , and connected to silicon tubes (each channel separately - Fig. 4(D) ). Each row of channels is connected to a separate valve, as seen in Fig. 4(C) , thus enabling control of it separately (turn on/off).
A schematic diagram of the experimental set-up is presented in Fig. 4(A) . Light from a long coherence length (>3m) laser diode (808nm, 100mW, IPS, USA) was delivered towards the phantom through an optical fiber (62.5µm, NA 0.27). Backscattered light was collected with a second optical fiber (bundle of 12*200µm fibers, NA = 0.22), and delivered to an APD photo-detector (Hamamatsu Si APD s12023). An US transducer (Custom made Flat circular wide band transducer, Sonomed), which transmitted pressure sequence (0.3MPa, 7Hz repetition rate) into the medium, was placed on the transmission plane, such that the transmitting fiber (Tx) passed through a hole in its center. The light collecting fiber (Rx) was positioned aside the transducer such that the Tx-Rx distance was 12 mm. The two optical fibers and the US transducer were assembled together in a measuring probe (see Fig. 4(E) ). A calibrated computer-controlled syringe pump (Chemix, Model Infusion 100) was used to generate flow patterns. It was controlled using a designated LabView ® program and enabled accurate and reproducible generation of desired flow rates. To generate flow patterns in different depths, all channels were filled with white scattering fluid, while enabling flow in one row of channels at a time. Measurements were repeated for flow at 3 different rows (depths). For each depth, data was recorded for 10 minutes. The liquid flowing through the channels was collected into a drain reservoir. The flow rate was arbitrarily chosen (1000µl/min). A setup in which two rows of channels, shallow and deep, were activated simultaneously was also investigated.
The US sequence was generated using a computer controlled function generator. The optical fibers and the US transducer were placed such that the flow channels are within the sampled volume of the system. The diameter of the acoustic beam was 4mm (FWHM at −3dB), and the central ultrasound carrier frequency was 1MHz. The photodetector's signals were sampled with an A/D converter. Data analysis was performed using a custom MATLAB program.
Results
The ability to discriminate flow patterns at different depths was investigated using both computerized simulations and in-vitro experiments. Figure 5 shows the simulation's output for one representing case of a flow pattern through a specific layer. In this case, the flow layer was between 13 and 14mm, velocity was set to 5mm/sec and US pulse width was 4mm with increments of 0.2mm (as explained previously). The upper panel (A) exemplifies a normalized spectrogram, which is a visual representation of the light spectrum around the US carrier frequency (exactly in the middle) as it varies over time. The middle panel (B) includes the corresponding spectral width as a function of depth, showing narrower spectrum obtained from shallower depths and a significant broadening as the US pulse propagates, overlaps the flow layer and passes it. The "local broadening", which is the flow index FI, as previously defined, is presented in the lower panel (C) of that figure. As opposed to the spectral width, the local broadening exhibits an increase only around the flow layer, and an equivalent decrease immediately thereafter. The simulation was repeated three times, corresponding to three flow layers at different depths (9-10mm, 13-14mm, 15-16mm) and yielded the following results, presented in Fig.  6 (A)-6(C). Depth discrimination is clearly apparent, as the spectral broadening occurred at different depths, as expected.
The same experiments were performed in-vitro. In each case, only one row of channels (corresponding to the same depth relative to the surface as in the simulation) was operated, demonstrating flow in a specific layer only (depths 5.5mm, 9.5mm and 13.5mm respectively). Other channels (in other depths) were filled with static fluid to avoid air bubbles. Figure 6 (E)-6(F) shows both the spectral width and its corresponding spectral broadening data. Similarly to the simulation, a distinct separation between flow patterns at different depths is clearly seen.
In addition to the ability to identify flow patterns at different depths illustrated in Fig. 6 , we wanted to examine the ability to distinguish between simultaneous flow patterns at two depths. Thus, we further modeled a supplementary case, in which flow patterns were generated in two disparate layers within the sample, shallower and deeper, concurrently. Figure 7 shows the normalized spectrogram obtained by the simulation in this state. Dashed black lines represent the two flow layers at 9-10mm and 17-18mm. The flow velocities were chosen to be 2mm/sec and 5mm/sec, respectively, though a similar effect was observed when identical velocities were chosen for the different depths as well. Flow index (which is the local broadening parameter) results from both the simulation (B) and in-vitro experiment (C) are presented in Fig. 7 . Red curves depict the case of flow patterns only in a shallow layer, whereas the blue ones show two simultaneous flow patterns.
One may note a clear identification and localization of both flow layers, suggesting that discrimination and elimination of shallower (superficial) flow effect is indeed feasible and achievable.
Discussion
NIRS based methods can provide a continuous, non-invasive tool for measuring cerebral blood flow. However, these techniques are usually affected and contaminated by artifacts originating in extra-cerebral tissues, through which light diffuses before and after propagating through the brain. Here we presented a novel technique, based on the acousto-optic effect that can extract flow patterns from a specific depth within a sample. Depth discrimination was demonstrated using both computerized simulation and in-vitro experiments. In addition, identification of two parallel flow patterns located at different depths, shallow and deep, was also clearly presented, suggesting that using such methods one can effectively reduce contamination of blood flow through the extra-cerebral layers on the obtained signals, and specifically extract cerebral flow data. Figure 6 demonstrate local spectral broadening (flow) curves obtained in computerized simulation and in-vitro experiments. They both display 3 differentiated peaks, corresponding to 3 different depths of the flow patterns. These curves exhibit a rather wide range of depths and a fairly slow rise and decay times, rather than a very localized peak surrounding the flow channel. As mentioned above, the simulated flow layer width was 1mm (marked with dashed black lines in Fig. 5(A) ), while the measured range of non-zero flow is larger than 1mm. It practically means that this technique has lower spatial resolution than the flow layer's actual physical dimension. We associate this increased range to the behavior of light scattering in the tissue and the scatterer distribution along the photon paths (we discuss only the optical resolution as the acoustic resolution is better and not the limiting factor here. Under other conditions, acoustic pulse width may also affect the peak resolution). However, despite lower resolution, it provides much better depth discrimination than pure optical techniques based on NIRS or laser Doppler flowmetry, which are unable to discriminate between the two layers using a single wavelength of illumination [36] . In fact, preliminary simulations demonstrated that the optical properties of the "tissue" affect the broadening function. Further study should investigate the properties of the trajectories' and the different parameters which may influence the spatial resolution in the presented flow measurement.
Different improvements and modifications involve the possible use of a focused US beam, to target the measurement into one specific depth within the sample. Since the US beam will be directed to a certain depth, it can enhance the depth resolution. By doing so, we might also be able to shorten the required sampling time. Yet, to enable blood flow measurement in multiple depths, some kind of scanning procedure would have to be applied.
The agreement between the simulation and in-vitro experiments provided here implies that this simulation models correctly the phenomena involved in the acousto-optic effect. Thus, it may provide insight as to the occurring processes and serve as a tool for investigators in this field to answer different questions arising while adapting this technique. For example, using the simulation one can mimic different shapes of US beams (such as focused beam which was discussed before) and evaluate its contribution to the obtained signals or to the depth discrimination ability. It may assist in the optimization of system design and in the understanding of photon trajectories properties. It can be also used to simulate different flow protocols and examine the system performance and capabilities. Use of this platform with different velocity values may provide absolute quantification to the relation between spectral broadening and flow parameters as well.
The flow phantom described here has several limitations which have to be taken into account. First, it models only directional flow rather than flow in random directions such as in the microvasculature flow in tissue. Second, though having optical and acoustical properties similar to those of a tissue (as depicted in Table 1 ), the phantom's background decorrelation time differs from that of a living tissue. The Ultraflex which is used to construct the phantom has a longer scatterer decorrelation time. In addition, the phantom does not perfectly mimic tissue absorption. Finally, if cerebral blood flow is to be investigated, the phantom should include an additional component mimicking the skull that is known to significantly attenuate the US signal and of course affect the related UTL signal. However, considering the fact that the UTL technique was already proved to be able to monitor microvasculature flow in the brain [37], we believe that applying the algorithm described here, depth discrimination can be obtained in in-vivo environment as well. This should be further investigated in the future using an improved phantom which better mimics random flow direction in different depths along with skull modeling component.
While the proposed algorithm was validated in simulation and laboratory experiments, it should be further investigated in in-vivo experiments and clinical trials using manipulations which change cerebral blood flow only (rather than systemic ones which are prone to change the extra-cerebral blood flow as well). Our depth discriminative measurement can be compared to a superficial blood flow measurement, obtained by laser Doppler for instance, emphasizing the expected difference between the two. Those experiments will enable to assess the algorithm ability to reduce the influence of extra-cerebral tissue and specifically concentrate on cerebral blood flow measurements. It will further clarify the influence of real blood on the obtained signal (different optical properties from the used fluid, higher absorption, etc.). Previous studies carried with this technique showed that deep signals originating from the brain could indeed be obtained [37] . It was also showed that similar signals could not be obtained using other NIRS method [38] , which may imply that using UTL technique as depicted here, depth discrimination could potentially be validated in-vivo as well.
Finally, a novel algorithm combining ultrasonic resolution with optical contrast, thus allowing identification of flow patterns as a function of depth within a sample, was introduced and validated. The inherent advantages of being continuous, non-invasive, and easy to use make this US Tagged NIRS (UT-NIRS) device very promising. The depth discrimination ability presented here is a powerful added value, not existing today, distinguishing this unique device from other available NIRS devices.
