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Abstract
Given a stationary dierentiable in probability process f(t)gt2R we express the asymptotic be-
haviour of the tail Pfsupt2[0;1] (t)>ug for large u through a certain functional of the conditional
law (0(1)j(1)>u). Under technical conditions this functional becomes the upcrossing intensity
(u) of the level u by (t). However, by not making explicit use of (u) we avoid the often
hard-to-verify technical conditions required in the calculus of crossings and to relate upcrossings
to extremes. We provide a useful criterion for verifying a standard condition of tightness-type
used in the literature on extremes. This criterion is of independent value. Although we do
not use crossings theory, our approach has some impact on this subject. Thus we complement
existing results due to, e.g. Leadbetter (Ann. Math. Statist. 37 (1983) 260{267) and Marcus
(Ann. Probab. 5 (1977) 52{71) by providing a new and useful set of technical conditions which
ensure the validity of Rice’s formula (u) =
R1
0
zf(1); 0(1)(u; z) dz. As examples of applica-
tion we study extremes of Rn-valued Gaussian processes with strongly dependent component
processes, and of totally skewed moving averages of -stable motions. Further we prove Be-
layev’s multi-dimensional version of Rice’s formula for outcrossings through smooth surfaces of
Rn-valued -stable processes. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: Primary 60G70; secondary 60E07; 60F10; 60G10; 60G15
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0. Introduction
Given a dierentiable stationary stochastic process f(t)gt2R there is, under technical
conditions, a direct relation between the asymptotic behaviour of Pfsupt2[0;1] (t)>ug
for large u and that of the expected number of upcrossings (u) of the level u by
f(t)gt2[0;1] (e.g., Leadbetter and Rootzen, 1982; Leadbetter et al., 1983, Chapter 13;
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Albin, 1990, Theorem 7; Albin, 1992). Under additional technical conditions one further
has the explicit expression
Rice’s formula : (u) =
Z 1
0
zf(1); 0(1)(u; z)dz (0.1)
(e.g., Leadbetter, 1966; Marcus, 1977; Leadbetter et al., 1983, Chapter 7).
However, although very reasonable, the above mentioned two sets of \technical
conditions" are quite forbidding, and have only been veried for Gaussian processes
and processes closely related to them. Hence, although conceptually satisfying, the
upcrossing approach to extremes have neither led far outside \Gaussian territory", nor
generated many results on extremes that cannot be easier proved by other methods. See,
e.g. Adler and Samorodnitsky (1997) and Albin (1992) for outlines of the technical
problems associated with the formula (0.1), and with relating the asymptotic behaviour
of Pfsupt2[0;1] (t)>ug to that of (u), respectively.
In Section 3 we show that, under certain conditions on the functions q and w,
P
(
sup
t2[0;1]
(t)>u
)
Pf(1)>ug+ 1
x
P

0(1)>
1
x
(1)− u
q(u)
 (1)>u

Pf(1)>ug
q(u)
(0.2)
as u " u^  supfx2R: Pf(1)>xg>0g and x # 0 (in that order). Note that, assuming
absolute continuity, the right-hand side of (0.2) is equal to
Pf(1)>ug+
Z 1
0
Z z
0
f(1); 0(1)(u+ xqy; z) dy

dz: (0.3)
If we send x # 0 before u " u^, (0.1) shows that, under continuity assumptions, (0.3)
behaves like Pf(1)>ug+(u). However, technical conditions that justify this change
of order between limits, and thus the link between extremes and upcrossings, can
seldom be veried outside Gaussian contexts. In fact, since Pfsupt2[0;1] (t)>ug=
Pf(1)>ug+ (u) for processes that cluster (e.g., Albin, 1992, Section 2), the \tech-
nical conditions" are not only technical! So while (0.2) is a reasonably general result,
the link to (u) can only be proved in more special cases.
Non-upcrossing-based approaches to local extremes rely on the following conditions:
(1) weak convergence (as u " u^) of the nite dimensional distributions of the process
f(w(u)−1[(1− q(u)t)− u] j (1)>u)gt2R;
(2) excursions above high levels do not last too long (local independence); and
(3) a certain type of tightness for the convergence in (1).
It is rare that (w−1[(1 − qt) − u] j (1)>u) can be handled sharp enough to verify
(1). Somewhat less seldom one can carry out the estimates needed to prove
Assumption 1. There exist random variables 0 and 00 with
0060 a:s: and lim sup
u"u^
E
(q(u)200w(u)

%
 (1)>u
)
<1 for some %>1;
(0.4)
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and such that
lim
u"u^
P
(1− q(u)t)− uw(u)t − (1)− uw(u)t + q(u)t
0
w(u)t
− q(u)
2t200
2w(u)t
>
 (1)>u

=0 (0.5)
for each choice of >0 and t 6= 0.
Further there exists a random variable 0 such that; for each choice of >0;
P
(1− q(u)t)− uw(u)t − (1)− uw(u)t + q(u)t
0
w(u)t
>
 (1)>u

6Cjtj% (0.6)
for u> ~u and t 6= 0; for some constants C = C()>0; ~u= ~u()2R and %= %()>1.
Of course, one usually takes 0 = 0 = 0(1) in Assumption 1, where 0(t) is a
stochastic derivative of (t). The variable 00 is not always needed in (0.5) [so that
(0.5) holds with 00 = 0]; and 00 is not always choosen to be 00(1) when needed.
In Section 2 we prove that (0.6) implies the tightness-requirement (3), and in Section 3
that (0.5) can replace the requirement about weak convergence (1).
Condition (2) cannot be derived from Assumption 1. But by requiring that (0.5)
holds for t-values t = t(u)!1 as u " u^, it is possible to weaken the meaning of
\too long" in (2) and thus allow \longer" local dependence. This is crucial for the
application to Rn-valued Gaussian processes in Section 5. [The exact statement of
condition (2) and the mentioned weakened version of it are given in Assumption 2 of
Section 2 and the requirement (3.2) of Theorem 2, respectively.]
In Section 4 we show that a version of (0.6) can be used to evaluate the upcrossing
intensity (u) through the relation (e.g., Leadbetter et al., 1983, Section 7:2)
(u) = lim
s#0
s−1Pf(1− s)<u<(1)g: (0.7)
A process f(t)gt2R with innitely divisible nite dimensional distributions has rep-
resentation (t) =
R
x2S ft(x) dM (x) in law, for some function f()():R  S!R and
independently scattered innitely divisible random measure M on a suitable space S.
Putting
0(1) 
Z
S
@
@t
ft(x)

t=1
dM (x)
when f() is smooth, we thus get
(1− qt)− u
wt
− (1)− u
wt
+
qt0(1)
wt
=
q
w
Z
S

f1−qt(x)− f1(x)
qt
+
@
@t
ft(x)

t=1

dM (x):
When 0 = 0 = 0(1) and 00 = 0 the probabilities in (0.5) and (0.6) are bounded by
P
Z
S

f1   qw

f1−qt − f1
qt
+
@
@t
ft

t=1

dM>u+ 

P
Z
S
f1 dM>u

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for each choice of >0. Thus the events under consideration in (0.5) and (0.6) has
been reduced to tail events for univariate innitely divisible random variables, which
can be crucially more tractable to work with than the \traditional conditions" (1) and
(2). We show how this works on -stable processes in Section 6.
Let fX (t)gt2R be a separable nj1-matrix-valued centred stationary and two times
mean-square dierentiable Gaussian process with covariance function R(t) = EfX (s)
X (s+t)Tg. In Section 5 we nd the asymptotic behaviour of Pfsupt2[0;1] X (t)TX (t)>ug
as u!1 under the additional assumption that
lim inf
t! 0
t−4 inf
fx2Rn:kxk=1g
xT[I − R(t)R(t)T]x>0:
This is an important generalization of results in the literature which are valid only
when (X 0(1) jX (1)) has a non-degenerate normal distribution in Rn, i.e.,
lim inf
t! 0
t−2 inf
fx2Rn:kxk=1g
xT[I − R(t)R(t)T]x>0:
Let fM (t)gt2R denote an -stable Levy motion with >1 that is totally skewed to
the left. Consider the moving average (t) =
R1
−1 f(t − x) dM (x); t 2R; where f is
a non-negative suciently smooth function in L(R). In Section 6 we determine the
asymptotic behaviour of Pfsupt2[0;1] (t)>ug as u!1. This result cannot be proven
by traditional approaches to extremes since the asymptotic behaviour of conditional
totally skewed -stable distributions is not known (cf. (1)).
In Section 7 we prove a version of Rice’s formula named after Belyaev (1968)
for the outcrossing intensity through a smooth surface of an Rn-valued stationary and
P-dierentiable -stable process fX (t)gt2R with independent component processes.
1. Preliminaries
All stochastic variables and processes that appear in this paper are assumed to be
dened on a common complete probability space (
;F;P).
In the sequel f(t)gt2R denotes an R-valued strictly stationary stochastic process,
and we assume that a separable and measurable version of (t) have been choosen.
Such a version exists, e.g. assuming P-continuity almost everywhere (Doob, 1953,
Theorem II:2:6), and it is to that version our results apply.
Let G(x)  Pf(1)6xg and u^  supfx2R: G(x)<1g. We shall assume that G
belongs to a domain of attraction of extremes. Consequently there exist functions
w: (−1; u^)! (0;1) and F : (−x^;1)! (−1; 1) such that
lim
u"u^
1− G(u+ xw(u))
1− G(u) = 1− F(x) for x2 (−x^;1); for some x^2 (0;1]: (1.1)
If G is Type II-attracted we can assume that x^=−1, F(x)= 1− (1+ x)− for some
>0, and w(u) = u. Otherwise G is Type I- or Type III-attracted, and then we can
take x^ =1 and F(x) = 1− e−x, and assume that w(u) = o(u) with
w(u+ xw(u))=w(u)! 1 locally uniformly for x2R as u " u^: (1.2)
See, e.g., Resnick (1987, Chapter 1) to learn more about the domains of attraction.
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In general, the tail of G is by far the most important factor aecting the tail behaviour
of the distribution of supt2[0;1] (t). Virtually all marginal distributions G that occur in
the study of stationary processes belong to a domain of attraction.
In most assumptions and theorems we assume that a function q: (−1; u^)! (0;1)
with Q  lim supu"u^ q(u)<1 have been specied. The rst step when applying these
results is to choose a suitable q. Inferences then depend on which assumptions hold
for this choice of q. In particular, we will use the requirement
R ()  lim sup
u"u^
q(u)=q(u− w(u)) satises lim sup
#0
R ()<1: (1.3)
Sometimes we also need a second function D : (−1; u^)! (0;1) such that
D(u)61=q(u) and lim sup
u"u^
D(u) =Q−1 (= +1 when Q = 0): (1.4)
In order to link the asymptotic behaviour of Pfsupt2[0;1] (t)>ug to that of
(0(1)j(1)>u), we make intermediate use of the tail behaviour of the sojourn time
L(u)  L(1; u) where L(t; u) 
Z t
0
I(u; u^)((s)) ds for t>0;
and its rst moment EfL(u)g=Pf(1)>ug=1−G(u). Our study of sojourns, in turn,
crucially relies on the sequence of identitiesZ x
0
PfL(u)=q>yg
EfL(u)=qg dy=
1
EfL(u)g
Z 1
0
PfL(s; u)=q6x; (s)>ug ds
=
Z 1
0
P
(Z s=q
0
I(u; u^)((1− qt)) dt6x
 (1)>u
)
ds
= qx +
Z 1
qx
P
(Z s=q
0
I(u; u^)((1− qt)) dt6x
 (1)>u
)
ds:
(1.5)
In (1:5) the rst equality is rather deep, and has long been used by Berman (1982,
1992). See, e.g. Albin (1998, Eq. (3.1)) for a proof. The second equality follows easily
from stationarity, while the third is trivial.
Convention. Given functions h1 and h2 we write h1(u) 4 h2(u) when lim supu"u^ (h1(u)−
h2(u))60 and h1(u)< h2(u) when lim inf u"u^ (h1(u)− h2(u))>0.
2. First bounds on extremes. Tightness
In Propositions 1 and 2 below we use (a strong version of) (2) and (3), respectively,
to derive upper and lower bounds for the tail Pfsupt2[0;1] (t)>ug. When combined
these bounds show that
P
(
sup
t2[0;1]
(t)>u
)
asymptotically behaves like EfL(u)g=q(u) as u " u^;
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except for a multiplicative factor bounded away from 0 and 1. In Theorem 1 we
further prove that (0.6) implies condition (3) in the shape of Assumption 3 below.
Our lower bound rely on the following requirement:
Assumption 2. We have
lim
d!1
lim sup
u"u^
Z 1=q(u)
d^(1=q(u))
Pf(1− q(u)t)>uj(1)>ug dt = 0:
Assumption 2 requires that if (1)>u, then (t) have not spent too much time above
the level u prior to t=1. This means a certain degree of \local independence". Clearly,
Assumption 2 holds trivially when Q>0.
As will be shown in Section 3, Assumption 2 can be relaxed if (0.5) is assumed
to hold also for t-values t = t(u)!1 as u " u^. This gives an opportunity to allow
stronger local dependence than is usual in local theories of extremes.
Typically, Assumption 2 should be veried employing the estimate
Pf(1− q(u)t)>uj(1)>ug6Pf(1− q(u)t) + (1)>2ug=Pf(1)>ug:
(2.1)
This is the way Assumption 2 is veried for the -stable process in Section 6 [by
invoking such a computation in Albin (1999)], and the Gaussian process in Example 1
at the end of Section 3 can also be dealt with very easily using this approach. [There
is an array of complicated estimates of probabilities like Pf(1− q(u)t)>uj(1)>ug
in the Gaussian literature, all of which are bettered or equaled by (2.1).] It seems
that it was Weber (1989) who rst observed the \trick" (2.1) in the context of local
extremes. This trick can be crucial in non-Gaussian contexts.
Proposition 1. If Assumption 2 holds; then we have
lim inf
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
>0:
Proof. Clearly we have
lim inf
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
> lim inf
u"u^
1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy
=
1
x
 
1− lim sup
u"u^
Z 1
x
PfL(u)=q>yg
EfL(u)=qg dy
!
(2.2)
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for each x>0. Given an 2 (0; 1), (1:5) and Assumption 2 further show that
lim sup
u"u^
Z 1
x
PfL(u)=q>yg
EfL(u)=qg dy
6 lim sup
u"u^
Z 1
0
P
(Z d^(s=q)
0
I(u; u^)((1− qt)) dt>(1− )x
 (1)>u
)
ds
+ lim sup
u"u^
Z 1
0
P
(Z s=q
d^(s=q)
I(u; u^)((1− qt)) dt>x
 (1)>u
)
ds
60 +
1
x
lim sup
u"u^
Z s=1
s= 0
Z t=s=q
t=d^(s=q)
Pf(1− qt)>uj(1)>ug dt ds
60 +
1
x
lim sup
u"u^
Z t=1=q
t=d^(1=q)
Pf(1− qt)>uj(1)>ug dt
60 +
1
x
2 for x>d=(1− ) and d>d0; for some d0>1: (2.3)
Choosing x = d0=(1− ) and inserting in (2.2) we therefore obtain
lim inf
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
>
1− 
d0

1− (1− )
d0

>0:
Of course, an upper bound on extremes require an assumption of tightness type:
Assumption 3. We have
lim
a#0
lim sup
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u; max
fk2Z:06aq(u)k61g
(akq(u))6u
)
= 0:
Assumption 3 were rst used by Leadbetter and Rootzen (1982), and it plays a
central role in the theory for both local and global extremes (e.g., Leadbetter and
Rootzen, 1982; Leadbetter et al., 1983, Chapter 13; Albin, 1990). Assumption 3 is
usually very dicult to verify.
Proposition 2. If Assumption 3 holds; then we have
lim sup
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
<1:
Proof. Clearly we have
lim sup
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
6 lim sup
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u; max
06aqk61
(akq)6u
)
+ lim sup
u"u^
q(u)
EfL(u)gP

max
06aqk61
(akq)>u

:
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Here the rst term on the right-hand side is nite (for a>0 suciently small) by
Assumption 3, while the second term is bounded by
lim sup
u"u^
q(u)
EfL(u)g ((1 + [1=(aq)])(1− G(u)))6Q + a
−1<1:
To prove that (0.6) implies Assumption 3 we recall that if f(t)gt2[a;b] is separable
and P-continuous, then every dense subset of [a; b] is a separant for (t).
Theorem 1. Suppose that (1:1) and (1:3) hold. If in addition (0:6) holds and (t) is
P-continuous; then Assumption 3 holds.
Proof. Letting n 
Pn
k=1 2
−k and En 
S2n
k= 0f(aqk2−n)>u+ nawg we have
P
(
(0)6u; sup
t2[0;aq]
(t)>u+ aw; (aq)6u
)
=P
(
Ec0;
1[
n=1
2n[
k= 0
f(aqk2−n)>u+ awg
)
6P
(
Ec0;
1[
n=1
En
)
6P
(1[
n=1
(En n En−1)
)
6
1X
n=1
2n−1−1X
k= 0
P

(aq(2k)2−n)6u+ n−1aw; (aq(2k + 1)2−n)>u+ naw;
(aq(2k + 2)2−n)6u+ n−1aw
}
6
1X
n=1
2n−1P

(1− aq2−n)− u
w
− (1)− u
w
+
aq2−n0
w
<− 2−na; (1)>u

+
1X
n=1
2n−1P

(1 + aq2−n)− u
w
− (1)− u
w
− aq2
−n0
w
<− 2−na; (1)>u

+
1X
n=1
2n−1P

aq2−n0
w
>0;−aq2
−n0
w
>0

6 2
1X
n=1
2n−1C(2−na)%Pf(1)>ug
=o(a)Pf(1)>ug as a # 0: (2.4)
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Consequently it follows that
lim sup
u"u^
q(u)
EfL(u)gP
(
sup
t2[0;1]
(t)>u+ aw; max
06aqk61
(akq)6u
)
6limsup
u"u^
q(u)
EfL(u)gP
(
sup
06t6([1=(aq)]+1)aq
(t)>u+ aw; max
06k6[1=(aq)]+1
(akq)6u
)
6lim sup
u"u^
q(u)
EfL(u)g ([1=(aq)] + 1)P
(
(0)6u; sup
t2[0; aq]
(t)>u+ aw; (aq)6u
)
6lim sup
u"u^
(a−1 + q) o(a)
! 0 as a # 0: (2.5)
Hence it is sucient to prove that
()  lim sup
a#0
lim sup
u"u^
q(u)
EfL(u)gP
(
u< sup
t2[0;1]
(t)6u+ aw
)
! 0 as  # 0:
Put ~u  u− aw, ~w  w( ~u) and ~q  q( ~u) for a; >0. Then we have [cf. (1.2)]
u= ~u+ aw> ~u+
1
2
a ~w and u= u+ aw6 ~u+ 2a ~w
for u suciently large. Combining (2.5) with (1.1) and (1.3) we therefore obtain
() 6 lim sup
a#0
lim sup
u"u^
R (a)(1− F(−a)) ~q
EfL( ~u)g
P
(
sup
t2[0;1]
(t)> ~u+
1
2
a ~w; max
06a ~qk61
(ak ~q)6 ~u
)
+ lim sup
a#0
lim sup
u"u^
R (a)(1− F(−a)) ~q
EfL( ~u)g
P

~u< max
06a ~qk61
(ak ~q)6 ~u+ 2a ~w

6 0 + lim sup
a#0
lim sup
u"u^
R (a)(1− F(−a))
a(1− G(u)) Pfu<(0)6u+ 2awg
6
 
lim sup
a#0
R (a)
! 
lim sup
a#0
F(2a)
a
!
! 0 as  # 0:
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3. Extremes of P-dierentiable processes
We are now prepared to prove (0.2). As mentioned in the introduction, we want the
option to employ a stronger version of (0.5) [(3.1) below] in order to be able to relax
Assumption 2 [to (3.2)]:
Theorem 2. Assume that there exist random variables 0 and 00 such thatZ D(u)
0
P
(1− q(u)t)− uw(u) t − (1)− uw(u) t + q(u)t
0
w(u)t
− q(u)
2t200
2w(u)t

>j (1)>u

dt! 0 (3.1)
as u " u^ for each choice of >0 [where D(u) satises (1:4)]; and that
lim sup
u"u^
Z 1=q(u)
D(u)
Pf(1− q(u)t)>uj(1)>ug dt = 0: (3.2)
If in addition (0:4); (1:1); and Assumption 3 hold; then we have
lim sup
x#0
lim sup
u"u^

q(u) +
1
x
P

q(u) 0
w(u)
>
1
x
(1)− u
w(u)
 (1)>u
 
<1:
As x # 0 we further have
lim sup
u"u^
 q(u)EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
− q(u)
−1
x
P

q(u) 0
w(u)
>
1
x
(1)− u
w(u)
 (1)>u
 ! 0 :
Proof. Choosing constants ; >0, (1:5) and Markov’s inequality show that
1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
=
1
x
Z 1
qx
P
(Z s=q
0
I(0;1)

(1− qt)− u
w

dt6x
 (1)>u
)
ds
6
1
x
Z 1
qx
P
(Z D^(s=q)
0
I(;1)

(1)− u
w
− qt 
0
w
+
q2t200
2w

dt
6(1 + )xj (1)>u
)
ds
+
1
x
Z 1
0
P
Z D
0
I(;1)

(1)− u
w
− qt
0
w
+
q2t200
2w
− (1− qt)− u
w

dt
>xj (1)>u

ds
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6
1
x
P

(1)− u
w
− q (1 + )x 
0
w
+
q2(1 + )2x200
2w
6
 (1)>u

+
1
x
Z
fs2[qx;1]:(1+)x>D^(s=q)g
ds+
1
x
P
(
(1)− u
w
6
 (1)>u
)
+
1
x
1
x
Z D
0
P

(1)− u
w
− qt 
0
w
+
q2t200
2w
− (1− qt)− u
w
>j (1)>u

dt (3.3)
for 0<x<Q−1. By (0:4) and (1.1), the rst term on the right-hand side is
6
1
x
P

q0
w
>
1− 
(1 + )2x
(1)− u
w
 (1)>u

+
1
x
P

1
(1 + )2x
(1)− u
w
− x
(3%−1)=(2%)
(1 + )x
6
1− 
(1 + )2x
(1)− u
w
 (1)>u

+
1
x
P

q2(1 + )2x200
2w
6− x(3%−1)=(2%)
 (1)>u

+
1
x
P

1
(1 + )x
(1)− u
w
− 
(1 + )x
6
1
(1 + )2x
(1)− u
w
 (1)>u

4
1
x
P

q0
w
>
1− 
(1 + )2x
(1)− u
w
 (1)>u

+
F((1 + )x(3%−1)=(2%)=)
x
+
1
x
(1 + )2%x2%
x(3%−1)=2
E
(q2002w

%
 (1)>u
)
+
F((1 + ))
x
for 2 (0; 1):
Further the second term in (3.3) is 4 Q  for D>(1 + )x, the third  F()=x by
(1.1), and the fourth 4 0 by (3.1). Taking ~x = (1 + )2x=(1− ), (3.3) thus give
1
~x
Z ~x
0
PfL(u)=q>yg
EfL(u)=qg dy − q−
1
~x
P

q0
w
>
1
~x
(1)− u
w
 (1)>u

6
1− 
(1 + )2

1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
− 1
x
P

q0
w
>
1− 
(1 + )2x
(1)− u
w
 (1)>u

+
1− 
(1 + )2
1
x
Z ~x
x
PfL(u)=q>yg
EfL(u)=qg dy
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4
1− 
(1 + )2
F((1 + )x(3%−1)=(2%)=)
x
+
1− 
(1 + )2
(1 + )2%x(%−1)=2 lim sup
u"u^
E
(q2002w

%
 (1)>u
)
+
1− 
(1 + )2
F((1 + ))
x
+
1− 
(1 + )2
Q +
1− 
(1 + )2
F()
x
+
1− 
(1 + )2
(1 + )2x − (1− ) x
(1− ) x lim supu"u^
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
! 0 as  # 0;  # 0; x # 0 and  # 0 (in that order);
where we used Proposition 2 in the last step. It follows that
lim sup
x#0
lim sup
u"u^

1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
− 1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u

60: (3.4)
To proceed we note that (3.2) combines with a version of argument (2.3) to show
that, given an >0, there exists an u0 = u0()<u^ such thatZ 1
0
"Z s=q
D^(s=q)
Pf(1− qt)>uj(1)>ug dt
#
ds62 for u2 [u0; u^):
Through a by now familiar way of reasoning we therefore obtain
1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
>
1
x
Z 1
qx
P
(Z D^(s=q)
0
I(0;1)

(1− qt)− u
w

dt6(1− )x
 (1)>u
)
ds
− 1
x
Z 1
0
P
(Z s=q
D^(s=q)
I(u; u^)((1− qt)) dt>x
 (1)>u
)
ds
>
1− qx
x
P
Z D
0
I(0;1)

(1− qt)− u
w

dt6(1− )x
 (1)>u

− 1
x
1
x
Z 1
0
"Z s=q
D^(s=q)
Pf(1− qt)>uj(1)>ug dt
#
ds
<
1− qx
x
P
Z D
0
I(−;1)

(1)− u
w
− qt 
0
w
+
q2t200
2w

dt
6(1− 2)xj (1)>u

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− 1
x
P
Z D
0
I(;1)

(1− qt)− u
w
− (1)− u
w
+
qt 0
w
− q
2t200
2w

dt
>x
(1)>u

− 1
x
1
x
2
>
1− qx
x
P

(1)− u
w
− q (1− 2)x 
0
w
6− 
 (1)>u

− 1
x
1
x
Z D
0
P

(1− qt)− u
w
− (1)− u
w
+
qt 0
w
− q
2t200
2w
>j (1)>u

dt − 
x2
<
1− qx
x
P

q0
w
>
1
(1− 2)2x
(1)− u
w
 (1)>u

− 1
x
P

1
(1− 2)x
(1)− u
w
+

(1− 2)x
>
1
(1− 2)2x
(1)− u
w
 (1)>u

− 
x2
<
1− qx
x
P

q0
w
>
1
(1− 2)2x
(1)− u
w
 (1)>u

− F(
1
2(1− 2))
x
− 
x2
for 0<x<Q−1 and 0<< 12 . Consequently we have
q
EfL(u)gP
(
sup
t2[0;1]
(t)>u
)
− q
− 1
(1− 2)2x P

q0
w
>
1
(1− 2)2x
(1)− u
w
 (1)>u

< lim inf
u"u^
1
(1− qx) (1− 2)2


1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
−1− qx
x
P

q0
w
>
1
(1− 2)2x
(1)− u
w
 (1)>u

− lim sup
u"u^

1
(1− qx) (1− 2)2 − 1

q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
>− F(
1
2(1− 2))
(1−Q x) (1− 2)2x −

(1−Q x) (1− 2)2x2
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− Q x (1− 2)
2 + 4(1− )
(1−Q x) (1− 2)2 lim supu"u^
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
! 0 as  # 0;  # 0 and x # 0 (in that order);
where we used Proposition 2 in the last step. Hence we conclude that
lim inf
x#0
lim inf
u"u^
 
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
− q
− 1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u
!
>0; (3.5)
which in particular (again using Proposition 2) implies that
lim sup
x#0
lim sup
u"u^
 
q+
1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u
)!
6 lim sup
x#0
lim sup
u"u^
 
q+
1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u
)
− q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)!
+ lim sup
u"u^
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
<1: (3.6)
Using (1:5), (3.4) and (3.6) we readily deduce that
lim sup
x#0
lim sup
u"u^
q
EfL(u)g P

L(u)=q6x; max
0<aqk61
(akq)>u

6 lim sup
x#0
lim sup
u"u^
q
EfL(u)g
[1=(aq)]X
k=1
PfL(akq; u)=q6x; (akq)>ug
6 lim sup
x#0
lim sup
u"u^
1
aEfL(u)g
[1=(aq)]X
k=1
Z akq
a(k−1)q
PfL(t; u)=q6x; (t)>ug dt
6 lim sup
x#0
lim sup
u"u^
1
aEfL(u)g
Z 1
0
PfL(t; u)=q6x; (t)>ug dt
6 lim sup
x#0
lim sup
u"u^
x
a

1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
−1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u

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+ lim sup
x#0
lim sup
u"u^
x
a

q+
1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u

60: (3.7)
Further a calculation similar to (3.3){(3.4) combines with (3.6) to reveal that
lim sup
u"u^
PfL(u)=q6xj(1)>ug
= lim sup
u"u^
P
(Z 1=q
0
I(0;1)

(1− qt)− u
w

dt6x
 (1)>u
)
6 lim sup
u"u^
P
(Z d^(1=q)
0
I(;1)

(1)− u
w
− qt 
0
w

dt6(1 + )x
 (1)>u
)
+ lim sup
u"u^
P
(Z d
0
I(;1)

(1)− u
w
− qt 
0
w
− (1− qt)− u
w

dt
>xj (1)>u
)
6 lim sup
u"u^
P

(1)− u
w
− q (1 + )x 
0
w
6
 (1)>u

+ F()
+ lim sup
u"u^
1
x
Z d
0
P

(1)− u
w
− qt 
0
w
− (1− qt)− u
w
>
 (1)>u

dt
6 lim sup
u"u^
P

q0
w
>
1
(1 + )2x
(1)− u
w
 (1)>u

+ F((1 + )) + F()
! 0 as  # 0;  # 0 and x # 0 (in that order): (3.8)
In view of the obvious fact that
P
(
sup
t2[0;1]
(t)>u
)
6
1
x
Z x
0
P
(
fL(u)=q>yg [

max
06aqk61
(akq)>u

[
(
sup
t2[0;1]
(t)>u
))
dy
6
1
x
Z x
0
PfL(u)=q>yg dy + P

L(u)=q6x; max
06aqk61
(akq)>u

+P
(
sup
t2[0;1]
(t)>u; max
06aqk61
(akq)6u
)
;
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Assumption 3 combines with (3.4) and (3.7){(3.8) to show that
lim sup
x#0
lim sup
u"u^
 
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
− q
− 1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u
!
6 lim sup
x#0
lim sup
u"u^

1
x
Z x
0
PfL(u)=q>yg
EfL(u)=qg dy − q
−1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u

+ lim sup
a#0
lim sup
x#0
lim sup
u"u^
q
EfL(u)g P

L(u)=q6x; max
0<aqk61
(akq)>u

+ lim sup
x#0
lim sup
u"u^
qPfL(u)=q6xj(1)>ug
+ lim sup
a#0
lim sup
u"u^
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u; max
06aqk61
(akq)6u
)
6 0: (3.9)
The theorem now follows from inequalities (3.5){(3.6) and (3.9).
In Theorem 2 the absence of Assumption 2 disallows use of Proposition 1. However,
if we do make Assumption 2, then a stronger limit theorem can be proved:
Corollary 1. Suppose that (1:1) and (1:3) hold. If in addition Assumptions 1 and 2
hold; and (t) is P-continuous; then the conclusion of Theorem 2 holds with
lim inf
x#0
lim inf
u"u^

q(u) +
1
x
P

q(u) 0
w(u)
>
1
x
(1)− u
w(u)
 (1)>u

>0:
Proof. By Theorem 1, (0:6) implies Assumption 3. Moreover (0:5) implies that (3.1)
holds for some function D(u)!Q−1 (suciently slowly) as u " u^. Since Assumption
2 implies that (3.2) holds for any function D(u)!Q−1, it follows that the hypothesis
of Theorem 2 holds. Further (3.9) and Proposition 1 show that
lim inf
x#0
lim inf
u"u^

q+
1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u

> lim inf
x#0
lim inf
u"u^
 
q+
1
x
P

q0
w
>
1
x
(1)− u
w
 (1)>u
)
− q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)!
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+ lim inf
u"u^
q
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
>0:
Example 1. Let f(t)gt2R be a stationary zero-mean and unit-variance Gaussian pro-
cess, so that (1.1) holds with w(u) = (1 _ u)−1 and F(x) = 1− e−x. Assume that the
covariance function r(t)  Ef(s) (s+ t)g<1 for t 2 (0; 1] and satises
r(t) = 1 + 12 r
00(0) t2 + t2o(jlnjtjj−1) as t! 0: (3.10)
Put q(u) = (1 _ u)−1, so that (1.3) holds. We have C1t261 − r(t)6C2t2 for jtj61,
for some constants C1; C2>0. Since 1 + r(t)62, it follows readily that
Pf(1− qt)>uj(1)>ug6 2Pf(1− qt)>(1)>uj(1)>ug
6 2Pf(1− qt)− r(qt)(1)>(1− r(qt))ug
6 2PfN (0; 1)>
p
C1=2 qtu g for jqtj61;
so that Assumption 2 holds. Clearly (1 + t) − r(t)(1) − t 0(1) is independent of
(1), and has variance 1− r(t)2 − t2r00(0) + 2t r0(t) = t2o(jlnjtjj−1) by (3.10). Taking
0 = 0 = 0(1) and 00 = 0 in Assumption 1, (0:4) holds trivially while the fact that
(0:5) and (0:6) hold follows from the estimates
P
(1− qt)− (1) + qt 0(1)wt
>
 (1)>u

6P
(1− qt)− r(qt)(1) + qt 0(1)wt
>2

+
1
Pf(1)>ugP
 [1− r(qt)](1)wt
>2

6P

jN (0; 1)j> 
2 o(jlnjqtjj−1=2)

+
1
Pf(1)>ug P

jN (0; 1)j> 
2C2 qt

:
Let X be a unit-mean exponential random variable that is independent of 0(1). Since
(1) and 0(1) are independent, and (u((1)− u) j (1)>u)! dX by (1.1), we have
lim
u!1
1
x
P

0(1)>
1
x
(1)− u
q(u)
 (1)>u

=
1
x
Pf0(1)>X=xg
=
1
x
Z 1
0
e−yPf0(1)>y=xg dy
=
Z 1
0
e−yxPf0(1)>yg dy
! Ef[0(1)]+g
=
p
−r00(0)=(2) as x # 0:
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Adding things up we therefore recover the well-known fact that
P
(
sup
t2[0;1]
(t)>u
)

p−r00(0)p
2
PfN (0; 1)>ug
1=u

p−r00(0)
2 e
−u2=2 as u!1:
4. Rice’s formula for P-dierentiable stationary processes
In Theorem 3 below we derive two expressions for the upcrossing intensity of the
process f(t)gt2R in terms of the joint distribution of (1) and its stochastic derivative
0(1). Our result is a useful complement and alternative to existing results in the
literature.
Theorem 3. Let f(t)gt2R be a stationary process with a.s. continuous sample paths.
Choose an open set U R and assume that
(1) has a density function that is essentially bounded on U:
(i) Assume that there exist a random variable 0(1) and a constant %>1 such that
lim
s#0
ess sup
y2U
E
( (1− s)− (1) + s0(1)s

% (1) = y
)
f(1)(y) = 0; (4.1)
and such that
lim
s#0
E
(1− s)− (1) + s 0(1)s


= 0: (4.2)
Then the upcrossing intensity (u) of a level u2U by (t) is given by
(u) = lim
s#0
s−1Pf(1)− s 0(1)<u<(1)g: (4.3)
(ii) Assume that there exist a random variable 0(1) and a constant %>1 such that
lim
s#0
ess sup
y>u
E
(1− s)− (1) + s0(1)s

% (1) = y

f(1)(y) = 0 for u2U:
(4.4)
Then the upcrossing intensity (u) for levels u2U is given by (4:3).
(iii) Assume that (4:3) holds and that Ef[0(1)+]g<1. Then we have
(u)
8>>>><
>>>>:
> lim
#0
Z 1
0
ess inf
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx
for u2U:
6 lim
#0
Z 1
0
ess sup
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx
(iv) Assume that (4:3) holds; that there exists a constant %>1 such that
ess sup
y2U
Ef[0(1)+]%j(1) = ygf(1)(y)<1; (4.5)
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and that Ef[0(1)+]g<1. Then (u) for levels u2U is nite and satises
(u)
8>>><
>>>:
>
Z 1
0
lim
#0
ess inf
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx
6
Z 1
0
lim
#0
ess sup
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx:
(4.6)
(v) Assume that (4:3) holds; that there exists a constant %>1 such that
ess sup
y>u
Ef[0(1)+]%j(1) = ygf(1)(y)<1 for u2U: (4.7)
Then (u) for levels u2U is nite and satises (4:6).
(vi) Assume that (4:6) holds and that ((1); 0(1)) has a density such thatZ 1
x
f(1); 0(1)(u; y) dy is a continuous function of u2U for almost all x>0:
Then (u) for levels u2U is given by Rice’s formula (0:1).
(vii) Assume that (4:6) holds; that
(1) has a density that is continuous and bounded away from zero on U;
and that
((1); 0(1)) has a density f(1); 0(1)(u; y) that is a continuous function of u2U
for each y>0. Then (u) for levels u2U is given by Rice’s formula (0:1).
Proof. (i) Using (0:7) together with (4.1) and (4.2) we obtain
(u) = lim inf
s#0
s−1Pf(1− s)<u<(1)g
6 lim inf
s#0
1
s
P

0(1)>(1− )(1)− u
s
; (1)>u

+ lim sup
s#0
s−1Pfu<(1)6u+ sg
+ lim sup
s#0
1
s
P

0(1)6(1− )(1)− u
s
; (1− s)<u;
u+ s<(1)6u+ 

+ lim sup
s#0
1
s
P

0(1)6(1− )(1)− u
s
; (1− s)<u; (1)>u+ 

6
1
1−  lim infs#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

+  lim sup
s#0
ess sup
u<y<u+s
f(1)(y)
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+ lim sup
s#0
Z =s

P

(1− s)− (1) + s0(1)
s
<− x
 (1) = u+ xs

f(1)(u+ xs) dx + lim sup
s#0
1
s
P

(1− s)− (1) + s0(1)
s
<− 
s

6
1
1−  lim infs#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

+ lim sup
s#0
ess sup
u<y<u+s
f(1)(y)
+ lim sup
s#0
ess sup
u<y<u+
E
 (1− s)− (1) + s0(1)s

% (1) = y
)
f(1)(y)
Z =s

dx
(x)%
+ lim sup
s#0
1

E
(1− s)− (1) + s0(1)s


! lim inf
s#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

as  # 0 and  # 0; for >0 small: (4.8)
The formula (4.3) follows using this estimate together with its converse
(u) > lim sup
s#0
1
s
P

0(1)>(1 + )
(1)− u
s
; (1)>u

− lim sup
s#0
s−1P fu<(1)6u+ sg
− lim sup
s#0
1
s
P

0(1)>(1+)
(1)−u
s
; (1− s)>u; u+s<(1)6u+ 

− lim sup
s#0
1
s
P

0(1)>(1 + )
(1)− u
s
; (1− s)>u; (1)>u+ 

>
1
1 + 
lim sup
s#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

− lim sup
s#0
ess sup
u<y<u+s
f(1)(y)
− lim sup
s#0
Z =s

P
(
(1− s)− (1) + s0(1)
s
>x
 (1) = u+ xs
)
f(1)(u+ xs) dx − lim sup
s#0
1
s
P

(1− s)− (1) + s0(1)
s
>

s

! lim sup
s#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

as  # 0 and  # 0; for >0 small: (4.9)
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(ii) When (4.4) holds we do not need (4.1) and (4.2) in (4.8) because the estimates
that used (4.1) and (4.2) can be replaced with the estimate
lim sup
s#0
1
s
P

0(1)6(1− )(1)− u
s
; (1− s)<u; (1)>u+ s

6 lim sup
s#0
Z 1

P

(1− s)− (1) + s0(1)
s
<− x
 (1) = u+ xs

f(1)(u+ xs) dx
6 lim sup
s#0
ess sup
y>u
E
((1− s)− (1) + s0(1)s

%
 (1) = y
)
f(1)(y)
Z 1

dx
(x)%
= 0:
In (4.9) we make similar use of the fact that [under (4.4)]
lim sup
s#0
1
s
P

0(1)>(1 + )
(1)− u
s
; (1− s)>u; (1)>u+ s

6 lim sup
s#0
Z 1

P

(1− s)− (1) + s0(1)
s
>x
 (1) = u+ xs

f(1)(u+ xs) dx = 0:
(iii) Since Ef0(1)+g<1 there exists a sequence fsng1n=1 such that
Pf0(1)>[sn
p
jln(sn)j]−1g<sn=
p
jln(sn)j for n>1 and sn # 0 as n!1:
[This is an immediate consequence of the elementary fact that we must have
lim inf x!1 x ln(x)Pf0(1)>xg= 0.] Using (4.3) and (4.5) we therefore obtain
(u) = lim inf
s#0
1
s
P

0(1)>
(1)− u
s
; (1)>u

6 lim sup
n!1
Z [snpjln(sn)j ]−1
0
P f0(1)>xj(1) = u+ xsngf(1)(u+ xsn) dx
+ lim sup
n!1
s−1n Pf0(1)>[sn
p
jln(sn)j]−1g
6
Z 1
0
ess sup
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx
+ lim sup
n!1
1=
p
jln(sn)j for each >0: (4.10)
On the other hand (4.3) alone yields
(u)> lim
!1
lim sup
s#0
Z 
0
Pf0(1)>xj(1) = u+ xsgf(1)(u+ xs) dx
> lim
!1
Z 
0
ess inf
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx for each >0:
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(iv) When (4.5) holds the estimate (4.10) can be sharpened to
(u)6 lim sup
n!1
Z 
0
Pf0(1)>xj(1) = u+ xsngf(1)(u+ xsn) dx
+ lim sup
n!1
Z [snpjln(sn)j ]−1

Ef[0(1)+]%j(1) = u+ xsng
x%
f(1)(u+ xsn) dx
+ lim sup
n!1
s−1n Pf0(1)>[sn
p
jln(sn)j ]−1g
6
Z 
0
lim
#0
ess sup
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx
+ lim sup
n!1
ess sup
y2U
Ef[0(1)+]%j(1) = ygf(1)(y)
Z [snpjln(sn)j ]−1

dx
x%
+ lim sup
n!1
1=
p
jln(sn)j
8><
>:
!
Z 1
0
lim
#0
ess sup
u<y<u+
Pf0(1)>xj(1) = ygf(1)(y) dx as ! 0
<1 for each >0:
(4.11)
(v) When (4.7) holds, one can replace the estimates of s−1n Pf0(1)>[sn
pjln(sn)j]−1g
in (4.11) [that uses Ef0(1)+g<1] with the estimates
lim sup
s#0
Z 1
[s
p
jln(s)j]−1
Pf0(1)>xj(1) = u+ xsgf(1)(u+ xs) dx
6 lim sup
s#0
ess sup
y>u
Ef[0(1)+]%j(1) = ygf(1)(y)
Z 1
[s
p
jln(s)j]−1
dx
x%
=0:
(vi) and (vii) Statement (vi) follows from (4.6). The theorem of Schee (1947) shows
that the hypothesis of (vi) holds when that of (vii) does.
Example 2. Let f(t)gt2R be a mean-square dierentiable standardized and stationary
Gaussian process with covariance function r (cf. Example 1). Then we have
E
(1− s)− (1) + s0(1)s

% (1) = y

f(1)(y)
62%

E
(1− s)− r(s)(1) + s0(1)s

%
+
1− r(s)s

%
jyj%

f(1)(y);
so that (4.4) holds. Since (4.7) holds trivially, Theorem 3 [(ii), (v) and (vii)] shows
that Rices’s formula holds when 0(1) is non-degenerate.
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5. Extremes of Gaussian processes in R n with strongly dependent components
Let fX (t)gt2R be a separable nj1-matrix-valued centred stationary and two times
mean-square dierentiable Gaussian process with covariance function
R 3 t y R(t) = EfX (s)X (s+ t)Tg
= I + r0t + 12 r
00t2 + 16 r
000t3 + 124 r
(iv)t4 + o(t4)2Rnjn (5.1)
as t! 0 (where I is the identity in Rnjn): It is no loss to assume that R(0) is diagonal,
since this can be achieved by a rotation that does not aect the statement of Theorem 4
below. Further, writing P for the projection on the subspace of Rnj1 spanned by eigen-
vectors of R(0) with maximal eigenvalue, the probability that a local extremum of
X (t) is not generated by PX (t) is asymptotically neglible (e.g., Albin 1992, Section
5). Hence it is sucient to study PX (t), and assuming (without loss by a scaling
argument) unit maximal eigenvalue, we arrive at R(0) = I .
To ensure that fX (t)gt2[0;1] does not have periodic components we require that
EfX (t)X (t)TjX (0)g= I − R(t)R(t)T is non-singular:
Writing Sn  fz 2Rnj1: zTz = 1g, this requirement becomes
inf
x2Sn
xT[I − R(t)R(t)T]x>0 for each choice of t 2 [− 1; 1]: (5.2)
The behaviour of local extremes of the 2-process (t)  X (t)TX (t) will then depend
on the behaviour of I − R(t)R(t)T as t! 0.
Sharpe (1978) and Lindgren (1980) studied extremes of 2-processes with indepen-
dent component processes. Lindgren (1989) and Albin (1992, Section 5) gave exten-
sions to the general \non-degenerate" case when (5.1) and (5.2) hold and
lim inf
t! 0
t−2 inf
x2Sn
xT[I − R(t)R(t)T]x>0: (5.3)
Using (5.1) in an easy calculation, (5.3) is seen to be equivalent with the requirement
that the covariance matrix r0r0 − r00 of (X 0(1) jX (1)) is non-singular.
We shall treat 2-processes which do not have to be \non-degenerate" in the sense
(5.3). More specically, we study local extremes of the process f(t)gt2[0;1], satisfying
(5.1) and (5.2), under the very weak additional assumption that
lim inf
t! 0
t−4 inf
x2Sn
xT[I − R(t)R(t)T]x>0: (5.4)
Now let n() denote the (n− 1)-dimensional Hausdor measure over Rnj1.
Theorem 4. Consider a centred and stationary Gaussian process fX (t)gt2R in Rnj1;
n>2; satisfying (5:1), (5:2) and (5:4). Then we have
lim
u!1
1p
uPfX (1)TX (1)>ug P
(
sup
t2[0;1]
X (t)TX (t)>u
)
=
Z
z2Sn
1p
2
p
zT[r0r0 − r00]z d
n(z)
n(Sn)
: (5.5)
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Proof (By application of Theorem 2). The density function g and distribution function
G of the random variable (t)  X (t)TX (t) satisfy
g(x) = 2−n=2 
n
2
−1
x(n−2)=2e−x=2 for x>0;
1− G(u)  2−(n−2)=2 
n
2
−1
u(n−2)=2e−x=2 as u!1: (5.6)
Consequently (1.1) holds with w(u) = 2 and F(x) = 1− e−x.
To verify Assumption 1 we take 0 = 0 = 2X (1)TX 0(1) and 00 = 4X (1)T(r00 −
r0r0)X (1). Since r0 is skew-symmetric, so that X (1)Tr0X (1) = 0, we then obtain
(1− t)− (1) + t0
= k X (1− t)− R(t)X (1) k2
+ 2X (1)TR(t)T[X (1− t)− R(t)X (1) + tX 0(1) + tr0X (1)]
+2X (1)T[I − R(t)T][tX 0(1) + tr0X (1)]
−2X (1)T[I − R(t)TR(t)]X (1): (5.7)
Here the fact that EfX (1− t)X 0(1)Tg= R0(t) =−R0(−t)T implies that
X (1− t)− R(t)X (1) and X 0(1) + r0X (1) are independent of X (1): (5.8)
In the notation VarfX g  EfXX Tg, (5.1) implies that
VarfX (1− t)− R(t)X (1)g= (r0r0 − r00)t2 + o(t2);
Varf[I − R(t)T][tX 0(1) + tr0X (1)]g= (r0)T(r0r0 − r00)r0t4 + o(t4): (5.9)
Using (5.1) together with the elementary fact that r(iii) is skew-symmetric we get
VarfR(t)T[X (1− t)− R(t)X (1) + tX 0(1) + tr0 X (1)]g
62VarfR(t)T[X (1− t)− X (1) + tX 0(1)]g
+2VarfR(t)T[(I − R(t))X (1) + tr0 X (1)]g
=14(r
(iv) + r00r00)t4 + o(t4): (5.10)
Noting the easily established fact that r00r0 = r0r00 we similarly obtain
X (1)T[I − R(t)TR(t)]X (1) = X (1)T[(r0r0 − r00)t2 + O(t4)]X (1): (5.11)
Putting q(u)  (1 _ u)−1=2 we have (1.3). Using (5.7){(5.11) we further see that
P
(1− qt)− uwt − (1)− uwt + qt
0
wt
>j(1)>u

6
nX
i=1
P
(
j(X (1− qt)− R(qt)X (1))ij>
r
t
2n
)
+P
(
k X (1) k>
r
u
4t
),
Pfk X (1) k2 >ug
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+
nX
i=1
P
(
j(R(qt)T[X (1− qt)− R(qt)X (1) + qtX 0(1)
+ qtr0X (1)])ij>
r
t3
4nu
)
+
nX
i=1
P
(
j([I − R(qt)T][qtX 0(1) + qtr0X (1)])ij>
r
t3
4nu
)
+P

jX (1)T[I − R(qt)R(qt)T]X (1)j>t
4

Pfk X (1) k2 >ug
6K1 expf−K2(u=t)g
6K3jtj2 for u>u0 and jtj6t0; (5.12)
for some constants K1; K2; K3; u0; t0>0. Hence (0.6) holds with C = K3 ^ t−20 . By
application of Theorem 1 it thus follows that Assumption 3 holds.
Choosing D(u)  (1 _ u)5=16 and using (5.7){(5.11) as in (5.12) we obtain
P
(1− qt)− uwt − (1)− uwt + qt
0
wt
− q
2t200
2wt
>
 (1)>u

6
nX
i=1
P
(
j(X (1− qt)− R(qt)X (1))ij>
r
t
2n
)
+Pfk X (1) k>
p
2ug=Pfk X (1) k2 >ug
+
nX
i=1
P
(
j(R(qt)T[X (1− qt)− R(qt)X (1)
+ qt X 0(1) + qtr0X (1)])ij> t
4
p
2nu
)
+
nX
i=1
P
([I − R(qt)T][qtX 0(1) + qtr0X (1)])i> t
4
p
2nu

+ P

jX (1)T(I − R(qt)TR(qt) + [r00 − r0r0]q2t2)X (1)j>t
4

Pfk X (1) k2 >ug
6K4 expf−K5u3=8g for jtj6D(u) and u suciently large;
for some constants K4; K5>0. It follows immediately that (3.1) holds.
Suppose that r0r0 − r00 = 0, so that the right-hand side of (5.5) is zero. Then (5.9),
(5.10) and (5.12) show that (0.6) holds for some q(u)=o(u−1=2) that is non-increasing
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[so that (1.3) holds]. Now Theorem 1 and Proposition 2 show that also the left-hand
side of (5.5) is zero. We can thus without loss assume that r0r0 − r00 6= 0.
In order to see how (5.5) follows from Theorem 2, we note that
f(1); 0(1)(y; z) =
Z
x2Sn
1p
8xT[r0r0 − r00]x exp

− z
2
8yxT[r0r0 − r00]x

dn(x)
n(Sn)
g(y):
[See the proof of Theorem 6 in Section 7 for an explanation of this formula.] Sending
u!1, and using (5.6), we therefore readily obtainZ 1
0
Z z
0
f(1); 0(1)(u+ xqy; z) dy

dz

Z
z2Sn
2p
2
p
u zT[r0r0 − r00]z d
n(z)
n(Sn)
g(u)

Z
z2Sn
1p
2
p
zT[r0r0 − r00]z d
n(z)
n(Sn)
1− G(u)
q(u)
for x>0. In view of (0.3), (5.5) thus follows from the conclusion of Theorem 2.
In order to verify the hypothesis of Theorem 2 it remains to prove (3.2). To that
end we note that [cf (5.7)]
(1− t)− (1) = k X (1− t)− R(t)X (1) k2
+2X (1)TR(t)T[X (1− t)− R(t)X (1)]
−2X (1)T[I − R(t)TR(t)]X (1): (5.13)
Conditional on the value of X (1), we here have [recall (5.8)]
VarfX (1)TR(t)T[X (1− t)− R(t)X (1)]g
=X (1)TR(t)T[I − R(t)R(t)T]R(t)X (1)
=X (1)T([I − R(t)TR(t)]− [I − R(t)TR(t)][I − R(t)TR(t)]T)X (1)
6X (1)T[I − R(t)TR(t)]X (1): (5.14)
Since xT[I − R(t)TR(t)]x = xT[I − R(−t)R(−t)T]x>K6t4 for x2 Sn and jtj61, for
some constant K6>0 by (5.2) and (5.4), we have X (1)T[I−R(qt)TR(qt)]X (1)>K6u1=4
for k X (1) k2 >u and t 2 [D(u); q(u)]. Using (5.13) and (5.14) this give
Pf(1− q(u)t)>uj(1)>ug
6 2Pf(1− q(u)t)>(1)>uj(1)>ug
6 2Pfk X (1− qt)− R(qt)X (1) k2
>X (1)T[I − R(qt)TR(qt)]X (1) j k X (1) k2 >ug
+2PfN (0; 1)>
p
X (1)T[I − R(qt)TR(qt)]X (1)j k X (1) k2 >ug
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6 2
nX
i=1
P
(
j(X (1− qt)− R(qt)X (1))ij>
r
K6u1=4
2n
)
+2PfN (0; 1)>
p
K6u1=4g:
It follows that (3.2) holds.
6. Extremes of totally skewed moving averages of -stable motion
Given an 2 (1; 2] we write Z 2 S(; ) when Z is a strictly -stable random variable
with characteristic function
Efexp[iZ]g= exp
n
−jj
h
1− i tan

2

sign()
io
for 2R: (6.1)
Here the scale  = Z>0 and the skewness  = Z 2 [− 1; 1] are parameters. Further
we let fM (t)gt2R denote an -stable motion that is totally skewed to the left, that is,
M (t) denotes a Levy process that satises M (t)2 S(jtj1=;−1).
For a function g : R!R we write ghi  sign(g) jgj. Further we dene
hgi 
Z 1
−1
g(x)dx for g2 L1(R) and k g k hjgji1= for g2 L(R):
It is well known that (e.g., Samorodnitsky and Taqqu, 1994, Proposition 3:4:1)Z
R
g dM 2 S(k g k;−hghii= k g k) for g2 L(R): (6.2)
Given a non-negative function f2 L(R) that satises (6.4){(6.8) below, we shall
study the behaviour of local extremes for the moving average process
(t) = separable version of
Z 1
−1
f(t − x) dM (x) for t 2R: (6.3)
Note that by (6.2) we have (t)2 S(k f k;−1); so that f(t)gt2R is a stationary
-stable process that is totally skewed to the left [i.e., (t) =−1 for each t 2R].
Example 3. When =2 the process (t) is centred Gaussian with covariance function
r() = 2
R1
−1 f( + x)f(x) dx. Conversely a centred Gaussian process (t) such that
r 2 L1(R) has the representation (6.3) in law where f(x) = L2(R)
R1
−1 e
ix
p
R() d
and
R() =
1
2
Z 1
−1
e−ir() d
is the spectral density.
In Albin (1993) we determined the behaviour of local extremes Pfsupt2[0;1] X (t)>ug
as u!1 for the totally skewed -stable motion itself X (t) = M (t), and for the
Ornstein{Uhlenbeck process X (t)=e−t=M (et). These processes are comparatively easy
to deal with using independence of increments.
In Albin (1999) we derived upper and lower bounds (that are not asymptotically
sharp) for extremes of a quite general totally skewed -stable process.
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Here we will determine the exact tail behaviour of local extremes for the process
(t) in (6.3) by means of verifying that it satises the hypothesis of Corollary 1.
Traditional approaches to local extremes (e.g., Albin, 1990, Section 2) rely on the
weak convergence (1). They do not work for the process (t) because the behaviour
of conditional totally skewed -stable distributions is not known. (The approach by
Cramer (1965, 1966) via factorial moments of the number of upcrossings cannot be
used because nothing is known about such moments for -stable processes.)
Remark 1. Extremes for -stable processes fX (t)gt2K that are not totally skewed
[so that X (t)> − 1 for some t 2K] are well understood: By the works of de Acosta
(1977, 1980), Samorodnitsky (1988), and Rosinski and Samorodnitsky (1993)
the limit lim
u!1 u
P

sup
t2K
X (t)>u

 L exists:
Further L>0 i K is non-empty, while L<1 i fX (t)gt2K is a.s. bounded.
In order to verify the hypothesis of Corollary 1 we have to assume that
f is absolutely continuous with derivative f0 2 L(R);
f0 is absolutely continuous with derivative f00 2 L(R): (6.4)
Further we require that f \obeys its Taylor expansion" in the sense(s) that
lim
t! 0
ht−2[f(t + )− f()− tf0()]2f()−2i= 0; (6.5)
lim
t! 0
k t−2[f(t + )− f()− tf0()− 12 t2f00()] k =0: (6.6)
To ensure that Taylor expansions of (t) are totally skewed we impose the condition
sup
(t;x)2(0;]R
jf(t + x)− f(x)− tf0(x)j=[t2f(x)]<1 for some >0: (6.7)
Finally non-degeneracy is guaranteed by requiring (recall Minkowski’s inequality)
inf
s; t2[0;1]
(2 kfk − k f(t + ) + f(s+ ) k)>0: (6.8)
Conditions (6.4){(6.8) may seem restrictive, and can be tedious to actually verify.
Nevertheless, they do in fact hold for virtually every non-pathological two times dif-
ferentiable function f in L(R) that is locally bounded away from zero.
Example 4. The functions f(x) = e−x
2
and f(x) = (1 + x2)−1 satisfy (6.4){(6.8).
Theorem 5. Consider the process (t) in (6:3) where f2 L(R) is non-negative with
kfk >0. Assume that (6:4){(6:8) hold. Putting 0 =
R
R f
0(1− ) dM we have
0< lim inf
x#0
lim inf
u!1
1
x
P

0>
u=2(−1)((1)− u)
x
 (1)>u

6 lim sup
x#0
lim sup
u!1
1
x
P

0>
u=2(−1)((1)− u)
x
 (1)>u

<1:
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As x # 0 we further have
lim sup
u!1
u
−=2(−1)
EfL(u)g P
(
sup
t2[0;1]
(t)>u
)
−1
x
P

0>
u=2(−1)((1)− u)
x
 (1)>u
 ! 0:
Remark 2. The asymptotic behaviour of EfL(u)g= Pf(1)>ug is indicated in (6.9)
below, and described in full detail by, e.g. Samorodnitsky and Taqqu (1994, p. 17).
Note that EfL(u)g can be replaced with any asymptotically equivalent expression
[e.g., the right-hand side of (6.9)] in Theorem 5.
Proof of Theorem 5 (By application of Corollary 1). It is enough to show that the
hypothesis of Corollary 1 holds with w(u)=C(1_u)−1=(−1) and q(u)=(1_u)−=[2(−1)]
[so that (1.3) holds] for some constant C>0 (depending on ): By Samorodnitsky
and Taqqu (1994), there exists constants A; B>0 such that
PfS(;−1)>ug  A
 u

−=2(−1)
exp

−B
 u

=(−1)
as u!1: (6.9)
Hence (1.1) holds with F(x) = 1− e−x. Further (6.6) and Holder’s inequality give
lim
t! 0
ht−2[f(t + )− f()− tf0()− 12 t2f00()]f()−1i= 0: (6.10)
Consider an -stable process fX (t)gt2T with constant scale X (t) =0>0 and skew-
ness X (t)=−1 for t 2T . By Albin (1999, the equation following Eq. (5.8)) there exist
constants K1; K2; u1>0 (that depend on  and 0 only) such that
PfX (s)>u jX (t)>ug6K1 expf−K2u=(−1)X (s; t)g for s; t 2T and u>u1;
where X (s; t) = 20 − X (t)+X (s). Further, by Albin (1999, Eq. 10:8) (6.5) and (6.10)
imply that there are constants K3(; f)>1 and t1(; f)>0 such that
K−13 (t − s)26(s; t)6K3(t − s)2 for s; t 2 [0; 1] with jt − sj6t1:
However, by (6.8) and the continuity of (s; t) [which is an easy consequence of
(6.6)], there must then also exist a constant K4>K3 such that
K−14 (t − s)26(s; t)6K4(t − s)2 for s; t 2 [0; 1]:
Adding things up we therefore conclude that
Pf(1− qt)>u j (1)>ug6K1 expf−K2K−14 u=(−1)(qt)2g= K1 expf−K2K−14 t2g
for u>1 _ u1; which of course ensures that Assumption 2 holds.
To check Assumption 1 we take t2>0 and note that j1 + xj61 + x + K5jxj for
x2R, for some constant K5>0. For the scale (; q; t) of the variables
(1) q[(1− qt)− (1) + qt0]=(qt)2 2 S((; q; t);−1); jtj6t2;
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[where the skewness really is −1 for u large by (6.7)], we therefore have
(; q; t)
6 kf(1− )k q

f(1− qt − )− f(1− ) + qtf0(1− )
(qt)2

f(1− )−1

+K5q
∥∥∥∥f(1− qt − )− f(1− ) + qtf0(1− )(qt)2
∥∥∥∥


6 kfk q
*"
f(−qt + )− f() + qtf0()− 12 (qt)2f00()
(qt)2
#
f()−1
+
+qh 12f00f−1i
+K52q
∥∥∥∥∥f(−qt + )− f() + qtf
0()− 12 (qt)2f00()
(qt)2
∥∥∥∥∥


+K52q k 12f00 k
= kfk +O(q) uniformly for jtj6t2
[where we used (6.6) and (6.10)]. Noting that uO(q) = O(w=q) we thus conclude
P



(1− qt)− u
wjtj −
(1)− u
wjtj +
qt0
wjtj

>
 (1)>u

6
1
Pf(1)>ugP

(1) q(1− qt)− (1) + qt
0
(qt)2
>u+
w
qjtj

6
1
Pf(1)>ugP

S(kfk;−1)>

u+
w
qjtj

(1− O(q))

6
1
Pf(1)>ugP

S(kfk;−1)>u+ w2qjtj

forjtj6t3 and u large;
for some t3 2 (0; t2]. Hence Assumption 1 holds with 0 = 0 and 00 = 0 by (6.9).
7. Crossing intensities for -stable processes in R n
Let fM1(t)gt2R; : : : ; fMn(t)gt2R be independent -stable Levy motions with 2 (0; 2)n
f1g and skewness =−1 (cf. Section 6). Consider the Rn-valued strictly -stable pro-
cess fX (t)gt2R with independent component processes given by
Xi(t) = separable version of
Z 1
−1
fi(t; x) dMi(x) where fi(t; )2 L(R): (7.1)
Each non-pathological (separable in probability) strictly -stable process in R has this
representation in law (e.g., Samorodnitsky and Taqqu, 1994, Theorem 13:2:1).
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We assume that X (t) is stationary, which [cf. (6.2)] means that the integrals
Z 1
−1

mX
j=1
jfi(tj + h; x)


dx and
Z 1
−1
0
@ mX
j=1
jfi(tj + h; x)
1
A
hi
dx
do not depend on h2R for t1; : : : ; tm; 1; : : : ; m 2R; m2N and i = 1; : : : ; n.
Rice’s formula for R-valued -stable processes have been proved in subsequently
greater generality by Marcus (1989), Adler et al. (1993), Michna and Rychlik (1995),
Adler and Samorodnitsky (1997), and Albin and Leadbetter (1999).
We will consider the multi-dimensional case with outcrossing of X (t) through the
boundary of an open and bounded set ARn that is starshaped with centre at a2A.
This means that for each x2A we have a+ (x − a)2A for 2 [0; 1].
Example 5. An open nonempty and bounded convex set A is starshaped, and each
a2A works as centre for A.
We shall require that the starshaped set A is smooth in the sense that
the map rA(x)  supf>0: −1  x 62 Ag is continuously dierentiable; (7.2)
where x  a+(x−a): The treatment is restricted to smooth starshaped sets in order
to avoid uninteresting measure geometric technicalities: See Remark 5 for a discussion
of how outcrossings through more general surfaces can be dealt with.
Remark 3. Lindgren (1980, Section 4) proved asymptotic Poisson character for the
visits of Gaussian processes in Rn outside large starshaped sets.
Following Albin and Leadbetter (1999, Section 6) we assume that there exists a
power 2 [; 2) \ (1; + 1) such that
lim
s#0
hjs−1[fi(1− s; )− fi(1; ) + sf0i (1; )]jjfi(1; )j−i= 0 for i = 1; : : : ; n;
(7.3)
for some maps f01 (1; ); : : : ; f0n(1; )2 L(R) that satisfy
hjf0i (1; )jjf0i (1; )j−i<1 for i = 1; : : : ; n: (7.4)
In the case when <1 we need an additional assumption:
lim
#0
∥∥∥∥∥ supjsj;jtj6 jfi(1− s; )− fi(1− t; )j
∥∥∥∥∥

= 0 for i = 1; : : : ; n; if <1: (7.5)
When >1 we take = : This makes (7.4) hold trivially while (7.3) becomes
lim
s#0
k s−1[fi(1− s; )− fi(1; ) + sf0i (1; )] k =0 for i = 1; : : : ; n:
To ensure that (X (1); X 0(1)) is absolutely continuous we use the requirementZ
fx2R:fi(1;x)+f0i (1;x)6=0g
dx = 0 ) = = 0 for i = 1; : : : ; n: (7.6)
By Samorodnitsky and Taqqu (1994, Lemma 5:1:1), (7.6) implies that the characteristic
function of (Xi(1); X 0i (1)) is integrable, so that there exists a continuous and bounded
density. [In fact, (7.6) is equivalent with absolute continuity.]
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Example 6. For a moving average we have fi(t; )=fi(t−); so that (7.3){(7.6) hold
when each fi is continuously dierentiable with non-empty compact support.
Let n() denote the (n− 1)-dimensional Hausdor measure over Rn and n(A; x) =
rrA(x)=jrrA(x)j a normal to the boundary @A= fx2Rn: rA(x) = 1g of A.
Theorem 6. Consider a stationary process fX (t)gt2R in Rn; n>2; given by (7:1).
Assume that the maps f1(t; ); : : : ; fn(t; )2 L(R) satisfy (7:3){(7:6); and let
X 0(1) = (
R
R f
0
1 (1; ) dM1; : : : ;
R
R f
0
n(1; ) dMn). Then the outcrossing intensity of X (t)
through the boundary @A of a starshaped set A satisfying (7:2) is given by
Belyaev’s formula:
(@A) =
Z
@A
Ef(n(A; x)  X 0(1))+jX (1) = xgfX (1)(x) dn(x)
=
Z
(x;y)2@ARn
(n(A; x)  y)+fX (1);X 0(1)(x; y) dn(x) dy:
Remark 4. The statment of Theorem 6 follows from Belyaev (1968, Theorem 2) in
the particular case when the component processes Xi(t) are continuously dierentiable
a.s. with a derivative X 0i (t) such that
lim
t#0
t−1Pfsupjsj6t jX 0i (1− s)− X 0i (1)j>g= 0 for each >0: (7.7)
However (in a way due to \heavy tails") (7.7) is a very restrictive requirement for
an -stable process. In fact, existing sucient criteria in the literature for Xi(t) just to
possess continuously dierentiable paths a.s. require that
lim
s! 0
s−1 k f0i (1− s; )− f0i (1; ) k =0 (7.8)
(e.g., Samorodnitsky and Taqqu, 1994, Section 12:2). Further it is an elementary exer-
cise to see that (7.8) is necessary for (7.7). Obviously, our requirement (7.3) is much
weaker than (7.8), and thus than (7.7). [By Rosinski (1986), sample paths of Xi()
cannot be more regular than is fi (; x) in measure with respect to x.]
Proof of Theorem 6 (By application of Theorem 3). Clearly (@A) equals the up-
crossing intensity of the level 1 by the process (t)= rA(X (t)). By well-known criteria
for continuity of -stable processes (7.3) and (7.5) imply a.s. continuity of the pro-
cesses Xi(t) in the cases when >1 and <1; respectively. (See Albin and Leadbetter
(1999, Section 6) for a detailed explanation.) Hence (t) is continuous a.s.
Now dene 0(1)=X 0(1)rrA(X (t)). By the coarea formula [see, e.g. Federer, 1969,
Theorem 3:2:12), or (the less immense) Federer (1978, Section 3) we have
Pf(1)6u; 0(1)6zg
=
Z
fx:rA(x)6ug
Z
fy:yrrA(x)6zg
fX (1);X 0(1)(x; y) dx dy
=
Z u^=u
u^= 0
Z z^=z
z^= 0
Z
fx:rA(x)=u^g
Z
fy:yrrA(x)=z^g
fX (1);X 0(1)(x; y)
dn(x) dn(y)
jrrA(x)j2 du^ dz^:
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Since rA(  x) = rA(x) and rrA(  x) =rrA(x) for >0; it follows that
f(1); 0(1)(u; z) =
Z
fx:rA(x)=ug
Z
fy:yrrA(x)=zg
fX (1);X 0(1)(x; y)
dn(x)dn(y)
jrrA(x)j2
= (uz)n−1
Z
x2@A
Z
fy:yrrA(x)=1g
fX (1);X 0(1)(u  x; zy)d
n(x) dn(y)
jrrA(x)j2 :
Hence continuity of fX (1);X 0(1) [cf. (7.6)] implies that of f(1); 0(1). Since fX (1) is
continuous and locally bounded away from zero, we similarly conclude that
f(1)(u) = un−1
Z
x2@A
fX (1)(u  x) d
n(x)
jrrA(x)j
is continuous and locally bounded away from zero.
Choose a power %2 (1; ). According to Albin and Leadbetter (1999, Corollary 2
(i)) there exists a constant K;>0 (that depends on  and  only) such that
E

Z
R
gi dMi

%
jXi(1) = xi

6
K;hjgijjfi(1; )j−i%=
[(− %) k fi(1; ) k+1− fXi(1)(xi)]%=
: (7.9)
Also note that RA  supx2Rn jrrA(x)j<1 [since rrA(  x) =rrA(x)], so that
rA(x + y) = rA(x) + y  rrA(x) + jyj(x; y) where limjyj#0 supx2R (x; y) = 0: (7.10)
In order to deduce Belyaev’s formula from Theorem 3(ii), (v) and (vii), it remains
to prove (4.4) and (4.7): Given a 1>0 we can by (7.10) nd a 2>0 such that
(x; y)61 when jyj62. Consequently (7.9) and (7.10) show that
E
(1− s)− (1) + s0(1)s

% (1) = y

f(1)(y)
=
Z
rA(x)=y
E
 rA(X (1− s))− rA(X (1)) + sX 0(1)  rrA(X (1))s

%X (1) = x

fX (1)(x) d
n(x)
jrrA(x)j
=
Z
rA(x)=y
E
 [X (1− s)− X (1) + sX 0(1)]  rrA(X (1))s
+
jX (1− s)− X (1) j(X (1); X (1− s)− X (1))
s

%X (1) = x

fX (1)(x) d
n(x)
jrrA(x)j
6(2nRA)%
nX
i=1
Z
rA(x)=y
E
Xi(1− s)− Xi(1) + sX 0i (1)s

%Xi(1) = xi

fX (1)(x) d
n(x)
jrrA(x)j
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+(2n1)%
nX
i=1
Z
rA(x)=y
E
Xi(1− s)− Xi(1)s

%Xi(1) = xi

fX (1)(x)
dn(x)
jrrA(x)j
+

2
p
n
2
% nX
i=1
Z
rA(x)=y
EfjXi(1− s)− Xi(1)j jXi(1) = xigfX (1)(x) d
n(x)
jrrA(x)j
6(2nRA)%
nX
i=1
Z
@A
K;hjs−1[fi(1− s; )− fi(1; ) + sf0i (1; )]jjfi(1; )j−i%=yn−1
[(− %) k fi(1; ) k+1− fXi(1)((y  x)i)]%=
fX (1)(y  x) d
n(x)
jrrA(x)j
+(2n1)%
nX
i=1
Z
@A
K;hjs−1[fi(1− s; )− fi(1; )jjfi(1; )j−i%=yn−1
[(− %) k fi(1; ) k+1− fXi(1)((y  x)i)]%=
fX (1)(y  x) d
n(x)
jrrA(x)j
+

2
p
n
2
% nX
i=1
Z
@A
K;hjfi(1− s; )− fi(1; )j jfi(1; )j−i%=yn−1
[(− %) k fi(1; ) k+1− fXi(1)((y  x)i)]%=
fX (1)(y  x) d
n(x)
jrrA(x)j :
Using (7.3) and (7.4), (4.4) now follows sending 1 # 0 and noting that by basic
properties of -stable densities (e.g., Albin and Leadbetter, 1999, Eq. (4:15))
yn−1fXi(1)((y  x)i)1−%=
Y
j 6=i
fXj(1)((y  x)j) is bounded for y>0 and x2 @A:
The fact that (4.7) holds follows in a similar way using (7.4) and observing that
Efj0(1)j%j(1) = ygf(1)(y)
6(nRA)%
nX
i=1
Z
@A
K;hjf0i (1; )jjfi(1; )j−i%=yn−1
[(− %) k fi(1; ) k+1− fXi(1)((y  x)i)]%=
fX (1)(y  x) d
n(x)
jrrA(x)j :
Remark 5. Consider a level surface S = fx : g(x)= 1g of a function g(x) which is C1
in an open neighborhood of S. For the process (t) = g(X (t)) we have
f(1)(u) =
Z
fx:g(x)=ug
fX (1)(x)
dn(x)
jrg(x)j
f(1); 0(1)(u; z) =
Z
fx:g(x)=ug
Z
fy:yrg(x)=zg
fX (1);X 0(1)(x; y)
dn(x)dn(y)
jrg(x)j2
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for u in an open neighborhood U of 1 and z 2R; provided thatZ
fx:g(x)=ug
dn(x)
jrg(x)j<1 for u2U: (7.11)
If g is extended to a suitable Lipschitz C1-function on Rn [satisfying a global version
of (7.11)], then the proof of Theorem 6 works as before (replacing rA with g), except
for the proofs of continuity for f(1); 0(1)(u; z) and f(1)(u):
Assume that the functions
fX (1);X 0(1)(x; y)rg(x)
jrg(x)j2 and
fX (1)(x)rg(x)
jrg(x)j2 (7.12)
are Lipschitz in x for x in a neighborhood of S. Then the Gauss{Green formula (e.g.,
Federer (1969, Theorem 4:5:6) or Federer (1978, Section 4)) shows that
f(1); 0(1)(u; z)− f(1); 0(1)(v; z) =
Z
fx:u<g(x)6vg
divx
fX (1);X 0(1)(x; y)rg(x)
jrg(x)j2 dx
for u<v in a neighborhood of 1. It follows that f(1); 0(1)(u; z) is continuous in u.
Similarly continuity of f(1)(u) follows using the fact that
f(1)(u)− f(1)(v) =
Z
fx:u<g(x)6vg
div
fX (1)(x)rg(x)
jrg(x)j2 dx:
By application of Theorem 3(v), (7.11) and (7.12) thus imply that
(S) =
Z
(x;y)2SRn
 rg(x)
jrg(x)j  y
+
fX (1);X 0(1)(x; y) dn(x) dy:
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