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Optimal Matrix Momentum Stochastic Approximation
and Applications to Q-learning
Adithya M. Devraj1, Ana Busˇic´2, and Sean P. Meyn1
Abstract
Acceleration is an increasingly common theme in the stochastic optimization literature.
The two most common examples are Nesterov’s method, and Polyak’s momentum (heavy
ball) technique. In this paper two new algorithms are introduced for root finding problems:
1) PolSA is a root finding algorithm with specially designed matrix momentum, and 2)
NeSA can be regarded as a variant of Nesterov’s algorithm, or a simplification of the
PolSA algorithm. The PolSA algorithm is new even in the context of optimization (when
cast as a root finding problem).
The research surveyed in this paper is motivated by applications to reinforcement learn-
ing. It is well known that most variants of TD- and Q-learning may be cast as SA (stochastic
approximation) algorithms, and the tools from general SA theory can be used to investigate
convergence and bounds on convergence rate. In particular, the asymptotic variance is a
common metric of performance for SA algorithms, and is also one among many metrics
used in assessing the performance of stochastic optimization algorithms.
There are two well known stochastic approximation techniques that are known to
have optimal asymptotic variance: the Ruppert-Polyak averaging technique, and stochastic
Newton-Raphson (SNR).
The former algorithm can have extremely bad transient performance, and the latter can
be computationally expensive. It is demonstrated here that parameter estimates from the
new PolSA algorithm couple with those of the ideal (but more complex) SNR algorithm.
The new algorithm is thus a third approach to obtain optimal asymptotic covariance.
These strong results require assumptions on the model. A linearized model is consid-
ered, and the noise is assumed to be a martingale difference sequence. Numerical results
are obtained in a non-linear setting that is the motivation for this work: In PolSA imple-
mentations of Q-learning [a nonlinear algorithm] it is observed that coupling occurs with
SNR in this non-ideal setting. The performance of NeSA is also very good compared to
recent and standard variants of Q-learning.
Funding from the National Science Foundation award EPCN 1609131, and French National Research
Agency grant ANR-16-CE05-0008
1Department of Electrical and Computer Engineering, University of Florida, Gainesville, FL 32611
2Inria and the Computer Science Department of E´cole Normale Supe´rieure, 75005 Paris, France
c© .
ar
X
iv
:1
80
9.
06
27
7v
2 
 [m
ath
.O
C]
  5
 Fe
b 2
01
9
1. Introduction
The general goal of this paper is the efficient computation of the root of a vector valued
function: obtain the solution θ∗ ∈ Rd to the d-dimensional equation:
f¯(θ∗) = 0. (1)
It is assumed that the function f¯ : Rd → Rd is expressed as an expectation: f¯(θ) =
E[f(θ,X )], where f : Rd×Rm → Rd and X is an Rm-valued random variable. The function
f¯ is not necessarily equal to a gradient, so the setting of this paper goes beyond optimization.
The stochastic approximation (SA) literature contains a large collection of tools to
construct algorithms, and obtain bounds on their convergence rate. In this paper we show
how algorithms with optimal rate of convergence can be constructed based on a synthesis
of techniques from classical SA theory combined with variants of momentum algorithms
pioneered by Polyak (Polyak (1964, 1987)).
The algorithms and analysis in this paper admit application to both stochastic opti-
mization and reinforcement learning. As in much of this literature, it is assumed in this
paper that there is a sequence of random functions {fn} satisfying for each θ ∈ Rd,
f¯(θ) = lim
n→∞
1
n
n∑
k=1
fk(θ) = lim
n→∞E[fn(θ)] , (2)
where the first limit is in the a.s. sense.
Three general classes of algorithms are investigated in this work. Each is defined with
respect to a non-negative scalar gain sequence {αn}, and two include d×d matrix sequences
{Gn}, {Mn}. For each algorithm, the difference sequence is denoted ∆θn :=θn−θn−1, n ≥ 0,
with given initial condition θ0 = θ−1.
1. Stochastic approximation with matrix gain
∆θn+1 = αn+1Gn+1fn+1(θn) (3)
2. Matrix Heavy-Ball Stochastic approximation
∆θn+1 = Mn+1∆θn + αn+1Gn+1fn+1(θn) (4)
3. Nesterov Stochastic approximation (NeSA) For a fixed scalar ζ > 0,
∆θn+1 = ∆θn + ζ[fn+1(θn)− fn+1(θn−1)] + ζαn+1fn+1(θn) (5)
If Gn ≡ I, then (3) is the classical algorithm of Robbins and Monro (1951). In Stochastic
Newton Raphson (SNR) and the more recent Zap SNR (Ruppert (1985); Devraj and Meyn
(2017a,b)), the matrix sequence {Gn} is chosen to be an approximation of −[∂f¯(θn)]−1.
Stability of the algorithm has been demonstrated in application to Q-learning (Devraj and
Meyn (2017a,b)); a non-trivial result, given that Q-learning is cast as root finding and not
an optimization problem.
The matrix heavy ball algorithm (4) coincides with the heavy-ball method when {Mn}
is a sequence of scalars (Polyak (1964, 1987); Loizou and Richta´rik (2017)). Justification
for the special form (5) in NeSA is provided in the next section.
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As in many previous papers in the context of high-dimensional optimization (Loizou and
Richta´rik (2017)) and SA (Konda and Tsitsiklis (2004); Kushner and Yin (1997); Borkar
(2008)), parameter error analysis is restricted to a linear setting:
fn+1(θn) = An+1θn − bn+1 = A(θn − θ∗) + ∆n+1
in which (An, bn) is a stochastic process with common mean (A, b), and for n ≥ 1
∆n+1 := A˜n+1(θn − θ∗) + ∆∗n+1 with ∆∗n+1 := fn+1(θ∗) = An+1θ∗ − bn+1
and the tilde always denotes deviation: A˜n+1 :=An+1 −A.
Goals The main goal is to design algorithms with (i) fast convergence to zero of the error
sequence: θ˜n := θn − θ∗, and (ii) low computational complexity.
Rates of convergence are well understood for the SA recursion (3). It is known that the
Central Limit Theorem and Law of the Iterated Logarithm hold under general conditions,
and the asymptotic covariance appearing in these results can be expressed as the limit
Σθ = lim
n→∞Σ
θ
n := limn→∞nE[θ˜nθ˜
T
n] . (6)
The LIL may be most interesting in terms of bounds (Kushner and Yin (1997); Koval and
Schwabe (2003)); it may not be as satisfying as a Hoeffding or PAC-style finite-n bound,
but there are no such bounds for Markovian models with useful constants (see e.g. Glynn
and Ormoneit (2002)); reinforcement learning is typically cast in a Markov setting.
A necessary condition for quick convergence is that the CLT or LIL hold with small
asymptotic covariance. Again, for the SA recursion (3), optimization of this parameter is
well-understood. Denote by ΣG the asymptotic covariance for (3) with Gn ≡ G. When this
is finite, it admits a representation in terms of the asymptotic covariance of the noise:
Σ∆ = lim
n→∞
1
n
E
[ ( n∑
k=1
∆∗k
)( n∑
k=1
∆∗k
)T ]
(7)
In particular, the choice G = G∗ := −A−1 is a special case of SNR, for which asymptotic
covariance admits the explicit form
Σ∗ :=A−1Σ∆A−1T (8)
This is optimal: the difference ΣG−Σ∗ is positive semi-definite for any G (Benveniste et al.
(1990); Kushner and Yin (1997); Borkar (2008)).
What about computational complexity? In realistic applications of SNR, the gain se-
quence will be of the form Gn = −Â−1n , where {Ân} are approximations (Monte-Carlo
estimates) of the mean A. In a nonlinear model, Ân is an approximation of ∂f¯(θn), ob-
tained using the two time-scale algorithm of Devraj and Meyn (2017a,b). The resulting
complexity is a barrier to application in high dimension. Steps towards resolving this ob-
stacle are presented in this paper:
(i) The parameters in the matrix heavy ball SA algorithm can be designed so that the
error sequence enjoys all the attractive properties of SNR, but without the need for
matrix inversion.
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(ii) NeSA is often simpler than the matrix heavy ball method in applications to RL. A
formula for the asymptotic covariance of a variant of NeSA is obtained in this paper.
While not equal to Σ∗, the reduced complexity makes it a valuable option.
These conclusions are established in Propositions 2, 3 and 4 for linear recursions, and illus-
trated in numerical examples for new Q-learning algorithms that are introduced in Section 4.
The assumptions of the main results are violated in application to Q-learning since the par-
ticular root finding problem is non-linear. Nevertheless, coupling is seen between PolSA
and Zap Q-learning in all of the numerical experiments conducted so far.
Nesterov’s acceleration and the heavy-ball method are both second order algorithms, but
their relationship has been unclear until now. In this paper we propose a new understanding
of the relationship, which is only possible through the introduction of matrix momentum.
We show that the matrix momentum algorithm PolSA can be interpreted as a linearization
of a particular formulation of Nesterov’s method. We further show that the PolSA algorithm
approximates (stochastic) Newton Raphson, thus establishing connections between the three
algorithms: Nesterov’s accleration, PolSA, and Newton Raphson. This may not only help
explain the success of Nesterov’s acceleration, but may also lead to new algorithms in other
application domains such as empirical risk minimization (ERM).1
Literature survey The present paper is built on a vast literature on optimization (Nes-
terov (1983); Polyak (1964, 1987); Nesterov (2012)) and stochastic approximation (Konda
and Tsitsiklis (2004); Kushner and Yin (1997); Borkar (2008); Ruppert (1985); Polyak
(1990); Polyak and Juditsky (1992)). The work of Polyak is central to both thrusts: the
introduction of momentum, and techniques to minimize variance in SA algorithms. The
reader is referred to (Devraj and Meyn (2017b)) for a survey on SNR and the more recent
Zap SNR algorithms, which are also designed to achieve minimum asymptotic variance.
In the stochastic optimization literature, the goal is to minimize an expectation of
a function. In connection to (2), each fn can be viewed as an unbiased estimator of the
gradient of the objective. The papers (Moulines and Bach (2011); Bach and Moulines (2013);
Gadat et al. (2018); Duchi (2016); Jain et al. (2017)) establish the optimal convergence rate
of O(1/
√
n) for various stochastic optimization algorithms.
In ERM (empirical risk minimization) literature, the sample path limit in (2) is replaced
by a finite average (Allen-Zhu (2016); Defazio et al. (2014); Jain et al. (2017)): f¯n(θ) =
n−1
∑n−1
k=0 fk(θ). Denoting θ
∗
n = arg minθ f¯n(θ), under general conditions it can be shown
that the sequence of ERM optimizers {θ∗n} is convergent to θ∗, and has optimal asymptotic
covariance (a survey and further discussion is presented in Jain et al. (2017)).
The recent paper Jain et al. (2017) is most closely related to the present work, consid-
ering the shared goal of optimizing the asymptotic covariance, along with rapidly vanishing
transients through algorithm design. The paper restricts to stochastic optimization rather
than the general root finding problems considered here, thus ruling out application to many
reinforcement learning algorithms such as TD- and Q- learning (Tsitsiklis (1994); Tsitsiklis
and Van Roy (1997); Konda and Tsitsiklis (2004)). The metric for performance is slightly
different, focusing on the rate of convergence of the expected loss, for which they obtain
bounds for each iteration n of the algorithm. Along with establishing that the algorithm
1. The key theoretical results in this paper are not directly applicable to these problems – an explanation
is given in Section 2.3.
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achieves optimal asymptotic variance, they also obtain tight bounds on the regret. The
algorithm uses an averaging technique similar to the one in (Polyak and Juditsky (1992)),
that helps achieve the optimal variance.
The algorithms presented in this work achieve the optimal asymptotic covariance, are
not restricted to optimization, and we believe that in many applications they will be simpler
to implement. This is especially true for the NeSA algorithm applied to Q-learning.
2. Momentum methods and applications
2.1. Motivation & Insights
Consider first the deterministic root-finding problem. This will bring insight into the re-
lationship between the three algorithms (3–5) discussed in the introduction. The notation
f : Rd → Rd is used in place of f¯ in this deterministic setting. The goal remains the same:
find the vector θ∗ ∈ Rd such that f(θ∗) = 0.
Deterministic variants of (3–5) commonly considered in the literature are, respectively,
Successive approximation: ∆θn+1 = αf(θn) (9)
Polyak’s heavy ball: ∆θn+1 = µ∆θn + αf(θn) (10)
Nesterov’s acceleration: ∆θn+1 = µ∆θn + ζ[f(θn)− f(θn−1)] + αf(θn) (11)
where α, µ, ζ are positive constants. Nesterov’s algorithm was designed for extremal seeking,
which is the special case f = −∇J for a real-valued function J . The recursion (11) is the
natural extension to the root-finding problem considered here.
The questions asked in this paper are posed in a stochastic setting, but analogous
questions are:
(i) Why restrict to a scalar momentum term µ, rather than a matrix M?
(ii) Can online algorithms be designed to approximate the optimal momentum matrix?
If so, we require tools to investigate the performance of a given matrix sequence {Mn}:
∆θn+1 = Mn+1∆θn + αf(θn) (12)
Potential answers are obtained by establishing relationships between these deterministic
recursions. The heuristic relationships presented here are justified for the stochastic models
considered later in the paper.
Consider the successive approximation algorithm (9) under the assumption of global
convergence: θn → θ∗ as n→∞. Assume moreover that f ∈ C1 and Lipschitz, so that
∆θn+1 −∆θn ≈ α∂f (θn)∆θn
= α2∂f (θn)f(θn−1)
It follows that ‖∆θn+1 − ∆θn‖ = O(min{α2, α‖∆θn‖}). This suggests a heuristic: swap
∆θn+1 and ∆θn in a given convergent algorithm to obtain a new algorithm that is simpler,
but with desirable properties. Applying this heuristic to (12) results in
∆θn+1 = Mn+1∆θn + αf(θn) ≈Mn+1∆θn+1 + αf(θn)
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Assuming that an inverse exists, this becomes
∆θn+1 ≈ α[I −Mn+1]−1f(θn)
We thus arrive at a possible answer to the question of optimal momentum: For the matrix
sequence Mn+1 = I + α∂f (θn), the algorithm (12) can be expressed
∆θn+1 = [I + α∂f (θn)]∆θn + αf(θn) (13)
The foregoing approximations suggest that this is an approximation of Newton-Raphson:
∆θn+1 ≈ −[∂f (θn)]−1f(θn)
Further approximations lead to different interpretations: a Taylor series argument shows
that the recursion (13) is approximated by
∆θn+1 = ∆θn + α[f(θn)− f(θn−1)] + αf(θn) (14)
This is the special case of Nesterov’s algorithm (11) with µ = 1 and ζ = α.
Strong justification for the stochastic analog of (13) is provided through a coupling
bound between the respective algorithms: see Proposition 2. It is found that similar trans-
formations lead to new algorithms for reinforcement learning and other applications.
2.2. Optimal matrix momentum and PolSA
Returning to the stochastic setting, the PolSA algorithm considered in this paper is a special
case of matrix heavy ball SA (4), and an analog of (13):
∆θn+1 = [I + ζÂn+1]∆θn + αn+1ζfn+1(θn) (15)
where ζ > 0, and {Ân} are estimates of A(θ) := E[∂fn (θ)] (assumed independent of n).
The choice Gn ≡ ζI in (4) is imposed to simplify exposition; in Section 4 it is shown that
a particular diagonal matrix gives much better performance in applications to Q-learning.
The main technical results are obtained for a linear model, so that
fn+1(θn) = An+1θn − bn+1 = A(θn − θ∗) + ∆n+1 (16)
with ∆n+1 := A˜n+1(θn − θ∗) + ∆∗n+1 and ∆∗n+1 := fn+1(θ∗) = An+1θ∗ − bn+1 (17)
In this case we denote A = A(θ). Estimates are obtained using
Ân+1 = Ân +
1
n+ 1
(An+1 − Ân) (18)
The SNR algorithm is (3) in which Gn = Â
†
n (the Moore–Penrose pseudo inverse).
Additional simplifying assumptions are imposed to ease analysis:
(A1) The stochastic process (An, bn) is wide-sense stationary, with common mean (A, b).
(A2) {A˜n, b˜n} are bounded martingale difference sequences, adapted to the filtration
Fn := σ{Ak, bk : k ≤ n} (19)
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(A3) For any eigenvalue λ of A,
Real(λ) < 0 and |1 + ζλ| < 1 (20)
It is assumed without loss of generality that ζ = 1.
Under Assumptions A1 and A2, the covariance matrix in (7) can be expressed
Σ∆ = E[∆∗n+1(∆
∗
n+1)
T] (21)
The noise covariance corresponding to parameter estimate θn is denoted
Σ∆n+1 = E[∆n+1(∆n+1)
T] (22)
Under the assumption that limn→∞ θn = θ∗ in L2 we obtain Σ∆n = Σ∆ + o(1).
Even in the linear setting, full stability and coupling arguments are not yet available
because the assumptions do not ensure that Â−1n → A−1 in L2. Analysis is restricted to the
simplified SNR and PolSA algorithms, defined as follows:
SNR: ∆θ∗n+1 = −αn+1A−1fn+1(θ∗n) (23)
PolSA: ∆θn+1 = [I +A]∆θn + αn+1fn+1(θn) (24)
For the linear model, the recursion (23) becomes
∆θ∗n+1 = −αn+1A−1[An+1θ∗n − bn+1] = −αn+1[θ˜∗n −A−1∆n+1] (25)
The SNR algorithm is in some sense optimal under general conditions. The proof of
Proposition 1 is contained in Section A of the Appendix.
Proposition 1 Suppose that Assumptions A1–A3 hold. Then, the following hold for the
estimates {θ•n} obtained from the SNR algorithm and {θ∗n} obtained from (23):
(i) The representations hold:
θ˜•n = −Â−1n
1
n
n∑
k=1
∆∗k whenever the inverse Â
−1
n exists (26)
θ˜∗n = −A−1
1
n
n∑
k=1
∆k (27)
Consequently, each converges to zero with probability one.
(ii) The scaled covariances Σn = nE[θ˜
∗
n(θ˜
∗
n)
T] and Σ22n = n
2E[∆θ∗n(∆θ∗n)T] satisfy
lim
n→∞Σn = limn→∞Σ
22
n = Σ
∗ (28)
with Σ∗ = A−1Σ∆A−1T; the optimal covariance (8). 
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Figure 1: Coupling between PolSA and SNR occurs quickly for 0.5 ≤ ζ ≤ 1.9.
A drawback with SNR is the matrix inversion. The PolSA algorithm is simpler and
enjoys the same attractive properties. This is established through coupling:
Proposition 2 Suppose assumptions (A1)–(A3) hold. Let {θ∗n} denote the iterates using
SNR (23) and {θn} the iterates obtained using (24), with identical initial conditions. Then,
sup
n≥0
n2E[‖θn − θ∗n‖2] <∞ (29)
Consequently, the limits 28 hold for the PolSA algorithm (24):
lim
n→∞nE[θ˜
∗
n(θ˜
∗
n)
T] = lim
n→∞n
2E[∆θ∗n(∆θ
∗
n)
T] = Σ∗
Other than SNR and the Polyak-Ruppert averaging technique, to the best of our knowl-
edge, PolSA is the only other known algorithm that achieves optimal asymptotic variance.
The proof of Proposition 2, contained in Section B of the supplementary material, is
based on a justification of the heuristic used to construct the deterministic recursion (13).
An illustration is provided in Fig. 1 for the linear model fn(θ) = Aθ+ ∆n in which −A
is symmetric and positive definite, with λmax(−A) = 1, and {∆n} is i.i.d. and Gaussian.
Shown are the trajectories of {θn(1) : n ≤ 105} (note that Σ∗(1, 1) is over one million).
2.3. Applications
Reinforcement learning Section 4 describes application to Q-learning, and includes
numerical examples. Section D in the supplementary material contains a full account of
TD-learning. In particular, the LSTD algorithm can be regarded as an instance of SNR:
(3) with Gn = −Â−1n an estimate of G∗ = −A−1.
Stochastic optimization A common application of stochastic approximation is convex
optimization. In this setting, f¯(θ) = ∇E[Jn(θ)] for a sequence of smooth functions {Jn}, and
then fn = −∇Jn. The theory developed in this paper is applicable, except in degenerate
cases. For comparison, consider the quadratic optimization problem in which fn(θ) =
Aθ − b + ∆n, with −A > 0. The stability condition (20) holds provided ζ < 1/λmax(−A):
a condition familiar in the convex optimization literature.
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Stochastic algorithms for deterministic optimization Finally, we explain why the
results of this paper do not apply in typical deterministic optimization domains.
It is common to use randomized algorithms to solve deterministic optimization prob-
lems. Two examples are ERM and the randomized coordinate descent. In these and other
examples, the algorithms are designed so that randomness vanishes as θ approaches θ∗.
The asymptotic covariance matrix Σ∆ is zero, and hence the asymptotic covariance (8) also
vanishes.
3. Variance analysis of the NeSA algorithm
The NeSA algorithm (5) has a finite asymptotic covariance that can be expressed as the
solution to a Lyapunov equation. We again restrict to the linear model, so that the recursion
(5) (with ζ = 1) becomes
∆θn+1 = [I +An+1]∆θn + αn+1[An+1θn − bn+1] (30)
Stability of the recursion requires a strengthening of assumption (20). Define the linear
operator L : Rd×d → Rd×d as follows: For any matrix Q ∈ Rd×d,
L(Q) := E[(I +An)Q(I +An)T] (31)
Define the 2d-dimensional vector processes Φn := (
√
nθ˜n, n∆θn)
T, and
Σn := E[ΦnΦ
T
n] =
[
Σ11n Σ
12
n
Σ21n Σ
22
n
]
(32)
The following assumptions are imposed throughout:
(N1) {A˜n, b˜n} are bounded martingale difference sequences. Moreover, for any matrix Q,
E[(I +An)Q(I +An)
T | Fn−1] = L(Q)
(N2) The bounds in (20) hold, and the spectral radius of L is strictly bounded by unity.
(N3) The covariance sequence {Σn} defined in (32) is bounded.
In Section C of the supplementary material we discuss how (N3) can be relaxed.
Proposition 3 Suppose that (N1) and (N2) hold. Then,
lim
n→∞Σn =
[
Σ11∞ 0
0 Σ22∞
]
(33)
in which the second limit is the solution to the Lyapunov equation
Σ22∞ = L(Σ22∞) + Σ∆ (34)
(an explicit solution is given in eqn. (89) of the supplementary material), and
Σ11∞ = −Σ22∞ −A−1Σ22∞ − Σ22∞A−1 (35)
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Figure 2: Histograms for entry 18 of {√nθ˜n} for three algorithms at iteration 106.
The following result is a corollary to Proposition 3, with an independent proof provided
in Section C.1 of the supplementary material.
Proposition 4 Under (N1)–(N3) the conclusions of Proposition 3 hold for the PolSA
recursion (24). In this case the solution to the Lyapunov equation is the optimal covariance:
Σ11∞ = Σ
∗ :=A−1Σ∆A−1
T
(36)
and Σ22∞ ≥ 0 is the unique solution to the Lyapunov equation
Σ22∞ = (I +A)Σ
22
∞(I +A)
T + Σ∆ (37)
The proofs of the following are contained in Section C of the supplementary material.
Lemma 5 The following approximations hold, with ψn :=
√
nΣ21n :
Σ22n+1 = L(Σ22n ) + Σ∆ + o(1) , ψn = −Σ11n −A−1Σ22∞ + o(1) , n ≥ 1 . (38)
The second iteration is used together with the following result to obtain (35).
Lemma 6 The following approximation holds:
Σ11n+1 = Σ
11
n +αn+1
(
Σ11n +AΣ
11
n +Σ
11
n A
T+ψTn(I+A)
T+(I +A)ψn+L(Σ22∞)+Σ∆+o(1)
)
(39)
Proof of Proposition 3: The first approximation in (38) combined with (N2) implies
that the sequence {Σ22n } is convergent, and the limit is the solution to the fixed point
equation (34) (details are provided in Section C.2 of the supplementary material).
Substituting the approximation (38) for ψn into (39) and simplifying gives
Σ11n+1 = Σ
11
n + αn+1
(
−Σ11n − Σ22∞ −A−1Σ22∞ − Σ22∞A−1 + o(1)
)
This can be regarded as a Euler approximation to the ODE:
d
dt
xt = −xt − Σ22∞ −A−1Σ22∞ − Σ22∞A−1
Stochastic approximation theory can be applied to establish that the limits of {Σ11n } and
{xt} coincide with the stationary point Borkar (2008), which is (35). 
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4. Application to Q-learning
Consider a discounted cost MDP model with state space X, action space U, cost function
c : X×U→ R, and discount factor β ∈ (0, 1). It is assumed that the state and action space
are finite: denote ` = |X|, `u = |U|, and Pu the `×` controlled transition probability matrix.
The Q-function is the solution to the Bellman equation:
Q∗(x, u) = c(x, u) + βE[min
u′
Q∗(Xn+1, u′) | Xn = x ,Un = u] (40)
The goal of Q-learning is to learn an approximation to Q∗. Given d basis functions {φi :
1 ≤ i ≤ d}, with each φi : X × U → R, and a parameter vector θ ∈ Rd, the Q-function
estimate is denoted Qθ(x, u) = θTφ(x, u), and its minimum, Qθ(x) := min
u′
Qθ(x, u).
Watkins’ Q-learning algorithm is designed to compute the exact Q-function that solves
the Bellman equation (40) (Watkins (1989); Watkins and Dayan (1992)). In this setting, the
basis is taken to be the set of indicator functions: φi(x, u) = I{x = xi, u = ui}, 1 ≤ i ≤ d,
with d = |X× U|. The goal is to find θ∗ ∈ Rd such that f¯(θ∗) = 0, where, for any θ ∈ Rd,
f¯(θ) = E
[
φ(Xn, Un)
(
c(Xn, Un) + βQ
θ(Xn+1)−Qθ(Xn, Un)
)]
where the expectation is with respect to the steady state distribution of the Markov chain.
The basic algorithm of Watkins can be written
∆θn+1 = αn+1D̂n+1
[
An+1θn − bn+1
]
(41)
in which the matrix gain is diagonal, with D̂n(i, i)
−1 = 1n
∑n−1
k=0 I{(Xk, Uk) = (xi, ui)}, and
with pin(x) := arg min
u
Qθn(x, u),
An+1 = φ(Xn, Un){βφ(Xn+1, pin(Xn+1))− φ(Xn, Un)
}T
bn+1 = c(Xn, Un)φ(Xn, Un)
See (Szepesva´ri (2010b)) for more details. Among the other algorithms compared are
SNR: ∆θn+1 = −αn+1Â−1n+1
[
An+1θn − bn+1
]
PolSA: ∆θn+1 = [I + Ân+1]∆θn + αn+1
[
An+1θn − bn+1
]
PolSA-D: ∆θn+1 = [I + D̂n+1Ân+1]∆θn + αn+1D̂n+1
[
An+1θn − bn+1
]
NeSA: ∆θn+1 = [I +An+1]∆θn + αn+1
[
An+1θn − bn+1
]
In each of these algorithms, (18) is used to recursively estimate Ân. We have taken ζ = 1 in
PolSA. The variant PolSA-D is (4) with Gn+1 = D̂n+1, and Mn+1 chosen so that coupling
with SNR can be expected.
The SNR algorithm considered coincides with the Zap Q-learning algorithm of Devraj
and Meyn (2017a,b). A simple 6-state MDP model was considered in this prior work, with
the objective of finding the stochastic shortest path. Fig. 2 contains histograms of {√nθ˜n}
obtained from 1000 parallel simulations of PolSA-D, SNR and NeSA algorithms for this
problem. It is observed that the histograms of PolSA-D and SNR nearly coincide after
11
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Figure 3: Bellman error for n ≤ 107 in the shortest path problem with d = 19 and d = 117. Deterministic exploration
leads to much faster convergence in the NeSA algorithm.
n = 106 iterations (performance for PolSA is similar). The histogram for NeSA shows a
much higher variance, but the algorithm requires by-far the least computation per iteration.
This is specifically true for Watkins’ Q-learning since An+1 is a sparse matrix, with just 2
non-zero entries.
Experiments were also performed for larger examples. Results from two such experi-
ments are shown in Fig. 3. The MDP model is once again a stochastic shortest path problem.
The model construction was based on the creation of a graph with N nodes, in which the
probability of an edge between a pair of nodes is i.i.d. with probability p. Additional edges
(i, i+ 1) are added, for each i < N , to ensure the resulting graph is strongly connected.
The transition law is similar to that used in the finite state-action example of Devraj
and Meyn (2017a): with probability 0.8 the agent moves in the desired direction, and with
remaining probability it ends up in one of the neighboring nodes, chosen uniformly. Two
exploration rules were considered: the “online” version wherein at each iteration the agent
randomly selects a feasible action (also known as asynchronous Q-learning), and the offline
“clock sampling” approach in which state-action pairs (xi, ui) are chosen sequentially (also
known as synchronous Q-learning). In the latter, at stage n, if (x, u) is the current state-
action pair, a random variable X ′n+1 is chosen according to the distribution Pu(x, · ), and
the (x, u) entry of the Q-function is updated according to the particular algorithm using
the triple (x, u,X ′n+1). A significant change to Watkins’ iteration (41) in the synchronous
setting is that D̂n is replaced by d
−1I (since each state is visited the same number of
times after each cycle). This combined with deterministic sampling is observed to result in
significant variance reduction. The synchronous speedy Q-learning recursion of Azar et al.
(2011) appears similar to the NeSA algorithm with clock sampling.
Two graphs were used in the survey experiments, one resulting in an MDP with d = 19
state-action pairs and another resulting in a larger MDP with d = 117 state-action pairs.
The plots in Fig. 3 show Bellman error as a function of iteration n for the two cases (for
definitions see Bertsekas and Tsitsiklis (1996); Devraj and Meyn (2017b)). Comparison
of the performance of algorithms in a deterministic exploration setting versus the online
setting is also shown. The coupling of PolSA and the Zap algorithms are easily observed in
12
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the clock sampling case. In the online case, it is less prominent, but can still be seen when
d = 19.
5. Conclusions
It is exciting to see how the intuitive transformation from SNR to PolSA and NeSA can be
justified theoretically and in simulations. While the covariance of NeSA is not optimal, it
is the simplest of the three algorithms and, performs well in applications to Q-learning.
An important next step is to create adaptive techniques to ensure fast coupling or other
ways to ensure fast forgetting of the initial condition. It is possible that techniques in Jain
et al. (2017) may be adapted. The work can be extended in several ways:
(i) It will be of great interest to pursue analysis of the proposed algorithms in the special
case of nonlinear optimization. It is possible that the structure of the problem such as
convexity of the objective and smoothness of the gradients could help us derive bounds
on the transients.
(ii) The authors in Devraj and Meyn (2017a) suggest that their algorithm can be used for
Q-learning with function approximation. It would be interesting to see how the PolSA
and NeSA algorithms can be extended to this setting. Applications to TD-learning with
function approximation is discussed in Section D of the Appendix.
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Appendix
Appendix A. Proof of Proposition 1
Proof of Proposition 1 The proof of the first limit in (28) is obtained through Taylor
series arguments surveyed in Devraj and Meyn (2017b). The second limit in (28) follows
from the first, and the representation
(n+ 1)∆θ˜∗n+1 = −[θ˜∗n −A−1∆n+1]
This representation uses (25) and the assumption αn+1 = 1/(n + 1). Consequently, under
the martingale difference property for {∆n},
Σ22n+1 =
1
n
Σn +A
−1Σ∆n+1(A
−1)T
The first term vanishes because {Σn} is convergent. Moreover, because ∆n+1 = ∆∗n+1 +
A˜n+1θ˜
∗
n, it then follows from that Σ
∆
n+1 = Σ
∆ + o(1), and hence
Σ22n+1 = A
−1Σ∆(A−1)T + o(1) = Σ∗ + o(1).
The proof of (26) is obtained as follows: it follows from the definition that
θ˜•n+1 = θ˜
•
n − αn+1Â†n+1[An+1θ˜•n + ∆∗n+1]
and also
(n+ 1)Ân+1 = nÂn +An+1
Consequently, when Â−1n+1 exists, so that Â
†
n+1 = Â
−1
n+1,
(n+ 1)Ân+1θ˜
•
n+1 = [nÂn +An+1]θ˜
•
n − [An+1θ˜•n + ∆∗n+1]
= nÂnθ˜
•
n −∆∗n+1
Summing this telescoping series gives (26).
The proof of (27) is similar and simpler, since we immediately obtain from the definition
(25),
(n+ 1)Aθ˜∗n+1 = nAθ˜
•
n −∆n+1
Summing each side then gives (27). 
Appendix B. Coupling
We present here the proof of Proposition 2, based on a transformation of SNR so that it
resembles PolSA with a vanishing disturbance sequence. This is essentially a reversal of the
manipulations applied to derive (13) from an approximation of (12) at the start of Section 2,
but now in a stochastic setting.
Consider the recursion (24). For simplicity we take ζ = 1 (this is without loss of
generality by re-defining the matrix A).
It is simplest to first prove Proposition 2 when {An} is deterministic: A˜n ≡ 0. The
proof of the stochastic case is presented next.
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B.1. Deterministic matrix sequence
Lemma 7 The SNR and PolSA recursions (23)–(24) with deterministic {An} (An ≡ A)
can be expressed, respectively
∆θ∗n+1 = [I +A]∆θ
∗
n + αn+1[Aθ˜
∗
n + ∆n+1] + En+1 (42)
∆θn+1 = [I +A]∆θn + αn+1[Aθ˜n + ∆n+1] , (43)
where ∆n = b− bn and
En+1 = [I +A]
(
∆θ∗n+1 −∆θ∗n
)
, n ≥ 0 . (44)
Proof Recall the simplified PolSA recursion (24):
∆θn+1 = [I +A]∆θn + αn+1fn+1(θn)
Substituting the linear model (16) into the above recursion, (43) is obtained. Furthermore,
in the special setting An ≡ A, the noise sequence ∆n in (17) becomes ∆n = ∆∗n = b− bn.
Next, recall the SNR recursion (23):
∆θ∗n+1 = −αn+1A−1fn+1(θ∗n)
Multiplying both sides of the above recursion by A, and substituting for fn+1 the linear
model (16) gives
0 = A∆θ∗n+1 + αn+1[Aθ˜
∗
n + ∆n+1]
= A∆θ∗n + αn+1[Aθ˜
∗
n + ∆n+1]−
(
∆θ∗n+1 −∆θ∗n
)
+ En+1
where once again ∆n = b− bn, and En+1 is defined in (44). Moving ∆θ∗n+1 to the left-hand
side completes the proof of (42).
Denote:
θ¯n := θn − θ∗n ξn := nθ¯n (45)
The proof of Proposition 2 requires that we establish uniform bounds on each of these
sequences.
Denoting ∆θ¯n := θ¯n− θ¯n−1, the following lemma establishes a recursion for {θ¯n : n ≥ 0}
that is similar to the PolSA recursion (43):
Lemma 8 The error sequence {θ¯n : n ≥ 0} evolves according to the recursion
∆θ¯n+1 = [I +A]∆θ¯n + αn+1Aθ¯n − En+1 (46)
in which the sequence {En : n ≥ 1} defined in (44) satisfies the following for a constant
bE <∞:
(i) {nEn : n ≥ 1} is a bounded sequence: ‖nEn‖ ≤ bE for all n ≥ 1.
18
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(ii) Its partial sums are also bounded: Defining
SEn :=
n∑
k=1
kEk , n ≥ 1 ,
‖SEn‖ ≤ bE for all n ≥ 1.
Proof Representation (46) directly follows by subtracting (42) from (43). We now prove
that the error sequence {nEn : n ≥ 1} satisfies the properties in (i) and (ii).
Recalling that αn+1 = 1/(n+ 1) in the SNR recursion (23) we have:
∆θ∗n+1 = −(n+ 1)−1(θ∗n +A−1∆n+1). (47)
Consequently,
(n+ 1)
(
∆θ∗n+1 −∆θ∗n
)
= (n+ 1)∆θ∗n+1 − n∆θ∗n −∆θ∗n
= −(θ∗n +A−1∆n+1) + (θ∗n−1 +A−1∆n)−∆θ∗n
= −2∆θ∗n −A−1(∆n+1 −∆n)
(48)
where the second equality follows from (47), and the last equality is obtained by combining
the common terms. Under the assumption of the Proposition 2, the sequences {θ∗n : n ≥ 0}
and {∆n : n ≥ 0} are bounded. Therefore, the right hand side of (48) is also bounded, and
multiplying both sides of the equation by [I + A], part (i) of the lemma follows. It is also
easy to see that the right hand side of (48) is a telescoping sequence. Therefore, for each
n ≥ 1,
n∑
k=1
k
(
∆θ∗k −∆θ∗k−1
)
=
n∑
k=1
(− 2∆θ∗k−1 −A−1(∆k −∆k−1))
= −2θ∗n−1 + 2θ∗0 −A−1(∆n −∆0)
Once again, the right hand side of the above equation is uniformly bounded in n under the
assumptions of Proposition 2.
Lemma 9 The normalized error sequence {ξn : n ≥ 0} defined in (45) satisfies the follow-
ing recursion:
∆ξn+1 = [I +A]
(
∆ξn + 2[θ¯n − θ¯n−1]
)
− (n+ 1)En+1 (49)
where ∆ξn := ξn − ξn−1. 
Proof By definition of ξn in (45), we have,
∆ξn+1 = ξn+1 − ξn
= (n+ 1)θ¯n+1 − nθ¯n
= (n+ 1)(θn+1 − θ∗n+1)− n(θn − θ∗n)
= (n+ 1)∆θn+1 − (n+ 1)∆θ∗n+1 + θn − θ∗n
= (n+ 1)∆θ¯n+1 + θ¯n
(50)
19
Substituting for ∆θ¯n+1 using (46) in the above equation, we obtain:
∆ξn+1 = (n+ 1)[I +A]∆θ¯n +Aθ¯n + θ¯n − (n+ 1)En+1
= [I +A]
(
nθ¯n − (n− 1)θ¯n−1 + θ¯n − 2θ¯n−1 + θ¯n
)
− (n+ 1)En+1
= [I +A]
(
∆ξn + 2∆θ¯n
)
− (n+ 1)En+1
(51)
We are now ready to provbe Proposition 2 for the deterministic case.
Proof of Proposition 2 – deterministic case: On summing each side of the identity
(49) in Lemma 9 we obtain, for any n > m ≥ 2,
ξn+1 − ξm = [I +A]
(
ξn − ξm−1 + 2[θ¯n − θ¯m−1]
)
−
n∑
k=m
(k + 1)Ek+1
Using the definition θ¯n = ξn/n then gives
ξn+1 = [I +A]
(
(1 + 2n−1)ξn
)
+ ξm − (1 + 2(m− 1)−1)[I +A]ξm−1 −
n∑
k=m
(k + 1)Ek+1
Letting m = 2 in the above recursion,
ξn+1 = [I +A]
(
(1 + 2n−1)ξn
)
+ bξn+1 (52)
where the final term bξn+1 is bounded in n (part (ii) of Lemma 8):
bξn+1 = ξ2 − 3[I +A]ξ1 −
n∑
k=2
(k + 1)Ek+1
Since by assumption, all eigenvalues of [I +A] satisfy λ
(
I +A
)
< 1, the recursion (52)
can be viewed as a stable linear system with bounded input {bξn}. Therefore, for each Q > 0,
there exists a matrix M > 0 satisfying the discrete time Lyapunov equation Kailath (1980):
[I +A]TM [I +A] = M −Q (53)
Choosing Q = I, and noting that I ≥ εM for some ε > 0 that is small enough, we have:
[I +A]TM [I +A] ≤ δ2M (54)
where δ2 = 1 − ε < 1. Denote ‖ · ‖M to be the weighted norm with respect to the matrix
M that satisfies (54): For all ξ ∈ Rd,
‖ξ‖M :=
(
ξTMξ
) 1
2 (55)
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Applying the triangle inequality to (52) gives
‖ξn+1‖M ≤ (1 + 2n−1) · ‖[I +A]ξn‖M + ‖bξn+1‖M
≤ δ(1 + 2n−1) · ‖ξn‖M + ‖bξn+1‖M
(56)
Choosing N0 large enough, such that (1 + 2n
−1)δ <
√
δ for all n ≥ N0, we have
‖ξn+1‖M ≤
√
δ · ‖ξn‖M + ‖bξn+1‖M , n ≥ N0 (57)
Consequently, for each k ≥ 1,
‖ξN0+k‖M ≤ δ
k
2 · ‖ξN0‖M +
k−1∑
i=0
δi/2‖bξN0+k−i+1‖M
≤ δ k2 · ‖ξN0‖M +
( ∞∑
i=0
δi/2
)
sup
k≥0
‖bξn0+k‖M <∞
(58)

B.2. Proof of Proposition 2 for the general linear algorithm
The major difference in the case of random {An} is that the identity (46) holds with a
modified error sequence:
∆θ¯n+1 = [I +A]∆θ¯n + αn+1Aθ¯n − En+1 + αn+1A˜n+1θ¯n , (59)
where the last term appears because we are replacing the last but one term αn+1Aθ¯n in
(46) with αn+1An+1θ¯n. The error sequence {En} is identical to the determinsitic case, and
therefore satisfies the properties in Lemma 8. Lemma 9 however must be modified due to
the additional term (the proof follows exactly the same lines):
Lemma 10 For the general linear algorithm, the normalized error sequence {ξn : n ≥ 0}
defined in (45) satisfies the following recursion:
∆ξn+1 = [I +A]
(
∆ξn + 2[θ¯n − θ¯n−1]
)
− (n+ 1)En+1 + A˜n+1θ¯n (60)
where ∆ξn := ξn − ξn−1. 
The proof then proceeds as in the previous deterministic setting, except that we have to
deal with the additional martingale difference sequence {A˜n+1θ¯n}.
Proof of Proposition 2 – general linear algorithm On summing each side of the
identity (60) in Lemma 10 we obtain, for any n > m ≥ 2,
ξn+1 − ξm = [I +A]
(
ξn − ξm−1 + 2[θ¯n − θ¯m−1]
)
−
n∑
k=m
(k + 1)Ek+1 +
n∑
k=m
A˜k+1θ¯k
21
Using the definition θ¯n = ξn/n then gives
ξn+1 = [I +A]
(
(1 + 2n−1)ξn
)
+ ξm − (1 + 2(m− 1)−1)[I +A]ξm−1
−
n∑
k=m
(k + 1)Ek+1 +
n∑
k=m
1
k
A˜k+1ξk
The above recursion can be rewritten as,
ξn+1 = [I +A]
(
(1 + 2n−1)ξn
)
+ bξm,n+1 + U
A˜
m,n (61)
where:
bξm,n+1 := ξm − (1 + 2(m− 1)−1)[I +A]ξm−1 −
n∑
k=m
(k + 1)Ek+1
U A˜m,n :=
n∑
k=m
1
k
A˜k+1ξk
The proof is now similar to the case An ≡ A, except that we now a weighted L2 norm
to obtain L2 bounds. Let M denote a solution to (54) with δ ∈ (0, 1), and define for any
d-dimensional random vector Z,
‖Z‖?M =
√
E[‖ZM‖2] =
√
E[ZTMZ] .
Applying the triangle inequality to (61) gives
‖ξn+1‖M ≤ (1 + 2n−1) · ‖[I +A]ξn‖M + ‖bξm,n+1‖M + ‖U A˜m,n‖M
≤ δ(1 + 2n−1) · ‖ξn‖M + ‖bξm,n+1‖M + ‖U A˜m,n‖M
(62)
Part (ii) of Lemma 8 implies the following L2 bound: for some σξ <∞,
‖bξm,n+1‖M ≤ σξ , n > m ≥ 2 . (63)
Furthermore, for all m ≥ 2 and n > m, we have:
‖U A˜m,n‖?2M = E
[
‖
n∑
k=m
1
k
A˜k+1ξk‖2M
]
= E
[( n∑
k=m
1
k
A˜k+1ξk
)T
M
( n∑
k=m
1
k
A˜k+1ξk
)]
=
n∑
k=m
1
k2
E
[
ξTk A˜
T
k+1MA˜k+1ξk
]
≤
n∑
k=m
1
k2
E
[
ξTk A˜
T
k+1MA˜k+1ξk
]
≤ σ2A
n∑
k=m
1
k2
‖ξk‖?2M
(64)
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where σ2A exists under the boundedness assumption on {An}.
Using (63) and (64) in (62) gives:
‖ξn+1‖?M ≤ δ(1 + 2n−1) · ‖ξn‖?M + σξ + σA
( n∑
k=m
1
k2
‖ξk‖?2M
) 1
2
≤ δ(1 + 2n−1) · ‖ξ‖M,n + σξ + σA
( ∞∑
k=m
1
k2
) 1
2 ‖ξ‖M,n
(65)
where for each n,
‖ξ‖M,n := max
1≤k≤n
‖ξk‖M <∞
Choose N0 ≥ 2 such that
ρ = (1 + 2N−10 )δ + σA
( ∞∑
k=N0
1
k2
) 1
2
< 1,
and fix m = N0. We then conclude from (65) that for each n ≥ N0,
‖ξn+1‖ ≤ ρ · ‖ξ‖M,n + σξ
Next apply the definition ‖ξ‖M,n+1 = max{‖ξn+1‖ , ‖ξ‖M,n}, to obtain
‖ξ‖M,n+1 ≤ max{ρ · ‖ξ‖M,n + σξ , ‖ξ‖M,m} , n ≥ m = N0 (66)
It then follows by induction that
‖ξ‖M,n ≤ max{σξ/(1− ρ), ‖ξ‖M,m} , n ≥ N0 ,
which implies (29). 
Appendix C. Variance analysis of the NeSA algorithm
Throughout this section it is assumed that the assumptions of Section 3 hold (repeated here
for convenience of the reader):
(N1) {A˜n, b˜n} are bounded martingale difference sequences. Moreover, for any matrix Q,
E[(I +An)Q(I +An)
T | Fn−1] = L(Q)
where F is the natural filtration:
Fn = σ{Ak, bk : k ≤ n}.
(N2) The bounds in (20) hold, and the linear operator L has spectral radius strictly
bounded by unity.
(N3) The covariance sequence {Σn} defined in (32) is bounded.
Even under the stability assumption, the convergence proof appears complex. We first
provide a proof for the simpler PolSA algorithm (24) for which (N3) holds by applying
Proposition 1.
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C.1. Variance analysis of PolSA
The recursion (24) is expressed in state space form as follows:[
θ˜n+1
∆θn+1
]
=
[
I (I +A)
0 (I +A)
] [
θ˜n
∆θn
]
+ αn+1
[[
A 0
A 0
] [
θ˜n
∆θn
]
+
[
∆n+1
∆n+1
]]
(67)
Recall that the 2d-dimensional vector process {Φn} is defined as:
Φn :=
(√
nθ˜n
n∆θn
)
(68)
and the covariance matrix sequence {Σn} is defined to be:
Σn := E[ΦnΦ
T
n] =
[
Σ11n Σ
12
n
Σ21n Σ
22
n
]
=
[
nE[θ˜nθ˜
T
n] n
3/2E[θ˜n∆θ
T
n]
n3/2E[∆θnθ˜
T
n] n
2Σ22n
]
(69)
Also define the noise sequence {∆φn}:
∆Φn :=
(
∆n√
n∆n
)
(70)
We begin by establishing Assumption (N3) for PolSA. The following is a direct corollary
to Proposition 1 and Proposition 2:
Proposition 11 Suppose that the assumptions of Proposition 2 hold. Then, each {Σ11n },
{Σ12n }, {Σ21n } and {Σ22n } are bounded sequences for the PolSA algorithm:
sup
n
trace (Σijn ) <∞, for all 1 ≤ i, j ≤ 2
Proof Proposition 2 implies that {n2E[‖θ˜∗n− θ˜n‖2]} is bounded in n, where θ˜∗n is the error
sequence of the SNR algorithm, and θ˜n is the error sequence of the PolSA algorithm. We
then have:
trace (Σ11n ) = n‖θ˜n‖2
= n‖θ˜n − θ˜∗n + θ˜∗n‖2
≤ 2n‖θ˜n − θ˜∗n‖2 + 2n‖θ˜∗n‖2
Since each of the two terms on the right hand side is bounded (by Proposition 2 and
Proposition 1), we have boundedness of Trace(Σ11n ) for all n ≥ 0.
Next consider {Σ22n }. We have:
trace (Σ22n ) = n
2‖∆θn‖2
≤ 2n2‖∆θn −∆θ∗n‖2 + 2n2‖∆θ∗n‖2
≤ 4n2‖θ˜n − θ˜∗n‖2 + 4n2‖θ˜n−1 − θ˜∗n−1‖2 + 2n2‖∆θ∗n‖2
Once again, each of the three terms on the right hand side of the above inequality are
bounded, uniformly in n, by Proposition 2 and Proposition 1. The boundedness of (Σ12n )
and (Σ21n ) follow from the Cauchy-Schwarz inequality.
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We now proceed to establish the limit for {Σ11n }. Using the Taylor series approximation:
√
n+ 1 =
√
n+
√
n
2n
+O
( 1
n3/2
)
, (71)
it follows from (67) that the process {Φn} evolves as
Φn+1 = MΦn + αn+1
(
BΦn + (
√
n+ 1)∆Φn+1 + ε
Φ
n
)
, (72)
where the 2d× 2d matrices M and B, and the 2d× 1 column vector εΦn are defined to be:
M :=
 I
(I+A)√
n
A√
n
I +A
 , B :=
12I +A 0
0 I +A
 , εΦn := 1√n
O(‖θ˜n‖+ ‖θn‖)
0
 (73)
where the term εφn is due to the last term in (71).
The main step in the proof of Proposition 4 is to obtain sharp results for the off-diagonal
blocks of the covariance matrix: {Σ12n } and {Σ21n }. The proof of the following lemma is
contained in Section C.2.
Lemma 12 Under the conditions of Proposition 4, for each n ≥ 1, the following approxi-
mations hold for Σn and the scaled covariance ψn :=
√
nΣ21n :
Σ22n+1 = (I +A)Σ
22
n (I +A)
T + Σ∆ +O(αn+1) , (74)
ψn = −Σ11n −A−1Σ22∞ + o(1) , (75)
Σ11n+1 = Σ
11
n + αn+1
(
Σ11n +AΣ
11
n + Σ
11
n A
T + ψTn(I +A)
T + (I +A)ψn (76)
+(I +A)Σ22∞(I +A)
T + Σ∆ + o(1)
)
Proof of Proposition 4 From Assumption (A3), which requires that the eigenvalues of
matrix (I + A) lie within the open unit disc, it follows that (74) can be approximated by
a geometrically stable discrete-time Lyapunov recursion, with a time-invariant, bounded
input Σ∆ Kailath (1980). The limit (37) directly follows:
Σ22∞ = (I +A)Σ
22
∞(I +A)
T + Σ∆
Substituting the approximation (75) for ψn into the right hand side of the recursion in
(76) gives (after simplification),
Σ11n+1 = Σ
11
n + αn+1
(
− Σ11n +A−1Σ∆(A−1)T + o(1)
)
(77)
This can be regarded as a Euler approximation to the ODE (Borkar (2000)):
d
dt
xt = −xt +A−1Σ∆(A−1)T
The limits of {Σ11n } and {xt} coincide with the stationary point x∗ = A−1Σ∆(A−1)T. 
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C.2. Recursion approximations for PolSA
The proof of Lemmas 5, 6 and 12 are provided here. These results are established using the
result of Proposition 11: the covariance sequence {Σn} is bounded for the PolSA algorithm.
Recall the definitions of Σ∆n and Σ
∆ in (21) and (22). We begin with the following
consequence of the definitions:
Lemma 13 Under Assumption (N1), the covariance Σ∆n satisfies:
Σ∆n = Σ
∆ +O
(
n−1/2
√
trace (Σ11n )
)
(78)

From Proposition 11, we have:
Σ∆n = Σ
∆ +O(n−1/2) (79)
Bounds for PolSA From equations (72) and (32), ignoring terms that are of the order
O(1/n3/2), the 2d× 2d matrix sequence {Σn} satisfies:
Σn+1 = MΣnM
T + αn+1(BΣnM
T +MΣnB
T + Σ∆Φn+1), (80)
where M and B are defined in (73), and Σ∆Φn = E[∆
Φ
n (∆
Φ
n )
T] is also a 2d× 2d matrix:
Σ∆Φn :=
 Σ∆n √nΣ∆n√
nΣ∆n nΣ
∆
n
 (81)
with Σ∆n defined in (22). Based on (32), it is simpler to view (80) as four parallel interde-
pendent matrix recursions:
Σ11n+1 =Σ
11
n +
1√
n
(
Σ12n (I +A)
T + (I +A)Σ21n
)
+ αn+1
(
(12I +A)Σ
11
n + Σ
11
n (
1
2I +A)
T + (I +A)Σ22n (I +A)
T + Σ∆ + ε11n
)
Σ12n+1 =Σ
12
n (I +A)
T
+
1
n
(I +A)Σ21n A
T
+
1√
n
(
Σ11n A
T + (I +A)Σ22n (I +A)
T + Σ∆
)
+ αn+1
(
(12I +A)Σ
11
n A
T
√
n
+
(3
2
I +A
)
Σ12n (I +A)
T +
(I +A)Σ22n (I +A)
T
√
n
+ ε12n
)
Σ22n+1 =(I +A)Σ
22
n (I +A)
T + Σ∆ +
1
n
AΣ11n A
T +
1√
n
(
AΣ12n (I +A)
T + (I +A)Σ21n A
T
)
+ αn+1
(
AΣ12n (I +A)
T
√
n
+
(I +A)Σ21n A
T
√
n
+ 2(I +A)Σ22n (I +A)
T + ε22n
)
(82)
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in which the error terms satisfy the following:
ε11n = O(n
−1/2√trace Σ11n ) , ε12n = O(n−1/2trace Σ11n ) , ε22n = O(trace Σ11n ) (83)
Once again, applying Proposition 11, we have:
ε11n = O(n
−1/2) , ε12n = O(n
−1/2) , ε22n = O(1) (84)
Proof of Lemma 12 The first approximation (74) follows from the recursion for Σ22n in
(82), and the fact that ε22n = O(1) using (84). The stability condition (20) implies that this
sequence is convergent, and the limit solves the Lyapunov equation
Σ22∞ = (I +A)Σ
22
∞(I +A)
T + Σ∆
We next prove that (75) holds. Multiplying both sides of the recursion for Σ21n in (82)
by
√
n+ 1, and using the Taylor series approximation (71), we obtain:
ψn+1 = AΣ
11
n + (I +A)ψn + (I +A)Σ
22
n (I +A)
T + Σ∆ +O(αn+1(1 + ‖ψn‖)) (85)
where we have used Proposition 11 which establishes the boudedness of {Σn}. Notice that
the last term in (85) can be written as:
O(αn+1(1 + ‖ψn‖)) = O(αn+1(1 +
√
n‖Σ21n ‖))
= O(n−1/2)
where we have once again applied Proposition 11, and used αn+1 = 1/(n+ 1).
Substituting the approximation for Σ22n in (74) into the recursion (85) gives
ψn+1 = (I +A)ψn + (I +A)Σ
22
∞(I +A)
T + Σ∆ +O(n−1/2)
= AΣ11n + (I +A)ψn + Σ
22
∞ +O(n
−1/2)
Using the principle of super-position for linear systems, we can represent the sequence {ψn}
as the sum of two terms, with one equal to the “O(n−1/2)” error sequence, and the other
evolving as follows:
ψ◦n+1 = (I +A)ψ
◦
n + u(n)
u(n) = AΣ11n + Σ
22
∞
(86)
or equivalently,
ψ◦n+k = (I +A)
kψ◦n +
k−1∑
j=0
(I +A)ju(n+ k − 1− j)
The next step is to replace u(n+ k − 1− j) with u(n+ k), and bound the error {ε(n, k)}:
ψ◦n+k = (I +A)
kψ◦n +
k−1∑
j=0
(I +A)ju(n+ k) + ε(n, k) , (87)
27
where:
ε(n, k) =
k−1∑
j=0
(I +A)j
(
u(n+ k − 1− j)− u(n+ k))
From the recursion for Σ11n in (82), it follows that for some constant c0 <∞:
‖Σ11n+j − Σ11n ‖ ≤ c0 ln
(
n+ j + 1
n
)
Using the bound log(1 + x) ≤ x, it follows that for c < ∞, the input sequence {u(n)}
satisfies:
‖u(n+ j)− u(n)‖ ≤ c
(
j + 1
n
)
, j ≥ 0, n ≥ 1 (88)
Using this in the expression for ε(n, k), we obtain,
‖ε(n, k)‖ ≤
k−1∑
j=0
∥∥(I +A)ju(n+ k − 1− j)− u(n+ k)∥∥
≤ c
k−1∑
j=0
∥∥∥∥(I +A)j( j + 2n+ k − 1− j
)∥∥∥∥
≤ c
n
k−1∑
j=0
‖(I +A)j‖(j + 2)
≤ c
n
∞∑
j=0
‖(I +A)j‖(j + 2)
This together with the eigenvalue bound for (I +A) in (20) gives
lim
n→∞ supk
‖ε(n, k)‖ = 0.
Using this in (87), we have:
ψ◦n+k = (I +A)
kψ◦n +
k−1∑
j=0
(I +A)ju(n+ k)
=
∞∑
j=0
(I +A)ju(n+ k) + o(1) +O(ρk),
where 0 < ρ < 1. Applying (88) once more gives
ψn = ψ
◦
n + o(1) = −A−1u(n) + o(1)
Substituting the definition of u(n) from (86) gives the desired result:
ψn = −Σ11n −A−1Σ22∞ + o(1)
The final approximation for the {Σ11n } recursion in (76) follows by substituting ψn =√
nΣ21n and ψ
T
n =
√
nΣ21n in the recursion for Σ
11
n in (82) and then using (74) and (75). 
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C.3. Bounds for NeSA
Assumption (N2) ensures that the following representation is well defined:
[I − L]−1 =
∞∑
k=0
Lk
The matrix H = [I −L]−1(Q) solves the Lyapunov equation H = L(H) +Q for any matrix
Q. The solution to (34) is thus
Σ22∞ = [I − L]−1(Σ∆) . (89)
Based on (30) and (16), the pair of sequences {θ˜n} and {∆θn} for the NeSA algorithm
satisfy the following recursion:[
θ˜n+1
∆θn+1
]
=
[
I (I +An+1)
0 (I +An+1)
] [
θ˜n
∆θn
]
+ αn+1
[[
A 0
A 0
] [
θ˜n
∆θn
]
+
[
∆n+1
∆n+1
]]
(90)
Recall the definitions of {Φn} and {∆φn}:
Φn ≡
[
Φ1n
Φ2n
]
:=
[√
nθ˜n
n∆θn
]
∆Φn :=
[
∆n√
n∆n
]
(91)
Multiplying the first d rows on both sides of (90) by
√
n+ 1, and the last d rows by (n+1),
and using the Taylor series approximation for
√
n+ 1 in (71), we obtain a state space
recursion for the normalized error sequence:
Φn+1 = M̂n+1Φn + αn+1(B̂n+1Φn + (
√
n+ 1)∆Φn+1 + ε
Φ
n ), (92)
where the 2d× 2d matrices M̂n+1 and B̂n+1 are defined as:
M̂n+1 :=
 I
1√
n
(I +An+1)
1√
n
A I +An+1
 B̂n+1 :=
12I +A 0
0 I +An+1
 (93)
and
εΦn :=
1√
n
O(‖θ˜n‖+ ‖θn‖)
0
 (94)
To begin the covariance analysis, consider first the outer-products without expectation:
Σ̂n := ΦnΦ
T
n Σ̂
∆
n := ∆n∆
T
n (95)
along with two more 2d× 2d matrix sequences:
Σ̂∆Φn := ∆
φ
n
(
∆φn
)T
=
 Σ̂∆n √nΣ̂∆n√
nΣ̂∆n nΣ̂
∆
n
 and W Tn+1 := (√n+ 1)Φn(∆φn+1)T
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Then, based on (92), ignoring terms of the order O(1/n3/2), the 2d×2d matrix sequence
{Σ̂n} satisfies the following recursion:
Σ̂n+1 = M̂n+1Σ̂nM̂
T
n+1 + αn+1
(
B̂n+1Σ̂nM̂
T
n+1 + M̂n+1Σ̂nB̂
T
n+1
+ Σ̂∆Φn+1 + M̂n+1Ŵ
T
n+1 + Ŵn+1M̂
T
n+1
)
.
(96)
Taking expectations results in these interdependent matrix recursions:
Σ11n+1 = Σ
11
n +
1√
n
(
Σ12n (I +A)
T + (I +A)Σ21n
)
+ αn+1
(
(12I +A)Σ
11
n + Σ
11
n (
1
2I +A)
T + `22n + Σ
∆ + ΣWn + Σ
W
n
T
+ o(1)
)
Σ12n+1 = Σ
12
n (I +A)
T +
1
n
(I +A)Σ21n A
T +
1√
n
(
Σ11n A
T + `22n + Σ
∆ + ΣWn + Σ
W
n
T
)
+ αn+1
(
(12I +A)Σ
11
n A
T
√
n
+
(3
2
I +A
)
Σ12n (I +A)
T +
`22n√
n
+ o(1)
)
Σ21n+1 = (Σ
12
n+1)
T
Σ22n+1 = `
22
n +
(
Σ∆ + ΣWn + Σ
W
n
T
)
+
AΣ12n (I +A)
T
√
n
+
(I +A)Σ21n A
T
√
n
+
AΣ11n A
T
n
+ αn+1
(
AΣ12n (I +A)
T
√
n
+
(I +A)Σ21n A
T
√
n
+ 2`22n +O(1)
)
(97)
where ΣWn := E[(I +An+1)Φ
1
n∆
T
n+1], and `
22
n = E[L(Σ̂22n )] with L is defined in (31).
Linearity implies that expectation and operation can be interchanged:
`22n = L(E[Σ̂22n ]) = L(Σ22n )
Two more linear operators are required in the following: For any Q ∈ Rd×d define
L˜(Q) := E[(A˜n+1)QA˜Tn+1] . (98)
The second operator maps vectors to matrices: for any v ∈ Rd,
M(v) = E[(I +An+1)v(A˜n+1θ∗ − b˜n+1)T] (99)
The following result will be used to show that {ΣWn } converges to 0:
Lemma 14 Under (N1)–(N3) we have limn→∞ E[Φn] = 0.
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Proof Denote Φn = E[Φn], and similarly, Φ
1
n = E[Φ
1
n], Φ
2
n = E[Φ
2
n]. Based on (92), we
have:
Φ
2
n+1 =
(
1 +
1
n+ 1
)(
I +A)Φ
2
n +
1√
n
AΦ
1
n
u
n−1∑
k=0
(
I +A)k
1√
n− kAΦ
1
n−k
u
1√
n
( ∞∑
k=0
(
I +A)k
)
AΦ
1
n
=− 1√
n
A−1AΦ1n
=− 1√
n
Φ
1
n
(100)
In (100), each of the approximations can be shown rigorously, using techniques that are
very similar to the ones that were used in Section C.2: The error in each approximation
can be bounded as a constant times ‖Φn‖/n.
Similarly, the recursion for Φ
1
n satisfies:
Φ
1
n+1 = Φ
1
n +
1√
n
(I +A)Φ
2
n +
1
n+ 1
(
1
2I +A)Φ
1
n
uΦ1n −
1
n
(I +A)Φ
1
n +
1
n+ 1
(
1
2I +A)Φ
1
n
uΦ1n −
1
2(n+ 1)
Φ
1
n
(101)
The above recursion can be viewed as a stochastic approximation algorithm (with 0 noise).
This implies: limn→∞ E[Φ1n] = 0. Using this in (100), we also have limn→∞ E[Φn] = 0.
Lemma 15 Under (N1)–(N3) we have limn→∞ΣWn = 0.
Proof Using the definition of ∆n in (17) gives
ΣWn = E[(I +An+1)Φ
1
nθ˜
T
nA˜
T
n+1] + E[(I +An+1)Φ
1
n(A˜n+1θ
∗ − b˜n+1)T]
= E[(A˜n+1)Φ
1
nθ˜
T
nA˜
T
n+1] + E[(I +An+1)Φ
1
n(A˜n+1θ
∗ − b˜n+1)T]
=
1√
n
E
[
E
[
(A˜n+1)Σ̂
21
n A˜
T
n+1
∣∣Fn]]+ E[E[(I +An+1)Φ1n(A˜n+1θ∗ − b˜n+1)T∣∣Fn]]
=
1√
n
E
[L˜(Σ̂21n )]+ E[M(Φ1n)]
where the first equality follows from the fact that E[Φ1nθ˜
T
nA˜
T
n+1] = 0, second equality follows
from the definition of Σ̂21, and the last equality follows from (N1) and definitions (98) and
(99).
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Linearity of L˜ and M then implies
ΣWn =
1√
n
L˜(E[Σ̂21n ]) +M(E[Φ1n])
=
1√
n
L˜(Σ21n ) +M(E[Φ1n])
=
1
n
L˜(ψn) +M(E[Φ1n])
where the last equality used the definition ψn =
√
nΣ21n .
The first term vanishes under (N3) since ψn/n = O(n
−1/2).
It remains to show that the second term converges to 0. Based on (92) it is straightfor-
ward to establish the following limit under (N1)–(N2):
lim
n→∞E[Φn] = 0
Using the definition (99), and taking expectations completes the proof that E[M(Φ1n)] =
o(1).
Proof of Lemma 5 We first prove the first recursion in (38). Based on the assumption
that each Σ11, Σ22 and ψn =
√
nΣ21n in (97) are bounded, the recursion for Σ
22
n can be
written as
Σ22n+1 = L
(
Σ22n
)
+ Σ∆ + ΣWn + Σ
W
n
T
+O(αn+1),
where the O(αn+1) term includes all terms in the recursion that are multiplied with αn+1.
Lemma 15 then implies the first recursion in (38),
Σ22n+1 = L
(
Σ22n
)
+ Σ∆ +O(1/
√
n)
This is regarded as a Lyapunov recursion with time varying forcing term Σ∆ +O(1/
√
n).
Under (N2) convergence follows, giving (34).
We next prove that the second recursion in (38) holds. Multiplying both sides of the
recursion for Σ21n in (97) by
√
n+ 1, and using the Taylor series approximation (71), we
obtain:
ψn+1 = (I +A)ψn +AΣ
11
n + L(Σ22n ) + Σ∆ + ΣWn + ΣWn
T
+O(αn+1),
where once again, the O(αn+1) terms are due to the boundedness assumption on Σ
11, Σ22
and ψn. From Lemma 15, we have Σ
W
n → 0, and furthermore, using Σ22n = Σ22∞ + o(1),
ψn+1 = (I +A)ψn +AΣ
11
n + L(Σ22∞) + Σ∆ + o(1)
= (I +A)ψn +AΣ
11
n + Σ
22
∞ + o(1)
Once we have the above form, the rest of the proof follows steps exactly same as the proof
of Lemma 12: By viewing the recursion as state evolution of a discrete-time stable linear
system with bounded input sequence {AΣ11n + Σ22∞} and vanishing additive noise, we can
show that {ψn} satisfies the second recursion in (38). 
Proof of Lemma 6 The Lemma follows directly by substituting ψn =
√
nΣ21n and ψ
T
n =√
nΣ21n in the recursion for Σ
11
n in (97) and then using (38). 
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Appendix D. NeSA and PolSA TD-learning algorithms
In this section of the Appendix, we briefly give details on how to apply the algorithms intro-
duced in this paper to solve value-function estimation problems in Reinforcement Learning.
For simplicity, we consider the TD(λ)-learning algorithm with λ = 0. Extension to λ ∈ (0, 1]
is straightforward.
Consider a Markov chain X evolving on X ∈ R`. Let {Pn} denote its transition semi-
group: For each n ≥ 0, x ∈ X, and A ∈ B(X) (where B(·) denotes the Borel set),
Pn(x,A) := Px{Xn ∈ A} := Pr{Xn ∈ A |X0 = x}.
The standard operator-theoretic notation is used for conditional expectation: for any mea-
surable function f : X→ R,
Pnf (x) = Ex[f(Xn)] := E[f(Xn) | X0 = x].
In a finite state space setting, Pn is the n-step transition probability matrix of the Markov
chain, and the conditional expectation appears as matrix-vector multiplication:
Pnf (x) =
∑
x′∈X
Pn(x, x′)f(x′), x ∈ X.
Let c : X→ R+ denote a cost function, and β ∈ (0, 1) a discount factor. The discounted-
cost value function is defined as
h(x) =
∞∑
n=0
βnPnc(x) , x ∈ X
It is known that the value function is the unique solution to the Bellman equation
c(x) + βPh(x) = h(x) (102)
Consider the case of a d-dimensional linear parameterization: A function ψ : X → Rd is
chosen, which is viewed as a collection of d basis functions. Given a parameter vector
θ ∈ Rd, the corresponding approximation to the value function is defined as:
hθ(x) =
∑
i
θiψi(x) = θ
Tψ(x)
The goal of TD-learning is to approximate the solution to (102) by hθ(x) Sutton (1988);
Tsitsiklis and Van Roy (1997). In particular, the TD(0) algorithm intends to solve the
Galerkin relaxation of the problem Szepesva´ri (2010a); Devraj and Meyn (2017b): Find θ∗
such that
0 = E
[(−hθ∗(Xn) + c(Xn) + βhθ∗(Xn+1))ψi(Xn)] , 1 ≤ i ≤ d , (103)
where the expectation is with respect to the steady state distribution of the Markov chain.
This model is of the form considered in Proposition 1, with Markov chain defined by Xn =
(Xn, Xn−1), and f(θ) = Aθ − b, with A := E[An], b := E[bn] (expectations in steady-state),
and
An := ψ(Xn−1)
(
βψ(Xn)− ψ(Xn−1)
)T
, bn :=−ψ(Xn)c(Xn) (104)
The TD(0) algorithm is stochastic approximation in the form (3), with Gn ≡ I.
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TD(0) algorithm: For initialization θ0 ∈ Rd, the sequence of estimates are defined re-
cursively:
θn+1 = θn + αn+1ψ(Xn)dn+1
dn+1 = c(Xn) +
[
βψ(Xn+1)− ψ(Xn)
]T
θn
(105)
The sequence {dn} also appears in the algorithms described next. The parameter recursion
can be expressed in the more suggestive form
θn+1 = θn + αn+1[An+1θn − bn]
The LSTD algorithm of Boyan (2002) is a stochastic approximation algorithm of the
form (3), with Gn equal to a Monte-Carlo estimate of −A−1 Devraj and Meyn (2017b).
LSTD(0) algorithm: For initialization θ0 ∈ Rd, the sequence of estimates are defined
recursively:
θn+1 = θn − αn+1Â−1n+1ψ(Xn)dn+1
dn+1 = c(Xn) +
[
βψ(Xn+1)− ψ(Xn)
]T
θn
Ân+1 = Ân + γn+1[An+1 − Ân]
(106)
The non-negative gain sequence {γn} is an ingredient in the “Zap” algorithms of Devraj
and Meyn (2017b,a), where it is assumed to satisfy standard assumptions, but is relatively
large:
∞∑
n=1
γn =∞ ,
∞∑
n=1
γ2n <∞ , limn→∞
γn
αn
=∞
There is a single gain sequence in the LSTD(0) algorithm, αn ≡ γn, and in this case the
matrix recursion is equivalent to the simple average:
Ân =
1
n
n∑
i=1
Ai =
1
n
n∑
i=1
ψ(Xi−1)
[
βψ(Xi)− ψ(Xi−1)
]T
The PolSA and NeSA algorithms for TD(0)-learning are given as follows. In each case,
the initialization θ0 ∈ Rd, and gain ζ satisfying (20), are pre-specified.
PolSA TD(0) algorithm:
θn+1 = θn + (I + ζÂn+1)∆θn + αn+1ζψ(Xn)dn+1
dn+1 = c(Xn) +
[
βψ(Xn+1)− ψ(Xn)
]T
θn
(107)
NeSA TD(0) algorithm:
θn+1 = θn + (I + ζAn+1)∆θn + αn+1ζψ(Xn)dn+1
dn+1 = c(Xn) +
[
βψ(Xn+1)− ψ(Xn)
]T
θn (108)
The matrix momentum term, highlighted in red, is the only difference between the two
algorithms.
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