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Abstract: In this paper, an iterative method is proposed for nonlinear frequency modulation (NLFM) waveform design based on
a constrained optimization problem using Lagrangian method. To date, NLFM waveform design methods have been performed
based on the stationary phase concept which we have already used it in a previous work. The proposed method has been
implemented for six windows of Raised-Cosine, Taylor, Chebyshev, Gaussian, Poisson, and Kaiser. The results reveals that the
peak sidelobe level of autocorrelation function reduces about an average of 5 dB in our proposed method compared with the
stationary phase method, and an optimum peak sidelobe level is achieved. The minimum error of the proposed method decreases
in each iteration which is demonstrated using mathematical relations and simulation. The trend decrement of minimum error
guarantees convergence of the proposed method.
1 Introduction
Using a short simple pulse for sending in a radar system needs to
employ a high power transmitter which is expensive and easy to
intercept. If the pulse width increases, the required range resolution
to detect the several targets is severely degraded; therefore, the best
solution is to modulate the pulse [1, 2]. By performing modulation
also known as pulse compression, bandwidth and signal-to-noise
ratio (SNR) are increased and range resolution improves [3–8], but
the existence of high sidelobe level in the autocorrelation function
(ACF) is annoying [9, 10]. Pulse compression is done using various
methods such as phase coding (Barker code), amplitude weighing,
linear frequency modulation (LFM), and NLFM [11–13].
In the phase coding and amplitude weighing methods, due to
the phase discontinuity and variable amplitude, the mismatch loss
increases in the receiver [14]; therefore, the use of LFM signals
increases significantly due to continuous phase and constant ampli-
tude. Although, the LFM method shows clear advantages over the
phase coding and amplitude weighing methods, but the high side-
lobe level is still annoying because of masking the smaller targets by
sidelobes of bigger targets; thus, the NLFM method is used thanks
to its significant decrease in peak sidelobe level (PSL) [15].
In the NLFM method similar to LFM method, the signal ampli-
tude is constant, and an optimal phase is intended to find. The
stationary phase concept (SPC) is often used for NLFM method.
The stationary phase concept expresses that the power spectral den-
sity (PSD) in a specific frequency is relatively large if frequency
variations are small with respect to time [12]. The stationary phase
method has been used in [16] resulted in significant reduction of PSL
while the mainlobe width widens which can be neglected.
In this paper, the proposed method improves the PSL of the
stationary phase method.
The remainder of the paper is organized as follows: The section
2 reviews NLFM waveform design based on the stationary phase
method. NLFM waveform design based on the proposed method
is explained in the section 3 in which the optimal phase is calcu-
lated initially and then the convergence of the proposed method is
demonstrated using mathematical analysis. The section 4 contains
simulation results. Finally, the section 5 concludes the paper.
2 NLFM Signal Design with Stationary Phase
Method
In stationary phase method, the desired signal is defined as x (t).
x (t) = a (t) exp (jϕ (t)) − T
2
≤ t ≤ T
2
(1)
where a (t), ϕ (t), and T are amplitude, phase, and pulse width of
x (t), respectively. The fn is instantaneous frequency of x (t) at time
tn which is determined as follow
fn =
1
2pi
ϕ′ (tn) (2)
IfX (fn) is Fourier transform of x (t) in instantaneous frequency
fn , so based on SPC, the relation between the power spectral density
and frequency variation can be denoted as following equation [12]
|X (fn)|2 ≈ 2pi a
2 (tn)
|ϕ′′ (tn)| (3)
Equation (3) indicates that PSD is directly proportional to a2 (t)
and it is inversely proportional to value of second order derivative
of ϕ (t). In NLFM technique, signal amplitude is constant, so we
consider a (t) = A, (A = constant), and PSD only depends on the
value of ϕ′′ (t). If we estimate X(f) with a function such as Z(f),
we can rewrite (3) in frequency domain as follow [12]
θ′′ (f) ≈ k|Z (f)|2, k = constant (4)
where θ (f) is defined as the phase of X(f). If B is the bandwidth
of Z(f), θ′ (f) is obtained from the integral of θ′′ (f) that can be
written as follow
θ′ (f) =
f∫
−
B
2
θ′′ (α)dα (5)
The group time delay function Tg (f) is defined as following
equation
Tg (f) = − 1
2pi
θ′ (f) (6)
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If (4) and (5) are substituted in (6), so
dTg (f)
df
= − k
2pi
|Z (f)|2 → Tg (f) = − k
2pi
f∫
−
B
2
|Z (α)|2dα+ r
(7)
where r is constant and independent of the frequency. Also it is
calculated by using the following boundary conditions
Tg (B/2) = T/2, Tg (−B/2) = −T/2 (8)
Now, the frequency function of time can be determined as follow-
ing equation [17]
f (t) = T−1g (f) (9)
Finding the inverse group time delay function is not always easy;
and in some cases it should be carried out numerically. Eventually,
the phase of x (t) can be calculated by integral of frequency function
as follow
ϕ (t) = 2pi
t∫
−
T
2
f (α) dα (10)
This method was applied in [16]. In section 4, the results are
compared against the proposed method.
3 NLFM Signal Design with Proposed Method
Our proposed method is based on a constrained optimization prob-
lem. First, a window as the initial window is considered, then by
solving the constrained optimization problem, the desired signal is
aimed to be found. This method is performed iteratively and the
phase obtained from the stationary phase method [16] is used to
start. To guarantee the convergence of the proposed method, trian-
gle inequality and mathematical analysis are used to demonstrate the
minimum error decrement in each iteration. Additionally, the mini-
mum error value is positive expressing convergence due in large to
the fact that a positive nonincreasing sequence certainly converges.
3.1 Optimal Phase
In the proposed method, to obtain the phase of the desired signal,
first, an initial window such asWinitial is considered where |Y (f)|
is its root. Difference between |Y (f)| and the amplitude of the
Fourier transform of the desired signal is defined as the error. Since
in NLFM signals, amplitude is constant, so our goal is to minimize
the error with the constraint of being unit the amplitude of x (t) for
|t| ≤ T/2, therefore we try to minimize the following equation
min
X(f)
E =
B
2∫
−
B
2
∣∣∣|Y (f)| − |X (f)|∣∣∣2df
s.t.
{
|x(t)|2 = 1 |t| ≤ T/2
x(t) = 0 |t| > T/2
(11)
If two complex numbers come close to each other, then it can be
concluded that the values of their amplitudes also close together, so
if the following equation is reduced, then the error can be reduced,
which is expressed in the phase matching problems [18–20]
min
θ(f),X(f)
E =
B
2∫
−
B
2
∣∣∣|Y (f)| exp(jθ(f)) −X (f)∣∣∣2df
s.t.
{
|x(t)|2 = 1 |t| ≤ T/2
x(t) = 0 |t| > T/2
(12)
Assume Yθ (f) = |Y (f)| exp (jθ (f)) and f = kB/(K − 1), then
the error equation can be written in the discrete form as follow
E =
K−1∑
k=0
|Yθ (k)−X (k)|2 (13)
where X (k) =
N−1∑
n=0
x (n) exp
(
−j 2piknK
)
. Consider equations in
vector space and assume x = [x (0) , x (1) , . . . , x (N − 1)]T and
[W]k,n = exp
(
−j 2piknK
)
, so


X (0)
..
.
X (K − 1)

 =Wx (14)
If we assumeYθ = [Yθ (0) , Yθ (1) , . . . . Yθ (K − 1)]T , the (12) is
rewritten as follow
min
θ,x
(Yθ −Wx)H (Yθ −Wx)
s.t. |x (n)|2 = 1, n = 1, . . . , N − 1
(15)
Using Lagrangian method, we solve the obtained constrained opti-
mization problem [21].
J = (Yθ −Wx)H (Yθ −Wx) +
N−1∑
n=0
λn |x (n)|2
= Yθ
H
Yθ−YθHWx−xHWHYθ+xHWHWx+xHΛx
(16)
where λn is Lagrange multiplier andΛ = diag(λ0, λ1, ..., λN−1).
The symbol diag(.) is the diagonal matrix which the entries outside
the main diagonal are all zero. Because of the orthogonality of the
columns of the matrix W, the value of WHW is equal to KIN
where IN is identity matrix of size N . We take J derivative with
respect to x.
∂J
∂x
= −(WHYθ)∗ +KINx∗ +Λx∗ = 0
⇒ x = (KIN +Λ∗)−1WHYθ (17)
where * denotes the complex conjugate, (KIN +Λ
∗)−1 is the
inverse matrix ofKIN +Λ
∗ and calculated as follow
(KIN +Λ
∗)−1 = diag
(
1
K + λ∗0
, . . . ,
1
K + λ∗N−1
)
(18)
Since the constraints of the optimization problem are real, then the
Lagrange multipliers λn are real and the vector x is expressed as
follow


x(0)
...
x(N − 1)

 =


1
K+λ0
K−1∑
k=0
[
W
H
]
1,k+1
Yθ (k)
...
1
K+λN−1
K−1∑
k=0
[
W
H
]
N,k+1
Yθ (k)


(19)
Due to the constraints of the problem, the values λn must be such
that the square of the amplitude of each coefficient of x is equal to
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one, so
∣∣∣∣∣ 1K + λn
K−1∑
k=0
[
W
H
]
n+1,k+1
Yθ (k)
∣∣∣∣∣
2
= 1
⇒ λn = ±
∣∣∣∣∣
K−1∑
k=0
[
W
H
]
n+1,k+1
Yθ (k)
∣∣∣∣∣−K (20)
Therefore, the vector x is calculated as follow.
x =


K−1∑
k=0
[WH ]
1,k+1
Yθ(k)
∣
∣
∣
∣
∣
K−1∑
k=0
[WH ]1,k+1Yθ(k)
∣
∣
∣
∣
∣
...
K−1∑
k=0
[WH ]
N,k+1
Yθ(k)
∣
∣
∣
∣
∣
K−1∑
k=0
[WH ]
N,k+1Yθ(k)
∣
∣
∣
∣
∣


= Λ1W
H
Yθ (21)
where Λ1 is a N ×N matrix as follow
[Λ1]i,j =


∣∣∣∣∣
K−1∑
k=0
[
W
H
]
i,k+1
Yθ (k)
∣∣∣∣∣
−1
, i = j
0, i 6= j
(22)
To achieve the desired signal, the proposed method is performed as
an iterative algorithm; therefore, in respect to (21), in r-th iteration,
the desired signal will be as follow
x
(r) = Λ
(r−1)
1 W
H
Y
(r−1)
θ (23)
θ
(r) is the phase of X (f) in r-th iteration, which can be calculated
as follow
θ
(r) = phase(Wx(r)) (24)
By calculating the θ(r) value, vectorY
(r)
θ and then the matrixΛ
(r)
1
is calculated.
Y
(r)
θ =


|Y (0)| exp(jθ(r)(0))
.
..
|Y (K − 1)| exp(jθ(r)(K − 1))

 (25)
[
Λ
(r)
1
]
i,j
=


∣∣∣∣∣
K−1∑
k=0
[
W
H
]
i,k+1
Y
(r)
θ (k)
∣∣∣∣∣
−1
, i = j
0, i 6= j
(26)
To start the algorithm, we set the θ(0) equal to the phase value
obtained from the stationary phase method for the Fourier trans-
form of the NLFM signal [16]. Thus, by repeating the algorithm,
we obtain the desired NLFM signal, and because the amplitude of
NLFM signal is constant, so we can multiply the amplitude of the
obtained signal in the constant coefficient A.
3.2 Convergence of the Proposed Method
With respect to the obtained value for the vector x in (21) substituted
in (15), the minimum value of E is calculated as follow.
EMin = Yθ
H
(
IK −W(2Λ1 −KΛ21)WH
)
Yθ (27)
In (27), P =W(2Λ1 −KΛ21)WH and A = IK −W(2Λ1 −
KΛ21)W
H are the projection and orthogonal complement matrices,
respectively [22]. The minimum error in r-th iteration is as follow
E
(r)
Min
=
(
Yθ
(r−1)
)H (
IK −W
(
2Λ
(r−1)
1 −K(Λ
(r−1)
1 )
2
)
W
H
)
Yθ
(r−1)
(28)
For convergence of the proposed method, the error value must be
reduced with increasing of iterations. In other words, for the conver-
gence of the proposed method, the following inequality should be
satisfied.
0 ≤ E(r+1)Min ≤ E
(r)
Min (29)
To prove (29), we use (12) to represent the minimum error in r-th
iteration as
E
(r)
Min =
B
2∫
−
B
2
∣∣∣|Y (f)| exp(jθ(r−1)(f))−X(r) (f)∣∣∣2df (30)
According to the triangle inequality, we can write
E
(r)
Min ≥
B
2∫
−
B
2
∣∣∣|Y (f)| − |X(r)(f)|∣∣∣2 df
=
B
2∫
−
B
2
∣∣∣exp(jθ(r)(f))∣∣∣2 ∣∣∣|Y (f)| − |X(r)(f)|∣∣∣2 df
=
B
2∫
−
B
2
∣∣∣|Y (f)| exp(jθ(r)(f))−X(r) (f)∣∣∣2df
(31)
On the other hand, since E
(r+1)
Min
is the minimum value of error in
(r+1)-th iteration, the following equation is satisfied.
E
(r+1)
Min =
B
2∫
−
B
2
∣∣∣|Y (f)| exp(jθ(r)(f))−X(r+1) (f)∣∣∣2df
≤
B
2∫
−
B
2
∣∣∣|Y (f)| exp(jθ(r)(f))−X(r) (f)∣∣∣2df
(32)
From the comparison of the two equations (31) and (32), we con-
clude E
(r)
Min ≥ E
(r+1)
Min . Since we considered two arbitrary successive
iterations, so (29) is satisfied for each two arbitrary successive itera-
tions. Since E
(r)
Min is a positive nonincreasing sequence, convergence
of the proposed method is guaranteed.
4 Simulation Results
The proposed method is performed for six initial windows of Raised-
Cosine, Taylor, Chebyshev, Gaussian, Poisson, and Kaiser. Table 1
shows the formula of the selected windows, the group time delay
functions, and their constant parameters. As already mentioned, the
group time delay function for some windows is numerically cal-
culated. In the Table 1, erf(.) and sgn(.) are defined as the error
and sign functions, respectively. The design parameters such as
bandwidth (B), pulse width (T ), and sampling rate are considered
equal to 100 MHz, 2.5 µs, and 1 GHz, respectively. Fig. 1 and Fig. 2
show the autocorrelation functions of the designed signals using
the stationary phase method and the proposed method for the six
selected windows, respectively. Also, Fig. 3 shows the minimum
error for the six selected windows in different iterations.
Table 2 compares the results obtained from the stationary phase
method and the proposed method for PSL of the autocorrelation
function. The results indicate that the average of PSL reduction is
IET Research Journals, pp. 1–7
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(a) (b)
(c) (d)
(e) (f)
Fig. 1: The autocorrelation functions of the designed signals using the stationary phase method for the six windows of Raised-Cosine, Taylor,
Chebyshev, Gaussian, Poisson, and Kaiser.
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(a) (b)
-0.1 0 0.1
-60
-40
-20
0
(c) (d)
(e) (f)
Fig. 2: The autocorrelation functions of the designed signals using the proposed method for the six windows of Raised-Cosine, Taylor,
Chebyshev, Gaussian, Poisson, and Kaiser.
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Table 1 Selected Windows.
Windows Formula Group Time Delay Function Constant Parameters
Raised-Cosine w (n) = k + (1− k) cos2
(
pin
M − 1
)
, |n| ≤ M − 1
2
Tf
B
+
T
2pi
(
1− k
1 + k
)
sin
(
2pif
B
)
k = 0.17
Taylor
w (n) = 1 +
n¯−1∑
m=1
Fmcos
(
2pimn
M − 1
)
, |n| ≤ M − 1
2
Fm = F (m, n¯, η)
Tf
B
+
T
2pi
n¯−1∑
m=1
Fm
m
sin
(
2pimf
B
)
η = 88.5 dB
n¯ = 2
Chebyshev
W (m) =
cos
{
Mcos−1
[
β cos
(
pim
M
)]}
cosh [Mcosh−1 (β)]
, m = 0, 1, 2, . . . ,M − 1
β = cosh
[
1
M cosh
−1 (10α)
]
w (n) =
1
N
M−1∑
m=0
W (m) .exp
(
j2pimn
M
)
, |n| ≤ M − 1
2
Calculated Numerically α = 2
Gaussian w (n) = exp
(
−k
(
n
2 (M − 1)
)2)
, |n| ≤ M − 1
2
T
2 erf
(√
k/4
) erf
(
f
√
k
2B
)
k = 35.51
Poisson w (n) = exp
(
−k |n|
(M − 1)
)
, |n| ≤ M − 1
2
T sgn (f)
2
(
1− exp
( − k
2
))(1− exp(−k |f |
B
))
k = 2.5
Kaiser w (n)
∆
=


I0
(
piα
√
1−
(
n
M/2
)2)
I0 (piα)
|n| ≤ M − 1
2
0 elsewhere
, β
∆
= piα Calculated Numerically β = 4.5
Fig. 3: Minimum error with respect to iteration for the six windows of Raised-Cosine, Taylor, Chebyshev, Gaussian, Poisson, and Kaiser.
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Table 2 Comparison of PSL for the Stationary Phase Method (SPM) and Pro-
posed Method (PM).
Windows
PSL (dB)
Improvement (dB)
SPM PM
Raised-Cosine −33.34 −37.89 −4.55
Taylor −33.34 −37.73 −4.39
Chebyshev −31.77 −37.37 −5.60
Gaussian −32.38 −37.67 −5.29
Poisson −20.39 −37.67 −17.28
Kaiser −30.98 −36.82 −5.84
about 5 dB revealing the maximum PSL reduction associated with
the Poisson window with -17.28 dB decrement. The minimum error
in Fig. 3 is calculated according to (28). As mentioned in section 3,
the minimum error of the proposed method has a decreasing trend.
First, this error has a significant value, but it begins to decrease and
the trend of its change is almost constant in high iterations.
5 Conclusion
In the proposed method, a NLFM signal by solving a constrained
optimization problem using Lagrangian method is obtained. By this
iterative method, the PSL of the autocorrelation function reduced
about 5 dB compared with the stationary phase method. PSL reduc-
tion for the Poisson window compared to other windows is signif-
icant. Using mathematical analysis, we showed that the minimum
error of the proposed method has a decreasing trend and this guar-
antees the convergence of proposed method. The results of the
minimum error of six selected windows also reveal the validity of
this statement.
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