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ABSTRACT
Proper nouns present a challenge for end-to-end (E2E) automatic
speech recognition (ASR) systems in that a particular name may
appear only rarely during training, and may have a pronunciation
similar to that of a more common word. Unlike conventional ASR
models, E2E systems lack an explicit pronounciation model that can
be specifically trained with proper noun pronounciations and a lan-
guage model that can be trained on a large text-only corpus. Past
work has addressed this issue by incorporating additional training
data or additional models. In this paper, we instead build on recent
advances in minimum word error rate (MWER) training to develop
two new loss criteria that specifically emphasize proper noun recog-
nition. Unlike past work on this problem, this method requires no
new data during training or external models during inference. We
see improvements ranging from 2% to 7% relative on several rele-
vant benchmarks.
1. INTRODUCTION
A common challenge in creating a user-friendly speech recognition
experience is to improve performance on “tail” utterances. Specif-
ically, certain classes of speech are inherently more difficult for
speech systems by virtue of their ambiguity, rareness in training, or
unusual verbalization. Examples include accented speech [1, 2, 3],
cross-lingual speech [4, 5], and numerics [6, 7].
Proper nouns form such a category of tail utterances that is both
important for ASR quality and difficult to get right. Consider, for
example, the hypothetical voice search query “Directions to Beau-
mont”. The proper noun “Beaumont” could be easily confused with
the similar-sounding and semantically plausible alternatives “Hall-
mark” or “Walmart”, entirely changing the meaning of the utterance.
Also, since “Beaumont”, which is the name of a city in Texas, might
occur only rarely in a typical training corpus, an ASR model may
consider it less likely than the names of the national retail chains
“Walmart” and “Hallmark”.
In conventional ASR systems, which are split into an acoustic
model (AM), a pronunciation model (PM), and a language model
(LM), optimizing the PM directly has been shown to improve tail
performance by injecting knowledge of the pronunciation of proper
nouns. The authors of [8] augment the PM with pronunciations of
names, achieving improved performance on a test set derived from
a corporate directory of names. Similarly, an approach is proposed
in [9] in which the pronunciations of proper nouns in foreign lan-
guages are mined using a machine translation system. Conventional
models also have the advantage of a LM trained on a very large text-
only corpus which can have greater exposure to proper nouns than a
system trained only on audio-text pairs.
In recent years, end-to-end (E2E) ASR systems such as RNN-
T [10] and LAS [11] have proven to be viable alternatives to con-
ventional speech systems, especially in the on-device setting where
memory is limited [12]. These systems achieve strong results with
small model size by folding the AM, PM and LM into a single neural
model. While this simplifies the model architecture, it removes the
explicit PM as a site for the injection of knowledge into the model,
making it more difficult to model specific requirements like proper
noun pronunciation. It also reduces the exposure of the model to
proper nouns, since unlike the LM of a conventional model an E2E
system is trained entirely on audio-text pairs.
Several directions have been explored for improving proper
noun recognition in E2E models. In [13], phonetic fuzzing of proper
nouns in training an E2E system yields improvements on several
proper noun benchmarks, but the approach is restricted to the bi-
asing case, where candidate proper nouns are passed directly to
the model. In addition, several techniques incorporating text-only
data into an E2E model, including shallow fusion, cold fusion, and
deep fusion have been proposed and have been shown to improve
performance on tail utterances [14, 15]. However, this approach
requires an external language model to be used in both training and
inference.
In an attempt to make up for the lack of an explicit LM po-
tentially trained on billions of words, there has also been work on
including large corpora of unsupervised audio or text data during
training of an E2E model. The authors of [16] use a conventional
model to decode unsupervised utterances that contain proper nouns
and train an E2E system on the resulting transcripts. Conversely, the
authors of [17] apply a text-to-speech (TTS) system to unsupervised
text data and train an E2E system on the resulting audio. In [18]
and [19], unsupervised data is included in an E2E model though a
seperately trained model with a reconstruction loss. While all of
these approaches yield improvements, they require use of external
datasets.
In this paper, we explore approaches to proper noun recognition
in E2E systems that require neither additional data in training nor
additional external models during inference by using loss functions
that specifically target proper nouns during training. The problem of
task-specific losses is explored in [20] and [21], in which minimum
word error rate (MWER) training [22] is adapted to E2E models to
optimize word error rate (WER) directly instead of a differentiable
surrogate like cross-entropy loss. This is done by computing WER
scores on the results of a beam search. In [23], a second-pass LAS
model is optimized by MWER sampling from a beam search of the
first-pass RNN-T model, demonstrating that MWER training can be
used to transfer knowledge from one model to another. We seek to
further specialize MWER training to improve performance on tail
utterances.
We propose two new methods. In the first, we use an entity-
ar
X
iv
:2
00
5.
09
75
6v
1 
 [e
es
s.A
S]
  1
9 M
ay
 20
20
tagging system as in [24] to identify proper nouns in ground truth
transcripts and increase the loss for hypotheses that miss a proper
noun during MWER training. In the second, we draw inspiration
from [13] and [23] and add additional hypothesis to the MWER
beam in which proper nouns have been replaced by phonetically sim-
ilar alternatives. This provides the model with knowledge of those
possible mistakes and alternative spellings during training. We show
that these methods improve performance over unmodified MWER
training on proper noun test sets by as much as 7.2% relative.
The rest of this paper is organized as follows. Section 2 pro-
vides background on MWER training of a two-pass E2E ASR sys-
tem. Section 3 describes our two new MWER training strategies
for improving proper noun recognition. Section 4 outlines our ex-
perimental setup and Section 5 presents results. Finally, Section 6
concludes by summarizing our work.
2. BACKGROUND
In this section, we summarize the two-pass E2E ASR system used in
this work, as well as the MWER scheme used to fine-tune it during
training. See [23] for further details on the model, training proce-
dure, and MWER fine-tuning method.
Fig. 1: Two-Pass E2E Architecture, adapted from [23].
2.1. Two-Pass E2E Model
We will first describe the architecture of the two-pass system (Figure
1) and how it is used during inference. First, a single encoder maps
acoustic features x = (x1, ..., xT ) to frame-by-frame embeddings
e = (e1, ..., eT ), where each ei is a 512-dimensional vector. These
embeddings are consumed via an attention mechanism by an RNN-T
decoder that produces word piece output. A beam search is run with
the RNN-T decoder to produce an N-best listBRNN-T = (yr1, ...,yrN )
of hypotheses.
A second, LAS decoder attends to the encoder output and com-
putes:
yl = argmax
y∈BRNN-T
P (y|e) (1)
That is, the LAS decoder acts as a rescorer, choosing the single
RNN-T hypothesis with maximum likelihood from the N-best list.
In [23], a second mode is explored in which the LAS decoder emits
word piece output, and where the final yl is determined by beam
search. It was found in [23] that rescoring gives better inference
speed than beam search, so we use a rescoring model in this work.
2.2. Training Procedure
Model training consists of three steps. First, the shared encoder and
RNN-T decoder are trained as in [10]. Second, the LAS decoder is
trained without updating the parameters of the shared encoder or the
RNN-T decoder. During this step, the LAS decoder is trained with a
cross-entropy, teacher-forcing loss.
The final training step is MWER training as described in [20].
This procedure is designed to focus training on the WER objective
by using as a loss the weighted average of word errors in an N-best
beam of hypotheses. Applying that idea directly to our architecture,
we might fine-tune our second, LAS decoder with the following loss:
L(x,y∗) =
∑
y∈BLAS
P (y|x)Wˆ (y,y∗) (2)
where y∗ is the ground truth, BLAS is an N-best list of hypothesis
drawn from the LAS decoder using a beam search, P (y|x) is the
normalized posterior for the hypothesis y, and Wˆ (y,y∗) gives the
difference between the number of word errors in the hypothesis y
and the average number of word errors across the beam. However,
since the LAS decoder will be used during inference as a rescorer,
we seek instead to optimize its ability to assign high likelihood to
the best RNN-T hypotheses. Therefore, we modify the loss:
L(x,y∗) =
∑
y∈BRNN-T
P (y|x)Wˆ (y,y∗) (3)
where BRNN-T is obtained by beam search on the RNN-T decoder as
defined above. The operative insight in this phrasing of the MWER
loss criterion is that the set of hypotheses used does not need to arise
directly from the model being optimized. Rather, it simply must
represent a distribution over which the model should learn to assign
probability mass. It is this idea that we build on with beam modifi-
cation in Section 3.2 below.
3. MWER CUSTOMIZATIONS
In this section we present two modifications to the MWER fine-
tuning loss which aim to improve recognition of proper nouns.
3.1. Proper Noun Loss Augmentation
We define a new MWER fine-tuning loss:
LAug(x,y
∗) =
∑
y∈BRNN-T
P (y|x)Wˆ (y,y∗) · Cλ(y,y∗) (4)
where
Cλ(y,y
∗) =
{
λ, if y∗ contains a proper noun that is not in y
1, otherwise
for some constant λ > 1. Proper nouns in each ground-truth tran-
scription are tagged ahead of time by a separate system. We de-
fine a hypothesis y as containing a word sequence P if the entire
sequence P occurs in order in y. For example, the proper noun
“Cedar Rapids” is contained in the hypothesis “Population of Cedar
Rapids”, but not in the hypothesis “Cedar tree height” or “Cedar
Rapidss”.
This loss is designed to emphasize proper noun performance in
training by increasing the penalty applied to the model when it as-
signs high probability to a hypothesis that misses a proper noun cor-
rectly. A potential drawback of this approach is that increasing the
gradient originating from proper noun errors will dilute the contri-
bution of other error types. For this reason, the hyperparameter λ
must be chosen carefully so as to balance proper noun recognition
with performance on general utterances.
3.2. Beam Modification with Fuzzing
In Section 2.2, we saw how MWER training allows us to train a
model to distribute probability density correctly between hypothe-
ses that were not necessarily derived from the model itself. We
use this flexibility to optimize our model’s ability to distinguish be-
tween proper nouns and phonetically similar, incorrect alternatives
by adding those possible mistakes to the beam. If the model assigns
high likelihood to these mistakes, it is penalized accordingly. We
generate these alternatives by phonetic fuzzing, which gives the ad-
vantage of possibly introducing new words and spellings that may
not have been emphasized in the training data.
For hypothesis y ∈ BRNN-T and corresponding ground truth y∗,
we define the operation FUZZ such that:
FUZZ(y,y∗) =
{
yfuzz, if y∗ and y share a proper noun P
y, otherwise
We construct yfuzz by copying y, and then replacing the occurrence
of the proper noun P with a phonetically similar alternative, called
a “fuzz”. We then define the loss by combining the original beam
from RNN-T with a fuzzed copy:
LFuzzed(x,y
∗) =
∑
y∈BRNN-T ∪ FUZZ(BRNN-T)
P (y|x)Wˆ (y,y∗) (5)
where FUZZ(BRNN-T) is a beam composed of FUZZ(y,y∗) for each
y ∈ BRNN-T and where P (y|x) gives the renormalized posterior that
accounts for the doubling of the beam size. We also define a hyper-
parameter 0 ≤ τ ≤ 1 that gives the probability that we use the loss
LFuzzed. Otherwise, we use the standard loss L as defined in Section
2.2. Twenty five fuzzes are computed ahead of time for each proper
noun occurring in the training data. This number is chosen to ensure
diversity of fuzzes while limiting computational expense. Each time
a hypothesis yfuzz is generated during training, one of these fuzzes is
chosen at random.
4. EXPERIMENT SETUP
This section details our experimental setup.
4.1. Data Preparation
Our training set consists of anonymized, hand-transcribed utterances
representing Google voice search traffic as in [25]. We create multi-
style training (MTR) data by adding noise derived from YouTube
videos and from daily life environmental recordings. This noise is
added at an average SNR of 12dB, according to the procedure in
[26].
We choose four test sets for this experiment, shown in Table 1:
one standard voice search benchmark, and three test sets specifically
measuring proper noun performance. For the proper noun sets, com-
mon names, top songs, and popular app names are mined from the
internet and templated into transcripts (e.g. “Play $SONG”), after
which audio is synthesized using an HMM-based TTS system like
[27]. More details on these test sets can be found in [28].
4.2. E2E Model
Our model is a two-pass model as described above and in [23]. The
encoder is an 8-layer LSTM stack, each layer of which contains
Test Set # Utts OOV Rate Rare Word Rate
VOICE SEARCH 14877 0.154 0.250
CONTACTS 15416 0.048 0.252
SONGS 15016 0.020 0.209
APPS 16262 0.026 0.211
Table 1: The eval sets used in this work. Rare Word Rate refers
to the proportion of words occurring less than 1,000 times in the
training vocabulary.
2048 nodes, followed by 640 projection units. The first decoder is
an RNN-T decoder as in [10], with a projection network and joint
network. The projection network is a 2-layer LSTM stack, also with
2048 nodes per layer and 640 projection units, while the joint net-
work has 640 hidden units and projects into a word piece vocabulary
of size 4096. The second decoder is a LAS decoder as in [11] with
an 2-layer LSTM stack with 2048 nodes per layer, projecting into
the same word piece vocabulary. In total, the model contains about
175 million parameters. Encoder input is 128-dimensional log-Mel
filterbank features using a 32ms window with a shift of 10ms. We
use the procedure in [29] of stacking two frames before any given
frame. The model is implemented in Tensorflow and is trained in
parallel on 16 TPUs.
4.3. Proper Noun Tagging and Fuzzing
We adopt a procedure similar to [13] for proper noun tagging and
fuzzing. We preprocess our dataset in two steps. First, the transcript
of each utterance is passed through a part-of-speech (POS) tagger to
identify proper nouns. The POS tagger is provided by the Google
Cloud Natural Language API which implements an RNN model as
in [24].
We then perform a lookup in a prepared dictionary mapping n-
grams to phonetic fuzzes. In preparing this dictionary, we seek for
a given n-gram likely mistakes that an ASR model would make. To
that end, we use a conventional ASR system to decode a large set
of utterances, and track all n-grams occurring in hypotheses for the
same utterance. For an n-gram n, phrases that are often hypothe-
sized by the model for the same utterance as n are considered likely
mistakes. We then filter this list by phonetic similarity as in [30] to
obtain the final list of fuzzes.
5. RESULTS
In this section, we present the results of our experiments on several
benchmarks, and provide analysis of error patterns.
5.1. Loss Augmentation
We ran several experiments, varying the hyperparameter λ as de-
scribed in Section 3.1. The results are presented in Table 2. We
see immediate improvement on the proper noun benchmarks with
λ = 1.5 and achieve our best results for λ = 3, for which we see
gains ranging from 2% relative on VOICE SEARCH to 5% relative
on APPS compared to the baseline model. Increasing λ further re-
duces gains, and very large values of λ in fact lead to deterioration
on all test sets. This is unsurprising, as concentrating too much loss
on proper nouns is likely to dilute the loss assigned to other errors.
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Fig. 2: Plot of the difference between baseline and model vocabulary word error rate for subsets of the training vocabulary ranging from the
entire vocabulary to words occurring at least 100,000 times for the VOICE SEARCH and SONGS test sets.
Baseline λ = 1.5 λ = 3 λ = 4.5 λ = 10 λ = 100
VS 5.6 5.6 5.5 5.6 5.7 6.1
CONTACTS 22.7 22.2 22.1 22.2 22.3 23.0
SONGS 11 10.7 10.7 10.7 10.8 11.8
APPS 7.5 7.2 7.1 7.3 7.4 8.1
Table 2: Proper Noun Loss Augmentation WER (%)
τ = .1 τ = .25 τ = .5 τ = 1
5.9 5.9 5.8 5.8
22.4 22.5 22.4 22.3
10.3 10.3 10.3 10.2
7.3 7.5 7.4 7.4
Table 3: Fuzzing WER (%)
5.2. Beam Modification
Results are presented in Table 3 for varying values of the hyperpa-
rameter τ . We generally see the best results for τ = 1.0, that is,
when LFuzzed is used in every batch. While we see the best results
yet on the SONGS test set (7% relative improvement over the base-
line), we do not see the same improvement for the other benchmarks
as we see with loss augmentation, and we in fact see deterioration
on our VOICE SEARCH benchmark. We suggest a reason for this
deterioriation in the next section.
Note that in this study, we do not combine loss augmentation
and beam fuzzing in any experiment.
5.3. Analysis
Since our methods emphasize proper nouns, which typically are in-
frequently seen in training, we expect them to improve performance
specifically on rare words. To test this hypothesis, we define the
“vocabulary word error rate” (VWER) of a model for a given vo-
cabulary and test set as number substitution errors on words in the
vocabulary divided by the total number of occurrences of vocabulary
words in the test set. We consider specifically the difference between
the VWER of the baseline and our models with subsets of the train-
ing vocabulary ranging from the entire vocabulary to the subset of
words that occur at least 100,000 times. As we increase this thresh-
old of occurrences, we measure the performance difference on less
and less rare words. When this difference is positive, it measures
the degree to which improvement on the subset of the vocabulary in
question explain WER gains. When it is negative, it similarly mea-
sures the source of degradation. In Figure 2, we plot this difference
for the VOICE SEARCH and SONGS benchmark.
We find our expectation to be correct for the loss augmenta-
tion model. As we restrict the vocabulary to more common words,
the difference in performance between the baseline model and the
augmentation model shrinks, suggesting that the improvement we
see with loss augmentation is mostly attributable to better perfor-
mance on rare words. However, we are surprised to see the oppo-
site trend in the fuzzing model. The degradation we observe on the
VOICE SEARCH benchmark is worse on rare words than on com-
mon words, and the large gains we see on the SONGS set seem to
arise entirely from improvements on very common words.
One possible explanation for these results is that LFUZZ as de-
fined in equation 5 doubles the beam by copying hypothesis that do
not share a proper noun with the reference. While this is done be-
cause of implementation constraints (TPU operations require a fixed
input size), it may distort the P (y|x) term in LFUZZ, since after
normalization the copied hypothesis will have twice the probabil-
ity mass than it would in the unmodified MWER criterion. Since
many rare words are proper nouns which would be fuzzed instead of
copied, it’s possible that this causes rare words to be de-emphasized
during training. Future research will assess fuzzing losses that don’t
copy hypothesis in order to realize the benefits of the approach on
rare as well as common words.
6. CONCLUSIONS
In this paper, we introduced two improvements to the MWER loss
criterion targeted at improving recognition of proper nouns. We
show that these methods improve performance of a two-pass system
on several proper noun benchmarks, with WER reduction ranging
from 2% to 7% relative.
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