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Abst ract - -A  new Volterra type integral equation method for the numerical solution of the single 
channel radial Schr5dinger quation is investigated. The method, carried out in configuration space, 
is based on the conversion ofdifferential equations into a system of Volterra type integral equations 
together with the application of a spectral type Clenshaw-Curtis quadrature. Through numerical 
examples, the Volterra type integral equation method is shown to be more efficient and more accurate 
than the integral equation method based on the Fredholm formulation [1] and better than finite 
difference methods. Accompanying C ++ code for the Volterra type method is available upon request. 
(~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The radial Schr6dinger equation is one of the most common equations in mathematical physics. 
Its solution gives the probability amplitude of finding a particle moving in a force field. In the case 
of the radial Schr6dinger equation which models the quantum mechanical interaction between 
particles represented by spherical symmetric potentials, the corresponding three-dimensional p r- 
tial differential equation can be reduced to a family of boundary value problems for the ordinary 
differential equation, 
I h 2 d 2 h2l(l+l) ] 
2m dr 2 + 2mr 2 + u (r) RI (r) = ERr(r),  (1) A 
(0) = 0. (2) 
Here  r is the radial distance of the particle of mass  m to the scattering center~ E > 0 is the 
energy, l is an integer related to the angular momentum number ,  ~, is the potential, and  h is 
Planck's constant divided by  2~. Here  it is assumed that V(r)  def (h2/2rn)u(r) is continuous on  
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(0, co) and  has the following behavior at the end points: it tends to zero as fast or faster than 
i/r 2, as r -~ co, and  as r --~ 0 it does not grow faster than I/r. Most  of the physically meaningful  
potentials except the Cou lomb potential satisfy these conditions. However ,  the Cou lomb potential 
also can be handled by the method described here. Under  these conditions on V(r), the initial 
value prob lem (i) has a unique bounded solution on (0, co) (see [2]), satisfying the asymptot ic 
condition, 
lira (Rz (r) - sin (kr - l-~) - wei(kr-z~r/2) ) = 0, (3) 
where 1 is the angular momentum and ~ is an unknown constant uniquely determined by the 
problem, together with the solution Rz(r). A more detailed escription of the Schrhdinger equa- 
tion and its reduction to a family of ordinary differential equations can be found in [3,4]. The 
Volterra type integral equation transformed from (t) is as follows. 
f f 42 (r) + ~ cos (kr) sin (kr') V (r') ¢ (r') dr' - -£ sin (kr) cos (kr') V (r') ¢ (r') dr' [ i/oTc°s(kr')V(r')¢(r')dr']sin(kr) = i--~ 
= a s in  (k r ) ,  
where a = 1 -  ( l / k ) f :  cos(kr')V(r')¢(r')dr', V(r) = l(1 + !)/r2 + V(r), with V = (h2/2m)v(r), 
and k = ~/h .  Therefore, one can solve this Volterra type integral equation instead and, 
then, scale its solution in the same way as Gonzales et al. suggested in [1]~ to match the required 
asymptotic behavior. Since the scaling of the right hand side is immaterial, the author solves 
r /0 ¢ (r) + ~ cos (kr) Jo sin (kr') V (r') ¢ (r') dr' - ~ sin (kr) cos (kr') V (r') 4) (r') dr' (4) 
: sin (kr). 
As is explained in detail in Section 2, the solution ¢(r) of (4) differs from the solution Rl(r) 
of the boundary value problem (1) by a constant multiple, which can be calculated numerically 
without any difficulty from the asymptotic ondition (3), for a sufficiently large T. The kernel 
of the integral equation is obtained from a Green's function multiplied by the potential V(r). 
The former are written in terms of simple sine and cosine functions of the wave number k times 
radial distance r. The method presented here is based on the reformulation of the second order 
ordinary differential equation (1) along with two boundary conditions (2) and (3) as a Volterra 
type integral equation which is then discretized via the Clenshaw-Curtis quadrature [5]. The 
integral equation method originated in papers by [6-7]. Then, GonzMes et al. [1] improved and 
adapted the method to the specific features of the Schrhdinger equation. The method described 
in their paper is a spectral type and, therefore, it displays, typical for spectral methods [8], super- 
algebraic onvergence when V'(r) is analytic. Then, Kang et al. [9] introduced a new spectral 
type numerical technique for Fredholm integral equations of the second kind whose kernel is 
either "discontinuous" or "not smooth" along the main diagonal. This technique is shown to 
be applicable to the Schrhdinger equation with "nonsmooth potential" V(r, r 0 such as Yukawa 
and Perey-Buck potentials. It is also shown to be applicable to the case which models the 
non-localities corresponding to a nucleon-nucleon interaction. 
The method to solve the integral equation (4) can be described briefly as follows. Since the 
length of the interval of integration, T, may require many support points, and in order to avoid 
working with high degree polynomials, the author uses the composite Clenshaw-Curtis quadrature 
suggested by [7], by partitioning [0, T] into sufficiently small subintervals. The choice of T is 
explained in detail in Section 2. The restricted integral equation on each subintervals i (i = 
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1, 2, . . . ,  m), then, is solved to get two local solutions yi(r) and zi(r). It is shown that the global 
solution ¢(r) of (4) is a linear combination of the local solutions for the r restricted to any 
subinterval i, namely, 
¢ (r) = A(i)y~ (r) + B(Ozi (r), (5) 
where A (0 and B(0 are constants yet to be determined. These unknown coefficients A (0 and 
B (i) can be found by simple recursion. The local solutions yi(r) and zi(r) are calculated at 
Chebyshev support points in the i th subinterval using Clenshaw-Curtis quadrature. The value of 
¢(r) at r = T, or any other r in [0, T], can be found using Chebyshev-Fourier coefficients in any 
subinterval [bi-1, b~] and recursion formula of Chebyshev polynomials as described in Section 4. 
The kernel of the Volterra type equation transformed from the differential equation (1) is more 
singular at the origin than the kernel of the non-Volterra type method used in [1]. As is shown 
in Section 5, numerical calculations for various examples with the Volterra type method show 
that this singularity does not affect he numerical accuracy. In fact, the coefficients matrix of the 
Fredholm type method presented in [1] to obtain the coefficients A (~) and B (~) of the equation (5) 
is a block tridiagonal system of order (2m) x (2m), where m is the number of partitions of the 
interval [0, T]. The coefficients matrix presented here is entirely lower triangular, and, hence, 
the solution for the coefficients A (0 and B (i) required to get the solution of (5) can be set up as 
simple recursion, which is more efficient and requires less memory space. The Volterra method, 
thus, is preferred, especially in the case of large scale systems of coupled equations. 
In this paper, the Numerov algorithm is chosen as a generic finite difference method because it
is easy to implement, often produces atisfactory solutions and is a widely used method, although 
there are more advanced finite difference methods uch as the recently developed exponentially 
fitted methods, see [10,11] and references therein. The Numerov method has a drawback common 
to all explicit finite difference methods, namely that round off error accumulations puts a lower 
bound on acceptable step-size. Therefore, if high accuracy is required, then, this method and 
other finite difference methods may not be suitable. The Volterra type integral equation method 
described here provides an alternative method for the solution of the radial Schrhdinger equation 
which gives high accuracy at a cost comparable to that of the Numerov method. 
In Section 2, the integral equation and normalization constant formulations are presented. In 
Section 3, it is shown that the global solution can be found as a linear combination of local 
solutions of integral equations restricted to small subintervals of the partition of the radial in- 
terval [0, T]. The discretization technique for local solutions and the interpolating technique for 
the numerical values at any points other than Chebyshev points are presented in Section 4. In 
Section 5, the author describes results of numerical experiments and compare them with the 
results obtained via the standard finite difference Numerov method and an adaptive step-size 
sixth-order finite difference method of Raptis and Cash [t2]. 
2. INTEGRAL EQUATION FORMULATION 
With k = ~/h ,  one can rewrite equation (1) as follows, 
[ d 2 / ( /+1)  l + r----T-- + ¢ (r) nz (r) = (r) ,  0 < r < (6) 
subject to (2) and (3). Here V(r) = l(l + 1)/r 2 + V with V(r) = (h2/2m)u(r) is the given 
potential, and Rt(r) is the partial radial wave function to be determined, corresponding to I. 
Then equation (6) can be rewritten as 
+ k 2 (r) = v (r) (7) 
The following proposition shows that the solution ¢(r) of (4) differs from the solution Rt(r) 
of the boundary value problem (6) by a constant multiple, which can be calculated numerically 
without any difficulty from the asymptotic condition (3), for a sufficiently large T. 
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PROPOSITION 1. Let Rz(r) be the unique solution of (6) along with boundary conditions (2) 
~nd (3), and let 
1 1 fo T O' : Rt (T) sin (kT) + ~ cos (kT) R't (T) - ~ cos (kr') V (r') R~ (r') dr', 0 < T < oo. 
(i) If ~y # O, the integral equation (4) has a unique solution (4), and 
(ii) / f  7 = 0, then (4) has no solution, while the homogeneous equation, 
/o ¢ (r) + ~ cos (kr) sin (kr') V (r') ~ (r') dr' (s) 
/o -~  sin (kr) cos (kr') ¢ ( / )  d / - -  0, 
has a nontrivial solution. Each such solution is a constant multiple of Rt(r). 
PROOF. Let 
1 fo # (r) = Rl (r) + ~ cos (kr) sin (kr') V (r') Rl (r') dr' (9) 
/o 1 sin (kr) cos (kr') v (r') Rt ( / )  dr', 0 < r < T. k 
Differentiating #, it follows that, 
/0 #'(r) -~ R~ (r) - sin (kr) sin (kr') V (r') Rz (r') dr' (10) 
- cos (kr) oos (k / )  u ( / )  R~ ( / )  d / .  
Differentiating one more time and applying (7), it follows that, 
~" (r) = RI' (r) - y (r) R~ (r) 
/o - k s cos(kr) sin(kr') V ( / )  Rz ( / )  d /  
-~  sin (kr) cos (k / )  v (r') R~ ( / )  d /  
= -k~R~ (r) - k ~ (~ (r) - Rt (r)) 
= -k2~ (r). 
Thus, , ( r )  = c~sin(kr) ÷ ~cos(kr). Since #(0) = R,(0) = 0 it follows that #(r) = c~sin(kr). To 
get a, mukiply #(T) by k sin(kT), multiply #'(T) by cos(kT), and add them to get 
ak = k#(T) sin(kT) + #'(T) cos(kT). 
Using (9) and (10) for r = T, it is obtained that 
c~k = k ,  (T) sin (kT) + j (T) cos (kT) 
T / .  
= kRt (T) sin (kT) + sin (kT) cos (kT) ./n sin (k/)  V (r') _R l ( / )  dr' 
- -  sin 2 (kT) cos (kr') V (r') R1 (r') dr' 
l "  T 
+ cos (kT) R, (T) - cos (kT) sin (kT)/~ sin (kr') V ( / )  R~ ( / )  dr' 
f T 
- cos 2 (kT) /~ cos (k / )  V ( / )  R~ (~') d~' 
T 
= kRz (T) sin (kT) + cos (kT) Rf (T) - / cos (kr') V (r') Rl (r') dr'. 
J0 
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Thus, a = 7. Hence, i f7 # 0, then, ¢(r) = (1/7)Rl(r) is a solution of (4). To prove the uniqueness 
of the solution to (4), assume that there is another solution ¢(r). Differentiating twice, one can 
see that ¢(r) satisfies (1) and from (4), it follows that ¢(0) = 0. Therefore, ¢(r) is a scalar 
multiple of Rl(r) and, hence, of ¢(r). Thus, ¢(r) = ¢(r). If 7 = 0, then, the above argument 
shows that #(r) = 0 and, hence, Rl(r) satisfies (8). On the other hand, if ¢(r) satisfies (4) or (8), 
then, ¢(0) = 0 and ¢(r) satisfies (1). Hence, ¢(r) is a scalar multiple of Rz(r). Therefore, (4) can 
not have a solution, while the only solutions of (8) are scalar multiples of Ri(r). The proposition 
is proved. 
The author makes the following two remarks for the proposition. 
REMARK 1. Although the Volterra type integral equation (4) and its solution ¢(r) do not depend 
on the upper limit T of the integral in % the product of 3' and ¢(r), i.e., ~/¢(r) satisfies the 
differential equation (6). 
REMARK 2. How small can T be taken so that the asymptotic constant w in (3) can be determined 
to a desired accuracy depends on the range of the potential u(r). Since u(r) decays faster than 
1/r 2, there is no need to go to distances where 1/r 2 is negligible. 
Indeed, if u(r) is negligible, then, R~ (r) satisfies the differential equation 
d l (l + 1) ] 
c/-~ r----Z--- + k 2 Rz (r) = 0, (11) 
and therefore, Rl (r) can be represented asa linear combination of the Riccati-Bessel functions [13] 
which are two linearly independent solutions of (11), 
Fz (r) = zjz (z) : Jl+l (z) (12) 
and 
az (~) = -zy~ (z) -- ~+1 (z), (13) 
where z = kr. Since ¢(r) is a constant multiple of Rl(r), it can be expressed as a linear combi- 
nation of Fz and Gz, for T sufficiently large and r ~ T. Thus, let 
¢ (~) = ~F~ (~) +/~az (~). (14) 
The constants a and/3 can be determined numerically as follows. Set T1 : T and T2 near T and 
get 
¢ (TJ = aFl (2"i) + ZGI (T1), 
¢ (T2) = ~ (T~) + ~Cz (T~). (15) 
Therefore, a and/3 can be calculated solving 
(T~) e~ (T~.) ] (T~)A ' 
The values of Fl and Gz are readily available from the recursive relations of the type satisfied by 
Bessel functions. The value ¢(r), for r = T1 or r = T2, can also be found using the recursion, 
Tk+l(x) = 2zTk(x) -T~- l (x) ,  (17) 
satisfied by Chebyshev polynomials, because ¢(r) is obtained numerically as a linear combination 
of them in this paper. In fact, a backward recursion (numerically more reliable) has been used 
as suggested in [5]. Given c~ and/9, one can find the normalization constant I for which A¢(r) 
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satisfies the condition (3). Asymptotically, the l~iccati-Bessel functions F~ (r) and Gc(r) behave 
like sin(ks - l~r/2) and cos(kr - llr/2), respectively. Hence, from 
Aas in< kr-l-Xw~2/ +Af lcos (k r -~)~( l+ iw)s in (k r -~)+wcos(kr -~)  
equations for ), and a are obtained 
Aa = 1 + iw 
Thus, 
and Aft = '~. 
A-  a + ifl and ~ - fl (a + ifl) 
a2 + f12 a2 + f12 
3. LOCAL SOLUTIONS 
Because of the structure of the kernel of the integral equation (4), the Clenshaw-Curds quadra- 
ture, which gives at no extra cost the whole antiderivative function, is, for this paper's purposes, 
the most appropriate method for discretizing (4). This quadrature is based on the interpolation 
of the integrand with a polynomial at Chebyshev support points. Since the length of the interval 
of integration may require many support points, and in order to avoid working with high degree 
polynomials, the author uses the composite Clenshaw-Curtis quadrature suggested by Oreengard 
and Rokhlin [7], by partitioning the interval [0, r] into sufficiently small subintervals. The proce- 
dure will now be described. Each partition will be denoted by the subscript, i, i = 1, 2, . . . ,  m. 
Consider the family of the restricted integral equation in each partition, i, 
1 // 
y, (s) + ~ oos (ks) sin (kr') V (,') w (s') &' 
i - -1  
// 1 sin (kr) cos (kr') V p') y~ (~') d~' si~ (k~), ~-~ < ~ < be, (is) 
and 
1 // 
zi (r) + ~ cos (kr) sin (ks') V (r') z~ (r') dr' 
i - -1  ,. (19) 
1 sin(ks) f oos(ks')V(s')~(s') d~' cos(k~) b~_~ < ~ <b,, 
]~ i--1 
where 0 : b0 < bl < .-. < b~-!  < bm: T is some partitioning of the interval [0,T]. For a 
sufficiently small interval, these equations have unique solutions Yi and z{. It is now observed 
that the solution 4@) of (4) on [b{-1, bi] is a linear combination of y{ and z{. 
Indeed, it follows from (4) that, for b{-1 <_ r G b{, 
¢ (r) + ~ cos (ks) sin (ks') V (r') ¢ (r 0 dr' 
i - -1  
1 fr 
- ~ sin (kr) cos (kr') V (r') ¢ (r') dr' = A ('0 sin (kr) + B (~) cos (hr) 
where, 
1 fb{_~ 
A (i) = 1 + ~ Jo cos (ks') V (r') ¢ (r') dr', 
B(~) : _i [~-~ sin(ks')V (s') + (s') dr'. 
k]o 
(20) 
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It follows from (18) and (19) that the global solution is a linear combination of the local 
solutions, 
¢ (r) = A(Oy{ (r) + B(Oz{ (r), bi-~ < r < b{. 
Assuming that Yi and z{ are known, the coefficients A (i), B (i) are found from a simple recursion, 
rather than solving a block-tridiagonal system of equations as in [i]. The  procedure to find A (i) 
and B (i) is as follows. A (i) and B (i) of (20) can be rewritten as 
A (0 = 1 + ~ cos (kr') V (r') ¢ (r') dr', 
1 i-l fbi' 
B(i) = --~ "j~l --I sin (kr') V (r') ¢ (r') dr'. 
Since on [bj-1, bi], ¢(r) : AU)yj(r) + B(J)zj(r), one can also write 
i--1 
A(') : 1 + E [A(J)(c~), + B(')(cz)j], 
j:l 
= -~ A (j) (sy)j + B (j) (sz)j , 
j= l  
where 
(cy)j = ~ cos (kr') V (r') yj (r') dr', 
- -1  
: sin (kr') v (~') yj (<) d< 
(~z)j : g cos  (kr') v (r') zj (r') d~', 
- - I  
1 ~bj sin (kr') V (r') Zj (r') dr'. ( sz ) j  = -i b,_l 
Note that A (1) = 1 and B (1) = 0, and, for k = 2, ..., m, 
: i  + + (cz) 0 +.  + + 
and 
(21) 
(22) 
The integral equation method for the Schr6dinger equation proposed in [I] contains a huge 
block-triangular linear system of equations requiring both comput ing time and memory  space to 
get the coefficients A ({) and B (i) . These difficulties are overcome by replacing the Fredholm inte- 
gral equation by Volterra integral equation which requires a simple recursion. Apart from making 
the whole algorithm more efficient and accurate, it also simplifies substantially the corresponding 
C ++ code. 
4. D ISCRET IZAT ION OF  LOCAL SOLUTIONS 
In this section, the numerical technique to discretize the local equations (18) and (19) is 
presented. It is based on the Clenshaw-Curtis quadrature, which is well suited for computing 
antiderivatives and, hence, for discretizing integrals presented in (18) and (19). Before getting 
into discretizing the local equations, consider the more general equation 
][ ]a ~ (<) + f (<, ~') ~ (<') d<' + 9 (<, <') = (<') d<' : ~ <) ,  (24) 
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where x(r) e C[a,b ] and y(r) e C~a,b], p, q > 1. Without loss of generality, assume that a = -1,  
b = 1, and let 
i F (,0 = f (,-,,-') x (,~') d,-' 1 and P (,-,),) : f (~, ~') x (r') &',  1 
where F(r)  = _~(r,r)• Further assume that f ( rk , r ' )x ( r ' )  can be expanded as a finite set of 
polynomials, i.e., 
n 
f (rk, r') x (r') = ~ ak{T{ (r ' ) ,  (25) 
i=0 
where Ti(r) = cos(iarecos(r)), i = 0,1,...n, are the Chebyshev polynomials. Clenshaw and 
Curtis [5], showed that if 
n+l  
fi~ (rk, ~) = E /3k jT j  (k), (26) 
j=O 
then, 
[/3k0,/3kl,...,/3k~] r = sL [~k0, ~k l , . . . ,  ak~] r , (27) 
where 
S L = 
l1 1 -1  1 .,. (--1) ~', 
0 I 0 0 
0 1 0 .., 0 
0 . . .  0 1 ". 0 
". 0 
0 .,. 0 1 
0 
i 
i 0 - -  
2 
i i 
0 
". 0 1 
2(~ - I) 
! 
0 2n  0 
is the so-called left spectral integration matrix. Here [v] T denotes the transpose of the column 
vector t~. The author wants to remark that in writing the equality sign in (27), /3,+1 = 0 is 
assumed. This is an acceptable assumption because, in practical approximations, the kernel 
f(r,r ')  and the right-hand side y(r') are not polynomials and the equality (25) is only ap- 
proximate. In fact, following [5], we use the size of a,~ and /3n, as a readily available tool, 
to control the accuracy of approximation, and chose n large enough, such that a~'s and /3n's 
are less than a prescribed tolerance. Therefore, setting/3,+1 to zero does not affect the over- 
all accuracy• One can find the Chebyshev-Fourier coefficients, c~kj, of f(rk, r')x(r') as follows. 
Let rk,k = 0 , . . . ,n ,  denote the zeros of Tn+l, viz., rk = cos((2k + 1)w/2(n + 1)), so that 
Tj (%) = cos((2k + 1)jrc/2(n + 1)), k, j = 0, ..., n. Substituting r' = %, k = 0,..., n, into (25), one 
can obtain that, 
! " = C  " , 
where C is a discrete cosine transform matrix whose elements are specified by 
c~j = Tj (~k), k , j  = 0 , . . . ,~.  
The matrix C has orthogonal columns, that is, 
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Therefore, 
c - l=d iag(  1 2 'n ' ' ' ' ' 2 )  CT" 
Moreover, the matrix C (as well as C T and C -]) can be applied to a vector at the cost of 
O(nlog n) arithmetic operations, [15]. Thus the vector 
[Oak0, OLk l , " . . ,  OLkrz] T ~- C-Zdiag (f  (?'k, w0), f (rk, T1) , . . - ,  f (rk, "In)) [5C (71),.. .  ,X  ( fn ) ]  T , 
can be written in terms of f(rk, Ti) and x(7~), i = 0, 1 . . . .  n. Substituting A --- 7k, k = 0, 1, . . . ,  n, 
into (26), one can now have 
(rk,Ti) =CSLe_tdiag(f(rk,~_o) ., f (rk, r~)) • • , . .  . 
Since F(rk) =/~(7k, 7k), it is obtained that, 
F (Tk) = [0,. . . ,  0, 1, 0 , . . . ,  0] CSLC- ld iag  ( f  (~-k, ~-o),..., f (Tk, T~)) " 
kz(T~)J 
= [wko, vJkl, . . . ,  wk~] diag (z (~-o),... ,z  (~-~)) " , 
I f  (rk,T~)J 
where [wko,..., wkn] is the (k + 1) st row of the matrix W da CSLC_t .  Noe he author needs the 
following identity which can be verified by direct calculation. 
LEMMA 2. Let A and B be n x n matrices and c = [cl,.. .  ,c~] T. Then, 
(a  o B)c = diag (a  diag (cl , . . . ,  cn)BT), 
where A o B denotes the Schur product of A and B, (A o B)~ = aijbij, i , j  = 1,... ,n. 
Using this lemma one can find that, 
1 F(_I)T = diag (Wdiag (x (TO),... ,x (~-~)) F T) = (W o F) ' , (28) 
LF(:r~) Lz(T~)J 
where F = (f('ri, Tj))~j= o. The formula (28) can be generalized for an interval [a, b] other than 
[-1, 1] by the change of variables, h(r) = (1/2)(b - a)r + (1/2)(a + b). Thus if ~/3 = h(T~)j = 
0, 1, . . . ,  n, and the notation F~(r) = f~ f(r, r')x(r')dr', the equation (28) can be rewritten as 
follows. 
[F~(r/o),F~ (r/s) ...,F=(rl~)] T = b-----~a (W o F) [x (r/0) x(r/~),...,x(W~)] m (29) 
2 ' " 
Similarly, for the second integral, f [  g(r, r')x(#) dr' of the general equation (24). Using (29), the 
equation (29) can now be discretized as follows, 
[ l+- -Tb-awo(F+G)]  x=y,  (30) 
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where I is the identity matrix of an appropriate size, 
and 
Y= [Y(no),-'',Y(~n)] T 
One can now discretize the local equations (18) and (19) as 
[ I+  b~- b i -~W ° (F -G) ]2k  y~ =~ 
and 
(31) 
and 
Then 
<_ 2 [~ ---_fd~ (cos0) 1 c - d0 - -=- -  
7r Jo dO~- jr jr 
z_, (t) f (t) - @'a jT j  < c 1 
- r _  1 nr_l '  
j=0 
It implies that, if f(r) is analytic, then, the convergence of Chebyshev expansions i super- 
algebraic. Let now Fl(x) = f~-i f(t) dr. The following result can be found in [7] 
PROPOSITION 4. Suppose that f E C[_I,1], r > 1, and that f = (f(To), ..., f(wn)) T, is the vector 
of the function values at the roots of Tn+t(x). Suppose further that _~ is defined by 
Then, 
Furthermore, all elements of the matrix CSL C-1 are strictly positive. 
Let 
Yo = (F~ (~0),..., Fa (~))T 
It follows from Proposition 3 that 
o (F - G)~ ~ = ~-i, (32) 
be- bi-1 ] 
I+  2k W 
where 
Similarly for ~ and ~. The solution of (31) and (32) can be obtained using standard software, 
e.g., Gaussian elimination with partial pivoting at the cost of O(n 3) arithmetic operations. The 
solutions y~ and ~ give the approximate values to the local solutions yi(r) and z~(r) at the 
Chebyshev nodes in each of the subintervals [bi-l,bi], i = 1, . . . ,m.  One now estimates the 
accuracy of approximation ofthe integral equation (24) with the linear system of equations (30). 
The following property of Chebyshev expansions can be derived along the lines of an argument 
in [8, p.29]. 
PROPOSITION 3. Let f E Cr[-1, t], r > 1, and Iet 
OO 
f (t) = E ajTj (t), -1  < t < 1. 
j=0 
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THEOREM 5. Let ~ be a solution vector of the equation (30), and ~ the vector of values of the 
solution x(t) at t = ~?~, i = O, 1 . . . .  , n. Suppose y(t) E C~,b ]. and that the equation (24) defines 
an invertible operator on C~,b], where r = rain{p, q} > 1. Then, 
[ I+~-~W°(F+C) ] ( :~- :~)  =O(n-~l_ l ) -  
It follows from the collectively compact operator theory, [16], that for sufficiently large n the 
matrices I + ((b - a)/2)W o (F - G), which depend on n, are invertible and their inverses are 
uniformly bounded. Therefore, Theorem 5 implies that for increasing n, the convergence of~ to 
is of order O(nl-~). The author now wants to discretize inner products (21) as follows. 
(cy ) j - -  - -  
where 
by - bj-1 [1, 1] ~ "" ,  SLC-1D(cv)hyj, (sz)j bj - bj- i  [1, 1] SLC-1D(,,)jzj = ~ - - . ,  
D(c~)j =diag (cos (k~-~i)V (~-o(~)))),...,cos (kT(i)V (Tn(~))) ,
D(s,)j = diag (sin (k~-(i)V (T0(i)))),... ,sin (kT(~)V (T('))) • 
Similarly, for (cz)y and (sy)j. The overall cost of the computation is dominated by the O(n3m) 
cost of solving local equations (31) and (32). The cost of solving local equations can be reduced by 
the use of parallel processors since the calculation of Yi and ~.~ on each subinterval is independent. 
Using the sparseness of SL and the fast implementation f the discrete cosine transformation, 
one may also try to reduce the cost of solving (31) and (32) by the use of iterative algorithms. 
After coefficients A (i) and B (i) of linear combination of the local solutions are determined by 
the recursion (22) and (23), the value of ¢(t) for t 5/Tk can be found as follows. Applying C -1 
one can find "Chebyshev-Pourier" coefficients of ¢(t), 
[OL0, ~1, ' - ' ,  OLn] T = C--1 [¢ (TO), ¢ (T1) , . . . ,  ¢ (Tn)] r • 
Thus, 
n 
¢ (t) ~ E o~jTj (h (t)), bk ~ t ~ bk+l, 
j=0 
where h(t) = (2/(bk+l - bk))t -- (bk -- bk+l)/(bk+l -- bk). The value of Tj(t), for t ¢ ~-~ is found 
now using the recursion satisfied by Chebyshev polynomials (17). 
5. NUMERICAL  EXAMPLES 
In this section, the author eports on the numerical properties uch as accuracy of the numer- 
ical solution and the stability of the Volterra type integral equation method. In the examples 
presented in this section, the Volterra type method is compared with a finite difference method, 
so as to obtain a comparison of the accuracy of both methods. The finite difference method 
used is the Numerov algorithm [14], along with the more sophisticated variable step size method 
of [12], based on the fourth-order Numerov method and their sixth-order method for numerical 
comparisons. The author chose here the Numerov method as a generic finite difference method 
because it is easy to implement, reliable, and a widely used method, although e is now aware of 
more advanced finite difference methods uch as recently developed exponentially fitted methods, 
see [10,11] and references therein. 
EXAMPLE 1. The author takes the potential V in the integral equation (4), the expression, 
V ( r ) :  l ( l+ l )  
r 2 , 
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Abscissa 
6 
10 
12 
16 
20 
22 
26 
30 
32 
36 
40 
42 
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Table i. 
Global Er ror  3.89e 15 4.21e-- .15 3.55e 15 
Table 2. 
Exact  Value 
8.2808194685464812e - 04 
5.6277642621594204e - 02 
4.4501322334094268e - O l  
i - -1 .0222176370970122e+00 
1.0441406907495392e+00 
-8.2599999549290182e - 01 
8.4338614771247655e -- O1 
-1 .0102289310656369e+00 
6.6239674174364438e - -  O l  
- -9 .5646042106379348e -- O l  
9.0507090112473709e -- 01 
--3.1161058226567739e -- O1 
1 .0020238100337053e÷00 
Computed  Value 
8.2808194585460236e - 04  
5.6277642621594248e -- O1 
4.4501322334094623e -- O1 
--1.0222176370970120e + O0 
1.0441406907495394e+00 
-8 .2599999549290415e - 01 
8.4338614771247433e - O1 
- - i .0102289310656363e+00 
6.6239674174364671e -- O l  
- -9 .5646042106379259e - -  O l  
9.0507099011247357e - -  01  
-3.1161058226567456e - 01 
1.0020238100337060e + 00 
46 -6.2151609019680576e - O1 -6.2151609019680287e - O1 
50 -1.5505742620000304e - 01 -1.5505742620000595e - 01 
1=6, k=l fm 1 , and T=50 fm 
0 
-5 
Volterra Method C ~  
v 
V 
-15 , i i i 
0 0.5 1 1.5 2 
number of points 
Figure 1. Er ror  compar ison of the the numer ica l  calculat ion of a P~icatti-Bessel 
function for I = 6, ~ = 1, and T = 50. 
2.5 
x 10 4 
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for which the solution is given by the Riccati-Bessel function as defined in [13], 
Fz (r) = zjl (z) = V -2- l+l (z) and Gt (r) = -zyz (z) = ]~+1 (z), 
where z = kr. Here l is the angular momentum number and k is the wave number. The corre- 
sponding differential equation for the potential V(r) = l(l + 1)/(r 2) is 
[d  2 l ( /+1)  ] 
Z2 r~ + ~2 R~ (r) = o. (33) 
1=8, k=40 fm 1 , and T=50 fm 
-5 
IJU 
o 
-10 
RaptisCash 
Numerov 
-15 
Volterra Method 
I I l I I I 
0 1 2 3 4 5 6 
number of points 
Figure 2. Error comparison ofthe numerical calculation of a Ricatti-Bessel function 
for/=8, ~=40, and T=50.  
7 
x 10 s 
As described in detail in Section 2, the solution CT(r) of (4) is a constant multiple of Rl(r), it 
can be expressed as a linear combination of Fl and Gl, for sufficiently large T and r ~ T, namely, 
CT(r) = aFl(r) + 13Gz(r). In order to obtain a measure of the accuracy of the solution CT(r) of 
the Volterra integral equation (4), the author obtains the values of the function Fz and Gt from 
the IMSL, by calling the subroutines DBSJS and DBSYS. The author has calculated the solution 
of (33) by the Numerov finite difference method to compare with the Volterra type method's 
accuracy. He also compared it with the more sophisticated variable step-size method of [12], 
based on the fourth-order Numerov method and their sixth-order method. The comparison of 
the accuracy of the numerical solution of the first case, l = 6, ~ = l fro -1, and T = 50fm is 
given in Figure 1. The maximum of the absolute value of the difference between the two values 
CT(r) of (14) and numerical solution (5), say CT(Z'), Of the integral equation (4) at Chebyshev 
support points is denoted as "Error", i.e., Error= I leT(r) -CT(r)l]o~. All computations have been 
done in double precision C ++ code on IBM SP mainframe. The accuracy of Numerov's method 
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is of O(h 4) [14, p. 540]. It is clearly seen from Figure 1 that the accuracy in Numerov's method 
increase much less quickly with the number of points than the Volterra type method. The best 
accuracy in Numerov's method of 2.3 × 10 -9 is reached for 12, 80(1 points, which is 32 times more 
than the number equired by the Volterra type method to reach its best accuracy of 1.5 × 10 -15. 
As expected, being a high order variable step-size method, the variable step-size method of Raptis 
and Cash achieves better accuracy at fewer mesh points than the Numerov method., but still is 
not able to achieve the accuracy of the Volterra method. For comparison, the accuracy of the 
Fredholm type method as reported in [1], for the case of l = 6 is of the order of 10 -14. In Table 1, 
the author shows results of some of his numerical experiments. In the experiments he again uses 
V(r) = l(l + 1)/r 2, where the solution is an analytically known Riccati-Bessel function. The 
author chose T = 50fro and ~ = 1, and computed the solution for several angular momentum 
values of I. The computed solution was compared with the analytic solution at each grid point and 
the largest relative rror is presented in the table. Table 2 presents the exact and computed values 
of the partial radial wave function at arbitrary points t, 0 < t _< 50 which are not Chebyshev 
support points ~-i. Here the number of subintervals m = 25, the number of points n = 16, 1 --- 6, 
n = l f ro -1 and T = 50fro. The values of the third column can obtained from the recursion 
of Chebyshev polynomials given in (17). In fact, the author has used a backward reeursion as 
suggested by Clenshaw and Curtis [5]. 
The second case, 1 = 8, ~ = 40fro -1, and T = 50fro is illustrated in Figure 2. This case is more 
probing because the wave number is now 40 times larger.The rror of the Volterra type method 
decreases rapidly once the number of points is larger than or equal to 1024 points (16 points × 
64 subintervals) and reaches a minimum value of 3.6 × 10 -15 for 12,800 points. By comparison, 
Numerov's method requires 409,600 points to reach a maximum accuracy of 7.0 × !0 -9. This 
number of points is 400 times larger than the number of points required for the Volterra method 
to reach its maximum accuracy. For comparison, the accuracy of the Fredholm type method as 
reported in [1] for the case of I = 8 is of the order of 10 -13. The best accuracy achieved by the 
Volterra type method is of the order of 10 -15. Table 3 also shows the remarkable stability of the 
Volterra type method by comparing the computed solution with the analytic solution by changing 
the upper truncation limit, T. Here, the number of partitions is m = 25, the number of points 
at each subinterval n = 16, angular momentum l = 8, and the wave number is ~ -- 40 fm -1. In 
his numerical experiments, the author observes numerical behavior typical for spectral methods, 
where after reaching a sufficient number of discretization points the error drops rapidly to the 
machine precision. Due to welt-conditioning of integral equations, further increase in the number 
of discretization points produces only very slow accumulation of rounding errors. 
Table 3. 
.148 .°k. L511. 
Error 4.11e- 15 3.88e - 15 4.66e- 15 5.32e - 15 6.3Ie - 15 
EXAMPLE 2. The Volterra type method is also tested for the case, 
V (r) - 1) 1 
r +r  4 
Here, the potential V(r) = ! / ( r  -t- r 4) is a slowly decaying potential and the r -4 decay of this 
potential occurs in collision between atoms. Since the analytic solution is not available, as authors 
in [1] mentioned that the asymptotic constant w is the most important quantity in the solution, 
for the comparison purpose, the author computed the the asymptotic onstant ~ as presented 
in [1], 
= - ( : /k )  fo T Fzf" (r) R, (r) dr (34) 
1 - ( l /k)  c , ?  (r) R, (r) dr 
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and compared it with the one presented in [1]. Gonzales et al. in [1] computed the asymptot ic  
constant w with the upper  t runcat ion l imit T = 900fm,  for 1 = 5, k = 5fm- : ,  and, then, they 
compared ~ obtained from T = 900 with the one computed with various values of T, which are 
less than T -- 900. The  numerical  values and errors given in third and fourth column of Table 4 
are from [1], and the numerical  values denoted by & in fifth and its errors in sixth column are 
obtained by the Volterra type method.  
Table 4. 
m T 
166 100 
333 200 
1166 700 
1500 900 
Numerical Error In Numerical Error In 
w & 
3.948555996568e - 02 3.33e - 08 3.9485589214671e - 02 4.01e - 09 
3.948558910348e - 02 4.13e - 09 3.9485592855656e - 02 3.68e - 10 
3.948559317246e - 02 5.25e - 11 3.948559321987e - 02 5.09e - 12 
3.948559322496e - 02 - 3.948559322474e - 02 2.20e - 13 
It is observed in the case of V(r) = l ( l÷ l ) / r  2 + l / ( r+r4) ,  that  the numerical  integrat ion has to 
proceed out  to a distance large enough so that  the r -4  term becomes negligible. This requirement 
severely costs the Numerov  method,  but  offers no difficulty for the Volterra type method.  The 
best approx imat ion for w of the Numerov method  is w = 3.948580e - 02 which was obtained 
for 5" = 100 and with 262,145 points. The author  a t tempted  to get a better  approx imat ion of 
w for the Numerov  method  by increasing T and increasing the number  of points, but  it turned 
out that  the accuracy of the Numerov method deteriorated. Because of the long-range nature of 
the potential ,  it is required to go to a greater length to achieve higher accuracy, and therefore, 
the Volterra type method is a better  choice than either the Numerov  method  or the Rapt is -Cash 
method.  The author 's  numerical  exper iments indicated that  the accuracy of the Volterra type 
method  is as good or bet ter  than that  of the integral equat ion method  based on the Fredholm 
formulat ion described in [1]. The Volterra method  is also preferred, especial ly in the case of large 
systems of coupled SchrSdinger equat ions with posit ive and negat ive channel energies, since the 
size of the coefficients matr ix  to obtain the coefficients A (i) and B (i) of local solutions is twice as 
large as that  obta ined from the single channel case presented in [1]. The  author  will leave this 
work for further investigation. 
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