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The activated sludge process (ASP) is widely used to remove organics and nutrients from 
domestic wastewater. Traditional ASP designs are based on a paradigm of strict regulation, cheap energy, 
and overdesign. Because of this regulation first paradigm, engineers rely heavily on experience based 
design approaches, empirical studies, and iterative methods to produce ASP designs that meet regulatory 
targets. This dissertation improves upon these typical design approaches by applying a rigorous 
mathematical methodology for reducing combined investment and operating costs associated with ASP 
designs. An explicit mathematical programming model, using the Activated Sludge Model 3 and the 
double exponential layered settling model, was used to find ASP designs that represent the lowest 
combined costs. The model was presented as a Mixed-Integer Nonlinear Programming (MINLP) problem 
with complementarity constraints and solved using a random-multi start method. Uncertain factors were 
varied singly, and as a group, allowing the model to draw probabilistic inference about the reliability of 
least-cost ASP designs. Multiple solutions to the problem were obtained that reduced costs compared to a 
typical design solution by up to 25%. Perturbation of optimization model parameters was used to identify 
important parameters contributing to cost variability in excess of 40%. Quantitative safety factors (QSFs) 
were calculated using sample-averaged approximation optimization that included the probabilistic nature 
of model parameters. Lastly, a robust-optimal ASP design was obtained using QSFs that reduced costs 
compared to a typical design by 18% and which represented a risk of performance degradation due to 
uncertainty of less than 5%. Synthesis of the activated sludge and settler models with MINLP produced 
the following improvements from typical designs: High numbers of solutions improved confidence that 
MINLP methods can be used to design and control ASPs more efficiently and at a lower cost. Uncertainty 
was decreased by identifying important parameters that significantly impact optimal ASP costs. QSFs 
were used to decide which unit processes and operations required overdesigned to account for parameter 
uncertainty. In addition, the inclusion of equilibrium conditions as complementarity constraints increased 
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CHAPTER 1: INTRODUCTION 
Increasingly strict effluent regulations have motivated the development of complex activated 
sludge process (ASP) configurations designed for biological nutrient removal (BNR). ASP is the most 
widely applied water pollution treatment technology because it can achieve high removal rates for 
carbonaceous, nitrogenous and phosphorus pollutants
1
. At the most basic level, an ASP treatment facility 
includes three components: All ASPs include a suspended growth biological treatment reactor, followed 
by a solid/liquid separation mechanism, and a recycle activated sludge (RAS) system. The RAS system is 
designed to return a concentrated suspension of microorganisms from the sold/liquid separation 
mechanism back into the biological reactor
2
. Advanced ASP configurations have been developed for 
biological nitrogen and phosphorus removal that use multiple reactors, internal recirculation flows, and 
time based control strategies to achieve very high levels of nutrient removal. Most ASPs use gravity 
settling tanks to achieve solid/liquid separation while newer membrane technologies can be used to 
achieve effluents completely free of suspended pollutants. The complexity of ASP configurations 
designed for BNR has in turn necessitated the use of computational tools such as mathematical modeling 
and simulation as an aid to traditional design methods. 
The traditional approach to ASP facility design is based on a paradigm of cheap energy, strict 
regulation, and high levels of overdesign. The goal of any ASP is to ensure that a minimum effluent 
contaminant loading occurs despite an original wastewater stream that is often highly variable in terms of 
flowrate and composition
1
. Additional uncertainty is introduced into ASP design as a function of variation 
in the microbial community responsible for treatment. Reduction of costs associated with capital 
construction (investment), maintenance, and operations of the facility are relegated to a secondary design 
objective. Because of this regulation first paradigm, engineers rely heavily on experience based design 
(EBD) approaches, empirical studies, and iterative  methods that result in feasible ASP designs. The goal 
of this dissertation is to improve upon these typical design practices by presenting a rigorous 
mathematical methodology for reducing investment and operating costs associated with ASP facility 
designs. This research uses mathematical programming (optimization) methods to identify ASP facility 
designs that result in the lowest combined investment and operating costs while simultaneously ensuring 
that all effluent permits and design constraints are satisfied. Three improvements from the current state-
of-the-art of ASP facility design are contributed by this dissertation. 
First, an explicit mathematical programming model is presented and solved simultaneously for 
ASP designs that represent the lowest combination of investment and operating costs, which are 
calculated over a twenty year design life. While successful optimization of ASP design and operations 
 
2 
problems has occurred in the past, this research advances the state-of-the-art by formulating the ASP 
design problem as a mixed-integer nonlinear programming (MINLP) problem with complementarity 
constraints. Formulation of the ASP design problem as a MINLP with complementarity allows the use of 
mathematical models that are currently accepted as industry standards, namely the Activated Sludge 
Model 3
3
 and the double exponential layered settling model (DE-layered model) of Takacs and Nolasco 
(1991)
4
. An in-depth derivation of the optimization from the ASM3 and DE-layered models is presented 
with the goal of facilitating knowledge transfer between mathematical programming and wastewater 
engineering disciplines. The synthesis of ASM3 and the DE-layered model with advanced optimization 
methods increases trust in optimal solutions which results in better prediction of the performance of 
optimal ASP designs. Increased trust in optimal solutions in turn allows municipal service providers the 
opportunity to design and control their wastewater treatment facilities more efficiently and at a lower cost.  
Second, the MINLP optimization model is used as a simulation tool to evaluate the impacts of 
uncertainty on the optimal operation of ASPs. Mathematical models are commonly used to predict 
changes in ASP performance due to changes in uncertain environmental or microbial conditions. This 
research extends the current practice of process simulation using mathematical models by solving the 
MINLP optimization model over many uncertain scenarios. Changes in optimal ASP performance are 
predicted as a function of uncertainty using single parameter perturbation. This research presents the most 
comprehensive single parameter perturbation analysis conducted on an optimization derived from the 
ASM models and a mechanistic settling model. By evaluating the manner in which the ASP optimization 
model deals with uncertainty, two new control mechanisms are proposed. Special attention is given to the 
optimal ASP response as a function of uncertainty associated with secondary settler performance. Pairing 
traditional simulation methods with mathematical programming allows engineers to make comparisons 
between alternative ASP designs in a systematic manner while allowing each design alternative to be 
adjusted so as to operate in the most effective manner over uncertain scenarios. 
Third, uncertain and unknown factors are varied as a group, and the optimization model is used to 
obtain many optimal solutions from which probabilistic inferences can be drawn about the reliability of 
least-cost ASP designs. One current method for considering the combined effects of multiple unknown or 
uncertain factors during ASP design is to perform a Monte Carlo Simulation. Monte Carlo Simulation 
(MCS) is a computational method that utilizes repetitive random sampling to approximate solutions to 
complex mathematical problems. Monte Carlo Simulation is often used during ASP design to quantify the 
probability that a design alternative will exceed regulated effluent loadings as a function of variation in a 
set of uncertain factors. Monte Carlo Simulation based analysis is the foundation of sample averaged 
approximation (SAA) optimization problems, which pair MCS analysis with optimization to obtain a 
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population of many optimal solutions from which statistical inference is drawn
5
. This research extends the 
use of MCS and SAA methods to quantify the probabilistic effects of uncertainty on optimal ASP designs 
and  costs by calculating quantitative safety factors (QSFs). QSFs obtained using SAA methods are used 
to identify a robust-optimal ASP design that represents a known level of process reliability while still 
minimizing costs. 
1.1 Motivation for research into ASP optimization 
Mathematical programming can realize large cost savings for municipal water and wastewater 
service providers. According to the United States Environmental Protection Agency (US EPA), water and 
wastewater treatment accounts for between 30% and 60% of United States  total municipal consumptive 
energy use
6
. The water/wastewater treatment industry accounts for nearly four percent of energy 
consumed in the US
7
 and approximately $4 billion each year in municipal expense
6
. The total electrical 
consumption in 2004 for wastewater treatment in the US was estimated to be between 18.1 and 23.8 
billion-kilowatt hours (BkWh) annually with consumption forecast to increase to 26 BkWh by 2020
8
. 
Aeration and in-plant pumping account for the majority of energy consumption in ASPs performing 
carbon oxidation and biological nutrient removal (BNR)
6
. In addition to energy consumption, the 
estimated cost of infrastructure maintenance and construction to meet increasing demand will require 
between $330 and $450 billion in investment between 2002 and 2019
9
. Mathematical programming has 
proven ability to reduce design and operating costs by between 12% and 21% for a variety of civil 
engineering problems
10–13
. If mathematical programming could reduce costs associated with facility 
design and operation in the water/wastewater sector by just 10%, then operating cost savings of up to 
$400 million per year, and investment cost savings of up to $45 billion, could be realized for municipal 
operators. 
Mathematical programming can substantively improve upon traditional design practices by 
explicitly representing the activated sludge process as a mathematical model and systematically 
identifying solutions to the model that also are least-cost ASP designs. High costs associated with water 
and wastewater treatment have led the US EPA to state that “it is imperative for water and wastewater 
utilities to investigate implementing systematic programs to minimize energy usage and cost, without 
sacrificing performance
6
.” The need to develop systematic energy and cost minimization programs is 
motivated by the biochemical complexity of ASP treatment, the uncertainty associated with ASP facilities 
over time, and the strict regulatory structure surrounding their design and operation. In typical design 
practice, experience-based design standards are used to account for stochastic behavior that is challenging 
to predict.
14
 Mathematical modeling is then used to predict performance of a small number of discrete 
 
4 
designs as a function of the stochastic conditions that were considered empirically during design
15
. This 
combination of experience-based design with ASP simulation is the foundation of the Review of 
Alternatives (RoA) approach to engineering design. RoA is an ad hoc method for identifying feasible 
designs that meet performance criteria at acceptable costs. In contrast to RoA, mathematical programming 
represents an advanced decision-making method that can find optimal least-cost solutions to ASP design 
problems. Mathematical programming methods allow for simultaneous evaluation of process equations 




Simulating the impact of uncertain factors on optimal performance of ASP designs is an 
advancement upon the RoA approach which evaluates only feasible alternatives. Wastewater treatment 
plants are required to operate reliably over highly uncertain conditions. Including uncertainty into the 
design process has been shown to affect outcomes of the RoA process whereby engineers select desired 
ASP designs for implementation
19
. ASP designs that are obtained by considering sources of uncertainty 
yield a cost-savings over the lifetime of a treatment facility compared to designs that do not include 
uncertainty
20,21
. Performance simulation using mathematical models is perhaps the most powerful 
exploratory tool currently used during ASP design. ASP simulation is commonly used by engineers to 
judge the expected reliability of design alternatives prior to implementation. Mathematical programming 
can advance upon traditional simulation methods by allowing the engineer to simulate optimal 
performance of potential ASP designs. In this context, optimization is then used as a tool to elucidate the 
optimal behavior of a potential ASP design as a function of an unknown or uncertain environmental 
factor.  
Sample averaged approximation (SAA) optimization methods can be used to make probabilistic 
inference regarding the performance or cost of optimal ASP designs as a function of multiple uncertain 
factors. Simultaneous variation in multiple unknown or uncertain factors is known as grouped uncertainty 
and is a characteristic of ASP operation. For example, influent flowrates, influent chemical concentrations 
and activated sludge temperature all exhibit daily and weekly variation
2
. The combined effects of these 
variable factors on ASP performance is unknown, synergistic and often counter-intuitive
22,23
. The 
stochastic nature of biological processes and environmental factors inherent to ASP operation increase the 
complexity of obtaining good designs. Monte Carlo Simulation (MCS) is often used to quantify the 
impact of grouped uncertainty on ASP performance but does not provide insight into the optimal response 
of ASP designs as a function of grouped uncertainty. The use of SAA methods for ASP design advances 





. The results of SAA optimization can be presented in a format that is readily comprehensible to 
members of the wastewater engineering community already familiar with using Monte Carlo Simulation. 
Synthesis of trusted, industry standard models with advanced optimization techniques will 
increase trust associated with optimal ASP designs and inspire user confidence. Increased trust is obtained 
because the quality of optimal solutions is a function of the quality of the models used. The following 
three fundamental classes of mathematical models are used during design and/or simulation of ASPs. 
Empirical models describe a system’s observable behavior and do not characterize the mechanisms that 
underlie these observations
15
. In contrast, theoretical models are conceptualizations based on scientific 
principles. Most predictive models used in engineering combine both empirical and theoretical models 
and are called mechanistic models. Mechanistic models conceptualize theoretical knowledge of the 
mechanisms that drive observed phenomena, but do so in a form simpler than reality
25
. Most ASP designs 
are first obtained using empirical models in the form of standardized design guidelines. In the RoA 
approach, engineers then use mechanistic models for ASP modeling and simulation prior to implementing 
an ASP design. Mechanistic models are preferred for ASP simulation because they are more useful for 
real world applications than theoretical counterparts
15
. The Activated Sludge Model 3 (ASM3) and the 
layered double exponential (DE-layered) settling model of Takacs and Nolasco (1991) are mechanistic 
models that are also current industry standards for ASP simulation. Increasing the level of mechanistic 
detail by combining unsimplified implementations of ASM3 and the DE-layered model will bring about 
increased trust in ASP optimal designs. Including trusted mechanistic models will also result in increased 
solution accuracy when the optimization model is properly calibrated and applied to a real-world 
problem. Increased trust results in better more accurate prediction of optimal process performance and an 
enhanced ability to design and operate ASP treatment facilities at a low cost.  
Advances in mathematical programming over the last 15 years provide a framework to model and 
solve complicated wastewater design problems. Specifically, advanced Mixed-Integer Nonlinear 
Programming (MINLP) methods have been shown to efficiently optimize other process engineering 
problems with discrete (integer) operational decisions and nonlinear response functions with 
complementarity constraints
26,27
. This study demonstrates the ability of the mathematical programming 
algorithm Mixed-Integer Nonlinear Programming Branch and Bound (MINLPbb) to find optimal 
solutions to the ASP optimization model. Using MINLPbb, this study optimizes an ASP design example 
consisting of a two-reactor-in-series ASP configuration capable of biological carbon and nitrogen 
removal. The explicit ASP optimization model enforces constraints on 1) the size of physical design 
variables, 2) the maximum contaminant concentrations in the ASP effluent, 3) mass balances on each 
ASM3 chemical modeled, in every reactor, 4) mass balances on each model layer in the DE-layered 
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settling model and 5) upper and lower variable bounds. The formulation models the important equilibrium 
conditions included in the DE-layered settling model with complementarity for the first time.  
The algorithm MINLPbb is used in this study to demonstrate the potential for mathematical 
programming to improve the state-of-the-practice of ASP design and simulation. Optimization using 
MINLPbb is paired with two commonly used methods for predicting process reliability of ASP design 
alternatives. First, the model is used to find many optimal solutions while a single uncertain factor is 
varied at a time. This results in a graphical representation of the optimal response function of the ASP 
model over changes in one uncertain factor. Second, SAA optimization methods are used to evaluate the 
probabilistic nature of ASP design as a function of grouped uncertainty. Many solutions to the ASP 
optimization model are obtained as a function of grouped uncertainty. The resulting probability density 
functions are used to identify robust-optimal ASP designs that perform reliably over simulated 

















CHAPTER 2: BACKGROUND AND CONCEPTS 
The activated sludge process (ASP) is currently the most common wastewater treatment process 
in use
1
. Activated sludge facilities may be used to remove organic carbon, nitrogen and/or phosphorous 
primarily through biodegradation. An ASP can comprise the majority of a facility; however, it is more 
commonly used in conjunction with many other treatment steps to achieve treatment goals. Figure 2-1 
illustrates the use of a common ASP configuration, the Modified Ludzack Ettinger (MLE) process, with 
other common auxiliary treatment steps including: 1) primary sedimentation to remove coarse solids and 
grit from the influent stream; 2) aerobic or anaerobic solids digestion to stabilize and treat the waste 
activated sludge and other solid wastes produced by the ASP; 3) a solids dewatering step to reduce the 
weight and volume of solids produced by the wastewater treatment plant prior to disposal; 4) a final 
disinfection step prior to effluent discharge
28
. Even when combined with additional treatment steps, the 
ASP portion of a wastewater treatment plant still accounts for over 50% of consumptive energy use
15
. The 
high energy use of the ASP, combined with its high instance of use make it a prime candidate for 
realizing large cost and energy savings using optimization. 
2.1 Design and use of Activated Sludge Processes 
The activated sludge process consists of biological reactors(s) for biochemical oxidation followed 
by solids separation using gravity clarification
28
. High quality treatment of municipal waste streams 
occurs by controlling a sequence of oxic (aerobic respiration), anoxic (nitrate respiration), and anaerobic 
(fermentative) reactors. The process stream exiting the biological reactors is composed of partially treated 
wastewater and a microbial suspension called activated sludge
15
.When activated sludge is discharged to a 
gravity clarifier, microorganisms present in the activated sludge settle to the bottom and are recycled back 
into the ASP as Recycle Activated Sludge (RAS). To maintain a desired concentration of microorganisms 
for biological treatment, a portion of the activated sludge may be disposed of as Waste Activated Sludge 
(WAS). When activated sludge is recirculated between bioreactors prior to solid separation it is called 
internal recirculation (IR) and is often used in nitrogen removing ASPs
2
.  
Modern ASPs that target multiple effluent quality goals are more difficult to design and operate 
than earlier systems focused only on organic carbon oxidation. While the complexity of modern ASPs has 
increased, the structure for operational decision making has not evolved substantially and is usually made 
based on information from grab samples, operator experience or rules of thumb
2
. Operational challenges 
are primarily derived from the fact that disparate operating conditions are needed to effectively activate 
various microbial metabolisms yet the microbial suspension is managed as a homogenous mixture subject 
to gravity separation and internal recirculation. For this reason, even if stochastic environmental 
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conditions are ignored, modern ASPs represent a complex engineering design problem that often cannot 
be solved analytically. Moreover, if solved with the RoA approach they typical produce multiple solutions 
biased strongly by the assumptions used for each individual scenario modeled. 
The MLE process is an example of a commonly used ASP configuration designed to achieve 
carbon and nitrogen removal
29
. The MLE process shown in Figure 2-1 is but one of many possible ASP 
configurations that differ based on the location and number of biological reactors, sludge pumping 
stations, or auxiliary processes. In the MLE process, RAS from the secondary settler is used to maintain 
elevated microbial concentrations within the anoxic and oxic bioreactors. In the oxic reactor, organic 
carbon is oxidized by heterotrophic bacteria while ammonia is oxidized to nitrate by autotrophic 
microbes. The IR stream is used to deliver nitrate rich activated sludge from the oxic reactor, to the 
anoxic bioreactor. In the anoxic reactor heterotrophic microorganisms reduce nitrate to nitrogen gas, 
which leaves the waste stream through volatilization. The MLE process achieves high levels of biological 
carbon and nitrogen removal through efficient solid/liquid separation in the secondary settler and proper 
control of the RAS and IR recirculation loops. In order to properly design and operate ASPs for nutrient 
removal accurate mathematical models are used to increase confidence in any potential design prior to 
implementation. 
 
Figure 2-1: Schematic of a typical ASP facility performing biological nutrient removal. 
2.1.1 Mathematical modeling of ASPs: 
 Mathematical models used for simulation and design of ASPs have existed for many years and 
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processes. Empirical models describe a system’s behavior based on observation alone without knowledge 
of the mechanisms driving the observed phenomena
15
. In contrast, theoretical models are 
conceptualizations based on scientific principles. Most predictive models used in engineering exist 
somewhere between the empirical and theoretical archetypes and are called mechanistic models. 
Mechanistic models conceptualize the major mechanisms behind a process in a form simpler than reality 
but with greater utility than theoretical models
25
. For example, the Monod Model for microbial growth is 
a mechanistic model adapted from theoretical Michaleas-Menten model of enzyme kinetics. 
Microbial/substrate and enzyme/molecule interactions are similarly described by saturation kinetics even 
though the microbial/substrate system is in reality a sequence of enzyme/molecule interactions coupled 
with mass transfer through cell walls and membranes
30
. The majority of ASP facilities are simulated and 
designed using a combination of mechanistic and empirical models describing various biological, 
chemical, and physical treatment steps
15
. 
2.1.2 Biological models for ASPs:  
The most common mechanistic biological models used in design and simulation of ASPs are 
based off of the Monod equation. Monod based models are used to accurately predict performance of 
ASP facilities and to model aqueous mixed species interactions
3
. The modular nature of these biokinetic 
models allow for a variety of microbial metabolic pathways to be simulated including; 1) oxidation of 
organic carbon, 2) ammonia oxidation (nitrification) 
31,32
, 3) reduction of nitrate and nitrite 
(denitrification)
33,34
, 4) metabolism of intracellular phosphorus storage products
35
, and 5) the production 
and consumption of extracellular polymeric substances
36–39
. The International Water Association’s 
Activated Sludge Model 3 (ASM3) is currently the most commonly used mechanistic Monod model for 
simulating biological treatment in ASPs
15
. Simple models describing a limited number of biological 
transformations have been most commonly used during ASP optimization. Of existing models capable of 
accurately describing behavior of complex mixed species ASPs, both ASM3 and the older ASM1 model 
have seen a small amount of application for ASP optimization. 
2.1.3 Modelling the secondary settling process:  
Mathematical models of activated sludge solid/liquid separation processes are predominantly 
based on simplified one-dimensional flux theory models
15
. Two and three dimensional computational 
fluid dynamic models are used for detailed analysis but are not typically linked with biological process 
models
15
. Design of secondary settling tanks for ASP facilities is usually completed using national or 
regional empirical design standards. Examples are the WRC, ATV, and STOWA design standards which 
are based on empirical data and accumulated design experience
15
. The double exponential one-
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dimensional flux theory model (DE-layer model) presented by Takacs and Nolasco 1991 is most 
commonly paired with mechanistic activated sludge models (ASMs) for the biological process
15
. The DE 
model simulates secondary settler clarification, sludge thickening, and sludge storage by idealizing the 
clarifier as a set of between 10 and 15 one-dimensional layers and applying discrete mass balances to 
each layer
4
. The DE-layer model form allows for the addition of expressions to account for sludge 
compaction
40
 and convective-dispersive forces
41,42
 to increase model fidelity. The DE-layered settling 
model represents an accepted mechanistic model that realistically predicts settler performance while 
maintaining reasonable computational costs. 
One aspect of the DE-layer model that makes its use in ASP optimization challenging is that it 
includes equilibrium conditions with complementarity as well as discrete decision variables. For example, 
the “minimum of fluxes” approach to modeling the secondary settler is shown in Figure 2-2. The 
minimum of fluxes model approach is used to select one, and only one, function which is then used to 
calculate mass balances within the model. In this case, the sedimentation flux exiting a model layer must 
be a function of conditions in that layer, conditions in the layer below it, or an empirical maximum flux. 
That one, and only one, function must be used means this relationship is a complementarity function. 
Functions with complementarity such as the “minimum of fluxes” constraints often arise in engineering 
and economics due to equilibrium conditions. The DE-layer model also includes discrete decisions which 
impart discontinuities into the process equations. The minimum of fluxes equilibrium constraints are 
controlled in the clarification zone of the DE-layer model using a discrete “either or” relationship which is 
a function of predicted solids concentrations. Additionally, choosing the depth at which influent activated 
sludge is introduced into the 
DE-layer model is a discrete 
decision because the DE-
layer model is based on 
finite differences between 
model layers. Because the 
DE-layered model is neither 
smooth nor continuous and 
contains complementarity 
constraints advanced MINLP 






Figure 2-2: Conceptual representation of the DE-layered settling           






2.1.4 Models for cost estimation of ASPs 
Cost models are an important part of an ASP design and analysis because they offer a way to 
measure and compare treatment alternatives. Cost models are a mixture of empirical and mechanistic 
relationships and are typically classified as planning level, or design level. Early ASP optimizations used 
empirical cost curves derived from the US EPA CAPDET model 
44,45
, or parametric cost models based on 
regression analysis
46
. Variable operating costs are often represented by power functions based on flow, 
load or tank volume 
47,48
. More recently, an effort towards creating a unified cost model for ASPs  has 
yielded the Total Cost Index (TCI) which proposes a standardized cost model including investment, fixed 
and variable operating costs, and  costs due to effluent permit violations
49–51
. Cost models for ASPs are 
difficult to categorize because they represent a combination of disparate empirical and mechanistic 
relationships located in all parts of a treatment facility. The cost model used during optimization is almost 
always defined on a case by case basis and includes cost functions from multiple sources. The two most 
common economic objective functions used in during ASP optimization include Net Present Value (NPV) 
and Equivalent Annual Worth (EAW). Constructing an appropriate cost model is one of the most 
important steps in optimizing an ASP because a facility’s costs must not only be accurate, but the relative 
contributions of different types of costs must be accurately represented. 
2.1.5 Facility-wide modeling of ASPs 
The goal of integrated ASP modeling is to create an accurate mathematical representation of an 
entire facility, called a facility-wide model. A facility-wide model combines a variety of separate 
mathematical models into a unified whole, just as a real ASP combines unit process and operations within 
one footprint. The objective of a facility-wide model is to predict how all parts of a facility will respond to 
changing conditions. Modern facility-wide models increasingly use mechanistic relationships and that can 
be considered to have high-fidelity, that is possessing the traits of accuracy and trust in model prediction. 
In traditional design practice such as RoA, facility-wide models are used to predict behavior of a small 
number of design alternatives obtained using standard design guidelines or via an engineer’s experience. 
Recent advances in mathematical programming offer the chance to improve upon this ad hoc, experience-
biased approach. To understand how mathematical programming can advance the state-of-the-art of 






2.2 Fundamentals of Operations Research 
A mathematical programming problem presents available decisions as variables and analytically 
seeks variable values that maximize or minimize a specific objective function. Common objective 
functions might be total annual operating costs or NPV. It is important to note that what an engineer may 
refer to as a design or operating parameter is really a decision variable when optimizing an ASP. An 
example of this would be a pumping rate, or residence time. Decision variables are subject to constraints 
on variable values which express the range of possible decisions
52
. Therefore, decision variables 
represent quantities to be determined; a set of decision variables then represent a candidate solution. A 
feasible design specifying flowrates, reactor volumes, residence times etc., that was achieved using RoA 
is also a candidate solution. Candidate solutions are valued using mathematical programming based on 
some quantifiable design objective, referred to as an objective function. 
The objective function value is either maximized or minimized by an appropriate solution 
algorithm and expresses the problem’s performance criterion in terms of the decision variables. The set 
of allowable solutions, and hence, the objective function value, is restricted by constraints that define 
relationships between variables and parameters. The optimal solution is the member of the candidate 
solution set with either the highest, or lowest objective function value. In ASP design, the ability to 
identify an optimal solution as opposed to a good candidate solution could yield potentially large cost 
benefits. Therefore the application of mathematical programming for systematic analysis of ASP design 
and operating variables towards minimizing total cost represents a potential advancement in the state-of-
the-art of Wastewater Engineering. 
2.2.1 Structure and types of mathematical programs 
Mathematical programming problems require a variety of algorithms due to differences in the 
mathematical structure of the system being analyzed. Two common problems encountered in wastewater 
engineering are how to design an ASP for minimum total cost, or how to most economically meet 
increasingly stringent effluent permits. Mathematical programming problems are classified based on 
characteristics of the variables, constraints, and objective functions. For example, linear programming 
(LP) considers problems where the objective function and all constraints are continuous, differentiable, 
constant-weighted summations of decision variables
52
. All models that include one or more functions that 
are not linear, are nonlinear programs (NLP). Most mechanistic models used for facility-wide 
simulation are nonlinear. In contrast to LP and NLP problems which consider continuous, twice 
differentiable functions, Integer Programs (IP) can include logical decision variables which are discrete 
53
. These variables are most often binary, taking on a value of either zero, or one, but may be any integer, 
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or a piecewise function
52
. When a problem includes both integer and continuous variables and linear 
functions it is a Mixed-Integer Linear program (MIP) and if it includes at least one nonlinear function it 
is a Mixed-Integer Nonlinear Program (MINLP). MINLP problems most accurately represent ASP 
models because they include nonlinear relationships and both discrete and continuous engineering 
decisions. The natural structure of an ASP model is inherently that of a MINLP problem. For example, 
the decision to install one, two, or three biological reactors in series prior to a gravity settler, and the 
specification of dissolved oxygen concentrations in each reactor(s), represents integer and continuous 
decision variables. Because of the nonlinearity of biological process in an ASP and the discrete nature of 
many operational decisions, MINLP methods must be used to obtain high fidelity optimal solutions. 
2.2.3 Objectives of ASP optimization 
Mathematical programming problems used during ASP design can be placed in three qualitative 
groups according to the objectives: 1) optimal design problems, 2) optimal synthesis problems and 3) 
superstructure optimizations. Optimal design problems seek optimal reactor sizes, flowrates, and 
operational setpoints for important process control variables, such as dissolved oxygen concentrations. 
Optimal design problems can focus on optimizing the operation of an existing facility, or one in which the 
infrastructure has already been designed, in addition to designing a facility from scratch. In the case 
where important design variables are already specified and optimal operating conditions are desired, the 
formulation may be referred to as a constrained optimal design problem because it includes additional 
constraints on design based decision variables. Optimal design problems assume a particular combination 
of treatment processes, and therefore process models, that have already been chosen by the designer. In 
contrast, optimal synthesis problems seek optimal combinations of treatment processes and generally 
utilize simplified or empirical models to represent a large number of treatment steps. Optimal synthesis 
problems trade accuracy in the models in order to include a higher number of potential unit processes, 
resulting in a planning level solution. Lastly, superstructure optimizations solve both treatment 
selection and optimal design problems simultaneously and may be particularly adept at identifying novel 
optimal solutions
54
. The majority of ASP optimizations have focused on design optimization, however the 
superstructure paradigm has garnered recent attention
54–57
 and will be discussed in Section 3.3. 
Advancements in algorithms and computation should drive the increasing use of superstructure 
formulations because this type of optimization offers the most realistic portrayal of the true scope of most 





2.2.4 Convexity and optimality 
When it can be proven that the optimal solution is better than any other feasible solution it is 
called a global optimum. Locally optimal solutions are often obtained for nonlinear optimization 
problems which are provably better than other feasible solutions in the neighborhood
52
. The term 
provably relates to some mathematical condition necessary for optimality, for example, if the second 
derivative of an objective function is zero then an inflection point has been identified, which is also a 
local optimum. Algorithms that calculate the derivatives of a mathematical model, or approximate them 
based on Hessian or Lagrangian information achieve provably optimal solutions and are called 
mathematical algorithms. Some algorithms do not use derivative based information in an attempt to 
reduce computational requirements associated with mathematical algorithms. These derivative-free 
algorithms may terminate at good solutions but cannot prove optimality; therefore the solutions to 
derivative-free algorithms are referred to as least-cost solutions while solutions obtained using 
mathematical algorithms are referred to as cost optimal solutions. High-fidelity optimization of ASP 
problems primarily focuses on obtaining locally optimal, rather than globally optimal solutions, and does 
so using mathematical algorithms. 
The definition of global optimality implies some knowledge of the system being optimized over 
the entire set of feasible candidate solutions. Therefore, the ability to define a solution as globally optimal 
is based on the convexity of the feasible region, or the mathematical region in which all constraints are 
valid. Conceptually, a region is convex if a line drawn between any two points in the region lies entirely 
in the feasible region, otherwise the problem is non-convex
53
. Figure 2-3 illustrates three feasible regions; 
the region on the right is non-convex and exhibits both a local and a global optima. The other feasible 
regions are convex and contain only a single global optimum. Wastewater engineering optimization 
problems are non-convex, which means that a number of locally optimal solutions may be obtained 
58,59
. 
Some nonconvex problems can be solved to global optimality using algorithms such as BARON
60
, 
however these methods have not been used for ASPs. The notion of global optimality in ASP design 
offers little value to the designer because it can become increasingly challenging and computationally 
demanding to find globally optimal solutions for complex nonlinear problems. Often obtaining locally 
optimal solutions that represent substantial improvements over typical design approaches is more 




Figure 2-3: Illustration of convex and non-convex feasible regions 
2.2.5 Types of Nonlinear Programming algorithms 
Modern NLP algorithms use a variety of approaches to converge upon optimal solutions. Most 
NLP algorithms transform the original problem into a reduced form that is easier to solve. Nocedal and 
Wright (2006) presents the following three algorithmic categories, Penalty and augmented Lagrangian 
methods, sequential quadratic programming (SQP) methods, and interior-point methods
53
. Bazarra, 
Sherali, and Shetty (2006) also describes a category based on feasible directions
61
. 
Penalty and augmented Lagrangian methods combine the objective function and constraint set 
into a penalty function and solve the problem as a series of unconstrained minimizations of the penalty 
function. Sequential quadratic programs model the original NLP problem as a series of quadratic 
subproblems. SQP methods are particularly well suited for solving problems with significant 
nonlinearities in the constraint set in part because quadratic programs can be solved or proven to be 
infeasible using a finite amount of computation. Interior-point methods rely on iterative evaluation of 
the original programming problem, and its dual problem. Solving the dual problem identifies a lower 
bound to the solution of the original problem. Interior-point methods are often faster at solving large 
nonlinear problems with high degrees of freedom than SQP based methods
53
. Feasible direction 
methods iteratively move from a feasible solution, to an improved solution with a better objective 
function and which maintains feasibility. The direction in which the algorithm moves is often calculated 
using gradient approximations
61
. The generalized reduced gradient algorithm uses a feasible direction 
method based on gradient evaluations and is perhaps the most commonly used NLP algorithm for 
optimizing ASPs. 
2.2.6 Types of Mixed-Integer Nonlinear Programming algorithms 
Algorithms used for Mixed-Integer Nonlinear Programming have been developed primarily for 
convex MINLPs and combine any of the NLP algorithmic methods discussed with an appropriate integer 








a continuous nonlinear approximation of the problem to be solved using an NLP algorithm. The NLP 
relaxation of a convex MINLP is also convex, a characteristic that is exploited by a variety of algorithms. 
These convex MINLP methods include generalized Benders’ decomposition, branch-and-bound, outer 
approximation, extended cutting-plane methods, as well as branch-and-cut algorithms
62
. Convex MINLP 
methods may encounter serious computational difficulties when solving small MINLP problems with just 
tens of variables if the problem is nonconvex. The ASP process is a complex biochemical process 
characterized by highly nonlinear relationships and results in nonconvex optimization problems. Two 
ASP optimizations formulated as MINLP problems have been solved using the generalized benders’ 
decomposition, and outer approximation algorithms, both of which are classified by Burer and Letchford 
(2010) as convex-MINLP algorithms. 
Burer and Letchford, (2012) identify a limited number of methods that have proven effective at 
solving non-convex MINLP problems in the field of chemical engineering
62
. Non-convex functions in the 
NLP relaxation of MINLP problems are often replaced with convex under-estimating functions and 
concave over-estimating functions. The goal of under and over-estimators is to produce a convex 
approximation to the NLP-relaxed problem. The following categories of nonconvex MINLP algorithms 
are branch-and-bound methods (both standard and spatial), branch-and-reduce methods, and α-branch-
and-bound.  
Branch-and-bound methods assume that the optimal solution to a continuous NLP relaxation 
with n number of integer constraints can be replaced by a set of NLP subproblems of size 2n problems. 
Consider the case of an MINLP problem with one integer variable (n=1) and for which the optimal 
solution to the NLP relaxation includes a fractional value of 15.5 for the single integer variable. One NLP 
subproblem can be defined that restricts the integer variable to values of greater than or equal to 16, and a 
second NLP subproblem can be created that restricts the integer variable value to be less than or equal to 
14, creating a set of 2n subproblems. When solving a convex MINLP the NLP subproblems are often 
presented as a tree structure. The tree is then “fathomed”, or “pruned” by removing NLP solutions from 
consideration under the following conditions; 1) the subproblem is integer feasible and no better than the 
best objective function value found so far, 2) the objective function with the lowest value of any two 
branches (lower and upper bounds) is no better than the best upper bound found, and 3) the problem is 
infeasible. Branch-and-Reduce methods add two more operations to the branch-and-bound method 
described that reduce the domain of variable values being searched without losing any feasible solutions. 
Typically a linear programming relaxation is used for this step and the domain of variable values is 
reduced before solution due to a constraint evaluation, and after solution using sensitivity information. 
The last method, α-branch-and-bound uses specialized under and over-estimators that result in tighter 
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convex bounds for certain specific types of mathematical structures. Alpha-branch-and-bound requires all 
functions to be twice differentiable.  
2.2.7 Mathematical problems with complementarity 
Complementary problems are often used to model physical and economic equilibrium conditions. 
The term complementary is used to describe special pairs of inequality constraints for which one 
member of the pair must hold with equality. When complementary constraints are combined with an 
objective function and mixed equality and/or inequality constraints, the resulting mathematical 
programming problem is called a Mathematical Program with Equilibrium Constraints (MPEC)
63
. 
When formulated as a continuous NLP, MPECs exhibited a characteristic called degeneracy which makes 
them difficult to solve using many traditional NLP solvers
64–66
. Degeneracy causes poor performance of 
NLP algorithms by introducing numerical challenges associated with matrix factorization or by making it 
difficult for the algorithm to identify the set of constraints that are active at the optimal solution
53
.  
According to Fourer, Gay and Kernighan (2003) existing solution methods for MPECs are at an 
experimental stage
63
. More recent literature indicates that a limited number of NLP algorithms can 
efficiently solve MPECs. This group of MPEC-capable NLP methods include active-set SQP
26,43,65
, SQP 
with an elastic mode
64,67,68
, and certain interior point algorithms when a regularization scheme is 
implemented
66
. Of these methods, active-set SQP was found to be more robust than the interior-point 
methods at solving NLPs with complimentarity
43
. When compared to SQP algorithms using an elastic 
mode, active-set SQP methods directly handle degeneracy in a more sound manner than do SQP-elastic 
modes
65
. Two algorithms with capability to solve both MINLP problems, and MPECs, are the algorithms 
KNITRO, and MINLPbb. KNITRO combines interior-point, and sequential linear-quadratic programming 
methods
69
 and has been used with a regularization scheme to solve NLPs with complementarity. The 
algorithm MINLPbb employs an active-set SQP approach in combination with an improved branch-and-
bound algorithm for solving MINLP problems. The SQP algorithm used in MINLPbb is called filterSQP 
and has been shown to efficiently solve a large set of nonlinear MPECs. 
2.2.8 Reliability based design optimization 
One important aspect of engineering optimization is risk; specifically, “how often will the optimal 
solution achieve the desired results over a planning horizon and over the unknown?” In wastewater 
engineering, risk is generally defined as a function of parameter uncertainty or environmental variation 
relative to effluent permit requirements. An optimal design that maintains a minimum required level of 
performance over known, or estimated, fluctuations in model parameters exhibits the characteristic of 
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robustness. In contrast, if an optimal design maintains a minimum level of performance over unknown 
and local variations in model parameters, it exhibits stability. Stability is concerned with the effects of all 
sources of uncertainty while reliability focuses on those sources of uncertainty for which there is a 
significant predictable behavior. In the case of obtaining reliable optimal designs for ASP’s both stability 
and reliability are important descriptors of risk for two reasons; 1) because some parameters have known 
uncertainty distributions and some do not, and 2) some parameters exhibit localized variation while others 
may vary widely and lead to acute process failure. In practice the terms stability and reliability are often 
used interchangeably with the term robustness to describe how well a process is expected to perform 
over known and unknown variations in model parameters. This idea of process performance over the 
unknown is referred to here as reliability. Therefore, engineering problems that seek optimality given 
some maximum allowable level of risk are called reliability-based design optimizations (RBDOs)
70
. 
Robust-optimal solutions are obtained by solving RBDOs and refer to designs that are both optimal, and 
meet a minimum level of reliability  
RBDO methods are categorized here as implicit-RBDO and explicit-RBDO according to the way 
in which reliability is included in the problem. Implicit-RBDOs improve the expected performance of 
optimal designs by including safety factors or prior knowledge about the system being designed. Implicit-
RBDOs often include empirical constraints designed simply to prohibit optimal solutions that are not 
expected to be reliable. Explicit-RBDO methods seek to quantify reliability or stability as a function of 
parameter uncertainty and include the reliability measure as a secondary objective or as a reliability 
constraint. . Explicit-RBDO methods seek to accurately quantify solution reliability, therefore they are 
preferred as compared to experience based Implicit-RBDO methods. 
Two explicit-RBDO  methods that have been applied to ASP optimization are sensitivity 
constrained nonlinear programming and Pareto-optimality. The sensitivity constraint approach to 
solving nonlinear RBDOs assumes a linear relationship between parameters and variables and calculates 
the second order partial derivative of an objective function, or important binding constraint, with respect 
to uncertain parameters
71,72
. The partial derivative for each parameter is known as the parameter’s 
sensitivity coefficient. Often an upper bound is placed on the sum of all parameter sensitivity coefficients, 
known as a sensitivity constraint. When a secondary objective such as minimizing local variation due to 
uncertainty is formulated as a constraint with a bound, that secondary objective has been included using 
the ε-constraint method. By incrementally changing the bound placed on the ε-constraint and solving for 
optimality an engineer can plot the least cost optimal solution as a function of the ε-constraint’s upper 
bound. This relationship is called a Pareto-Front and describes the relationship between competing 





. Thus, Pareto-optimality allows the engineer to explore the cost-tradeoff between 























CHAPTER 3: INTEGRATING ACTIVATED SLUDGE MODELING AND MATHEMATICAL 
PROGRAMMING: A CRITICAL REVIEW 
Review of the literature focused on activated sludge process (ASP) optimization demonstrates 
that an improved understanding of the synergy possible between Operations Research (OR), mathematical 
programming, and traditional engineering methods is warranted. A knowledge gap exists between state-
of-the-art mathematical models used for ASP design, and the capabilities of modern off-the-shelf 
optimization algorithms to solve those models more effectively. The knowledge gap is characterized by 
an incomplete synthesis of knowledge between OR, mathematical programming, and wastewater 
engineering. The knowledge gap is evidenced by an abundance of literature that contributes to one 
discipline but underutilizes knowledge from the companion discipline. Chapter Three presents a more 
complete synthesis of mathematical programming methods with ASP design methods and places this 
contribution within the greater context of both Operations Research and Wastewater Engineering 
disciplines.  
Cost minimization of ASP facilities using tools from operations research, including mathematical 
programming, has been the topic of much research in the past. Figure 3-1 shows the predominant methods 
and models that have been used for seeking cost effective ASP designs. Figure 3-1 is intended as a guide 
for navigating Chapter 3 of this dissertation. Methods are grouped in Figure 3-1 as being either general 
OR methods, or mathematical programming methods and are shown in red. The traditional approach to 
ASP design using modeling and computer simulation is also presented in Figure 3-1 in blue. Recall that 
use of mathematical models during ASP design was discussed in Section 2.1. This literature review will 
focus on obtaining cost effective ASP designs using mechanistic models because they are the most 
accurate class of models that are commonly used for design purposes. The operations research approaches 
shown in Figure 3-1 include computer assisted design (CAD), enumeration, dynamic programming, and 
derivative free programming algorithms. In a general sense, these OR methods are all systematic and 
focus on increasing worth, or reducing costs, associated with complex engineering, economic, or logistics 
problems. Mathematical programming methods shown in Figure 3-1 include analytical solution methods, 
Geometric Programming (GP), Nonlinear Programming (NLP), and Mixed-Integer Nonlinear 
Programming (MINLP). Methods classified in Figure 3-1 as belonging to the mathematical programming 
approach all identify explicit solutions to mathematical models based on simultaneous evaluation of 
mathematical constraints. Mathematical programming also seeks to maximize or minimize a performance 
criterion which is represented as an analytical function. Cost optimization of ASP facilities using 
mathematical programming is the primary focus of this literature review, however the application of OR 




Figure 3-1: Conceptual diagram of mathematical modeling, operations research, and mathematical 
programming methods.  
Review of existing literature sources is separated into four sections, each with different goals. As 
such, the level of detail and focus will change as discussion progresses. Section 3.1 will show why 
mathematical programming should be used to minimize the cost of ASPs as compared to alternative 
methods for cost reduction from Operations Research. This section will focus on historical technology 
development and how available technology has shaped the literature base, and even the definition of 
“optimization” within the wastewater engineering field. Sections 3.2 and 3.3 will review specific ASP 
optimizations chronologically and be used to define the knowledge gap and identify specific research 
goals and best practices. Section 3.3 specifically considers modern mathematical optimizations conducted 
in 1990 or after and begins the process of synthesizing previously presented information. Section 3.4 






3.1 Least-Cost ASP Design using related OR methods 
Two historic challenges have slowed the application of mathematical programming methods to 
optimizing complex biochemical systems like ASPs. Lack of efficient mathematical algorithms for 
nonlinear problems, and limitations in available computing power have historically driven research 
towards identifying cost-efficient solutions using a number of less accurate operations research (OR) 
methods. Specifically, Computer-assisted RoA (Review of Alternatives) is the traditional form of 
engineering optimization and combines engineering experience with mathematical modeling and 
computer simulation to find good, feasible solutions that are better than the other alternatives considered. 
Dynamic Programming can reduce computation associated with simultaneously solving large models 
because it can break up large problems into a series of smaller subproblems, with each subproblem solved 
to optimality sequentially. Derivative-Free algorithms can reduce computation associated with large 
models because they do not rely on information related to the derivatives of the model functions. 
Enumeration and Geometric Programming are mathematical methods that require a facility-wide ASP 
model to be phrased in simplistic, or approximate, mathematical terms to achieve a reduction in 
computational requirements. These OR based methods can identify cost-efficient solutions in a systematic 
manner. They have aided in advancing the state-of-the-art of ASP optimization and are important for 
placing later mathematical optimizations in context. However, as will be demonstrated, these methods 
have limitations which inhibit their use for high fidelity optimization of ASP design and operations 
problems. Therefore, these methods will be presented succinctly in the following section. The major 
barriers to implementation of mathematical optimization have largely been removed through technical 
advancement. Therefore, while important for context, these alternative OR methods are less desirable 
compared to the powerful capability of mathematical programming to systematically identify theoretically 
optimal solutions to complex problems. 
3.1.1 Computer aided design and the facility-wide model 
RoA is the traditional approach used to reduce costs associated with engineering problems. RoA 
focuses on using a facility-wide model to predict the future behavior of distinctly different design 
alternatives followed by selection of a desired alternative by the modeler. The preferred solution is then 
taken as the lowest cost alternative design modeled that also meets or exceeds performance requirements. 
The RoA approach to optimization is enhanced using computerized simulation programs which generate 
large sets of alternatives. Computer programs for simulation and design of ASPs were first developed in 
the 1970s using steady state design equations
74–76
. Later, parametric cost estimation software linked 
facility modeling with operational and design costs
45,77–80
. Dynamic simulation programs allowed 
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evaluation of transient phenomena and failure scenarios starting in the 1980s 
81–83
. Currently, programs 
combining steady state, dynamic, and cost estimation models are available for proprietary use and/or 
retail sale 
84–89
. Simulation and RoA can be used during planning level cost estimation, operations 
troubleshooting, or during facility design. The use of mathematical models and computer programs as 
design aids in Wastewater Engineering is now standard practice. These methods are not systematic; 
rather, RoA and computer simulation rely on the existing knowledge of the engineer regarding the system 
being designed. Mathematical programming can enhance the traditional facility-wide modeling paradigm 
by introducing a systematic solution methodology in place of accepted ad-hoc evaluation methods. 
3.1.2 Dynamic programming 
Dynamic programming (DP) decomposes mathematical models into smaller subproblems and 
solves each subproblem sequentially
90
. This method can ease the computational burden associated with 
finding simultaneous solutions to large problems using mathematical algorithms
91
. Shih and Krishnan 
(1969) presented the first optimization formulation of an ASP optimal synthesis problem. The 
formulation of Shih and Krishnan is notable because it has become a commonly repeated test problem for 
ASP optimizations. It consisted of optimizing a simple ASP design using ASP and/or a Trickling filter 
without recirculation or recycle streams
92
. This and subsequent research efforts focused on ASP 
optimization using the DP approach in the 1970s when availability of computational power was a 
significant challenge 
76,92–100
. Modern dynamic programming methods may rely on characterization of 
both the initial and final states or perform iterative solutions to sub-problems
101
. Because Dynamic 
Programming does not simultaneously solve the optimization it becomes difficult to identify least-cost 
solutions in problems that do not exhibit sequential structure like ASP processes with RAS and IR flow 
patterns
92–95,97–99,102
. The decomposition of an ASP into smaller subproblems does not allow for 
simultaneous solution of the model, therefore while dynamic programming may use a mathematical 
algorithm multiple times, the solution obtained is not provably optimal for many problems. 
3.1.3 Derivative free programming 
Derivative free programs improve upon dynamic programming methods by obtaining 
simultaneous solutions to optimization problems but do not calculate derivative information. Early 
derivative free methods used pattern search algorithms based on simple search rules to identify cost-
efficient ASP designs
16,103–111
. In general, pattern search methods may require less computational power 
than mathematical algorithms, and may be useful for problems where error accumulation due to 
numerical methods or derivative approximation is significant
53
. A series of optimizations by Mishra et al. 
(1973,1974) improved upon the dynamic program of Shih and Krishnan by adding a RAS stream and 
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mechanistic Monod expressions, and solving the formulation simultaneously
16,105,106,112
. Mishra (1974) 
was the first optimization formulation to specifically consider process upgrades
105
. The optimization was 
also based off of the Shih and Krishnan formulation and specified the addition of an ASP process after the 
existing trickling filter as the least-cost solution
105
. This finding was later supported by experimental 
findings
113,114
. The formulations of Shih and Krishnan and Mishra et al. were later optimized by 
Himmelblau (1976) using an early mathematical optimization algorithm, reducing the objective function 
of Mishra et al. (1973) by half
115
. Ultimately, derivative-free pattern searches may not even achieve the 
lowest cost solution and offer no guarantee of optimality; therefore they represent an unnecessary loss in 
fidelity as compared to mathematical algorithms. 
Derivative free algorithms were later developed with randomized search algorithms whose 
eventual termination at a good feasible solution was less dependent on initial conditions than pattern 
searches
116
. These algorithms were applied to early superstructure optimizations
57
 and for effluent 
suspended solids minimization in gravity clarifiers
117
. A randomized algorithm called Integrated 
Controlled Random Search (ICRS) was used to evaluate the formulation of Shih and Krishnan and 
reduced the objective function of Mishra et al. by 72%
118
. The ICRS algorithm also improved upon the 
objective function of Himmelblau by 36%. While randomized derivative-free algorithms did realize 
objective function improvements over pattern searches and early mathematical methods, better algorithms 
exist today that can identify theoretically optimal solutions. 
 Modern derivative free methods applied to ASP optimization typically combine a randomized 
nature with heuristic search rules meant to increase computational efficiency and include population 
searches, genetic algorithms, and simulated annealing algorithms
54,70,119–123
. Derivative free methods do 
not achieve theoretically optimal solutions, nor are the solutions obtained tractable or known with 
certainty
54
. Additionally, modern mathematical programming algorithms have been successfully applied 
to a wide variety of difficult optimization problems indicating that derivative free methods are no longer 
required for efficient computation. 
3.1.4 Enumeration of alternative designs 
A third approach that has been applied to solving ASP synthesis problems is enumeration. 
Enumerative methods are mathematical algorithms designed for Integer Programs and applied to ASP 
problems that identify least-cost solutions by creating a set of discrete designs. Early enumerations 
attempted to be relevant to the design community by considering time averaged parameters as a surrogate 
for stochastic behavior
124
, or by selecting the five best solutions for alternative review
125
. Advanced 
computational power allowed enumerations of larger sets of design alternatives, up to 15360 unique 
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designs, using total and implicit enumeration (IE) methods 
45,126–128
. Enumerations are mathematical 
algorithms designed for Integer Programs. Applied to ASP synthesis, simple empirical facility models 
have been used and these models have been discretized and treated as an integer program. IE and 
Bounded Implicit Enumeration (BIE) methods are therefore related to, but not equivalent with, modern 
Mixed-Integer Nonlinear Programming (MINLP) methods
129
. This is primarily due to the fact that 
enumerative methods require discretization of the mathematical models while MINLP allows for both 
continuous and discrete functions. ASP models are primarily nonlinear problems with some discrete 
decisions, therefore representing an ASP facility-wide model as an IP represents a substantial loss in 
fidelity. Because not all possible solutions are considered when a continuous problem is enumerated, the 
best solution may be missed.  
3.1.5 Geometric programming 
Lastly, Geometric Programming simplifies the models used for an optimization and reformulates 
them into a form that is sometimes easier to solve. Geometric programs are a type of nonlinear 
mathematical program that must consists only of polynomial functions, or polynomial approximations of 
nonlinear functions. Geometric methods were the first mathematical programming method to gain 
widespread usage for optimizing wastewater engineering problems in the 1970s and 1980s. Ecker and 
McNamara (1971) used geometric programming to solve the original treatment selection problem 
proposed by Shih and Krishnan (1969). The geometric formulation identified the same optimal solution as 
earlier dynamic programming methods but was the first nonlinear model of an ASP design problem to be 
solved using NLP methods
130
. Geometric programs were among the major contributors to ASP 
optimization in the 1970s and 1980s
11,47,91,130–137
. Because of their importance to the development of ASP 
optimization, select geometric programs will be discussed in detail. However, geometric programming 
formulations are nonlinear approximations of a nonlinear system. Therefore, the solutions obtained using 
geometric programming methods will likewise approximate the true optimal solution of the original NLP 
formulation.  
3.1.6 Overview of related OR methods used for least-cost design 
The term optimization as it is used in the Wastewater Engineering discipline has a general 
connotation; to make a facility operate better than it did before, usually by applying RoA and experienced 
based knowledge. For more information on traditional engineering optimization, standard sources exist 
1,2,15
. The alternative OR methods discussed implement increasingly systematic methods for evaluating 
engineering design problems but do not identify optimal ASP facility designs. For example, computer 
simulation can be used to find the most cost-efficient way to operate a facility based on the engineers 
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experience as measured against other alternatives modeled. Dynamic programming simplifies the solution 
method to the point that while solutions may be good, and easy to obtain, they are no longer optimal 
because they were not solved simultaneously. Derivative-free methods find least-cost solutions via 
simultaneous solution of the model equations but do not incorporate derivative information into the 
search. Without this information the solution cannot be considered optimal. Moreover, the random search 
nature of most modern derivative free algorithms means that the solution obtained will be associated with 
a probability of being the best found. Enumerative and GP methods do rely on mathematical algorithms to 
prove optimality. Enumerative and GP methods however require that an ASP facility model be 
represented in a simplified, possibly unrealistic mathematical form. All of these methods can justifiably 
claim to have optimized a facility based on the common use of the term optimization within wastewater 
engineering. However, none of these methods exhibit the major benefits of mathematical programming, 
namely to identify theoretically optimal solutions to realistic design problems through simultaneous 
solution of process equations. Only mathematical programming algorithms applied to realistic models can 
justify the use of the term optimization by the more narrow definition supplied by Webster’s Dictionary; 
“[Optimization is] an act, process, or methodology of making something (such as a design, system, or 
decision) as fully perfect, functional, or effective as possible
138
.” 
3.2 Early Mathematical Programming (1962-1990) 
Lynn, Logan, and Charnes (1962) presented the first mathematical program for cost minimization 
of an ASP design problem using linear programming methods
139
. A set of possible treatment steps was 
compiled and the programming problem’s decision variables were represented as quantities of biological 
oxygen demand (BOD) to be removed by each potential treatment step. Costs were also parameterized 
based on the cost per unit of BOD removed by each treatment step. This resulted in a simple empirical 
model. The objective function was cost per unit of BOD removed and was successfully minimized using a 
simplex algorithm. The optimization of Lynn (1969) was the first theoretically optimal solution to an ASP 
optimization formulation. However, the linear process model was unrealistic because facility-wide ASP 
models are inherently not linear. 
3.2.1 Nonlinear design optimization of ASP 
The first nonlinear programming formulation for ASP design optimization was presented by 
Himmelblau (1976) and solved using a computerized mathematical algorithm
115
. Himmelblau solved the 
original treatment synthesis problem of Shih and Krishnan with the addition of three potential recycle 
streams. A Monod model describing biomass growth and substrate utilization was paired with an 
empirical plug-flow secondary settler model. The resulting NLP formulation had 19 continuous variables. 
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The objective function used the cost functions of Smith
46
 and minimized total investment cost  using the 
Generalized Reduced Gradient (GRG) algorithm. Solutions were obtained in less than 10 seconds of CPU 
time per solution. The NLP formulation achieved an objective function improvement of 48% compared to 
the typical design supplied, and an improvement of 56% compared to the solution presented by Mishra et 
al. (1973)
115
. The GRG algorithm obtained objective function improvements as compared to dynamic 
programming, and derivative free solutions obtained for the Shih and Krishnan test problem. Also, a 
theoretical minimum was obtained for the first time using mechanistic models. Subsequent advancements 
in mechanistic models and optimization algorithms allow solution of increasingly complex models, with 
greater fidelity than that presented by Himmelblau. 
A similar optimal design problem was presented and solved analytically by Lauria et al. 
(1977)
140
. Using simple design equations all but two decision variables were substituted out of the 
objective function and a numerical solution method was used to solve for the case where the second 
derivative of the objective function was zero. The model utilized Monod expressions presented by 
Lawrence and McCarty
32
, the flux theory based thickening model of Dick et al.
141
, and the cost functions 
proposed by Smith
46
 with an effluent quality constraint of 25mg(BOD)/L. The formulation consisted of 
seven continuous variables, five equality constraints and two degrees of freedom. The objective function 
comprised of operating and design costs was successfully minimized using analytical solution methods, 
but objective function improvements were not shown. Lauria et al. presented a clear picture of how 
mathematical optimization could be applied within the Wastewater Engineering discipline. Unfortunately, 
the analytic solution methods used by Lauria et al. are not feasible for optimizing complex nonlinear 
problems without significant simplifications.  
3.2.2 Geometric programming methods applied to early ASP Models 
Hughes and Lauria (1981) later used geometric programming methods to solve the design 
problem previously presented by Lauria et al.
133
. Hughes and Lauria performed two geometric 
programming optimizations of the original model using different cost functions. Cost functions proposed 
by Smith et al.
46
, and Patterson and Banker
44
 were used in conjunction with the models presented by 
Lauria et al.. The Generalized Geometric Programming algorithm
142
 was applied to minimize design and 
operating costs. The authors achieved solutions to the geometric approximation of the Lauria et al. 
formulation in 2 CPU seconds. Additionally, an 11% objective function reduction was achieved using the 
second cost model, indicating that accuracy in cost estimation and objective function construction are 
required for increasing optimization fidelity
133
. Hughes and Lauria advanced optimization of ASPs by 
evaluating new algorithms and optimization methods. They were the first to begin systematically 
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evaluating various cost models for their accuracy with respect to optimal solutions. Ultimately, Hughes 
and Lauria et al. did not justify the added effort needed to reformulate their optimization problem as a 
geometric program considering that standard NLP methods such as GRG had already been used 
successfully on optimization problems of this scale. Moreover, the formulations of Himmelblau, Lauria et 
al. and Hughes and Lauria 1981 included only carbon oxidation and gravity settling, falling short of the 
level of detail required to claim facility-wide optimization. 
The first comprehensive, facility-wide, model of an ASP used for optimization was presented by 
Tyteca and Smeers (1981). A nonlinear process model was proposed
11
 and reformulated as a geometric 
program prior to solution using NLP methods
143
. Mechanistic Monod expressions after Lawrence and 
McCarty
32
 were used to model the activated sludge reactor and an anaerobic digestion unit while 
empirical models were used to represent primary settling, secondary clarification, and vacuum filtration 
of produced solids. The cost functions of Smith
46
 were used to construct the NPV objective function. The 
original NLP model included 43 primarily nonlinear constraints (12 inequalities) and 51 variables 
representing eight degrees of freedom
11
. The model considered a NPV objective function that consisted 
primarily of power functions derived by the authors in a previous literature review
17
. After reformulation 
as a geometric program the model consisted of two degrees of freedom, with 35 constraints and 33 
variables. It was solved using the Generalized Reduced Gradient Two (GRG2) algorithm
143
. The authors 
estimated less than 0.1% error was introduced due to the reformulation of the model as a geometric 
approximation. Optimal solutions obtained for three influent loading scenarios returned objective function 
reductions of 15%, 26%, and 10.5% compared to a typical design supplied by an engineering firm. 
Computation times ranged from 2 to 4 minutes. It was noted that optimal solutions all included hydraulic 
retention times much larger than typical design values. The authors subsequently placed an upper bound 
of 2.7 hours on this variable and conducted another optimization. The optimal objective function obtained 
for the facility-wide model was more consistent with accepted design standards and still reduced the 
associated NPV by 11%.  
The optimization formulation  of Tyteca (1981) demonstrated for the first time that facility-wide 
ASP models can be approximated as geometric programs with low error and can obtain total NPV 
reductions of 10-26% as compared to designs obtained using traditional methods. Also, the use of 
heuristic bounds to achieve solutions that are “more acceptable” from an experience based viewpoint 
while sacrificing little in terms of total cost was demonstrated. The use of engineering heuristics is often 
referred to as using “rules of thumb” to obtain solutions that are considered to be qualitatively better 
based on engineering experience. The use of boundary constraints, such as the upper bound placed on 
optimal HRT by Tyteca (1981) can increase an engineer’s confidence in the quality of an optimal solution 
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but ultimately diminishes solution fidelity. This is because unexpected solutions are a function of the 
models used during optimization. If these models are accurate and properly implemented then the solution 
should be accepted. Rather than adjusting the optimal solution based on experience the authors could have 
investigated why the model returned solutions with large reactor volumes. Additionally, GRG2 is an NLP 
algorithm that could have been used to solve the original NLP formulation without requiring geometric 
approximation. Tyteca (1981) did not demonstrate that GP reformulation achieved substantial 
improvements over more generalized NLP methods already in use. 
One benefit of geometric methods is that they can often be approximated as convex problems 
which allows for globally optimal solutions. Smeers and Tyteca (1984) sought global optimality to the 
previously presented facility-wide model. The original geometric formulation was made convex using the 
approximation method of Duffin et al. (1967). Duffin’s convexifying method replaces nonconvex 
functions with a series of first-order monomial approximations
144
. The resulting convex GP model would 
in theory, allow globally optimal solutions to be obtained
135
. The same underlying models, objective 
function and solution algorithms as Tyteca (1981) were used. The resulting convex geometric program 
was substantially more difficult to solve than the nonconvex problem using GRG2 
Using the original non-convex geometric formulation the GRG2 algorithm reduced the initial 
objective function value by 31% and found the same optimal solution for each of the 54 initial starting 
points used. Solution times for the non-convex problem averaged four minutes each. In comparison the 
convex geometric problem obtained a different solution that was not better than that found using the 
original formulation. The authors demonstrated that modern NLP algorithms are efficient at optimizing 
nonconvex formulations when multiple initial solutions are used. In fact GRG2 was shown to achieve 
better results, with less error, and more ease, than convexifying approximations meant to make the 
formulation easier to solve. Nonlinear programming algorithms applied to the original NLP formulation 
of Tyteca (1981) would have increased solution fidelity as compared to solutions obtained to a geometric 
approximation of that model.  
Smeers and Tyteca (1984b) investigated the relative cost contribution of variable operating costs 
at optimality
47
. The Geometric optimization formulation was used to enumerate a set of optimal designs 
for effluent COD permits ranging from 5 mg(COD)/L to 300 mg(COD)/L. Then, with all design variables 
held fixed at optimal values the ASP formulation was solved again for a range of effluent COD 
concentrations ranging from 5 mg(COD)/L up to each facility’s design concentration. The model was the 
same as presented previously in Tyteca (1981) with the addition of constraints used to fix the values of 
design based decision variables values in step two. An interesting result was that Smeers and Tyteca 
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found a cost-tradeoff between investment and variable operating costs when a facility is fully optimized. 
For example, given two facilities designed and optimized to achieve effluent COD concentrations of 20 
and 5 mg/L respectively. Smeers and Tyteca demonstrated that the facility designed for 5 mg/L but 
operated at 20mg/L will correspond to a 2.4% reduction in annual variable operating costs
47
. While 
investment costs for the 5 mg(COD)/L facility would likely overshadow operating cost reductions due to 
overdesign, this finding indicates that marginal increases in investment costs to obtain lower annual 
operating expenditures might be smaller than first expected. Therefore, deriving accurate cost functions 
that represent a facility’s costs at optimality is an important contribution. In cases of strict effluent permit 
requirements a working knowledge of how variable operating costs impact optimal operation of a facility 
is very important. In Smeers and Tyteca (1984b), cost functions were generated for a hypothetical facility 
and shown to be easily disaggregated into investment,  fixed operating, and variable operating costs. 
Nonlinear programming algorithms could have been applied to the original NLP formulation, resulting in 
increased solution fidelity and a potentially more accurate evaluation of relative cost contributions. 
3.2.3 Comparing GP and traditional NLP methods 
Tang (1987) presented a facility-wide ASP optimal design formulation and solved it using three 
different solution methods
91
. The formulation was optimized as a dynamic problem using GRG2, as a 
geometric problem using the specialized IGGP algorithm, and as a standard NLP also using GRG2. The 
facility-wide model was presented in an earlier companion article
136
 and included 64 continuous variables 
and 55 nonlinear constraints, and 9 degrees of freedom. The objective function was total annual operating 
cost  which was calculated using the cost functions of Patterson and Banker
44
. Mechanistic models of 
Lawrence and McCarty
32
 and Dick et al
141
 were applied in conjunction with empirical models of the 
secondary clarification process, primary settling, and waste sludge treatment. Constraints were placed on 
effluent BOD and effluent TSS of 30 mg/L respectively.  
All three methods evaluated by Tang et al.(1987) achieved a 25% objective function decrease 
compared to the typical design supplied. Computational requirements were 3-6, 50, and 106 seconds for 
IGGP, GRG2, and the dynamic approach respectively. The difference in objective functions between the 
NLP and GP algorithms was less than one tenth of a percent, indicating that insubstantial error was 
introduced as a function of geometric approximation. Tang et al. (1987) presented the first facility-wide 
NLP optimization of an ASP design problem without using geometric approximation. They demonstrated 
that standard nonlinear methods perform well on this type of problem. Moreover, evidence supports the 
conjecture that geometric reformulations may achieve solutions faster than NLP methods but are not 
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expected to return better solutions. In addition, GP reformulation may be a lengthy process and introduces 
some error into the solution.  
3.2.4 Perturbation analysis of ASP optimization formulations 
Two perturbation analyses were presented in the literature base dealing with the geometric 
programming formulation of Tyteca (1981) and a separate model presented by Suidan et al. (1983). Both 
studies presented facility-wide models using the standard process equations of the time. Both 
optimizations were presented with a sensitivity analysis. Sensitivity analysis specifically deals with linear 
models, or at least assumes linearity of a models response to changes in parameter values. In contrast, 
perturbation analysis refers to incrementally changing model parameters and recording the resulting 
change in the optimal solution. The difference between sensitivity and perturbation analysis is that the 
interpolated function between the optimal solution and perturbation points is considered to be unknown 
rather than linear. Therefore, the term perturbation analysis is used even if the original source refers to 
data collected via sensitivity analysis. 
The perturbation analysis presented by Tyteca (1981c)
134
 was intended to elucidate the effects of 
uncertain parameters on the optimal ASP configurations. The previously presented optimization 
formulation used to estimate changes in optimal decision variable and objective function values over 
changes in model parameters describing: 1) influent composition and loading, 2) effluent quality, 3) 
interest rates, and 4) beneficial methane recovery. The geometric formulation of Tyteca (1981) was again 
solved using the GRG2 algorithm. Sizing of the primary clarifier was found to be highly dependent on all 
uncertain parameters studied indicating that 1) Primary clarification is less cost-efficient than activated 
sludge treatment, and 2) Empirical models of Primary clarification do not accurately predict unit process 
performance over parameter perturbation. The discount rate was found to have little impact in the optimal 
objective function value but changed the relative cost contributions of investment cost functions and those 
dependent on consumptive energy use. Tyteca (1981) demonstrated that optimization models can be used 
for quantifying safety factors related to uncertain parameters but that the nature of the safety factors 
obtained will be highly dependent on the models and assumptions used when building the optimization.  
Suidan et al. (1983)
145
 performed a perturbation analysis to evaluate what design variables most 
impact optimal designs. A perturbation analysis was performed on a simple ASP model for parameters 
controlling the sludge thickening process, biokinetic rates, oxygen concentration as well as influent 
ammonia and effluent BOD. Solids retention time and mixed liquor recycle ratios were used as decision 
variables. The Monod based model of Lawrence and McCarty
32
 and the flux theory based sludge 
thickening model of Dick et al
141
 were used in conjunction with empirical models for primary settling, 
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secondary clarification, and auxiliary processes. The cost curves of Patterson and Banker
44
 were used to 
model annual worth. The univariate sectioning method of Friedman and Savage was used to optimize the 
facility model
146
. Perturbation analysis indicated that a dissolved oxygen concentration in the activated 
sludge reactor of 0.65 mg/L was cost-optimal for this problem. A substantial impact on optimal variable 
and objective functions was noted due to perturbation of secondary settler model parameters related to the 
sludge thickening process. The biological parameters of biomass yield and rate of endogenous activity 
had strong impacts on optimal solutions, which describe a cost tradeoff between high SRT, and sludge 
treatment costs. Allowable effluent TSS was found to be a binding constraint indicating that accurate 
clarification models are also needed for high-fidelity optimization. Suidan (1983) used parameter 
perturbation to define specific groups of model parameters that affect optimal variable values and costs to 
a high degree. In an applied sense, an engineer could use this information when constructing a model 
calibration procedure. 
The basic concept driving work by Suidan et al. (1983) and Tyteca (1981c) was that the impact of 
uncertain parameters on facility costs is different when the facility is allowed to be optimized with 
changing parameter values. Conceptually this should act to create cost curves that are more representative 
of how an ASP facility is operated. That is, in the face of parametric uncertainty a treatment facility will 
adapt through changing operational decisions. This type of analysis also allows the designer to make more 
informed decisions when obtaining parameter estimates and site-specific measurements. In both cases, the 
methods used for optimization could be improved upon. The univariate NLP algorithm used by Suidan 
(1983) allows only one variable to change at a time, thus the algorithm is inefficient over ridges in the 
objective function, or when the search direction does not lie parallel to one axis 
146
. The perturbation 
analysis of Tyteca (1981c) used a modern NLP algorithm but required that the NLP formulation be 
approximated as a geometric program.  
3.2.5 Summary of early mathematical optimizations 
Early ASP optimizations conducted between 1962 and 1989 demonstrated that mathematical 
programming can be used to obtain total cost reductions of 11%-48% compared to solutions obtained 
using traditional iterative design approaches. Additionally, the use of mathematical programming to 
provide useful insight, to identify critical limitations of unit process models, and to investigate cost 
tradeoffs between processes was demonstrated. Perturbation of optimization formulations can be used to 
derive accurate cost functions for design/planning level problems and to investigate interrelationships 
between functions in ASP models. Comparative studies have demonstrated that geometric programming 
methods can solve ASP design problems using between five and ten percent of the CPU time required by 
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the standard NLP algorithm GRG2
91,136
. The approximation of nonlinear functions involved in ASPs as 
polynomials was shown to introduce as little as 0.1% error in the reformulated optimization model
143
. 
However, geometric reformulation of a NLP problem is an additional step that may be time consuming; 
the time and effort required to reformulate nonlinear facility models has not been reported. Also, 
geometric programming methods have not been shown to identify better solutions than standard NLP 
methods in terms of absolute objective function value
91,136
. 
ASP Optimizations conducted before 1990 utilized primarily empirical models with a simple 
mechanistic biological model, resulting in solutions with low fidelity. Specific methods, models, 
outcomes and research contributions of sources discussed in this section are included in Section One of 
Appendix A (Literature Review Coding Book). In order to achieve high-fidelity optimal solutions, more 
accurate mechanistic models describing biological treatment and gravity should be used. Improved 
mathematical algorithms should also be integrated with more traditional analysis techniques, such as 
computer simulation, and used to support alternative review. In order to obtain solutions to ASP design 
problems that are both accurate and trusted, state-of-the-art mathematical programming algorithms should 
be used to solve optimization formulations comprised of the most realistic mechanistic process models 
already in use with over-the-counter simulation packages. 
3.3 Modern Mathematical Programming Methods (1990-Present) 
The first ASP optimal design problem based on the International Water Association’s ASM 
biological models was integrated into a proprietary simulation package called DAISY 2.0
147,148
. A 
municipal ASP facility performing nitrification and denitrification was optimized for minimum HRT and 
minimum NPV. The facility was modeled using ASM1 and cost functions supplied by a local engineering 
firm. The NPV objective was based off of planning level linear cost estimates. No settling model was 
used, rather, perfect clarification and a fixed underflow solids concentration were assumed. Two designs 
for nitrogen removal were embedded in the formulation, a preanoxic facility with contact-stabilization, 
and a step-feed facility consisting of  anoxic, contact-stabilization, anoxic, and aerobic reactors in series. 
The resulting model included 11 decision variables, 81 auxiliary variables, 78 mixed equality and 
inequality constraints. The optimal design problem was solved using the GRG2 algorithm implemented in 
the Microsoft Excel Premium Solver Plus platform. Each solution required approximately 7 minutes of 
computation time on a Pentium 200 MHZ processor. The optimal solution was the preanoxic 
denitrification facility and no substantial difference was found between solutions obtained with the HRT 
and NPV objectives. 
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By integrating NLP optimization methods within a software environment Rivas et al. 2001 
demonstrated the potential for  reviewing design alternatives based on mutual optimality. Specifically, 
review of mutually optimal alternatives refers to the ability for an engineer to select an optimally designed 
alternative that he or she deems to be more reliable over uncertain operating conditions. Selecting from a 
set of mutually optimal design alternatives improves upon the traditional RoA approach which compare 
only feasible solutions. Rivas et al. 2001 enumerated and graphed optimal variable values over a range 
potential effluent quality permits
147
. Enumeration of solutions allows an engineer to select an optimized 
facility and a desired level of overdesign with respect to effluent quality. 
Rivas et al. (2008) identified the anoxic/aerobic volume fraction as a novel decision variable for 
optimization of an α-step feed ASP process
88
. The α-process consists of three pairs of anoxic-aerobic 
reactors in series, with step feeding of influent into each anoxic reactor. The α-process was optimized by 
Rivas et al., (2008) for both a minimum HRT and minimum effluent nitrogen. The facility-wide model 
used the same process models and solution algorithm as Rivas et al. 2001. Perturbation analysis revealed 
that optimal influent feed rates and optimal anoxic zone volumes were relatively insensitive to 
perturbations in temperature, influent, and effluent parameters. When temperature was perturbed and 
anoxic volumes were allowed to change, the flowrates into each anoxic tank changed substantially. In 
contrast, when the anoxic volumes were held fixed and temperature was perturbed, little change was 
observed in optimal partitioning of influent flow. This indicates that influent flowrate partitioning is 
dependent on anoxic volumes and would be a more effective means for ASP process control. This yields 
practical application; design of an ASP facility with adjustable baffles, or multiple small reactors in series 
could allow aerobic/anoxic volume ratios to be used as a process control variable. Neither Rivas et al. 
(2001) nor Rivas et al. (2008) modeled the solid/liquid separation process during optimization. Instead, a 
fixed underflow and effluent solids concentration was assumed. Incorporation of mechanistic settling 
models would increase the accuracy and confidence associated with the α-process optimal solution.  
3.3.1 ASP Design optimizations using advanced algorithms 
Interior point methods were found to outperform Sequential Quadratic Programming  algorithms 
for accost minimization of a conventional ASP process modeled with ASM1 and the empirical design 
standard ATV
149
. The formulation presented by Espirito Santo et al. (2005a) minimized an NPV based 
objective function that was constructed using power functions after Tyteca and Smeers (1981)
17
. The 
formulation contained 82 continuous variables,  64 continuous nonlinear constraints and 18 degrees of 
freedom. The objective function was minimized with four NLP algorithms; two sequential quadratic 
programming (SQP) based algorithms called Filter-SQP and SNOPT were used as well as LOQO and 
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IPOPT which are interior point methods. Each algorithm identified a different locally optimal solution. 
The lowest objective function value was obtained with the interior point algorithm IPOPT. The solution 
obtained with IPOPT was 26% lower than the mean of solutions obtained using the other solvers. 
Espirito-Santo et al. was the first to apply SQP and Interior Point algorithms to an ASP optimal design 
problem. The use of the ATV empirical design standards does not allow accurate prediction of underflow 
solids, or effluent TSS concentrations 
In further work, Espirito-Santo (2006a,2006b) improved the secondary settler model used during 
optimization by included mechanistic settling models. The reliability of optimal solutions obtained using 
the following three settling models were qualitatively compared; 1) the one dimensional layered settling 
model of Takacs and Nolasco (1991), 2) The German ATV design standard, and 3) a combination of the 
two models
150,151
. All three formulations used ASM1 and an NPV objective function derived from the cost 
terms of Tyteca and Smeers (1981). The formulation using the ATV design protocol had 82 continuous 
variables, 35 linear equality constraints, 28 nonlinear equality constraints and a single nonlinear 
inequality. The formulation using the layered DE-layered model had 113 continuous variables, 34 linear 
equality constraints, 62 nonlinear equality constraints and a single nonlinear inequality. The formulation 
using the combined ATV/DE-Layered model had 115 continuous variables, 37 linear equality constraints, 
67 nonlinear equality constraints and a single nonlinear inequality. All optimal solutions were simulated 
over peak wet weather events using the over the counter software package GPS-X. Only the solution 
obtained using the combined ATV/DE-layered settling model maintained performance over simulation of 
peak wet-weather flows. This implies that both the empirical safety factors included in ATV, and the 
accurate prediction of solids concentrations in the settler effluent and underflow, are needed to obtain 
reliable ASP optimizations. The DE-layer model is a mechanistic settling model with proven ability to 
adequately simulate the solids settling, clarification, and sludge storage processes for which a secondary 
clarifier is needed
15
. Application of the DE-layer model for the first time advanced the optimization of 
ASPs by increasing the predictive power of the models used during optimization. 
The solution algorithm used by Espirito-Santo et al. (2006a,2006b) may not have returned 
accurate results. The “minimum of fluxes” equilibrium conditions used in the DE-layer model result in a 
mathematical program with equilibrium constraints (MPEC) which are not efficiently solved using 
traditional NLP methods. MPECS may be reformulated as nonlinear programming problems with 
complementarity constraints. When formulated as nonlinear programming problems, MPECs fail to 
satisfy both the linear independence and Mangasarian-Fromovitz constraint qualifications
64
. Which are 
used to ensure similarity between the real constraint set, and the approximation used by solution 
algorithms
53
. Any solutions found using algorithms that rely on these constraint qualifications cannot be 
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provably optimal because the mathematical approximations used by the solver may not accurately reflect 
the true nature of the optimization problem
43,53,61
. An explicit formulation was not presented but it appears 
that DE-layered model was also implemented as a disjunctive nonlinear program. This means that 
minimization functions were embedded in the optimization formulation, yielding a discontinuous and 
possibly non-smooth constraint set. The SNOPT algorithm was used to optimize the design problems of 
Espirito-Santo et al. (2006a, 2006b) and is designed for continuous NLP formulations
152
. SNOPT has 
been shown to successfully solve MPECs by applying a differentiable penalty term over a relaxed 
constraint when infeasibility is detected if equilibrium conditions are presented as nonlinear 
complementarity constraints. Increased accuracy and trust in optimal solutions to the  DE-layered model 
could be obtained if the ASP design problem was reformulated with complementarity constraints.  
Additionally, numerical results indicate that that alternative SQP algorithms such as filter-SQP which 
deal directly with degeneracy in complementarity conditions may converge to optimal solutions under 
weaker assumptions than those required for SNOPT
65
. 
In two related ASP optimal design problems, Espirito -Santo et al. (2005a, 2006b) evaluated the 
effect of influent loading and effluent permits on solutions using perturbation
59,153
. Minimum NPV 
solutions were obtained using SNOPT and the ATV/DE-layered
59
, as well as the interior-point method 
LOQO combined with the ATV design guidelines
153
. The same biological and cost models were  used as 
in previous work. Effluent TSS was found to be a binding effluent constraint for the majority of effluent 
COD perturbation
149
. Enumeration of primary clarifier treatment efficiencies indicated that the efficiency 
of primary clarification had a substantial effect on total optimal cost. This is due to decreased aeration 
demands in the biological treatment process with increased removal of COD during primary treatment. 
The authors noted that the optimal solution with the best effluent quality (based on a weighted sum of 
carbon and nitrogenous contaminants) was achieved given a COD efficiency of 50% during primary 
treatment. This solution corresponded to the median objective function value out of five enumerated 
solutions. Another optimal design problem included a simple solids treatment process which was found to 
increase the objective function by 10-14% while leaving other optimal variable values relatively 
unchanged
154
. In these studies the authors specifically sought to use mathematical programming to inform 
operating decisions by generating a set of mutually optimal designs. The challenges related to 
complementarity, disjunctive programming, and selection of the best available algorithms that were 





3.3.2 Comparing derivative free methods with traditional NLP algorithms 
In a side-by-side comparison derivative free algorithms were found to identify least-cost ASP 
designs at low computational expenditure. Moles et al. (2003) used an SQP based mathematical 
programming algorithm to identify the lowest cost solutions, which also were the only provable cost-
optimal solutions obtained. The primary research goal of Moles et al. 2003 was to use derivative free 
search methods to solve an optimal wastewater treatment plant design problem that included a measure of 
facility controllability in the objective function. Moles et al. used five derivative free algorithms to solve 
an ASP formulation previously presented by Gutierrez and Vega (2002). Solution times, absolute 
objective function values, and the number of iterations required per solution were compared. A single 
active-set SQP based mathematical programming algorithm was also implemented alone, with a multi-
start strategy, and with warm start provided by two heuristic algorithms. The facility-wide model included 
41 continuous variables, 33 equalities and152 inequality constraints; the objective function to be 
minimized was based on user defined weighting of the decision variables. One derivative free algorithm 
was implemented in FORTRAN while the remaining algorithms were solved using MATLAB.  
The active-set SQP algorithm achieved the lowest objective function value of all optimizations 
when warm-started with good initial solutions obtained using a derivative free algorithm. The SQP 
algorithm identified a locally optimal solution that was 125% larger than the best found solution using DF 
methods. However, no effort was made to supply the SQP algorithm with a good initial solution. In 
contrast, when a random multi-start method was used the relative performance of the SQP algorithm 
improved compared to the DF methods evaluated. The best objective function value obtained with the 
SQP algorithm during random multi-start was 32% and 25% lower than the worst performing DF 
solutions, and only 6% greater than the best solutions obtained using DF algorithms. The solution time of 
the SQP algorithm was approximately 35 seconds per solution, yielding a computation requirement of 88 
minutes assuming all 150 trials were solved. In reality, only 20% of the initial random trials were feasible 
enough to be solved with CNSTR. The DF algorithm with the next highest computation time required 55 
minutes to find a solution with an objective function value 6.4% lower than identified by the SQP 
algorithm
58
. The best found solution was identified using the least-cost solutions obtained with an 
evolutionary algorithm as initial values for the SQP algorithm.  
Supplying a mathematical algorithm with the best possible initial values is called warm-starting. 
The warm-started solution represented a percent reduction from DF solutions of 0.8%, 0.5%, 0.5%, 36%, 
30% and a percent reduction from multi-start SQP optimization of 6.4%. The use of evolutionary 
algorithms to warm-start NLP solvers was shown to obtained locally-optimal solutions with better 
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objective functions than DF methods, which found least-cost feasible solutions. Moreover, the warm-
started solutions are locally optimal while the least-cost solutions obtained with DF methods are not. It is 
possible a random multi-start method with an SQP or interior point solver would perform better in terms 
of computational time and objective function value if completed today due to increased computational 
power. 
3.3.3 Superstructure optimizations of ASPs 
The first Mixed-Integer Nonlinear Programming (MINLP) problem for ASP design was 
completed by Guitterez and Vega (2002)
155
. A MINLP-superstructure design problem was formulated that 
consisted of two aeration basins and two potential gravity settling tanks. A simple Monod biological 
model was paired with a three layer flux-theory settling model to simulate substrate consumption and 
microbial growth. 15 continuous variables and 3 binary variables were used to select a potential second 
reactor and one or two settlers. The objective function was calculated as a weighted function of design 
variables. The problem was solved with a generalized bender’s decomposition algorithm using the 
optimization platform MINOPT
156
. The solution obtained was a conventional ASP process consisting of a 
single aeration basin and settler in series. While the first application of MINLP algorithms to ASP design 
optimization using generalized bender’s decomposition is significant the authors did not use a 
superstructure large enough to justify MINLP methods, nor were discrete phenomena modeled. Increased 
trust in the optimization could be improved by using a mechanistic settling model, and using a cost-based 
objective function rather than a weighted-sum-of-design-variables. 
Mussati et al. (2005) improved upon the MINLP methods of Guitterez and Vega (2002) by 
developing a MINLP optimization formulation using more accurate models and cost terms. Mussati et al. 
did not present an explicit optimization formulation but claimed to have implemented the DE-layered 
settling model in conjunction with ASM3 to optimize a nitrogen removing ASP. Based on later work 
attributed to coauthors (Alasino et al.
55,56,157
), it is likely that the DE-layer model was implemented as a 
disjunctive NLP. An optimal superstructure with binary variables used to select one of three embedded 
ASP configurations. The model also included three binary variables,541 continuous variables, and 569 
linear and nonlinear constraints. The objective function was total annualized cost. The model was solved 
in the GAMS optimization environment utilizing DICOPT/CONOPT, a packaged combination of 
MINLP, NLP, and mixed-integer linear program (MILP) solution algorithms that uses outer 
approximation techniques combined with GRG. The MINLP-superstructure formulation required 30 
cpu/seconds per solution and converged on a single optimal point using a multi-start optimization 
strategy. The best optimal solution was found to be a post-denitrification process which means the 
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denitrifying (anoxic) reactors were placed directly before the secondary settler and received influent 
wastewater. Generalized bender’s decomposition algorithms uses feasible region cuts which can 
unintentionally discount optimal solutions from consideration. This was unlikely to be a problem given 
the small number of binary variables, however, other algorithms exist that provide a more robust solution 
strategy to non-convex MINLP problems
10,158
. Additionally, the DE-layer model should be reformulated 
as a smooth NLP problem with complementarity constraints and solved using a solution algorithm with 
proven ability to handle equilibrium conditions, such as filter-SQP. 
A superstructure optimization was presented by Alasino et al. (2007) and was solved for novel 
ASP configurations including SNdN
56
. A superstructure consisting of five potential reactors was 
optimized for carbon and nitrogen removal using standard NLP methods. The superstructure included 
sludge recycle, internal recirculation, influent feed allocation to any reactor, and external carbon addition 
to any reactor. The superstructure contained a variety of embedded nutrient removing ASP configurations 
such as the Ludzack Ettinger, Modified Ludzack Ettinger, Wuhrmann, Bardenpho, and Modified-
Activated sludge processes. The objective function was calculated using the Total Cost Index
49–51
. The 
ASM3 model was combined with a simplified version of the DE-layered settling model which left out the 
disjunctive term related to threshold solids concentration. In addition, the secondary settler surface area 
and depth were fixed at 1500m
2
 and 4m respectively. The formulation had 536 continuous variables, and 
509 constraints. Both Oxic and anoxic reactors were allowed to achieve denitrification in the model.  
Two case studies were presented; the first case study minimized NPV of an optimal design 
problem while the second focused on optimizing ASP operations using total annual operating costs as an 
objective. Optimal solutions were obtained using the GRG based algorithm CONOPT. Solutions were 
obtained for a multi-start optimization using CONOPT in an average of 12.9 CPU seconds on an Intel 
Pentium IV 2.40 GHz CPI with 248 MB RAM. Using 41 nonrandom sets of initial variable values the 
multistart solution strategy identified 29 separate mathematical solutions and 6 real solutions for the 
optimal design problem. In all cases, optimal solutions used influent step feeding and at least some 
aeration in each biological reactor. In the second case study, one optimal design was considered to be a 
built facility and was optimized for three influent wastewaters. Alasino (2007) demonstrated that 
superstructure optimization techniques can be used to identify optimal ASP designs that are also novel 
process combinations. The settling model could be improved by considering the entire DE-layer model 
with complementarity. Also, in both case studies presented, fines incurred due to effluent pollutant 
loading were the largest single contributor to the NPV objective. This is an unrealistic outcome for the 
regulatory environment in the United States and many other nations. 
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Alasino (2008) later added biological phosphorus removal to an ASP superstructure. Alasino et 
al. (2008) identified optimal designs from  a NLP-superstructure using seven possible reactors 
159
. Model 
assumptions were the same as previous works with the addition of the EAWAG Bio-P module. The 
design problem considered the following 4 common processes for biological nitrogen and phosphorous 
removal: 1)the A2/O process, 2) the Modified Activated Sludge process, 3) The Modified University of 
Cape Town (UCT) process, and 4) the Bardenpho process. Total annual operating cost was considered in 
the objective function. The DE-layer model was again used to predict secondary settler performance, 
however the design variables of settler area and depth were held constant during optimization. 
The optimal solution was a novel process and represented a cost savings as compared to the 
optimal solutions obtained for the 4 systems independently. The authors claimed a 7% reduction in annual 
operating costs as compared to a typical design but did not support this with data. Calculations from data 
tables supplied indicate a reduction of 3.6±1.3% in annual operating costs as compared to optimal 
implementations of the four design alternatives. Even a small incremental improvement in annual 
operating costs from optimized alternatives is significant. The optimal solution contained multiple feed 
allocation points, internal sludge recirculation, settled solids recycle, and external carbon addition. For the 
first time biological phosphorus removal was included during optimization of an ASP facility. The choice 
of annual operating costs as the objective to be minimized is not ideal because the superstructure 
approach inherently considers optimal design. If a treatment facility is already constructed and operational 
costs are to be minimized than there is no need for a superstructure. Therefore, a better objective function 
would have included investment and operating costs. 
Alasino, Mussati et al. (2010) added investment costs to the seven reactor superstructure and the 
formulation was solved as an optimal design problem
55
. A multi-scenario optimal design case study was 
performed using the COST benchmark for flow weighted dry-weather average influent concentrations 
which was perturbed ±25%. The same models presented in earlier research were used with the addition of 
the EAWAG Bio-P module. The superstructure allowed up to seven oxic or anoxic reactors with IR 
allowed from any downstream reactor back to any reactor in front. RAS was allowed to be introduced to 
any reactor as was influent and external carbon. The model resulted in 963 continuous variables and 874 
constraints and was solved in the GAMS environment using the CONOPT algorithm. Multiple optimal 
solutions were obtained, in an average of 80 CPU-seconds per solution on a Pentium IV 2.40 GHz CPU 
with 248 MB Ram. No external carbon addition or internal sludge recirculation was required at 
optimality. This difference from previous work
159
 is likely a function of the reaction tank volume being 
included as a decision variable rather than constrained at fixed values. Compared to the benchmark COST 
simulation considered as a typical case, Alasino, Mussati et al. 2010 found a 21% improvement in NPV 
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and a 31% improvement in annual operating costs. Industry standard biological models describing carbon 
and ammonia oxidation, nitrate reduction, and biological sequestration of phosphate were included for the 
first time in a superstructure design optimization. This superstructure optimization represents the current 
state-of-the-art of ASP optimizations seeking to combine treatment selection and optimal design but can 
be improved upon by allowing the secondary settler to be optimized using the mechanistic DE-layer 
model. 
A perturbation analysis was also performed for model parameters used by Alasino, et al. (2010) 
to elucidate the effects of uncertain parameters on cost functionality. Relative Marginal Values (RMVs) 
RMVs were calculated directly in the GAMS environment and are based on local sensitivity analysis 
which assumes linear interpolation between perturbation points. The absolute values of parameter’s 
RMVs can be used to rank the importance of each parameter according to its marginal impact on the 
objective function. Based on analysis of RMVs, the most important parameters were volumetric influent 
flowrate, influent soluble ammonia and phosphorus, influent particulate substrate, cost multiplier applied 
to effluent quality units to represent fines. Influent concentrations were perturbed by ±25% while all 
design variables and investment costs were held fixed.  
Table 3-1 is adapted from graphs presented by Alasino 2010 and shows the estimated marginal 
increase in objective function costs observed during perturbation. The marginal increase is calculated 
across the range of perturbation and ignores nonlinearity of cost functions. The marginal cost of influent 
phosphorus on Total Operating Costs was €24k which was the highest marginal cost observed. Sludge 
treatment costs were high per unit of influent phosphorus. This is to be expected because ASPs 
performing biological phosphorus removal rely on sequestration of phosphate in the biomass followed by 
removal via sludge wasting. The optimal solution also appeared to balance the cost of external carbon 
dosing, with the cost of incurring effluent quality fines. For nitrogen and phosphorus , the marginal costs 
during perturbation for carbon dosing and EQ fines were roughly the same. The marginal cost of 
incurring effluent quality fines was €3.8k, €9.3k, €1.4k per unit of ammonia, phosphorus and particulate 
substrate respectively. This high marginal cost indicates that the optimal solution is at risk for incurring 
large amounts of effluent quality fines. This problem is confounded because the optimal ASP facility was 
allowed to incur over €2-million in effluent quality fines during normal operation. Trading effluent 





Table 3-1: Marginal costs associated with unitary changes in influent particulate, ammonia, and 
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The recommended implementation of the effluent fine cost functions used by Alasino et al. is to 
calculate the cost of discharge fines incurred due to the probabilistic risk of violating effluent permits
49–51
. 
Recommended levels of acceptable risk using this cost term are between five and ten percent of the 
time
51
. The inclusion of cost functions associated with probability implies the use of explicit-RBDO 
methods. Explicit-RBDO that have been applied to ASP problems include chance-constraints and 
minimization of an objective function represented as an expected value
160–162
.  
An optimal design for an A2O nutrient removal process was obtained by El-Shorbagy, Nabil, and 
Droste (2011) using the ASM3 and EAWAG Bio-P models. Oxygen in aerobic and anoxic tanks was 
constrained to be 2 mg
[O2]




. The A2O process was optimized for biological 
carbon, nitrogen, and phosphorus removal. Empirical settling models were used and the objective 
function was to minimize equivalent annual cost as modeled by cost functions of Tang et al. (1987) and 
Tyteca and Smeers (1981). The resulting model included 13 continuous decision variables, 36 continuous 
auxiliary variables, and 43 constraints. Effluent limits for soluble carbon, TSS, ammonia, total nitrogen, 








/L, and 1 mg
[TP]
/L 
respectively. The problem was solved in the GAMS environment using the GRG based algorithm 
CONOPT. The resulting optimal solution cost approximately $3-million in 2006 dollars. Approximately 
25% of the annual operating cost objective function was due to sludge disposal.  
Contradictory to previous research, primary clarification was found to contribute negligibly to 
treatment efficiency and the overall optimal solution. The authors suggested removing primary 
clarification from the optimization at a 3% objective function improvement
163
 . It is likely that the 
inclusion of nutrient removal processes, without including capability for external carbon addition caused 
carbon limitation. Therefore, the most optimal way to mitigate carbon limitation was to remove the 
primary clarification process and allow particulate matter to hydrolyze downstream in the facility. 
Optimal internal recirculation and sludge recycle ratios were 3.26 and 0.125 respectively, indicating that 
the recirculation of nitrates and carbon was more important than activated sludge recycle, another 
indication of carbon limitation. The subsequent costs of pumping at optimality corresponded to 43.5% of 
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total annual cost which appears disproportionate to existing BNR facilities but the authors did not discuss 
the cost functions that lead to this result.  
El-Shorbagy, Abdulhameed, and Droste (2011) performed a perturbation analysis on a 
conventional ASP facility using the same models and assumptions as presented by El-Shorbagy, Nabil, 
and Droste (2011). A conventional activated sludge plant with a single RAS stream was optimized using 
the CONOPT algorithm in GAMS
164
. Prior to perturbation analysis an optimal solution was obtained that 
represented a 23% objective function reduction compared to the initial solution. Perturbation indicated 
that temperature, influent soluble concentrations and the maximum autotrophic growth rate significantly 
impacted the optimal size of aeration tanks (and subsequently investment costs). Likewise the autotrophic 
growth rate and influent composition exerted the strongest influence on the optimal objective function 
value (NPV). While these findings are in accordance with standard design assumptions, the least cost 




3.3.4 Summary of least-cost ASP optimization 
Least-cost optimization of ASP design and operational problems has been successfully done 
using modern nonlinear programming methods including generalized reduced gradient, interior point, and 
sequential quadratic programming algorithms. Specific methods, models, outcomes and research 
contributions of sources discussed in this section are included in Section One of Appendix A (Literature 
Review Coding Book). MINLP algorithms have also been applied to simple optimization formulations. 
Many optimal solutions obtained have been associated with risky solutions for two reasons. First, in the 
absence of safety factors or other methods for quantitative overdesign of facilities, the least-cost optimal 
solution will be one which just, barely, meets effluent discharge requirements. Secondly, known modes of 
process failure can be avoided by including common engineering knowledge as heuristic, or sometimes 
empirical risk constraints. The application of engineering expertise to avoid known causes of failure has 
not always been done. 
3.4 Mathematical programming with reliability 
In addition to minimizing cost, successful ASP designs must consider secondary objectives 
related to risk of failure, or reliability of the optimal solution. A number of design problems presented 
have utilized implicit-RBDO methods that seek to explore the concept of reliability as it relates to 
optimality but ultimately leave the selection of a reliable solution to a decision maker relying on anecdotal 
evidence. Parameter perturbation implicitly considers the risk of failure when seeking reliable designs 
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after optimization, however it is ad-hoc in nature
18,145,164
. Identification of multiple optimal solutions 
followed by RoA has been used to identify reliable optimal designs based on expert judgement
147
. Also, 
rules of thumb or empirical constraints can be used to increase reliability of optimal solutions by 
restricting important decision variables such as SRT to be within a desired range
88,108,134,147,160,163–165108
. In 
contrast, reliability based design optimization (RBDO)  identifies cost-optimal ASP designs that represent 
a minimum level of reliability over uncertain parameter values
166
.  
3.4.1 Sensitivity constrained nonlinear programming 
A sensitivity coefficient assumes a linear relationship between parameters and variables and is 
calculated by taking the second-order partial derivatives of an objective function with respect to uncertain 
parameters
167,168
. A sensitivity constraint is a bound placed upon a sensitivity coefficient or a function of 
sensitivity coefficients
71,72
. Sensitivity coefficients also can be derived for important binding constraints, 
such as effluent concentrations
169
. For this review, sensitivity coefficients are used to describe system 
stability which is a characteristic of maintaining a desired level of performance over unknown and local 
variations in model parameters. Sensitivity coefficients are often grouped into the following categories; 
Type A) optimal decision variable values are held constant during sensitivity analysis, and Type B) 
optimal decision variable values are left unfixed during sensitivity analysis 
71,162
. According to Uber et al. 
(1985) derivation of both Type A and Type B sensitivity coefficients  yields identical expression
18
. This 
localized measure of system robustness has been used for multi-objective optimization of ASPs using the 
ε-constraint method
18,169–171
, and has been directly considered in a cost based objective function
162
.Using 
sensitivity coefficients phrased as ε-constraints, the Pareto-optimality of system’s sensitivity and total 
costs have can be explored
169,171
. 
Uber et al. (1985) calculated sensitivity coefficients for an robust-optimal ASP design using the 
optimization formulation of Tang (1984) and the solution algorithm GRG2. The facility-wide model 
considered only BOD and TSS removal, with effluent limits of 30 mg/L and the resulting model included 
nine continuous decision variables, 55 auxiliary variables, 58 nonlinear equality and inequality 
constraints. Upon solution, four separate least-cost optimal solutions were obtained that were physically 
unique while differing in objective function value by only 0.17% 
18
. The best optimal solution realized a 
7.5% percent improvement in objective function value from the base case presented by Tang (1984). 
Solutions were obtained from multiple starting points using 438(±130) seconds of computation time on an 
Apollo DN3000 workstation. A robustness performance measure was then calculated using sensitivity 
coefficients for BOD and TSS. Calculation of parameter sensitivity constraints required restructuring the 
model at the deterministic optimum, inclusion of slack variables, and updating the normalized objective 
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function with LaGrangian sensitivity functions calculated externally to GRG2. External calculation of 
sensitivity coefficients increased computational requirements modestly; this task required between 62 and 
219 seconds. The sensitivity coefficients described the percent change in costs, and decision variable 
values for a 1% change in a model parameter.  
The sensitivity coefficients were used to update costs and variable values due to changes in model 
parameters without solving the optimization again. The sensitivity coefficients compared well with results 
from a perturbation analysis of the initial deterministic solution in a localized region around the optimal 
solution. Perturbation and sensitivity analysis performed on the optimization model both found it to be 
highly sensitive to secondary sludge thickening parameters, influent wastewater flowrate, and effluent 
permit limitations while being insensitive to primary digestion and dissolved oxygen in the aeration 
basins. Results obtain by updating the solution via sensitivity coefficients, and after solving the design 
problem under perturbation, were similar. Uber et al. (1985) applied a computationally inexpensive 
method for evaluating optimal solution stability as a function of parameter sensitivity coefficients which 
were assumed to be linear and uncorrelated. However, the sensitivity coefficient approach requires all 
constraints to be structured as equalities with zero right hand sides which essentially means that 
complementarity constraints cannot be included. Additionally, measures of the probabilistic risk of failure 
might achieve different optimal solutions.  
Two companion papers, Uber et al. 1991a and Uber et al. 1991b integrated nonlinear optimization 
and model sensitivity analysis techniques to account for optimal design over parameter uncertainty
170,171
. 
A sensitivity constrained nonlinear programming (SCNLP) method  was applied to identify robust-
optimal design of ASPs that minimized costs while meeting a minimum level of reliability. The 
formulation and models used were the same as that of Tang et al. (1987) with the addition of a sensitivity 
constraint defined as the weighted sum of the effluent BOD and TSS parameter sensitivity coefficients. 
The BOD and TSS sensitivity coefficient were obtained from LaGrangian Multipliers calculated by 
GRG2 during algorithm iteration and included 55 uncertain parameters
170
. Multiple optima were obtained 
using GRG2 on an Apollo DN3000 workstation but solution times were not presented
171
. Minimization of 
total cost and maximization of effluent quality stability were represented as competing objectives by Uber 
et al. using sensitivity ε-constraints. Pareto-optimality of the system was also investigated; the marginal 
cost of improving effluent BOD stability was found to be low; a 10% increase in total cost yielded a 57% 
increase in BOD stability. For TSS stability the increase was somewhat less, 43%. The range of stable 
effluent BOD was greater than for TSS. BOD was most impacted by changes in the sludge thickening 
model, activated sludge kinetics, and influent conditions. TSS was affected by sludge thickening and 
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secondary sedimentation parameters, as well as influent conditions. Both TSS and BOD were found to be 
impacted substantially by the secondary settling model used.  
The sensitivity based measure of system reliability achieved solutions that were both stable over 
parameter uncertainty, and reliable based on worst-cast simulation. Process reliability  was included post-
optimization by conducting failure analysis. Decision variables were held fixed while parameters were 
allowed to vary simultaneously and bounded at 10% of their optimal values. The sum of parameter 
sensitivity coefficients for effluent BOD and TSS were maximized. Therefore, the worst case effluent 
concentrations were obtained for scenarios when all parameters could vary at once. Ultimately, the 
sensitivity coefficients calculated by Uber et al. were found to result in robust-optimal solutions that were 
reliable base on worst-case analysis
18,72,168,170,171
. The SCNLP approach does not account for the 
probabilistic risk of failure due to parameter uncertainty. In ASP design a number of important parameters 
have known probability distributions which may be more important than the localized stability of the 
process. Also, the assumption of linearity may not hold over discontinuous models such as the DE-
layered settling model. Important decision variables such as retention times, recycle rates, and oxygen 
concentrations are often controlled using online instrumentation which allows them to vary as needed. 
When these setpoints are adjusted to cope with real world variation the original sensitivity coefficients 
may no longer be valid.  
One interesting finding of Uber et al. (1991b) is the impact of primary clarification on cost-
optimality and process stability. In the least-cost model with sensitivity constraints, the optimal primary 
sedimentation tank overflow rate is set at the upper bound, e.g. the primary clarifier is as small as 
possible. In contrast, when the sum of parameter sensitivity coefficients was minimized an optimal 
solution was identified that represented the maximum attainable level of process stability given 
constraints placed on maximum facility cost. This maximum-stability solution with ε-constraints placed 
on cost yielded a primary clarifier twice as large, indicating primary clarification is a significant 
contributor to both system stability and total cost. Primary clarification was found to be cost ineffective, 
but was a major contributor towards increased stability of the ASP process. 
3.4.2 Pareto optimality and failure scenarios 
Afonso and Cunha (2007) outline  an RBDO method for ASP design focused primarily on 
exploring the tradeoff between total cost and robustness of nutrient removal 
169
. Afonso and Cunha 
evaluated Pareto-optimality, as well as risk and failure analysis using sensitivity constraints. The ASM3 
model with chemical precipitation was included in the RBDO problem along with the ATV secondary 
settler design rules. Two objective functions were optimized, NPV, and the combined sensitivity of 
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effluent nitrogen (N) and phosphorous (P). Afonso and Cunha (2007) used the sensitivity constraint 
approach of Uber et al. and derived Pareto-fronts for an ASP process to compare total cost, and effluent 
sensitivity objectives. They also solved conservative and optimistic design scenarios.  
Afonso et al. 2007 addressed some of the challenges associated with the SCNLP approach by 
obtaining Pareto-optimal solutions and combining these results with best and worst case solutions. This 
effectively allows the designer to consider both local stability of the process, and performance of the 
optimal solution over predictable and possibly large scale parameter variation. The major contributor 
towards stability of the robust-optimal solution was found to be increasing anoxic volumes in the MLE 
process. Increasing process stability was shown to have marginal increase in cost for nutrient removing 
facilities. For a 10% increase in facility costs, the stability of effluent nitrogen could be improved by 
eighty percent
169
. The ATV design protocol does not accurately predict underflow and effluent solids 
concentration. Inclusion of a mechanistic settling model would allow for more confidence to be placed in 
the robust-optimal ASP designs. 
3.4.3 Summary of the RBDO of ASPs 
Explicit-RBDO methods can be used to identify cost-optimal ASPs that meet a required level of 
process performance over uncertain parameters. Only one explicit-RBDO method for quantifying process 
reliability has been used, the calculation of sensitivity coefficients. Resulting sensitivity constraints have 
been used as ε-constraints and to generate Pareto-optimal solutions. The marginal cost of increasing 
process stability has been shown to be low. Explicit-RBDOs of ASPs have not used MINLP solution 
methods or included mechanistic settling models with complementarity. More information on existing 
ASP optimizations using RBDO methods can be found in Section One of Appendix A.  
3.5 Synthesis and Discussion 
Optimization of biological treatment systems has advanced substantially since the first 
applications of Operations Research to identifying least-cost designs. The application of mathematical 
programming methods to least-cost optimization of ASPs is possible. In order to apply optimization in 
practice, three major challenge areas are identified. ASP design optimizations should use models that are 
mechanistic, are accurate, and inspire confidence. ASP design optimization should progress towards 
superstructure formulations that can be combined with multistart strategies to enhance RoA. Lastly, ASP 
optimizations should include parameter uncertainty and environmental variation in a quantitative manner 
so as to achieve optimal solutions that are also reliable. To improve in these three challenge areas, a 
number of directed research goals are identified and discussed in the following section. 
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3.5.1 Complementarity and the secondary settler 
Effort should be made to optimize the secondary settling process and not just the biological 
portion of an ASP. Secondary settler overloading is a common cause of process failure in activated sludge 
facilities
2
. Settler characteristics impact ASP processes performance and reliability to a significant degree 
through prediction of the RAS solids concentration. Many optimizations have found parameters 
associated with the secondary settler model to be among a small number of parameters that exert a large 
influence on the nature of optimal solutions
18,118,145,162,163
. Effluent TSS concentrations are also noted as 
being a binding constraint during optimization
145
. Despite the importance of accurate settler modeling for 
obtaining realistic solutions, only one ASP design problem has focused specifically on the secondary 
settler, and did so with a simplified empirical model
103
.  
Most existing ASP optimizations have focused primarily on optimizing the biological portion of 





, or empirical design standards
59,149,153,169
 to simulate the secondary 
settler. In contrast, the double exponential layered settling model (DE-layer model) of Takacs and 
Nolasco (1991) realistically predicts underflow and effluent total suspended solids concentrations in the 
secondary settler with small computational requirements
4
. The DE-layered settling model is the most 
commonly used mechanistic settling model for simulating ASP processes
15
. The DE-layered settling 
model has been used for ASP optimization in a simplified form that omits the minimum of fluxes 
equilibrium conditions and holds settler surface area as a constant
55,56,157,159,175
. The DE-layer model has 
also been formulated as a disjunctive program and solved in conjunction with a single aerated 
reactor
151,153
. Formulation of the DE-layered model as a nonlinear program with complementarity 
constraints should be the first step towards increasing the accuracy and confidence associated with 
optimal solutions. Additional mechanistic relationships for solids compaction
40
, convection, and 
dispersion
41,42
 could be used to further increase accuracy associated with the secondary settler model used 
during optimization. Enhanced settler modeling would allow for not only the surface area but the height 
to width ratio, feedlayer position, and even the number of secondary clarifiers installed at an ASP facility 
to be used as decision variables. 
3.5.2 MINLP methods for ASP optimization 
Mixed-Integer Nonlinear Programming (MINLP) methods can be used to include discrete 
decision variables into ASP optimizations. Examples of discrete decisions in ASP design include the 
decision to install one, two, or three settlers, or the number of installed pumps and blowers. These 
decisions impact overall cost primarily through fixed investment and operating costs. The application of 
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MINLP methods would also allow for the depth at which influent is introduced into the secondary settler 
to be optimized. This is a potentially important decision variable because it represents a direct tradeoff 
between achieving low effluent TSS, or increasing the efficiency of biomass recycle. To date, no 
optimizations have used the DE-layer model in an unsimplified form with solution algorithms capable of 
solving MINLP problems.  
Superstructure optimization formulations of modern ASPs using the Activated Sludge Process are 
natural MINLP problems due to the inherent modularity of ASP facilities. MINLP methods should be 
used for ASP superstructure’s to minimize error due to unwanted, but nonzero variable values. Existing 
NLP superstructures assumed this characteristic of superstructure optimization to be negligible
55,56,157,159
, 
however increasing the size of superstructures will increase accumulated error. Modern MINLP 
algorithms are computationally efficient and should be used as best practice. To date, MINLP methods 
have been used to solve two simple optimal design superstructures using Generalized Benders’ 
Decomposition and Outer Approximation Algorithms
175,176
. Both Generalized Benders’ and Outer 
Approximation algorithms can eliminate optimal solutions unintentionally during algorithm iteration due 
to feasible region cuts. MINLP methods can increase objective function accuracy by more accurately 
calculating fixed operating costs and investment costs. MINLP is also needed because specific decisions, 
such as whether or not to turn on a mixer or a pump, can only be represented with discrete variables. The 
dual nature of superstructures for treatment selection and design implies a synthesis of combinatorial and 
continuous NLP methods which would be best completed using modern MINLP algorithms. Improved 
branch-and-bound or branch-and-reduce algorithms would provide more robust search methods and more 
(or better) optimal points
26,60,62
. The algorithm MINLPbb, or Mixed Integer Nonlinear Programming 




3.5.3 Probability and optimization of ASPs 
Explicit-RBDO methods quantify the impact of uncertain parameters on optimal solutions and 
include this information into either the decision making process or the solution algorithm. Explicit-RBDO 
methods are typically used to consider uncertain parameters with known probability distributions. 
However, the unknown distribution of an uncertain parameter may be modeled conservatively using a 
uniform probability distribution
177
. Temperature, influent flowrate and pollutant concentrations are all 
uncertain parameters with well-defined probability distributions. Probabilistic parameter uncertainty has 
been considered in the past with derivative-free solution algorithms
160–162
. These methods are based on 
associating probability with model parameters and propagating that variance onto effluent concentrations, 
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or the objective function using either Monte Carlo simulation
160
 or Taylor approximations
160–162
. Monte 
Carlo Simulation (MCS) is a computational method that uses random sampling to approximate solutions 
to complex mathematical problems. MCS does not require closed form expressions and performs robustly 
in situations with coupled parameter uncertainty
178
. Applied to ASP optimization, MCS could be used to 
evaluate the reliability of optimal solutions while allowing decision variable values to change within the 
bound allowed by a facilities control system. This would increase confidence in the ability of optimal 
solutions to attain strict effluent permits.  
3.5.4 Parameter Identification Analysis 
If the inclusion of Explicit-RBDO methods increases computational requirements for solving 
ASP optimizations, it would be beneficial to reduce the number of parameters with uncertainty. Alasino et 
al. (2010) applied a quantitative method for ranking the importance of uncertain parameters as a function 
of relative marginal values (RMVs) and used the results to select a small number of uncertain parameters 
for further evaluation. Another classical statistical tool for evaluating the importance of parameters with 
respect to model predictive uncertainty is parameter identification analysis. In highly parameterized 
models, a substantial portion of model variance can be explained as function of a limited subset of model 
parameters
179
. Parameter identification analysis is used to reduce the magnitude of predictive uncertainty 
that results from highly parameterized models by reducing the number of parameters that are considered 
to be uncertain. Parameter identification has been applied to the ASM models and has yielded practically 
identifiable subsets of between 2 and 9 model parameters which correspond to tight confidence intervals 
for model variable values and can be associated with the majority of model variance 
180–183
. Additionally, 
heuristic generalization rules can be derived from the ASM models, measurement, and stoichiometry of 
soluble substrate and used to identify parameter subsets without intensive calculation
184
. Thus, subset 
partitioning is a possible tool for reducing uncertainty that is included in a RBDO by devoting more 
resources to accurate measurement of identifiable model parameters.  
3.5.5 Quantitative Overdesign using Optimization 
Calculation of quantitative safety factors (QSFs) has been proposed for use with ASP 
optimizations to achieve robustly optimal designs. The ratio of optimal variable values under uncertainty 
to deterministic optimal values is one way to calculate a QSF
18,161,162
. Monte Carlo Simulation (MCS) has 
been used to validate a Taylor approximation used to propagate parameter uncertainty through a simple 
ASP model using a derivative free algorithm
160
. MCS is also used in the context of sample averaged 
approximation (SAA) optimization problems. SAA methods use repetitive random sampling of uncertain 





advantage of this MCS based approach is that the same mathematical algorithms used to solve the 
deterministic optimization problem can be used. By solving a large number of optimal realizations over 
grouped parameter perturbation, MCS could be used to propagate uncertainty onto all variable values and 
the objective function. Recent ASP optimizations have reported solution times averaging approximately 
41 seconds for large superstructure optimizations. This corresponds to under 12 hours of computation 
time per 1,000 solutions. With both the accessibility of parallel computing and available computational 
power expected to increase in the future, the use of MCS methods such as SAA is possible. 
3.5.6 Enhancing the RoA approach through mutual optimality 
Nonconvexity of ASP optimal design problems should be exploited to identify multiple, mutually 
optimal design alternatives. The preponderance of multiple local optima in existing ASP 
optimizations
18,55,58,149
 is evidence of the non-convexity of these problems. Fundamentally, the challenge 
of optimizing nonconvex problems breaks down into two parts. First, how does one identify the best 
optimal solution available? And secondly, how does one populate a diverse set of mutually optimal 
solutions for RoA? By identifying more optimal solutions, the designer can compare designs based on 
mutual optimality, or consider additional objectives such as sustainability, carbon footprint, or odor 
control in addition to least-cost. 
The practice of seeking initial variable values that represent good solutions that are close to a 
locally optimal solution is called warm starting. Warm starting can be performed in a number of ways: 1) 
by utilizing initial variable values that are near an expected optimal solution, 2) by solving subproblems 
of the formulation and using the subproblem solutions as an initial points, and 3) using derivative-free 
algorithms to provide very good initial starting points. The first option is not very realistic however 
minimizing model variables with cost functionality can identify initial values for least-cost optimization. 
This has been demonstrated using HRT 
86–88,147
, effluent quality 
86,88
, and reactor volumes 
55,56,86,103
. 
Specifically, minimization of HRT and reactor volumes was found to obtain a solution very similar to the 
cost-optimal solution based on NPV
148
. Methodical minimization and maximization of decision variables 
in large superstructure optimizations should yield a large feasible set of initial values that are all warm-
starts and aid in identifying multiple optimal solutions. 
Randomized multi-start optimization methods can be used to populate a diverse set of mutually 
optimal alternatives. Randomized multi-start may increase computation time, and decrease the percentage 
of solver trials that result in optimal solutions. However, less bias will be introduced into solution 
compared to warm-starting methods. Often this is done by using feasible initial variable values as seeds 
for a random number generator. Randomized multistart methods could enhance the ability of 
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mathematical programming  algorithms to identify multiple solutions by decreasing bias associated with 
user preferred initial values. Multistart strategies can often obtain better solutions than single start 
algorithms alone
58,91,172
. Using random multi-start methods can allow probabilistic inference to be 
associated with the optimal solution(s) obtained if the population of realizations is large enough.  
3.5.7 Combining derivative-free and mathematical algorithms 
Derivative-free algorithms have some benefits that mathematical methods do not. They are useful 
tools for identifying novel process configurations, good at searching the entirety of a feasible region, and 
capable of moving away from locally optimal solutions when more preferred solutions exist
54
. However, 
when using derivative-free methods even the computation time and value of the optimal solution may be 
random
54
. These methods also do not offer the type of absolute comparison afforded by mutual 
optimality. Combining derivative-free and mathematical algorithms can be used to seek good initial 
values, and theoretically optimal solutions resulting in a synergistic two stage algorithm. When 
comparing a number of derivative-free and mathematical algorithms, Moles et al. 2003 obtained the best 
solutions using mathematical programming algorithms with initial values obtained with a derivative free 
algorithm
58
. In cases applied to design problems where little a priori knowledge exists, such as for a 
unique industrial waste stream, derivative-free algorithms could offer a useful alternative to an engineer’s 
intuition. Unlike randomized multistarts a possibly significant amount of unquantifiable bias is introduced 
into the optimization when warm starting is used. While mathematical algorithms will return theoretically 
optimal solutions, the set of local optimum obtained using two stage algorithms may be primarily a 
function of the warm starting algorithm used. 
3.6 Conclusions of Literature Review and Research Direction 
Optimization of the activated sludge process has advanced substantially since the first 
applications of Operations Research to identifying least-cost designs. The application of mathematical 
programming methods to cost minimization , and reliability based design optimization of ASPs is 
possible. Meta-analysis of historical research suggests that  mathematical programming used for cost 
minimization of ASP designs can realize significant operating and investment cost savings compared to 
alternative design methods of 17(±15)%. The knowledge gap inhibiting application of mathematical 
programming to wastewater engineering problems is due to a lack of interdisciplinary synthesis which 
this review has addressed. In order to apply mathematical programming in practice and to advance the 
state of the art, three major challenge areas are identified. ASP design optimization and truly any 
engineering optimization problem must exhibit high-fidelity with respect to the models and algorithms 
used. ASP design optimization should include superstructure formulations that can be combined with 
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multistart strategies to enhance traditional decision making. Lastly, ASP optimizations should quantify 
parameter uncertainty and environmental variation and use explicit-RBDO methods based on the 
paradigm of Pareto-optimality. Due to recent advancements, mathematical programming is poised to 






















CHAPTER 4: DEVELOPING A MECHANISTIC MINLP OPTIMIZATION MODEL OF THE 
ACTIVATED SLUDGE PROCESS 
The following chapter explains how a variety of mechanistic sub-models are combined to create 
an explicit mathematical model for a generic two-reactor-in-series ASP configuration. Relationships used 
in this optimization model are derived from the International Water Association’s Activated Sludge 
Model Number 3
3
 (ASM3), the Benchmark Simulation Model Number 1 (BSM1)
185,186
, the double 
exponential layered settling model (DE-layer model) of Takacs and Nolasco (1991)
4
, and the Total Cost 
Index (TCI) of Vanrolleghem and Gillot (2002)
50,51
. ASM3 and the DE-layer model were used because 
they are considered industry standards. No standard cost estimation model exists, however the TCI and 
BSM1 have been used as the basis for cost minimization in earlier ASP design problems. The unit of 
currency presented in the TCI, and ASP design problems that have used the TCI for cost estimation, is the 
Euro of 1998 (€). This optimization model will present ASP costs using the same unit of currency. 
The overall facility-wide model is presented in five sections corresponding to the following 
groups: 1) sets of indices for parameters and variables, 2) model parameters, 3) model variables, 4) 
objective functions, and 5) model constraints. In parallel with this presentation, a distinction is made 
between the sub-models that have been used to create the overall ASP optimization model. Therefore, the 
cost model, the secondary settling model, and the biological ASP model, are presented in subsections 
4.5.1, 4.5.2, and 4.5.3 respectively. These three sub-models are implemented together using mathematical 
relationships and boundary constraints shown in subsection 4.5.4.  
All model entities are tabulated in the following sections and cross-referenced with nomenclature 
used in this chapter, and the nomenclature used in the mathematical  program itself. The algebraic 
modeling language AMPL (Bell Laboratories, Murray Hill, NJ) was used to simulate the  ASP 
optimization model. The AMPL model is an explicit formulation, which means that solutions obtained are 
based solely off of the mathematical expressions presented. In contrast, an implicit formulation requires 
that some decisions be made that are exclusive of the mathematical expressions presented. The explicit 
optimization model is presented in Chapter Four while the AMPL run, mod and dat files used in this 
research are contained in Section Two of Appendix A (ASP Optimization Model, and Typical Design). 
Conventions are used in this chapter to assist the reader in differentiating between model entities 
and between the differing nomenclatures used in environmental engineering and operations research. 
Model parameters are known and measurable values used to characterize the relationships between 
variables. Parameters are denoted in bold font while variables, which are values to be determined, are 
denoted with normal font. All mathematical equations, operators and set references are represented in 
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italic font. Another convention is used that distinguishes between  decision variables, auxiliary variables, 
and variables of substitution. Decision variables are included in the objective function and are used to 
directly calculate costs associated with a particular solution. In contrast, auxiliary variables are any 
variable that is not included in the objective function. Auxiliary variables impact costs through their 
interactions with the decision variables and the constraint set. For example, the dissolved oxygen 
concentration in an aerated reactor is a measureable auxiliary variable while the oxygen mass transfer rate 
in the same reactor is a decision variable linked directly to the objective function. 
A third class of variables is used to denote some functions of parameters and variables,  which are 
included only as constraint terms in the optimization model. These variables are called variables of 
substitution, and are presented in red font. For example, a variable of substitution is proposed that 
describes specific flux terms that exist in mass balance constraints for the secondary settler. In this case, a 
variable of substitution is used to make the optimization model more closely resemble the manner in 
which the secondary settler model is typically presented. All variables of substitution are hard-coded into 
the AMPL model, which means that they exist within the constraint set of the AMPL model, but not as 
named variables. 
4.1 Sets of Parameters and Variables 
The sets of indices for parameters and variables included in the facility-wide model include 
indices for the number of biological reactors (m in M), number of secondary settler model layers (n in N), 
and number of possible feedlayers in the secondary settler (o in O). Other indexed sets of parameters and 
variables include aqueous chemical concentrations predicted by ASM3 (i in I), and active microbial 
metabolic processes modeled by ASM3 (j in J). A set of conservative aqueous concentrations is also 
tracked in the ASM3 model, including theoretical oxygen demand (ThOD), nitrogen (N), ionic charge (z), 
and Total Suspended Solids (TSS). These conservative constituents are also indexed as composition 
fractions (k in K). Biokinetic parameters from ASM3 are indexed over set (l in L). Indices are shown in 
Table 4-1 along with the appropriate AMPL reference, a brief description, and the appropriate ranges for 
membership. Not all sets and indices displayed in this chapter were used in the AMPL model. 







i in I  Set of all chemical species tracked by ASM3 model 1-13 
j in J  Set of all biokinetic transformation processes modeled by ASM3 1-12 
k in K  
Set of composition fractions for all conservative  substances 
(ThOD, N, ionic charge, TSS) 
1-4 
l in L MPMs Index of ASM3 biological Parameters  1-22 
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m in M  Set of possible bioreactors  1-2 
n in N Layer Set of settling layers  1-15 
o in O Feedlayers Set of potential feedlayers (1-o) 4-12 
4.2 Parameters 
Biological and settling model parameters are presented along with default values from ASM3 and 
the DE-layer model. Parameters included in the cost model were taken from the Total Cost Index 
(TCI)
50,51
 and the ASP optimal design problems of Alasino et al., (2007)
56
 and Alasino et al. (2010)
55
. The 
ASP optimization model is deterministic, which means that the value of model parameters are considered 
to be fixed and constant. If parameter values are changed and the formulation is solved again, the 
parameters remain fixed at their new values. In this case, the two optimal solutions obtained are referred 
to as two realizations of the optimization model. In reality, the values of some model parameters are 
variable and should be measured on a site-specific basis. However, in the ASP formulation, default 
parameter values from literature were considered to be reasonable for the purposes of optimization. 
Therefore, parameter values used during solution represent a range of possible parameter values rather 
than a site-specific characterization. 
4.2.1 Environmental parameters  
Environmental parameters relate to the ASP facility as a whole. As a group, these parameters 
include important inputs and bounds on outputs from the facility model. They relate the model to the 
physical, natural, and regulatory environments in which it is set. Environmental parameters include 
physical constants such as temperature and atmospheric saturation concentrations, as well as discharge 
permit requirements, and influent concentrations. Table 4-2 presents activated sludge temperature, the 
atmospheric saturation concentration of oxygen, and two conversion factors. Table 4-3 includes default 
influent contaminant concentrations from the Benchmark Simulation Model 1 (BSM1). Chemical 
concentrations shown in Table 4-3 are indexed over set (I). The subscripts shown on influent chemical 
concentrations are thus the ordinates in the set of all chemical species included the ASP optimization 
model. The chemical concentrations in Table 4-3 are also presented using a unique superscript that 
corresponds to the abbreviated name for each chemical species as it is traditionally presented within the 
wastewater engineering discipline
187
. The Activated Sludge Model 3 (ASM3) notation that presents 
soluble species using the letter S and particulate species using the letter X is also preserved in the 
superscript notation
3
. The use of unique superscripts in conjunction with unique subscripts is used in 
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Chapter Four as an informative convention. The last table of environmental parameters, Table 4-4, 
presents permitted effluent concentrations that the ASP facility must be designed to meet.  
Table 4-2: Default parameter values for activated sludge temperature, atmospheric oxygen saturation 




Description Value Units 
     TEMP Activated sludge process temperature*1 15 °C 
  
          So2_SAT Atmospheric Saturation Concentration of Oxygen*
2
 8  
  [  ]
 
 
     CFA 







  [  ]     
     
 
    CFB 





  [  ]


















Table 4-3: Default influent flowrate and concentrations from the Benchmark Simulation Model 1
185
.  
Variable AMPL Name Description Value Units 
      Qinf Influent flowrate 20000 
  
   
 
  
         So2inf Influent soluble oxygen 0 




       
 SIinf Influent soluble inert carbon*
1




       














          SNOXinf influent nitrate and nitrite 0 
  
         
 SALKinf influent bicarbonate alkalinity  7 




      
 XIinf influent inert particulate carbon*
1
 51.2 




      
 XSinf influent particulate substrate*
1
 202 
   
      
 XHinf influent heterotrophic biomass*
1
 28.2 
   
        
 XSTOinf influent storage products*
1
 0 
   
      





Table 4-3: Continued 
Variable AMPL Name Description Value Units 
   
       
 XSSinf influent suspended solids*
2
 215 





COD is an abbreviation of Chemical Oxygen Demand 
*
2
 TSS is an abbreviation of Total Suspended Solids 
 
Table 4-4: Permitted effluent concentrations of Total Suspended Solids, Soluble Substrate, Soluble 
Ammonia, Soluble Nitrate and Nitrite, and Total Nitrogen 
Parameter AMPL Name Description Value Units 
        EFF_TSS Effluent Total Suspended Solids (TSS) Limit*
2
 15 
 [   ]
  
 
       EFF_SS Effluent Soluble Substrate Limit*
1
 1 
 [   ]
  
 
       EFF_NH4 Effluent Ammonia Limit 1 
 [ ]
  
        EFF_NOX Effluent limit for nitrate plus nitrite 6 
       EFF_TN Effluent limit for nitrate, nitrite, and ammonia 7 
*
1 
COD is an abbreviation of Chemical Oxygen Demand 
*
2
 TSS is an abbreviation of Total Suspended Solids 
4.2.2 Settling model parameters 
Activated sludge settling, activated sludge storage, and effluent clarification are the three primary 
functions of a secondary clarifier
15
. The layered double exponential settling model (DE-layer model) has 
been shown in practice and research to accurately predict settler performance with respect to settling, 
storage, and clarification functions using known mechanisms
2,4,15
. The DE model is often paired with a 
biological model to simulate performance of an ASP facility
15
. All settling model parameters are assumed 
to be equal to the default values used in the ASP optimal design problem conducted by Alasino et al., 
(2010) and are shown in Table 4-5. These values were selected because Alasino et al. (2010)
55
 presented 
the most comprehensive ASP optimization to date.  






Description Value Units 
   vo 




   
 
    vop maximum practical settling velocity 250 
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Description Value Units 
   rp 








   rh settling parameter for hindered settling 5.76E-4 
    fns fraction of non-settleable XSS 2.28E-3 
 [   ]
 [   ]
 
   XT Threshold suspended solids concentration*1 3,000 





XT is typically set at an arbitrary value of 3,000 proposed by Takacs and Nolasco (1991)
4
 
4.2.3 Activated sludge model parameters 
ASM3 is widely accepted as the industry standard for modeling the biological treatment process. 
Biokinetic parameters from the ASM3 biological model are shown in Table 6 and are indexed over set 
(L). The biokinetic parameters from ASM3 are typically presented using an abbreviation derived from 
each parameter’s name. In order to express the ASM3 model as an explicit optimization model, biokinetic 
parameters have been presented using the symbol . Biokinetic parameters are further distinguished 
using a unique superscript that corresponds to the abbreviated name commonly used in wastewater 
modeling applications.  
Biokinetic rate parameters are impacted by temperature, therefore, default parameter values at 
10°C and 20°C are given in the ASM3 literature and interpolation of parameter values within this range is 
typically done using the Arrhenius Equation
3
. In Table 4-6, superscripts are used to denote the 
temperature, e.g. 10°C or 20°C. In contrast to superscripts, subscripts are the ordinates in the set of all 
ASM3 parameters. Unique subscripts are used exclusively in the AMPL model and their combined use 
with unique superscripts is used here as an informative convention. In the AMPL model, the use of 
superscripts is replaced by unique names for each set of temperature dependent biokinetic parameters, 
which are indexed exclusively over set (L). For example, the parameter  
     
denotes the first ordinate 
of set L and is called the Hydrolysis rate constant. The Hydrolysis rate constant is represented in ASM3 
notation by kH. Furthermore, the parameter  
    
 represents the value of kH at a temperature of 10°C. 
The Hydrolysis rate constant at 10°C is included in the AMPL model using the name KDFT101 while the 
Hydrolysis rate constant measured at 20°C is identified as KDFT201.  
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In addition to biokinetic parameters ASM3 also includes 15 stoichiometric parameters. These 
parameters are not indexed in the optimization model and are presented in Table 4-7 along with the 
AMPL name, description, and values used during solution. Stoichiometric parameters are used to 
characterize the microbial energetics that occur during ASP treatment by partitioning energy obtained 
from substrate consumption into two fractions, that which is used for cell synthesis and that which is used 
for cellular maintenance. Stoichiometric parameters describing energy use are called microbial yields and 
include all parameters in Table 4-7 that start with the letter Y. Other stoichiometric coefficients are used 
to convert between mass fractions of multiple chemical species. For example, the parameter i
N,SS
 
represents the mass fraction of nitrogen (N) contained per unit of soluble substrate (SS). 
Table 4-6: Default biokinetic parameter values from ASM3. Default parameter values at both 10°C and 
20°C are shown which correspond to the parameters KDFT101 and KDFT201 used in the AMPL model. 
Parameter Description 10°C 20°C Units 
  
      





     





        





       
 Anoxic reduction factor 0.6 0.6 unitless 
  
       
 Saturation constant for SNO2 0.2 0.2 




        





      
 Saturation constant for substrate (Ss) 2 2 




        





     
 Maximum heterotrophic growth rate 1 2 day
-1
 
   
        




   
        




   
       
 




-1    
        
 
Anoxic endogenous respiration rate of Heterotrophic 
Biomass 
0.05 0.1 
   
        




Table 4-6: Continued 
Parameter Description 10°C 20°C Units 
   
          




   
     
 Autotrophic maximum growth rate 0.35 1 
   
        




   
        Oxygen saturation for autotrophs 0.5 0.5 
 [  ]
  
 
   
        




   
        




   




   
         Anoxic endogenous respiration rate for Autotrophs 0.02 0.05 
 






Description Value Units 
    fs_i 






       YSTO_o2 
Yield of stored products per unit SS in aerobic 
conditions 
0.85 
        YSTO_nox Yield of stored products per unit SS in anoxic conditions 0.80 
     YH_o2 Yield of aerobic heterotrophs 0.63 
      YH_nox Yield of anoxic heterotrophs 0.54 
   YA Yield of autotrophic biomass per unit of nitrate-n 0.24 
    fx_i 
Grams of XI produced per gram of biomass during 
endogenous respiration 
0.20 




      iN_Ss Grams of N contained per gram of SS 0.03 
     iN_Xi Grams of N contained per gram of XI 0.02 
     iN_Xs Grams of N contained per gram of XS 0.04 
     iN_Bm Grams of N contained per gram of biomass 0.07 
      ISS_Xi 





       ISS_Xs 
Grams of TSS contained per gram of XS measured in 
COD 
0.75 
      ISS_Bm 






Stoichiometric parameters that begin with the letter (i) are formally presented in the Activated 
Sludge Model 3 (ASM3) as being indexed over the set of conservative compounds (k in K), and the set of 
chemical species (i in I). Thus, ASM stoichiometric parameters beginning with the letter (i) in Table 4-7 
are often presented according to Figure 4-1, which is known as the ASM3 composition matrix. In ASM3, 
elements of the composition matrix are identified with the letter (l) and are indexed over sets (K) and (I), 
e.g. (lk,i) Note that the composition matrix shown in Figure 4-1 also includes elements of constant value. 
Stoichiometric parameters have been presented separately from the ASM3 composition matrix in this 
formulation but reference will be made to the original ASM3 matrix format when needed. 
i → 1 2 3 4 5 6 7 8 9 10 11 12 13 
k ↓ O2 COD N Mole COD SS 
1 -1 1 1  -1.71 -4.57  1 1 1 1 1  
2              1 1 1                        
3    1/14  -1/14 -1       
4                          0.6        
Figure 4-1: The ASM3 Composition matrix
3
 
4.2.4 Cost model parameters 
The cost model includes investment and variable operating costs. Fixed operating costs were 
disregarded because they are primarily a function of design parameters such as predicted influent flowrate 
and pollutant loading
50
. The cost model is compiled primarily from the Total Cost Index (TCI)
50,51
, 
although the expression used to model annual operating costs associated with activated sludge aeration 
was taken from BSM1
185
. Parameters used in the cost model are based on typical construction and 
operating practices in the US and Europe and are best described as planning level estimates. Investment 
costs are those costs associated with the building of infrastructure, a.k.a. capital costs. Investment costs 
used in this optimization model include construction costs for concrete work and excavation and 
electromechanical equipment costs, which include purchase and installation of electromechanical 
equipment. Unit prices for various types of investment costs are shown in Table 4-8. Power factors are 
also used during calculation of investment costs and are shown in Table 4-9. Unit prices and power 
factors are used to represent investment costs as power functions, which have been shown to accurately 













Description Value Units 
      bips1 
General construction unit price multiplier for influent 
pumping stations 
2334 
    
  
       bips2 
Electromechanical unit price multiplier for influent screw 
lifts. 
2123 
      bips3 
Electromechanical unit price multiplier for influent 
screening stations 
3090 
      baer1 






      baer2 Electromechanical unit price multiplier for aeration system 8590 
    
  [  ]
 
       bsett1 





       bsett2 
Electromechanical unit price multiplier for secondary 
settler 
6338 
     bras 
Electromechanical unit price multiplier for sludge 
pumping systems 
5038 
    
  
 
     bcon Unit price multiplier for general construction 6592 
       binfra Unit price multiplier for related infrastructure 3873 
      belec Unit price multiplier for electrical components 16482 
      binst Unit price multiplier for instrumentation 2438 
 






Description Value Units 
      gammaips1 









      gammaips2 Electromechanical power factor for influent screw lifts. 0.54 
      gammaips3 
Electromechanical power factor for influent screening 
stations 
0.349 







      gammaaer2 Electromechanical power factor for aeration system 0.433 
       gammasett1 General construction power factor for secondary settler 0.678 
       gammasett2 Electromechanical power factor for secondary settler 0.325 
     gammaras 
Electromechanical power factor for sludge pumping 
systems 
0.304 
     gammacon Power factor for general construction 0.498 
       gammainfra Power factor for related infrastructure 0.772 
      gammaelec Power factor for electrical components 0.383 




Total operating costs are calculated using a variety of cost parameters and mechanistic functions. 
Calculation of annual operating costs related to electrical energy use, sludge treatment, and external 
carbon addition requires additional unit price parameters. The cost of fluid pumping is affected by 
pumping efficiencies. Annual operating costs are updated to net present value using the expected discount 
rate and estimated design life of the facility. These operating cost parameters are shown in Table 4-10.  
Table 4-10: Recommended unit price parameter values, pumping efficiency, interest rate and design life 
used to calculate the net present value of annual operating costs 
Parameter AMPL Name Description Value Units 
   alphaE Unit price of electrical energy*
1 25 
     
        
 
     alphaslg Unit price of sludge treatment and disposal*
1
 75 
     
  [   ]     
 






     alphaMIX Unit price of running a mechanical mixer*
2
 43.2 
     
      
 
      gammapump Electrical efficiency of sludge pumps*3 0.04 
   
  
 
   id Expected discount rate*3 5 % 
      dlife Estimated design life*3 20 years 
*
1 










 Alasino et al. (2010)
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4.3 Optimization Variables 
Variables represent values to be determined by the mathematical algorithm. In this optimization 
model, variables are separated into three groups. Decision variables represent the major operational or 
design decisions relevant to ASP operation and design. Auxiliary variables in the optimization model are 
often referred to as variables of state in WWT practice and represent biological, chemical, or physical 
properties that are measurable and/or quantifiable. Lastly, variables of substitution are used in this chapter 
to differentiate between variables of state typically used in wastewater modeling but which are hard-
coded into the optimization model. These variables of substitution are removed from the optimization 
model during pre-processing but are also measurable and/or quantifiable. Examples, of variables of 
substitution are the microbial process specific rate equations (ρj) from the Activated Sludge Model 3 
(ASM3). ASM3 microbial process specific rate equations do not exist as a variable in this optimization 




4.3.1 Decision variables 
Decision variables are often referred to within the wastewater engineering discipline as 
“operating parameters”. These decision variables include biological reactor volumes, pumping rates for 
Recycle Activated Sludge (RAS) and Internal Recirculation (IR) lines, aeration demands, and the size of 
the secondary settler. Decision variables are directly related to costs because these variables are included 
in the objective function. Decision variables used in this optimization model are displayed in Table 4-11. 
Two decision variables (XLay15 and MXm) are discussed in further detail in subsequent sections. The 
variable MXm is a binary variable, which means that its value must equal either zero or one. The 
remaining decision variables are all continuous, which means that they may hold fractional values. 
Table 4-11: Description of decision variables used in the ASP optimization model and associated upper 
and lower bounds on variable values 
Variable AMPL Name Description Bounds Units 
     Qras 
Recycle activated sludge (RAS) flowrate from 




   
 
     Qwas 
Waste activated sludge (WAS) flowrate from 
secondary settler to solids treatment & disposal 
≥ 10 
≤ 1000 
    Qir 
Internal recirculation flowrate from reactor 




    INF_m 




     VOL_m Volume of reactor (m in M) 
≥ 10 
≤ 10,000 
   
     KLA_m 
Oxygen mass transfer rate coefficient in each 




   
 
      ROScarb_m 





   
 
   SA Secondary settler surface area 
≥ 10 
≤ 3,000 
   
       XLay[15] 
The TSS concentration in the bottom layer of 





 [   ]
  
 
    MXm 







This variable is discussed further in Section 4.3.2 in conjunction with other variables indexed 
over the set of secondary settler feedlayers (n in N) 
*
2 
This variables is discussed further in Section 4.3.3, which deals exclusively with Binary 
variables. 
 
Some physical characteristics of ASPs are traditionally described as “operating parameters” and 
thus members of the set of decision variables that are used to design, or operate, an ASP facility but are 
not used in this formulation. Operating parameters such as Solids Retention Time (SRT), Hydraulic 
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Retention Times (HRT), the Recycle Activated Sludge ratio (RAS ratio) and the Internal Recirculation 
ratio (IR ratio) are not explicitly represented in this optimization model. These “operating parameters” are 
used by engineers and operations staff because of their inherently descriptive power. For example, the 
RAS ratio is the quotient of the volumetric RAS flowrate divided by the volumetric influent flowrate. In 
practice, it is the RAS ratio that is used to quantify and communicate the magnitude of the volumetric 
RAS flowrate because it is a normalized measure. These informative “operating parameters” are not 
included in the optimization model itself but are calculated during post-optimization analysis and used 
when discussing results in chapters Five, Six, and Seven. 
4.3.2 Auxiliary variables 
Auxiliary variables are not included in the objective function and are therefore indirectly related 
to costs. These auxiliary variables are often referred to as local variables, or variables of state within the 
wastewater modeling community. Auxiliary variables may be substituted out by the mathematical  
algorithm but exist in the mathematical model to capture important biological, physical, and chemical 
conditions at various physical locations within the ASP model as well as expected costs. In this 
optimization model, variables related to double exponential layered secondary settling model (DE-layer 
model) are indexed over set (N) and are shown in Table 4-12. Chemical concentrations modeled by the 
Activated Sludge Model 3 (ASM3) are indexed over the set of chemical species (i in I) and biological 
reactors (m in M). Chemical concentrations are shown in Table 4-13 and again uses subscripts as 
ordinates in combination with a unique and informative superscript notation. Costs calculated for specific 
unit process and operations are shown in Table 4-14. The Total Cost Index (TCI) is the cost estimation 
model used and presents all costs in Euros (€). Distinction is made between investment costs, which 
include construction, as well as purchase and installation of equipment, and annual operating costs. 
Annual operating costs are updated to net present value using the NPV updating factor (Γ). The auxiliary 
cost variables shown in Table 4-14 are directly substituted out of the objective function during solution 
but are discussed during presentation of results. 
Table 4-12: Auxiliary variables for the one-dimensional layered settling model using the double 






Description Bounds Units 
      XLay[n] 
Concentration of Total Suspended Solids (TSS) in each 
secondary settler model layer (n in N) 
≥1 
≤40,000 
 [   ]
  
 
    vs[n] Settling velocity of TSS calculated ≥ 0.001 
 









Description Bounds Units 
      Jmax[n] 
Maximum practical settling flux of TSS in each secondary 
settler model layer (n in N) 
≥ 0.001 
 [   ]
     
 
    JC[n] 
The local settling flux of TSS calculated in each secondary 
settler model layer as a function of local conditions within 
each layer (n in N) 
≥ 0.001 
 [   ]
     
 
       Jclar[n] 
The actual settling flux of TSS in the clarification zone is 




 [   ]
     
 
    JS[n] 
The sedimentation flux is subject to the “minimum of fluxes” 





 [   ]




This variable is introduced to represent a complementarity constraint as a smooth nonlinear function 
using a set of nonlinear inequality and equality constraints. 
 
Table 4-13: Auxiliary variables for chemical species present in biological reactors. All variable values 
include a very small nonzero lower bound. 
Variable AMPL Name Description Units 
   
    So2_m Soluble Oxygen Concentration at Reactor i 
 [  ]
  
 
   
   SI_m Soluble Inert Concentration at Reactor i  [   ]
  
 
   
   SS_m Soluble Substrate Concentration at Reactor i 
   
     SNH4_m Soluble Ammonia Concentration at Reactor i 
 [ ]
  
    
    SN2_m Soluble Dinitrogen Concentration at Reactor i 
   
     SNOX_m Soluble Nitrate + Nitrite Concentration at Reactor i 
   
     SALK_m Soluble Alkalinity Concentration at Reactor i 
    [    ]
  
 
   
   XI_m Inert Particulate Concentration at Reactor i 
 [   ]
  
 
   
   XS_m Particulate Substrate Concentration at Reactor i 
    
   XH_m Heterotrophic Biomass Concentration at Reactor i 
    
     XSTO_m Intracellular Storage Compound Concentration at Reactor i 
    
   XA_m Autotrophic Biomass Concentration at Reactor i 
    
    XSS_m Total Suspended Solids Concentration at Reactor i 




Table 4-14: Auxiliary cost variables used to calculate the NPV objective function. All auxiliary cost 
variables values are bounded at zero.  
Variable AMPL Name Description Units 
  GAMMA NPV Updating Factor unitless 
     ICip Investment cost for influent pumping equipment 
  
      ICaer Investment cost for aeration vessels 
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Table 4-14: Continued 
Variable AMPL Name Description Units 
       ICsett Investment costs for secondary settlers 
        ICras Investment costs for sludge recycle pumps 
        ICother miscellaneous other investment costs 
       OCpump operating costs for internal pumping 
 
    
 
      OCaer operating costs for aeration supply 
      OCslg operating costs for sludge treatment and disposal 
      OCecd operating costs for external carbon supply 
      OCmix operating cost for anoxic mixing 
Binary variables 
Unlike continuous variables, binary variables are constrained to take on discrete values of either 
zero or one. Binary variables are used to turn constraints on or off by activating and deactivating portions 
of the model’s constraint set as a function of discrete “either-or” relationships. By allowing functions, or 
parts of functions, to be switched on and off, the ASP model becomes constrained in ways that more 
closely resemble reality. Consider a function (f(x)), if the function (f(x)) is to be activated or deactivated it 
is first replaced by the product of a binary variable (B) and the original function (f(x)). When the binary 
variable is equal to one (B=1), the associated function/binary product is equal to the original value of that 
function (   ( )  ( )). In contrast, when the binary variable is equal to zero (B=0), the function/binary 
product is also equal to zero and the function is turned off (   ( )  ).  
Activated sludge mixing is an example of how binary variables can be used. Mixing of activated 
sludge is required to keep particulate compounds from settling to the bottom of the treatment reactors. 
The act of aerating a reactor often imparts enough mixing energy to maintain the activated sludge as a 
suspension. However, when sufficient aeration is not present the reactor must be mixed by using a 
mechanical mixer, which incurs an additional cost. In this optimization model a binary decision variable 
(MXm) is used to switch the cost of mixing an unaerated reactor on and off as a function of the magnitude 
of aeration occurring in each reactor (m in M). Binary variables are also used in the secondary settler 
model to apply the “minimum of fluxes” equilibrium conditions as a function of threshold solids 
concentration using the variables (   
         
 .), and to define which secondary settler model layer 
receives incoming activated sludge (FLYRo). Binary variables are again used to control dissolved oxygen 
concentrations in each reactor to be either 2mg[O2]/L and above, or less than 0.2 mg[O2]/L (MLE), 
depending on whether a reactor is designated as aerobic or anoxic. Binary variables used in this 




Table 4-15: Binary variables used during ASP optimization 
Variable AMPL Description 
   
   BVAn Binary variable that activates the “minimum of fluxes” equilibrium conditions as a 
function of TSS concentrations in each layer (n in N) 
   
  BVBn Binary variable to deactivates the “minimum of fluxes” equilibrium conditions as a 
function of TSS concentrations in each layer (n in N) 
    MLE Binary variable that requires    
    to be greater than 2mg/L or less than 0.1 mg/L. 
This variable also requires that either reactor one or reactor two maintain a 
dissolved oxygen concentration greater than 2mg/L. 
    MXm Binary variable to turn anoxic mixing on or off as a function of aeration in each 
reactor (m in M) *
1
 
      FLYRo Binary variable used to select one and only one secondary settler layer (n in N) to 
receive incoming activated sludge out of the set of model layers that are allowed to 
receive incoming activated sludge (o in O) 
*
1 
The binary anoxic mixing variable (MXm) is also a Decision Variable. 
  
In this ASP optimization model, the depth at which incoming activated sludge is introduced into 
the secondary settler is included as a discrete decision and is referred to as the feedlayer depth. When 
using typical design methods, the feedlayer depth is held constant and usually placed very near the middle 
of the secondary settler
2,15
. To include the feedlayer depth decision explicitly within an optimization 
framework a binary variable (FLYRo) is introduced and indexed over the set of potential feedlayers (o in 
O). The value of any binary feedlayer variable is equal to one when that layer is selected as the feedlayer 
and zero when it is not. The binary feedlayer variables are multiplied by flux terms (FTn,o) in the mass 
balance constraints for each secondary settler model layer and allow for a single mass balance constraint 
to be selected as a function of each layer’s physical location relative to the feedlayer. Therefore this 
optimization model improves upon traditional design methods by including the effect of changing the 
feedlayer depth in the secondary settler using the double exponential settling model of Takacs and 
Nolasco (1991). 
Manipulation of the depth at which influent is introduced into the secondary settler  allows the 
sludge thickening process to be decoupled from effluent clarification. Recall from section 2.1.3 that the 
secondary settler is designed to perform multiple functions, two of which are activated sludge thickening 
and effluent clarification. Activated sludge thickening occurs in the volume fraction of the secondary 
settler that is located below the influent feedlayer. In contrast, effluent clarification occurs in the volume 
fraction of the secondary settler that is located above the influent feedlayer. By changing the depth at 
which incoming activated sludge is introduced into the secondary settler, the relative volume fractions for 
sludge thickening and effluent clarification can be manipulated. Including this decision as a variable 






4.3.4 Variables of substitution 
Variables of substitution are hard-coded into the optimization model, or are calculated in an 
external run file. Commonly these variables are used to denote specific terms, or sets of terms, within the 
local mass balances that make up the facility-model. Variables of substitution do not exist as variables 
within the AMPL model, rather they are included as terms in an equation, or as groups of parameters and 
variables that hold special significance. These variables of substitution do have intrinsic meaning and are 
often considered as variables of state by the wastewater modeling community. Many of the constraints 
used in this optimization model are mass balances that consist of a summation of mass flow and mass 
accumulation terms. These mass flow and accumulation terms are measurable and distinct from one 
another. Examples of this type of variable of substitution include mass flux terms in the secondary settler 
(FTn,o), and the specific rate of change in chemical concentrations due to microbial processes(ρj). 
Therefore, the use of variables of substitution in this optimization model is intended to give additional 
meaning to important parameter/variable groups that are traditionally presented as variables in the 
wastewater modeling community. Variables of substitution included in this optimization model are shown 
in Table 4-16. 
Table 4-16: Variables of substitution used in the ASP optimization 




      none 
A unique flux term for each secondary settler model layer (n in N) 
and for every member of the set of possible feedlayers (o in O). 
 
   
 
    none 
ASM3 microbial process specific rate for biotransformation 
processes (j in J) in any reactor (m in M) 
 
      
 
    none 
The observable rate of change for any chemical compound modeled 




      
 
  
   KASM 






   
 ) or 
(
 
      
)  
     none 
Stoichiometric coefficients calculated by applying continuity 
equations to the ASM3 Stoichiometric and Composition matrices (i 
in I, j in J).  
variable 
      
Mass fractions of conservative substances relative to units of 





    none ASM3 Stoichiometric coefficients for theoretical oxygen demand*
3
 
   none ASM3 Stoichiometric coefficients for nitrogen*
3
 
   none ASM3 Stoichiometric coefficients for Alkalinity*
3
 








Table 4-16: Footnotes Continued 
*
1 
Variables of substitution related to ASM3 modeled chemical species  and biokinetic rates include an informative 
superscript (not shown) that is similar to those placed on other ASM3 variables and parameters  
*
2 
Conservative substances are defined in ASM3 as Theoretical Oxygen Demand (ThOD), Nitrogen (N), Ionic 





 Units for these variables of substitution vary from among those units shown in the table of ASM3 stoichiometric 
parameters (Table 4-7) 
4.4 Objective Functions 
Two objective functions are included for use in solving the ASP optimization model presented. 
Net Present Value (NPV) was used as the primary objective function for facility-wide cost minimization. 
NPV is calculated as the sum of the initial investment costs and the annual operating costs over the 
expected design life of the ASP discounted to the present value of money. The NPV objective function is 
shown in Equation 4-1. The second objective function presents a heuristic relationship between secondary 
settler surface area, reactor volumes, and aeration capacity. The simple non-cost objective function was 
used to approximate typical designs (Equation 4-2). The simple non-cost objective function represents 
estimate of cost savings that would be obtained using traditional approaches that seek to reduce the 
magnitude of design variables that are expected to have a strong correlation to cost. 
   (   )    (                      )                      
             
(4-1) 
     (         )     ∑ (              )
 
     (4-2) 
4.5 Constraints 
The following section is separated into four parts related to the three sub-models which are used 
to construct the optimization model and an additional section for boundary constraints The first section 
describes the cost model constraints, the second section discusses the secondary settling process, the third 
section details equations that govern biological treatment, and the fourth section presents boundary 
constraints which are used to find solutions that are typical or preferred in practice. 
4.5.1 Cost model constraints  
Investment costs included in the objective function are based off of power functions of the form 
(       ) where X is a decision variable such as a pumping flowrate, reactor volumes, or secondary 
settler surface area. Investment cost functions were taken from the Total Cost Index (TCI)
50,51
 and include 
influent pumping, construction of biological reactors and secondary settlers, recycle pumping stations and 
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ancillary construction costs. Influent pumping station investment costs (    ) includes construction costs 
as well as equipment costs for screw lifts and influent screening equipment (Equation 4-3). The 
investment cost for aeration vessels (     ) is a function of reactor size and the magnitude of required 
oxygen capacity (Equation 4-4). Secondary settler investment costs (      ) are estimated based on the 
surface area of the settler and relate to construction and electromechanical equipment costs (Equation 4-
5). The investment cost of recycle activated sludge pumping system (     ) is based off of the expected 
recycle flowrate (Q
RAS
) (Equation 4-6). Lastly, ancillary construction costs (IC
other
) are calculated as a 
function of influent flowrate (∑      ), which is used as a surrogate for facility size (Equation 4-7). Unit 
prices and power factors used to parameterize the investment cost functions are from the TCI and were 
shown in Table 4-8 and Table 4-9. Representing costs as power functions of relevant design variables has 
been shown to accurately represent typical investment costs if unit prices and power factors are derived 
on a case specific basis
17,55,56
. Default unit prices and power factors taken from the TCI are literature 
based and can be used to predict facility costs within a 25% error margin
50,51
. Therefore, use of default 
values for these power functions should be considered as planning level estimate of total investment costs.  
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In contrast to investment costs, annual operating costs are calculated based on mechanistic 
relationships that are described within the model. All annual operating costs are adjusted to present worth 
using the NPV update factor ( , Equation 4-8). Operating costs considered include pumping, aeration, 
sludge disposal, external carbon dosing, and anoxic mixing. The costs of pumping (OC
pump
) and aeration 
(OC
aer
) are functions of the pumping and aeration demands and the unit price of electrical energy (α
E
, 
Equations 4-9 and 4-10). The cost of sludge treatment and disposal (OC
slg
) is equal to the product of the 
estimated annual unit costs of sludge treatment (α
slg
) and the mass flowrate of total suspended solids being 
wasted from the secondary settler (Equation 4-11). In Equation 4-11 the mass flowrate of total suspended 
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solids wasted from the secondary settler is the product of the waste activated sludge flowrate (Q
WAS
) and 
the TSS concentration in the bottom layer of the secondary settler (XLay15) . External carbon dosing 
(OC
ECD
) is calculated as a function of the unit cost of external carbon dosing (α
ECD
) and the sum of mass 
flowrates of external carbon into each reactor (ROSCm, Equation 4-12). The cost of anoxic mixing 
(OC
MIX
) is calculated only if the aeration in a reactor does not produce sufficient mixing and is calculated 
as the product of  the binary mixing variable (MX
M
) , the reactor volume to be mixed (VOLm), and the unit 
price of mixing (α
MIX
, Equation 4-13). Operating cost parameters were taken from multiple sources, which 
are shown in Table 4-10.  
  (
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The Benchmark Simulation Model 1 (BSM1) uses the oxygen mass transfer coefficient (KLAm) to 
quantify aeration and defines aeration that is sufficient to maintain activated sludge in suspension as being 
greater than 20 (KLAm ≥ 20). Recall from section 4.3.3 that the binary mixing variable (MXm) is assigned a 
value of either one or zero and is used to turn anoxic mixing on or off as a function of aeration occurring 
in each reactor. Therefore, Equation 4-14 enforces a requirement that the binary mixing variable (MXm) be 
equal to one when the oxygen mass transfer rate (KLAm) is less than 20. Oxygen mass transfer rates above 
the threshold value of 20 are assumed to supply sufficient velocity gradient for mixing. In this case, the 
value of the binary mixing variable may be either zero or one but is forced to one when the objective 
function is minimized. 




4.5.2 Settling model constraints 
The one dimensional layered settling model of Takacs and Nolasco (DE-layer model) includes 
both complementarity functions and discrete engineering decisions. In this model, settling flux in each 
layer (n in N) of the settling model is taken to be the minimum of three possible functions. This method is 
called the “minimum of fluxes approach” and was first used in conjunction with a layered one-
dimensional settling model by Vitasovic (1986)
188
. In this method, the settling flux in any layer (n) is 
based off of local conditions or is calculated based on equilibrium conditions existing in the layer directly 
below (n+1). Additionally, a maximum practical settling flux defines an upper limit on possible settling 
flux values in the form of a strict inequality constraint. A logical switching function proposed in the DE-
layer model applies the “minimum of fluxes” method to settling layers in the clarification zone only if a 
threshold solids concentration is exceeded.  
The settling velocity (   ) is calculated for each layer (n in N) using the Double Exponential 
settling function of Takacs and Nolasco, which is shown in Equation 4-15. The settling velocity function 
is calculated as the difference in settling velocities for two types of activated sludge particles, which 
exhibit different settling characteristics. The first term is parameterized with the hindered settling 
parameter (rh) and describes the settling velocity of large, well flocculated activated sludge particles. 
These well flocculated particles predominate at depth in secondary settlers and cause the activated sludge 
settling velocity to become “hindered” by interactions with other flocculated particles. In hindered 
settling, the activated sludge flocs settle en masse, and behave as a coagulated matrix
15
. In contrast, the 
particle settling parameter (rp) describes settling velocity due to small activated sludge particles which 
settle poorly and predominate in the upper portions of the secondary settler
4
. In the clarification zone the 
settling characteristics of activated sludge begins to resemble discrete particle settling which occurs 
independent of solids concentration according to Stokes’ Law. In the clarification zone, settling velocities 
are most sensitive to changes in the particle settling parameter (rp) while hindered settling is primarily a 
function of solids concentration (XLayn)
15
. 
    (    
    (               
   )          (               
   ))          
(4-15) 
The maximum practical settling flux (Jmaxn) and the local settling flux (JCn) are used to enforce 
an upper limit on settling velocities calculated in any secondary settler layer (Equation 4-16 and Equation 
4-17). The upper limit on settling velocity is needed because the settling velocity calculated using 
Equation 4-15 has been shown to exceed what is realistically possible when the predominant settling 





        
               (4-16) 
                     (4-17) 
The actual settling velocity is typically calculated as the minimum of the settling velocity 
according to Equation 4-15 (vsn), and  the maximum practical settling velocity (vo’). This equilibrium 
condition is a form of complementarity that is included in this optimization model using nonlinear 
complementarity constraints placed on the solids flux terms in each layer. The resulting nonlinear 
complementarity constraints are shown in Equation 4-18 and Equation 4-19. These constraints enforce the 
requirement that the local settling flux (      ) must be equal to the minimum of either the maximum 
theoretical settling flux (     ), or that flux which is calculated using Equation 4-15 in layer n (   ). 
The requirement that either Equation 4-18 or Equation 4-19 must be satisfied with equality is enforced by 
Equation 4-20. 
                       (4-18) 
                          (4-19) 
(          )  (            )             (4-20) 
The “minimum of fluxes” equilibrium condition requires that sedimentation flux (   ) in the 
hindered settling zone must be equal to the minimum of either the local settling flux in that layer (      ) 
or the local settling flux calculated in the layer below (        ). The “minimum of fluxes” equilibrium 
condition is also formulated as a set of nonlinear complementarity constraints for all secondary settler 
layers except layer 15. The “minimum of fluxes” complementarity constraints are shown in Equations 4-
21 and 4-22. Equation 4-23 enforces the requirement that either Equation 4-21 or Equation 4-22 be met 
with strict equality. Additionally, the settling flux in layer 15 (JS15), which is located at the bottom of the 
secondary settler, is always equal to the local settling flux in layer 15 (Jclar15, Equation 4-24). 
                           (4-22) 
                               (4-23) 
(          )  (            )                   (4-24) 
             (4-25) 
The “minimum of fluxes” equilibrium conditions are only applied to settling model layers that 
exist in the hindered settling zone. By convention, the hindered settling zone is defined as any zone in 
which the Total Suspended Solids concentration (XLayn) is greater than the Threshold Solids 
Concentration (XT). Equation 4-26 enforces the requirement that the binary variable (  n
 ) is valued at 
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one if the TSS concentration in any layer is greater than XT. If this condition is not met, then the binary 
variable (  n
 ) may be either zero or one. In contrast, Equation 4-27 enforces the requirement that the 
binary variable (  n
 )) takes on a value of one if the TSS concentrations in any layer is less than (XT). If 
the Threshold Solids Concentration is not exceeded in any layer, the binary variable (  n
 ) may be either 
zero or one. Equation 4-28 enforces the requirement that the sum of both binary variables (  n
  ,   n
 ) is 
always equal to one. In the case where the TSS concentrations in a layer are equal to the Threshold Solids 
Concentration, either binary variable may be equal to one but Equation 4-28 enforces that one binary 
variable is equal to zero. The result of Equations 4-26, 4-27, and 4-28 is to force the binary variable (  n
 ) 
to be one if the Threshold Solids Concentration is exceeded, and to force the binary variable (  n
 ) to be 
equal to one if the Threshold Solids Concentration is not exceeded.  
     (     
 )            
(4-26) 
(       )  (   
   )           
(4-27) 
   
     
          
(4-28) 
Additional settling model constraints allow the depth at which incoming activated sludge is 
introduced into the secondary settler (i.e. the feedlayer depth) to be adjusted during solution. In order to 
allow the adjustment of the secondary settler feedlayer depth, the discrete nature of the settling model 
must be accommodated by representing this decision using integer programming. In this context, decision 
becomes “which model layer will accept influent activated sludge?” rather than “At what depth does this 
occur?” Recall from section 4.3.3 that a set of binary feedlayer variables (FLYRo) is used to represent this 
decision. 
When using the DE-layer model, 15 mass balance equations are typically created for each of the 
15 secondary settler model layers. In contrast to typical implementation, this optimization presents the 
secondary settler model using a set of 135 mass balance equations, which allow for the feedlayer to be 
moved between nine possible secondary settler model layers. The binary feedlayer variable (FLYRo) is 
used to select subsets of 15 mass balance equations that correspond to the nine possible feedlayer 
scenarios. In the AMPL model, the set of 135 mass balance equations are multiplied by the feedlayer 
variable (FLYRo) and hard-coded into a set of 15 constraints (e.g. nine constraint and FLYRo products per 
secondary settler model layer). The set of 135 potential mass balances are presented in this formulation 
using a variable of substitution, named Flux Term (FTn,o) which is indexed over the set of secondary 
settler model layers (n in N) and the set of potential feedlayers (o in O). Therefore, the overall mass 
balance for each secondary settler model layer can be expressed as the sum over set (O) of the products of 
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the feedlayer variable (FLYRo), and the Flux Terms (FTn,o, Equation 4-29). An additional constraint, 
Equation 4-30, enforces a requirement that one and only one feedlayer variable may be equal to one, 
while the rest of the feedlayer variables must be equal to zero. Equation 4-30 ensures that one and only 
one of the nine possible mass balance equations, which are represented using Flux Terms (FTn,o), is 
activated as a function of feedlayer depth.  
  ∑ (           )
 
        
(4-29) 




The nine potential mass balances are denoted by the variable of substitution (FTn,o) for “Flux 
Term”. The product of Flux Terms and feedlayer variables, summed over set (O), results in a set of 15 
mass balance equations for each secondary settler model layer (n in N). For example, if the feedlayer 
variable for settler layer seven (FLYR7) is assigned a value of one, then all other feedlayer variables 
(FLYRo ¬ FLYR7) must equal zero. Thus the all the products of Flux Term variables (FTn,o) with the 
feedlayer variable for settler layer seven (FLYR7) remain unchanged. When layer seven is selected as the 
feedlayer the remaining Flux Term/feedlayer products are forced to equal zero ensuring that the 
appropriate mass balance is selected. In the AMPL model, all nine possible mass balances are hard-coded 
into each secondary settler model layer’s mass balance.  
Five possible types of flux terms (i.e. mass balances) exist that correspond to the following 
scenarios for each layer. These Flux Terms differ based on the physical location of the feedlayer relative 
to each modeled layer.  
1) The layer is located at the top of the secondary settler, e.g., the top layer. 
2) The layer is located between the top layer and the feedlayer, e.g., an intermediate- above 
layer.  
3) The layer is selected as the feedlayer. 
4) The layer is located between the feedlayer and the bottom layer e.g., an intermediate-below 
layer. 
5) The layer is located at the bottom of the secondary settler, e.g., the bottom layer.  
Equations 4-31 and 4-32 are the flux terms for the top layer and for the intermediate-above model 
layers respectively. These flux terms utilize the binary variables (    and    ) to turn the “minimum of 
fluxes” constraint on or off depending on whether the predicted TSS concentrations in each layer n is 
above or below the threshold solids concentration (  ). Recall that Equations 4-26, 4-27, and 4-28 
enforce that the binary variable (  n
 ) is equal to one if the Threshold Solids Concentration is exceeded, 
and to enforce that the binary variable (  n
 ) is equal to one if the Threshold Solids Concentration is not 
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exceeded in any model layer. Recall from Equations 4-22, 4-23, and 4-24, that the sedimentation flux 
(JSn) is subject to the “minimum of fluxes” equilibrium condition. The “minimum of fluxes” equilibrium 
condition is only applied to secondary settler layers below the feedlayer, or layers above the feedlayer in 
which the TSS concentration has exceeded the Threshold Solids Concentration (XT). Thus when TSS 
concentrations in the top layer, or the intermediate above layers, exceeds the Threshold Solids 
Concentration (XT), the sedimentation flux (JSn ) is selected because the binary variable (  n
 ) takes on a 
value of one.  
If a model layer is selected as the feedlayer then the Flux Term shown in Equation 4-33 is used. 
In this case, an additional input of suspended solids is received from the last activated sludge reactor. 
Note that the downward moving sedimentation flux term in Equation 4-33 is not dependent on the values 
of     or     as sedimentation flux leaving the feedlayer or layers below is always subject to the 
“minimum of fluxes” constraint. . Equation 4-34 and Equation 4-35 correspond to members of the set of 
potential feedlayers (o in O) being located either above, or below the feedlayer. The last two flux terms 
are functions of a bulk fluid velocity term and sedimentation flux term and correspond to the 
intermediate-below layers (Equation 4-36) and the bottom layer (Equation 4-37). 
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4.5.3 Activated Sludge Model Constraints 
Varying notational conventions used to present mathematical descriptions of the processes used 
in biological wastewater treatment can be confusing and can represent a barrier to conveying analytical 
knowledge
189
. To overcome challenges associated with discordant notation within the wastewater 
engineering field a unified notation was proposed by Grua et al. (1982)
187
. Since then, the standard 
notation of Grau et al. has become the basis for the International Water Association’s Activated Sludge 
Models (ASMs) which are typically presented using a standardized matrix format after Peterson 
(1965)
190
. The field of mathematical programming also presents complex relationships using another 
standardized notation and form
52
. In this section, the optimal ASP design problem is presented first as an 
optimization model using notation from mathematical programming, and secondly as a derivation of the 
ASM3 model using standardized notation from wastewater engineering. 
A large number of variables of substitution are used in presenting the biological treatment portion 
of this optimization model. These variables of substitution could have been included as auxiliary variables 
in the AMPL model but the optimization model solved substantially better with many of these functions 
hard-coded into the model. This is because small changes in decision variables were found to affect these 
particular variables by many orders of magnitude. This is known as poor-scaling and led to difficulty in 
identifying feasible initial values for the model. As a result, a significant degradation of model 
performance was observed. These variables of substitution are present in the AMPL model as groups of 
parameters and variables that are substituted into the constraint set prior to solution rather than as 
auxiliary variables. Hard-coding these variables into the optimization model produced a model that was 
easier to solve from a variety of initial starting points. To represent the biological model in a format 




The Activated Sludge Model 3 (ASM3) is used to construct mass balances for each biological 
reactor in the facility-wide model. A mass balance for each modeled compound (i) exists for each reactor 
(m). In particular, ASM3 is used to predict the performance of activated sludge processes using the 
following variables. The observed rate of change of any chemical compound (ri,m) is a function of the 
available microbial metabolic processes (ρj,m), and the stoichiometry of the microbially mediated chemical 
transformations (vi,j) occurring within each reactor. In ASM3, the observed rate (ri,m) is also a function of 
the composition (lk,i) of each chemical species. The composition of each chemical species (lk,i) is 
represented as an estimated stoichiometric fraction of Nitrogen, Theoretical Oxygen Demand, Ionic 
Charge, and Total Suspended Solids relative to the unit of measurement for each chemical species. In 
addition, twelve microbial process specific rates are considered in the ASM3 model. These microbial 
process rates are calculated using the process rate expressions (ρj,m), which are a function of the Monod 
model for microbial kinetics modified to account for multiple limiting substrates. These process rate 
expressions are indexed over the set of ASM3 biokinetic processes (j), and potential reactors (m). 
Observed rates (ri,m), microbial process rates (ρj,m), stoichiometric coefficients (vi,j), and species 
compositions (lk,i) are presented as variables of substitution in this section, but are hard-coded into the 
optimization model itself. 
The twelve microbially mediated processes included in this optimization model are presented 
using standard ASM3 notation below. Chemical species are referenced using the notation developed in 
this optimization model, which includes ASM3 standard notation using a unique superscript for each 
chemical compound. 
1. Hydrolysis (ρ1,m) converts particulate substrate ( 
  ) into biologically available soluble substrate 
(   ). Hydrolysis occurs relatively slowly and does not require an electron acceptor. 
2. Aerobic storage of biodegradable substrate (ρ2,m) occurs as suspended substrate ( 
  ) is 
converted into intracellular storage compounds (     ) in the presence of oxygen as the terminal 
electron acceptor. 
3. Anoxic storage of biodegradable substrate (ρ3,m) occurs as suspended substrate ( 
  ) is 
converted into intracellular storage compounds in an oxygen deficient environment, using nitrate 
and/or nitrite (     ) as the terminal electron acceptor. 
4. Aerobic growth of heterotrophic bacteria (ρ4,m) occurs as intracellular storage compounds 
(     ) are metabolized in the presence of oxygen (    ). 
5. Anoxic growth of heterotrophic bacteria (ρ5,m) occurs as intracellular storage compounds 
(     ) are metabolized in the absence of oxygen (    ), and the presence of nitrates (     ). 
6. Aerobic endogenous respiration (ρ6,m) is an umbrella term that includes all forms of biomass 
loss, and microbial energy requirements that are not directly associated with aerobic growth. This 
includes cell decay, cell maintenance, endogenous respiration, cell lysis, predation, motility etc. 
7. Anoxic endogenous respiration (ρ7,m)  is typically slower than aerobic endogenous respiration 
and occurs in the absence of oxygen (    ),. 
8. Aerobic respiration of storage products (ρ8,m) is a pseudo process that is used to ensure that 
internal storage compounds (     )  decay at the same rate as the biomass. 
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9. Anoxic respiration of storage products (ρ9,m) is a pseudo process that is used to ensure that 
internal storage compounds (     )  decay at the same rate as the biomass. 
10. Aerobic growth of autotrophic bacteria (ρ10,m) occurs as ammonia ( 
   ) is metabolized by 
nitrifying bacteria (autotrophs, C
XA
) in the presence of oxygen (    ). 
11. Aerobic endogenous respiration of autotrophic bacteria (ρ11,m) includes all forms of biomass 
loss and microbial energy requirements that are not directly associated with growth of nitrifying 
bacteria. 
12. Anoxic endogenous respiration of autotrophic bacteria (ρ12,m) is slower than aerobic 
endogenous respirations and occurs in the absence of oxygen (    ). 
When ASM3 is paired with the DE-layer model, it is typically assumed that chemical species are 
modeled as conservative substances in the secondary settler. This assumption allows the ratio of each 
particulate species concentration to the total concentration of TSS to be equated between the secondary 
settler inlet flow, the effluent flow, and the Recycle Activated Sludge (Q
RAS
) flow. This assumption also 
means that the concentration of soluble species entering the secondary settler is equal to the concentration 
leaving the reactor as effluent and recycle activated sludge. Thus, the concentration of particulate species 
in the RAS flowrate (Q
RAS
) is calculated as a function of that particulate species concentration exiting 
reactor two, the total suspended solids concentration exiting reactor two, and the total suspended solids 
predicted by the DE-layer model in the secondary settler underflow,( i,2
   2,2
   ⁄ )   ay
  
.  
The mass balances implemented in this optimization model for reactor one were directly linked to 
the secondary settler model under the conservation assumption described above. Use of the secondary 
settler as a solid/liquid separator results in mass balances for soluble chemical species ( i,m
 ), and 
particulate species ( i,m
 ) in reactor one, that are different. Additionally, the decision variables for external 
carbon addition to reactor one (ROSc1) and oxygen mass transfer rates in reactor one (KLA1) represent 
inputs into the mass balances for soluble substrate ( i,m
  ), and dissolved oxygen ( i,m
   ) that are not present 
in the remaining equations. Equation 4-38 presents the mass balance in reactor one for all soluble species 
except oxygen and substrate. This mass balance equation is modified to include the mass flowrate of 
external carbon addition into reactor one in Equation 4-39. The mass balance for dissolved oxygen is 
modified to allow for an input of oxygen. Oxygen input into reactor one is calculated as a function of the 
oxygen mass transfer rate (KLA1), reactor one volume (VOL1), the dissolved oxygen concentration in 
reactor one ( i,m
   ),), and the atmospheric oxygen saturation concentration (        ) in Equation 4-40. 
Equation 4-41 presents the mass balance that is applied to all particulate species in the model and is 
linked to the secondary settler model. The observed rate of change in concentration of each chemical 
species in reactor one is included in Equations 4-38 through 4-41. The observed rate of change is a 
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). Therefore, the mass balances for soluble and particulate compounds in Reactor Two are of the 
same form because there is no linkage to the secondary settler model. External carbon addition and 
aeration are included into Reactor Two mass balances in the same manner as for Reactor One. The mass 
balances for soluble and particulate compounds, oxygen, and soluble substrate are shown in Equations 40 
through 42. The observed rate of change of chemical concentrations is again presented as a variable of 
substitution but is hard-coded into the AMPL model. 
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The remainder of section 4.5.3  presents the derivation of the observed rate variable (ri,m)  used in 
this ASP optimization model from the original ASM3 model. Recall that the observed rate variable (ri,m) 
is defined as a variable of substitution. Variables of substitution are presented in red font to differentiate 
them from other model entities. Variables of substitution are all hard-coded into the optimization model, 
 
83 
however they are used in Chapter Four to break up large equations, and to relate the optimization model 
to the ASM3 model from which it was derived. Therefore, the remaining equations are all definitions and 
are ultimately substituted into Equation 4-38 through Equation 4-44 via the observed rate variable of 
substitution (ri,m). 
The role of ASM3 when constructing an ASP model is to predict the observed rates of change 
(ri,m) of each chemical species’ concentration. The observed rate variable (ri,m) is a function of the 
stoichiometry of the chemical system (vi,j) and the microbial process specific rates (ρj,m). Calculation of 
observed rates is facilitated in ASM3 by presenting biokinetic parameters and microbial process specific 
rates in a standardized matrix
3
. The observed rate of change of any ASM3 compound can be calculated 
with Equation 4-43. Thus the observed rate as it is presented in ASM3 can be described as the sum of the 
products of all process rate expressions (ρj,m) in (J) and stoichiometric coefficients (vi,j). 
    ∑   (        )
  
                  (4-43) 
Each microbial process specific rate variable (ρj,m) is a function of multiple ASM3 chemical 
concentrations (i in I) in each potential reactor (m in M) and temperature interpolated biokinetic rate 
coefficients (ψl
°C
), which are indexed over set (L) . The twelve microbial process specific rate variable 
values are calculated using Equation 4-44 through Equation 4-55 
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Temperature interpolated biokinetic rate coefficients (ψl
°C
) are calculated prior to solution as a 
function of the ASM3 default biokinetic rate coefficients for activated sludge at temperatures of 10°C 
(  
  ) and 20°C (   
  ) according to the Arrhenius equation
3
 (Equation 4-56). Temperature interpolated 
biokinetic rate coefficients (ψl
°C
) are represented as variables because new values are calculated prior to 
each solution. 
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Recall from Equation 4-43 that the observed rate variable (ri,m) is a function of both the microbial 
process specific rate (ρj,m) and the stoichiometric coefficients (vi,j). The ASM3 stoichiometric coefficients 
(vi,j) are typically presented and calculated using the ASM3 stoichiometric matrix. The ASM3 
stoichiometric matrix is comprised of parameters which may be measured, positive and negative 
coefficients with a value of one, and a number of additional variables (xj,yj,zj, and tj). These additional 
variables are calculated by solving continuity equations for each ASM3 compound in set (i) as shown in 
Equation 4-57. Additionally, the stoichiometric coefficients applied to TSS are calculated using Equation 
4-58. The ASM3 Stoichiometric matrix is presented Figure 4-2. 
∑           
 
                 (4-57) 
        ∑           
 
                 (4-58) 
The parameter (lk,i) in Equation 4-57 and Equation 4-58 refers to elements in the ASM3 
composition matrix. The ASM3 composition matrix was presented Figure 4-1, located in section 4.2.3. 
The composition matrix is composed entirely of constants, or stoichiometric parameters beginning with 
the letter (i), which are listed in Table 4-7.  
   1 2 3 4 5 6 7 8 9 10 11 12 13 
j ↓ O2 COD N Mole COD SS 
1                            
2                              
3                                   
4                   
 
    
      
5                       
 
     
      
6                          
7                             
8                    
9                         
10                                 
11                              
12                                  




Equation 4-43, Equation 4-57, and Equation 4-58 are presented using standardized ASM3 
notation. These equations were solved symbolically to obtain Equations 4-59 through 4-103. Equations 4-
59 through 4-103 define the ASM3 stoichiometric coefficients for theoretical oxygen demand (xj), 
nitrogen (yj), alkalinity or ionic charge (zj), and total suspended solids (tj). These variables (xj,yj,zj, and tj) 
are presented in this formulation as variables of substitution, but are hard-coded into the AMPL model. 
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The observed rate of change (ri,m) of chemical species in set (I) is calculated according to 
Equation 4-43 which is a function of the ASM3 stoichiometric matrix (vi,j) and the vector of microbial 
process specific rate equations (ρj,m) presented in Equation 4-44 through Equation 4-54. The ASM3 
stoichiometric coefficients for theoretical oxygen demand (xj), nitrogen (yj), alkalinity or ionic charge (zj), 
and total suspended solids (tj) are all equal to one or more elements of the ASM3 stoichiometric matrix. 
These variables (xj,yj,zj, and tj) are defined by Equation 4-59 through Equation 4-103 and are substituted 
into the ASM3 stoichiometric matrix shown in Figure 4-2. The observed rate of change of chemical 
species (ri,m)  for each of the twelve ASM3 chemical compounds in set (I) are defined by Equation 4-104 
through Equation 4-117. Equation 4-104 through Equation 4-117 are all hard-coded into the model.  
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4.5.4 Boundary Constraints and Conservation of Flow 
Boundary  constraints can be used to promote certain types of solutions that may be desirable or 
more similar to traditional designs. For example, Equation 4-118 constrains the underflow solids 
concentration to be greater than or equal to some minimum solids concentration. This boundary constraint 
was implemented because the mathematical algorithm used would sometimes identify trivial solutions 
where the underflow solids concentration was unrealistically low, and the solids thickening function of 
the settler was neglected. While these solutions were not good from a design standpoint, they were still 
local optima. Implementing Equation 118 not only prohibits termination at this type of trivial solution but 
also made the optimization model easier to solve from a larger number of starting points. 
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             (4-118) 
The ASM3 model is typically implemented with either aerated or anoxic tanks having a dissolved 
oxygen value of 0 mg[O2]/L or 2 mg[O2]/L respectively. This is done to enforce a requirement that any 
biological reactor be either fully aerobic, or fully anoxic. Another reason dissolved oxygen concentrations 
in biological reactor tanks are often constrained in this way is to fully separate aerobic processes such as 
carbon oxidation and nitrification, from denitrification, which is a facultative process. The presence of 
dissolved oxygen in an anoxic reactor can inhibit denitrification and reduce the overall nitrogen removal 
efficiency. The requirement that reactors be either entirely aerobic or entirely anoxic is not achievable if a 
complete mass balance is to be applied to dissolved oxygen. This is because dissolved oxygen can be 
introduced into a reactor both by aeration, and by introducing a flowrate of activated sludge that contains 
dissolved oxygen. Difficulty in forming a closed mass balance for oxygen is typically avoided by 
assuming that influent flowrates (INFm), recycle activated sludge flowrates (Q
RAS
), and internal 
recirculation flowrates (Q
IR
) have a dissolved oxygen concentration of zero, when the real dissolved 
oxygen concentration may be quite high. In this formulation, Equation 4-119 and Equation 4-120 are used 
to enforce a requirement that at least one tank must be aerated at or above 2 mg[O2]/L dissolved oxygen 
while the other reactor tank must be maintained at a dissolved oxygen concentration below 0.2 mg[O2]/L. 
An upper bound of 0.2 mg[O2]/L was chosen for the anoxic tank to preserve generality within the 
optimization model e.g. to allow solutions that depart from traditional designs, and to allow for closure of 
the dissolved oxygen mass balances. Equation 4-119 and 4-120 also enforce a constraint requiring one 
and only one reactor to be aerated at all times. 
     (     )             (4-119) 
              (     )      (4-120) 
The solids retention time of an ASP facility approaches a theoretically maximum value 
asymptotically. This can cause solver convergence problems when no upper limit is specified. Equation 4-
121 calculates the solids retention time and requires it to be below 30 days. Solids retention times in 
excess of 30 days can be modeled, but are not typically used in practice. This value was chosen based on 
typical design values for conventional activated sludge processes
2
. 
(∑           )
            (∑           )       
    
(4-121) 
Four additional boundary constraints are included to obtain solutions similar to traditional ASP 
designs. Equations 4-122 and 4-123 require that if both reactors are not of equal volume, then the smaller 
reactor must be at least 20% of the volume of the larger. Equations 4-124 and 4-125 require that the RAS 
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and IR flowrates are at least half of the influent flowrate. Typically, ASP facilities performing biological 
nitrogen removal operate at RAS and IR ratios of between 50% and 200% of the influent flowrate. 
              (4-122) 
              (4-123) 
              (4-124) 
               (4-125) 
By definition, the sum of influent allotted to each reactor (m in M) must be equal to the total 
influent flowrate parameter (Equation 4-126). 
     ∑     
 
 (4-126) 
Unlike previous ASP optimizations, no objective function penalty term was included for effluent 
contaminant loading. Previous ASP optimizations using this paradigm have identified optimal solutions 
that are not realistic within traditional regulatory frameworks
55,56
. Therefore, strict effluent limitations 
were implemented that enforce effluent contaminant loadings for TSS, SS, NH4, and TN to be below 
permitted levels (Equations 127-130). 
             (4-127) 
          (4-128) 
             (4-129) 
                  (4-130) 
4.6 Solution Methods 
The explicit optimization model was coded using the algebraic modeling language AMPL 
although the technical computing platform MATLAB (Mathworks, Natick MA) was strongly considered. 
Various mathematical algorithms are available in MATLAB, or through third party add-on packages. 
These computational tools were considered because MATLAB is also a commonly used platform for ASP 
simulation. AMPL was selected as the optimization environment for three reasons. Optimization specific 
programming languages such as AMPL allow the development of more generalized mathematical models 
for large-scale problems. Optimization specific languages typically offer increased performance as 
compared to mathematical programming algorithms implemented in software environments developed for 
other uses. Fifteen state-of-the-art NLP and MINLP mathematical algorithms that interface with AMPL 
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are free of cost  available for use on the Network-Enabled Optimization System (NEOS) server
191–193
. 
According to the NEOS server for optimization, AMPL has been the most commonly used optimization 
language between 2003 and 2013. 
The resulting explicit optimization model derived from the ASM3, DE, TCI, and BSM1 models 
contains 174 variables and 230 constraints. 138 of the optimization model variables are continuous and 
the remaining 36 are binary. Of the 230 constraints, 137 were nonlinear and the remaining are linear.  
The NEOS server itself is an internet based optimization service designed to offer easy access to 
state-of-the-art mathematical programming algorithms. The NEOS server was developed jointly by 
Argonne National Laboratory, Northwestern University, and the University of Wisconsin
191–193
. Available 
NEOS algorithms can be found online at http://www.neos-server.org/neos/solvers/index.html. The NEOS 
submission tool Kestrel was used to manage job submissions.  
The ASP optimization model was solved using the solution algorithm MINLPbb
26,158
. MINLPbb 
uses a depth first branch-and-bound search paired with a sequential quadratic programming algorithm for 
solution of NLP relaxations of the MINLP problem. MINLPbb was chosen because it has proven ability 
to robustly solve nonconvex MINLP problems Specifically, MINLPbb has been shown to offer a more 
robust solution method for nonconvex MINLP problems compared to both Benders Decomposition and 
Outer Approximation based algorithms
158
. This is because Generalized Benders and Outer Approximation 
algorithms both use feasible region cutting planes which can inadvertently eliminate optimal solutions 
from consideration prior to algorithm termination
27
. For highly nonconvex problems, accumulated cuts 
can completely eliminate a feasible region using Generalized Benders’ and Outer Approximation. SQP 
based algorithms have been shown to reliably solve many types of mathematical programs with 
equilibrium conditions (MPECs)
64,68
. The nonlinear programming algorithm used in MINLPbb (filter-











CHAPTER 5: HIGH FIDELITY OPTIMAL DESIGN OF WASTEWATER TREATMENT PLANTS 
USING THE ACTIVATED SLUDGE PROCESS: FOCUS ON SECONDARY SETTLER MODELING 
5.1 Chapter 5 Summary 
The paradigm surrounding wastewater treatment plant design and operations has transitioned 
from one of cheap energy and modest treatment, into one where both energy and treatment costs are 
expensive due to increasingly strict environmental regulations. Systematic methods to reduce costs and 
energy consumption associated with wastewater treatment have received considerable attention in recent 
years. In Chapter Five, minimum cost activated sludge process (ASP) designs are identified using the 
Mixed-Integer Nonlinear Programming (MINLP) optimization model presented in Chapter Four. Pairing 
of the double exponential layered settling model (DE-layered model) of Takacs and Nolasco (1991) with 
activated sludge models is the most widely used method for simulating ASP treatment processes
1,15194
. 
Including the DE-layered settling model in the optimization model creates a Mathematical Program with 
Equilibrium Conditions (MPEC) which has not yet been presented for ASP design. This new ASP 
optimization model includes the depth at which activated sludge is introduced into the secondary settler as 
a decision variable. Five optimal design problems are solved using the ASP optimization model and a 
randomized multi-start solution strategy with the solution algorithm MINLPbb. The randomized multi-
start method identified multiple locally optimal solutions that improved the net present value of the ASP 
design by as much as 26% compared to a typical design. The minimum cost solutions all utilized 
Simultaneous Nitrification Denitrification (SNdN) processes to obtain high quality treatment at minimal 
cost. This presents a strong case for use of the SNdN processes and for investigating efficient methods for 
SNdN process control. The optimization model represents a more credible and trustworthy representation 
of the ASP process compared to previous optimizations because no simplifying assumptions were 
introduced into the DE-layered settling model. 
5.2 Design Optimization of ASPs with complementarity 
The secondary settling process can have a significant impact on overall ASP process performance 
because it controls the final effluent quality, as well as the ASP’s solids retention time (SRT) and mixed 
liquor suspended solids (MLSS) concentrations
15,30
. ASP optimizations completed to date have found 
model parameters associated with the secondary settler model to exert a large influence on the nature of 
optimal solutions to ASP design and operations problems
18,118,145,162,163
. These problems have used simple 







 to simulate the secondary settler. In contrast, implementing the one-
dimensional layered settling model (DE-layer model) proposed by Takacs and Nolasco (1991) improves 
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upon earlier optimization formulations by increasing the mechanistic detail of the secondary settler 
model. The DE-layered model of Takacs and Nolasco (1991) uses a double exponential settling velocity 
function that predicts realistic concentrations for both the underflow and effluent total suspended solids 
concentrations with small computational requirements
4
. The DE-layered settling model is often coupled 
with the International Water Association’s Activated sludge Models (ASMs) to simulate ASP facilities. 
Linking of the ASM-based biological models with the DE-layered settling model has become the most 
widely used method for simulating ASP treatment processes 
1,15194
. 
The DE-layered settling model includes equilibrium conditions that are difficult to solve using 
traditional mathematical programming methods. The “minimum of fluxes” equilibrium conditions and the 
use of an empirical maximum settling velocity function are two such equilibrium conditions. Including 
equilibrium conditions into an explicit optimization model results in a mathematical program with 
equilibrium constraints (MPECs). When formulated as nonlinear programming problems, MPECs fail to 
satisfy both the linear independence and Mangasarian-Fromovitz constraint qualifications
64
. Constraint 
qualifications are mathematical conditions used to ensure similarity of the real constraint set, and the 
approximation used by solution algorithms
53
. Solutions found to MPECs using algorithms that rely on 
these constraint qualifications cannot be provably optimal because the mathematical approximations used 
by the solver may not accurately reflect the true nature of the mathematical problem
43,53,61
. To date, the 
DE-layered settling model has been used for optimizing activated sludge processes in a simplified form 
that omits the minimum of fluxes equilibrium conditions and holds settler surface area constant 
55,56,157,159,175
, or solved with a continuous NLP algorithm not designed for use on MPECs or disjunctive 
nonlinear program
151,153
. In one optimization, Mussati et al. (2002) included three binary selector 
variables related to the ASP and used a MINLP algorithm based on outer-approximation
175
. Existing ASP 
optimal design problems have generally not presented explicit optimization formulations, thus it remains 
unclear to what extent and in what way the settling model was incorporated
55,56,151,153,157,159,175
.  
An alternative method based on Sequential Quadratic Programming (SQP) algorithms can be 
highly successful at optimizing MPECs when the equilibrium conditions are reformulated as an 
equivalently smooth nonlinear inequality constraint set
26,27,43,65,68
. The NLP algorithm filter-SQP has been 
found to reliably solve a broad class of MPECs as demonstrated by successful optimization of over 100 
test problems with complimentarity
43
. The MINLP algorithm MINLPbb combines mixed-integer branch 
and bound with filter-SQP and can efficiently solve MINLPs with complimentarity
26,27,158
. MINLPbb has 
been shown to outperform both Benders Decomposition and Outer Approximation based algorithms on 
non-convex MINLPs
158
. The DE-layered settling model not only includes equilibrium conditions with 
complementarity, but is also a MINLP problem because it contains integer variables in addition to 
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nonlinear constraints. Therefore, the use of MINLPbb to solve an ASP optimization problem that fully 
incorporates the current industry standard DE-layered settling model can increase designer confidence in 
optimal ASP designs. 
In this dissertation,  an explicit optimization model of the ASP process is presented in Chapter 
Four as a nonconvex Mixed Integer Nonlinear Programming problem with complementarity.  The 
MINLP optimization model is solved for the first time here, in Chapter Five. A random multi-start 
solution strategy is used to evaluate the nonconvex MINLP problem and address the following 
hypothesis. If random multi-start methods are used to solve the ASP optimization model then multiple 
optimal solutions will be obtained and confidence can be associated with the lowest objective function 
values found. The optimization model has been developed to describe a generic two-reactor-in-series ASP 
process using the Activated Sludge Model 3 (ASM3) and is illustrated in Figure 5-1. Primary clarification 
was omitted from the optimization model because not all ASP processes include a primary clarifier. 
Adjusting the influent particulate substrate concentration (X
S
inf) can be used to approximate the effects of 
primary clarification. The purpose of Chapter Five is to investigate solution methods for the ASP 
optimization model and to explore the nature of optimal ASP designs in a systematic manner. 
 
Figure 5-1: The generic two-reactor-in-series ASP facility simulated in the optimization model. The 
ASM3 and DE-layered settling models are used to simulate biochemical and physical processes occurring 
in the ASP. The formulation describe reactors one and two as well as the secondary settler which are 
depicted within the ASP model. The outer dashed line represents auxiliary cost functions in the objective 
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5.3 Models and Methods 
The ASP optimization model was solved considering both objective functions and using various 
combinations of the boundary constraints discussed in chapter section 4.5.4. The optimization model is 
for a two-reactor-in-series ASP facility performing carbon and nitrogen removal. Five design problems 
(implementations) were solved using a randomized multi-start approach and the algorithm MINLPbb. All 
five implementations are shown in Table 5-1 along with a description of the goals of each 
implementation, the objective function used, and boundary constraints applied. The Multi-start solution 
methods were used to identify multiple locally optimal solutions by providing the algorithm with a wide 
variety of initial variable values. During multi-start optimization the five implementations were solved to 
investigate the following; 1) if objective function complexity affects how easy the formulation is to solve, 
and 2) the effect of adding boundary constraints to steer solutions towards ASP configurations that are 
commonly implemented in practice. 
Table 5-1: Implementations one through five solved using random multi-start methods and MINLPbb.  
Implementation Goal Objective Boundary 
Constraints 




Eq 4-119,  
Eq 4-120 
Two Increase the efficiency of multi-start optimization 
compared to implementation one 
Non-cost 
Eq 4-2 
Eq 4-119,  
Eq 4-120 
Three Increase the generality of the optimization model 




Four Increase the efficiency of multi-start optimization 




Five High fidelity optimization of traditional nutrient 
removal processes with added boundary constraints 
NPV 
Eq 4-1 
Eq 4-119 to 
Eq 4-125 
 
 Implementation one uses net present value (NPV) as the objective to be minimized (Equation 4-
1). Implementations one and two place boundary constraints on dissolved oxygen concentrations that 
require dissolved oxygen in at least one reactor to be greater than or equal to 2 mg
[O2]
/L (Equations 4-119, 
4-120). Implementation two uses the heuristic non-cost objective function, which is a weighted sum of 
key decision variables (Equation 4-2), and which might be more easily solved compared to the NPV 
objective. Implementations three and four do not include constraints on oxygen and use the NPV and non-
cost objective functions respectively. When using the non-cost objective function in implementations two 
and four, external carbon addition is not considered as a decision variable. Lastly, implementation five 
includes boundary constraints on dissolved oxygen, solids retention time (SRT), recycle activated sludge 
(RAS) and internal recirculation (IR) ratios, as well as reactor volumes (Equations 4-119 through 4-125). 
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The addition of multiple boundary constraints to implementation five is an attempt to constrain the 
solution to be more similar to traditional ASP configurations.  
5.3.1 Solution algorithm and optimization methods 
The ASP optimization model was coded using the algebraic modeling language AMPL (Bell 
Laboratories, Berkeley Heights NJ) and solved on the Network-Enabled Optimization System (NEOS) 
server using the MINLPbb solution algorithm
158
. The NEOS server was developed jointly by Argonne 
National Laboratory, Northwestern University, and the University of Wisconsin and offers free online 
access to state-of-the-art optimization algorithms
191–193
. The NEOS submission tool Kestrel was used to 
manage job submissions during multi-start optimization.  
5.3.2 Randomized multi-start methods 
All five implementations were solved using a randomized multi-start strategy designed to locate a 
large number of locally optimal solutions. Between 11,000 and 18,000 sets of random initial variable 
values were generated for each implementation and sent to the NEOS server for solution with MINLPbb. 
The random initial variable values were obtained by randomly sampling a uniform probability 
distribution. The minimum and maximum values for each randomly generated decision variable is shown 
in Table 5-2. Use of a uniform probability distribution means that any variable value between the 
minimum and maximum values shown in Table 5-2 had an equal probability of being selected. The 
secondary settler feedlayer variables are binary, thus the minimum and maximum values shown in Table 
5-2 correspond to the index of the settler model layers allowed to receive influent.  
Table 5-2: Minimum and maximum bounds for initial randomized decision variable values used during 
multi-start optimization.  
Randomized Decision Variable Symbol Min Max Units 
Settler Surface Area SA 10 3,000 m
2
 
Recycle Activated Sludge Qry 10,000 39,999 m
3
/day 
Waste Activated Sludge Qwas 10 1,000 m
3
/day 
Internal Recirculation Qir 10,000 39,999 m
3
/day 
Influent Flow to Tank One INF1 1 20,000 m
3
/day 
Influent Flow to Tank Two INF2 0 19,999 m
3
/day 
Tank One Volume VOL1 10 7,000 m
3
 
Tank Two Volume VOL2 10 7,000 m
3
 
Tank One KLA KLA1, 0 500 1/day 
Tank Two KLA KLA2 0 500 1/day 
External Carbon Tank One ROSc1, 0 1,000 kg/day 
External Carbon Tank Two ROSc2 0 1,000 kg/day 
Settler Feedlayer FLYRo 4 12 unitless 
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The initial variable values shown in Table 5-2 were uncorrelated with the exception of influent 
flow into reactors one and two. The initial variable value for influent into reactor one was randomized 
during prior to each algorithm call and the initial value for influent into reactor two was calculated as the 
difference between reactor one influent flow and the overall design flowrate. Initial values of all auxiliary 
variables presented in chapter sections 4.3.2 and 4.3.3., but not shown in Table 5-2, were not randomized. 
Auxiliary variable values were equal to a feasible solution obtained previously. 
5.3.3 Data extraction and analysis 
Analysis of results for implementations one through five was conducted using MatLab 
(Mathworks, Natwick MA) and the Matlab Statistic Toolbox. Summary statistics describing solver 
performance were first collected. Then, all trials not resulting in optimal solutions were culled from the 
dataset and counted. Remaining solutions were paired with the appropriate random initial solutions using 
a unique tracking code given to each attempted solution sent to the NEOS server.  
A binning and sorting procedure was applied to organize the results of each implementation into 
unique solutions. The binning procedure was needed because some solutions were obtained many times. 
By binning the results a smaller set of unique solutions was obtained as follows: solutions were binned by 
first rounding the NPV objective function to the nearest €1000. Each bin was separated further based on 
the values of the binary feedlayer variables. The set of binned solutions was then sorted from minimum to 
maximum NPV to rank solutions based on objective function value. Binned solutions were also sorted 
and ranked as a function of the frequency of solution occurrence. After binning and sorting, the mean 
variable values for each variable in each solution bin was assumed to be equivalent to a unique solution.  
The coefficient of variation for each variable was calculated to test for homogeneity within the 
binned solutions. The coefficient of variation is the ratio of sample standard deviation to sample mean and 
may be used as a normalized measure of sample dispersion
195
. In this study, coefficients of variation were 
used as a confirmation of the assumption of homogeneity within each binned solution. A binned solution 
that is homogeneous exhibits a low variation in variable values obtained by randomly sampling the 
solution, that is to say all members of the binned solution are nearly the same. Homogeneity of binned 
solution variable values was confirmed if the corresponding coefficient of variation was 0.3 or less. In 
contrast, if a coefficient of variation was found to be greater than 0.3 for any variable value, a manual 





5.3.4 Typical design calculations 
It is common in engineering optimization to supply a typical design to the mathematical 
programming problem in order to quantify the potential for objective function improvements. Applied to 
ASP design optimizations, typical designs have been obtained using a variety of methods. Typical designs 
can be obtained using standard design methods
143
, calculated as the average of solutions obtained through 
enumeration of variable values
91,136,137,165,196
, or represented as solutions presented by other 
researchers
55,95,115,159,197
. In this study, two typical designs are used to quantify the cost-savings achieved 
using mathematical programming. Costs calculated from the random initial variable values that resulted in 
optimal solutions quantify the extent to which the solution algorithm was able to improve upon a given 
objective function. Additionally, a typical engineering design for a nutrient removing ASP process was 
calculated using a design example from “Wastewater Engineering Treatment and Resource Recovery,” 
pages 756-769 and 810-813
2
. The cost associated with the typical design were calculated using the NPV 
objective function presented in Chapter 4 (Equation 4-1). The NPV of the typical design solution was 
€17.9 million. The calculations performed to obtain the typical design solution are also included in 
Section Two of Appendix A. 
5.4 Results and Discussion 
Results are presented in two parts: In the first part a comparison of solution efficiency and 
performance between implementations using the NPV-based objective function and those that used a 
simple non-cost objective. NPV-based implementations of the optimization model include 
implementations one, three, and five. Implementations two and four used the simple non-cost objective 
function presented in Chapter Four (Equation 4-2). Based on analysis of the performance of MINLPbb, 
the NPV-based implementations one, three, and five were selected for further analysis. In the second part, 
selected solutions from implementation one and five are discussed in further detail and compared to 
traditional designs. 
5.4.1 Effects of initial variable values on optimal solutions 
Solutions identified by mathematical programming algorithms are affected by the initial variable 
values used. When initial variable values are randomized using multi-start methods, some bias can be 
introduced into the solution set. For example, all optimal solutions obtained in this study were paired with 
the initial randomized variable values originally submitted to the NEOS server. Therefore, a set of paired-
random variables can be defined that consists only of random initial trials that led to optimal solutions. 
The set of paired-random variables is a subset of the overall random initial variable set. If the mean 
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variable values of the two sets (random and paired-random) is different, then the solutions may have been 
biased based on the preference of MINLPbb to terminate at optimality given certain initial values 
compared to others. This comparison of random and paired-random variable values does not however, 
measure algorithm performance because both sets are still initial variable values. 
The distribution of initial variable values generated during multistart was primarily feasible for 
most variables. A two sample t-test (α=0.05) was used to identify variables values with statistically 
significant differences between the set of randomized initial variable values and the subset of randomized 
initial variable values that resulted in a solution e.g. the paired-random variable values. For this study, 
variable values were assumed to be normally distributed. P-values represent the probability that the null 
hypothesis is true, thus low p-values indicate a high probability that sample means are different. The null 
hypothesis was rejected at the 95% confidence level for the RAS flowrate (p<0.01) in all 
implementations. The variables of reactor two volume (p=0.02) and KLA (p=0.03) were found to have 
different sample means in implementation two. In implementation three the null hypothesis was rejected 
for the influent flowrate to reactor one (p=0.05) and reactor two (p=0.05), as well as the reactor one 
volume (p=0.03). All other optimal decision variable values did not exhibit a statistically significant 
difference between the set of random initial 
values, and the subset of random-paired initial 
values. 
The optimal solutions originate from 
initial solutions that are well distributed 
throughout the ranges shown in Table 5-2 
rather than from a skewed subset of random 
initial variable values that were preferentially 
solved by MINLPbb. Randomized NPV values 
can be used as a proxy for combined 
differences in the random and paired-random 
variable sets and are shown in Figure 5-2. The 
randomized NPV is a function of the random 
decision variable values that were generated 
during multi-start optimization. It is used here 
as an illustrative corollary for representing 
variability within the initial solution set. The 
subset of paired-random NPV values taken 
 
Figure 5-2: Histogram of randomized net present 
values from implementation one. (A) NPV values 
from the initial solution set, and (B) NPV values 
from the subset of random initial solutions that 
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from optimal/random solution pairs had nearly the same mean, €19.8(±3.31), as the set of all randomized 
initial solutions, €19.8(±3.28), measured in million Euros. The null hypothesis was not rejected for NPV 
at the 95% confidence level for all implementations.  
5.4.2 Performance of implementations one through five 
Substantial variation in performance between implementations one through five was observed 
based on changes in the objective function and constraint sets shown in Table 5-1. Implementations are 
organized categorically, based on the objective function used and the type of boundary constraints used 
and shown in Figure 5-3. Figure 5-3 presents the frequency of optimal NPV values obtained for 
implementations one through five and is organized categorically. Implementations one, three, and five, 
which all used the NPV objective function (Equation 4-1), appear on the left hand side of Figure 5-3. 
Implementations two and four appear on the right hand side of Figure 5-3 and used the simple non-cost 
objective function  (Equation 4-2). For implementations two and four, which used the simple non-cost 
objective, the optimal NPV value was calculated after solution. Implementations in Figure 5-3 are further 
organized based on the constraint set used; implementations one and two used only the boundary 
constraints on oxygen (Equations 4-119,4-120) and are shown at the top of Figure 5-3. Implementations 
three and four used no boundary constraints and are located in the middle of the figure. Implementation 
five, located at the bottom of the figure, used boundary constraints on oxygen, solids retention time, 
pumping ratios, and reactor volumes (Equations 4-119 through 4-125). The optimization success rate is 
defined as the ratio of optimal solutions to initial trials and is shown along with the minimum and mean 
optimal NPV values identified during optimization in the lower right-hand corner of Figure 5-3. 
Implementations one, three, and five used the NPV objective function and converged strongly 
towards the best cost-optimal ASP designs during multistart optimization. Recall that implementations 
two and four used a simple non-cost objective function while implementations one, three, and five used 
the NPV objective function. Implementations one and two had identical constraint sets, as did 
implementations three and four. Implementations using the NPV based objective function all identified at 
least one unique solution with a frequency greater than 1,000 times (Figure 5-3, subplots 1,3,5). The 
difference in mean and minimum NPV identified for implementations using the NPV objective function 
was between €10k and €75k. In comparison, the difference in mean and minimum NPV for 
implementations using a simple non-cost objective function  was €350k and €800k. Implementations 
using the simple non-cost objective function identified unique solutions with frequencies in the tens, and 





Figure 5-3: Frequency of net present values and corresponding performance measures obtained for (1) 
implementation one, (2) implementation two, (3) implementation three, (4) implementation four, and (5) 
implementation five. Section (6) summarizes the solver success rate (number of solutions divided by the 
number of trials), and the minimum and mean optimal NPV for implementations one through five.  
The NPV objective function also yielded optimal solutions that were less expensive than those 
found using the heuristic non-cost counterpart given the same computation time. The mean solution times 
for all five implementations was 0.11(±0.01) CPU seconds. In the past, ASP optimizations have used 
simple non-cost objective functions either because accurate cost models were unavailable
99,103,117,173,198,199
, 
or as a surrogate for cost that might offer a reduction in computational requirements
58,87,88,148,176
. No such 
computational benefit can be found when comparing implementations one through five, therefore the use 































































Optimal NPV Values (€-million)





























1 12% 13.234 13.281
2 9.4% 13.814 14.164
3 25% 13.171 13.181
4 11% 13.3770 14.173
5 17% 13.632 13.707
13.2      13.4       13.6      13.8
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Comparative results indicate that simple non-cost objective functions based on minimization of one or 
more important decision variables does not improve the quality or efficiency of algorithm performance 
during multi-start optimization as compared to an objective that quantifies cost.  
Minimizing the NPV based objective function achieves lower costs, while adding boundary 
constraints to the ASP optimization model results in increased costs. The best objective function was 
obtained in implementation three and used the NPV-based objective without added boundary constraints. 
Implementation three identified a least-cost optimal design with a NPV value of €13.17-million. 
Additional boundary constraints in implementations one and five caused an increase in objective function 
value. Compared to minimization of the simple non-cost objectives, the three NPV-based 
implementations performed better in terms of solution success and minimum NPV values. The NPV 
objective function achieved higher solution success rates compared to the non-cost objective considering 
the same constraint set e.g. implementations one vs two, and three vs four. Additionally, the NPV 
objective function always achieved lower objective function values than did the non-cost based 
implementations. When the minimum and mean NPV values for a multi-start optimization are similar in 
value, the solution is said to converge strongly towards the least-cost solution. Strong convergence is 
shown for NPV-based objectives in Figure 5-3. In contrast, implementations using the simple non-cost 
objective do not converge strongly, which means that many of the solutions obtained were located far 
away from the least-cost solution.  
Table 5-3 presents a summary of performance statistics for implementations using the NPV 
objective function only. Implementations two and four were omitted form Table 5-3 because the simple 
non-cost objective function returned optimal NPV values that were always more costly, were solved less 
often, and distributed over a wider range. The number of trials generated and sent to NEOS for 
implementations one, three, and five was not the same. Solution statistics are therefore presented as 
absolute values, and as percentages normalized by the size of the trial set for each implementation. The 
mean NPV for initial solutions was €19.7(±3.28) million for each implementation shown in Table 5-3. 
Solution times for all three NPV-based implementations were 0.11(±0.01) measured in CPU seconds. No 
solver error codes were returned by NEOS during random multi-start optimization of NPV-based 
problems. During solution of implementations Two and Four, MINLPbb error codes returned by NEOS 
numbered in the tens. The boundary constraints placed on dissolved oxygen concentrations, solids 
retention time, and volume ratios are also included in Table 5-3. Implementation Three, which used no 
boundary constraints had the highest solution success rate. The next highest solution success rate was 
obtained by implementation Five. 
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Table 5-3: Summary solution statistics for implementations One, Three, and Five. Values in parenthesis 
are either solution rates or failure rates. 
Implementation Number 1 3 5 
Boundary Constraints O2 none O2,SRT,Volume 
Number of Trials sent to NEOS 17,832 11,685 16,620 
Number of Optimal Solutions (Success Rate) 2,202(12%) 2,935(25%) 2,879(17%) 
Number of AD Failures (AD-Fail Rate) 15,608(88%) 8,738(75%) 13,713(83%) 
Number of Integrality Errors (I-Fail Rate) 22(0.1%) 15(0%) 28(0.2%) 
Total Number of Failures (T-Fail Rate) 15,630(88%) 8,750(75%) 13,741(83%) 
 
The majority of failed trials resulted due to automatic differentiation (AD) engine failures. Other 
types of errors were encountered infrequently. No MINLPbb errors were reported by the NEOS server, 
however a number of solutions were returned as optimal but were really infeasible with respect to one or 
more integer constraints. Integer infeasibility is recorded in Table 5-3 as an integrality error and occurred 
less than 1% of the time. The number of AD failures for implementations one, three, and five is shown in 
Table 5-3 along with the AD-Failure Ratio. The AD-Failure Ratio is defined as the ratio of AD failures to 
initial trials. AD failures were encountered for between 75% and 88% of trials. The AD engine is a 
subprocess queued from the AMPL optimization environment on the local server which differentiates the 
objective function and constraint set and passes this information to the solution algorithm
200,201
. If the 
initial solution is very infeasible, e.g. important constraints are not satisfied, then the AD engine may not 
successfully differentiate the system of equations and will not pass on this information to MINLPbb. The 
trial will be recorded as a failure even though it was never evaluated by the optimization algorithm. 
Randomized variable values were uncorrelated and thus yielded initial solutions unlikely to be feasible 
causing a high rate of AD failure.  
MINLPbb performed well over a variety of initial starting points and reduced ASP costs primarily 
through a reduction in annual operating costs. The highest percent reduction in objective function value 
was attributed to reductions in annual operating costs. Table 5-4 shows that annual operating costs for 
NPV-based objective functions were reduced by 70%, 71% and 67% from the initial solution. In contrast, 
total investment costs were reduced only 3%, 4%, and 2% from the initial solution. The resulting NPV 
percent reductions from initial paired-random NPVs were 31%(±12), 31%(±12), and 29%(±12) for 
implementations one, three, and five respectively. The standard deviation of percent reductions from the 
initial solution is large because the ASP optimization model is nonconvex. Substantial objective function 
reductions observed for the initial paired-random solutions indicate efficient performance of MINLPbb 
throughout the feasible region. 
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Table 5-4: Percent reductions in costs obtained by implementations one, three, and five. Percent 
reductions in investment costs, operating costs, and NPV from initial random solutions are shown with 
percent reduction in NPV from the typical design.  
Implementation Number 1 3 5 
Boundary constraints O2 none O2,SRT,VOL 
Investment Cost  Reduction from Random (±Std) 3.3(±2.7)% 3.9(±2.7)% 1.8(±2.7)% 
Operating Cost Reduction from Random (±Std) 70(±19)% 71(±18)% 67(±20)% 
NPV Reduction from Random (±Std) 31(±12)% 31(±12)% 29(±12)% 
NPV Reduction from Typical design (±Std) 26(±0.6)% 26(±0.3)% 23(±0.4)% 
Best NPV Reduction from Typical design 26% 26% 24% 
 
The percent reduction calculated from the Typical Design shows that the random multi-start 
solution strategy paired with MINLPbb achieved strong solution convergence. Percent reductions 
calculated from the initial starting points measure performance of the MINLPbb algorithm alone, because 
the initial and optimal solutions are paired. In contrast, percent reductions calculated from the typical 
design, measure performance of the random-multistart method as a whole. The random-multistart strategy 
used in implementations one, three, and five achieved an average percent reduction from the typical 
design of 30%(±0.4). Additionally, the percent reduction calculated from the typical design to the 
minimum objective function value was found to be nearly the same as the mean percent reduction from 
the typical design. The low variance and small difference associated with percent reductions calculated 
from the typical design indicate strong convergence of MINLPbb when solving the ASP optimization 
model. This means that the solution algorithm terminated successfully using a wide variety of starting 
points, and that the optimal solutions found all reduced NPV. Additionally, the wide variation in the 
initial paired-random percent reduction measure is due not to poor algorithm performance, but is a 
function of chance. When using the random multi-start strategy some initial NPV values were simply 
closer to the optimal solution than others. 
5.4.3 Select solutions from implementations one, three, and five 
The binning procedure was used to compile a list of solutions from implementations one through 
five. The binned results were sorted from minimum to maximum NPV objective function values and also 
based on frequency of occurrence. In the following section, the solution with the lowest NPV for each 
implementation is referred to as the Least-Cost solution. The most frequently obtained solution is 
identified as the Mode. For example, the least-cost solution to implementation one is referred to as 1-LC, 
while the primary mode obtained in implementation three is referred to as 3-MD. The least-cost solutions 
to implementations one, three, and five are discussed in further detail. These solutions are illustrated 
schematically as follows: Figure 5-4 shows the best solution for implementation one (1-LC), Figure 5-5 
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displays implementation three (3-LC), and Figure 5-6 displays implementation five (5-LC). For all three 
solutions, the coefficient of variation for the decision variables shown was very low. Recall that a low 
coefficient of variation is used to confirm that variable values in each solution bin are homogeneous, e.g. 
each bin is a single solution and is unique. The coefficient of variation for Total Suspended Solids (TSS) 
concentrations in the middle of the secondary settler were 0.15 or less, while coefficients of variation for 
most other variable values approached zero. A complete list of binned solutions obtained for 
implementations one through five are included in Appendix A, Section Three. The Matlab files generated 
while analyzing solutions to implementations one through five, and the Microsoft Excel Workbook used 
to store optimal solutions also included in Appendix A, Section Three. 
Figures 5-4, 5-5, and 5-6 are schematic representations of the least-cost solutions to 
implementations one, three, and five respectively. Decision variables are shown on these figures and 
include reactor volumes (Volume), oxygen mass transfer rates (KLA), external carbon dosing rates 
(Carbon), influent flowrates (Influent), the internal recirculation (IR), recycle activated sludge (RAS), and 
waste activated sludge flowrates (WAS). The secondary settler surface area (Settler SA), underflow solids 
concentration (TSS 15) and feedlayer assignment (Feedlayer) are also shown. The remaining variables 
shown in Figures 5-4, 5-5, 5-6 are auxiliary variables that are used to further characterize the process. Key 
descriptive operating parameters are calculated and shown in the right side of each figure. These 
descriptive operating parameters include solids retention time (SRT), hydraulic retention time (HRT), and 
the internal recirculation and recycle activated sludge ratios. The optimal NPV value, as well as the 
number of solutions in each NPV bin are shown in the lower right corner of Figures 5-4, 5-5, 5-6. 
All three solutions directed all influent flow into the first anoxic reactor. No external carbon 
addition was selected in any of the optimal designs even though the formulation included this as a 
possibility. All solutions had an optimal hydraulic retention time of 0.4 days. The feedlayer was either 
layer nine or layer ten. No internal recirculation was used and the optimal RAS ratio was between 0.7 and 
0.86. The additional boundary constraints included in implementation five that place an upper bound on 
SRT and a lower bound on reactor volume increased the optimal NPV by almost €400k.  
The solutions presented for implementations one and three found minimum objective function 
values when the volume of the anoxic reactor reached its upper bound. The optimal dissolved oxygen 
concentration for the anoxic reactors in each of the implementations was 0.1 mg
[O2]
/L. Therefore, all least-
cost solutions attempted to perform carbon oxidation, nitrification, and denitrification in the same reactor. 
Higher costs associated with maintaining strictly aerobic conditions led the optimization model to reduce 
the volume of the aerobic tank in implementations one, three, and five to be at or near the lower bound. 
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The volume of the aerobic reactor for implementation one was 0.23% that of the anoxic reactor. In the 
case of implementation three both reactors were anoxic, but the volume of the second reactor was 0.01% 
of the volume of the first reactor. In contrast, implementation five included a boundary constraint that 
required that the volume ratios between the two reactors to be 0.2. Because of the boundary constraint on 
volume, the solution in implementation five includes an aerobic reactor that is 20% of the total treatment 
volume and a substantial part of the treatment process. The optimal solutions obtained all represent 
implementations of the Simultaneous Nitrification Denitrification (SNdN) process and are differentiated 
primarily based on the boundary constraints used in each implementation. 
The most cost-efficient configurations identified for all three implementations resulted in 
selection of the simultaneous nitrification denitrification (SNdN) process. The SNdN process achieves 
carbon oxidation, nitrification, and denitrification in the same reactor, which is maintained at a low 
dissolved oxygen concentration. Low DO operation causes a concentration gradient across activated 
sludge flocs which results in nitrifying conditions near the outside, and denitrification occurring in the 
inner portions of the floc
2
. Due to the concentration gradient the SNdN process uses oxygen and soluble 
substrates more efficiently than traditional ASP configurations. The concentration gradient also causes 
variable effective half-saturation coefficients which are dependent on operating conditions and represent a 
source of uncertianty
22
. Uncertain performance of the SNdN process causes it to be viewed as both a cost-
efficient and potentially risky treatment technology. 
 
Figure 5-4: Schematic drawing of the least cost solution to implementation one , (1-LC). The diagram 
includes effluent concentrations, the calculated “operating parameters” of  ydraulic Retention Time 
(HRT), Solids Retention Time (SRT), Recycle Activated Sludge Ratio (RAS ( r )) and Internal 
Recirculation Ratio (IR ( r )). The solution name, NPV binning value, frequency of solution, and the 




Figure 5-5: Schematic drawing of the least cost solution to implementation three (3-LC), which was also 
the most frequently identified solution (3-MD). The diagram includes effluent concentrations, the 
calculated “operating parameters” of  ydraulic Retention Time ( RT), Solids Retention Time (SRT), 
Recycle Activated Sludge Ratio (RAS ( r )) and Internal Recirculation Ratio (IR ( r )). The solution name, 




Figure 5-6: Schematic drawing of the least cost solution to implementation five (5-LC). The diagram 
includes effluent concentrations, the calculated “operating parameters” of  ydraulic Retention Time 
(HRT), Solids Retention Time (SRT), Recycle Activated Sludge Ratio (RAS ( r )) and Internal 
Recirculation Ratio (IR ( r )). The solution name, NPV binning value, frequency of solution, and the 
optimal NPV value are shown in the bottom right corner. 
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Risk associated with the SNdN process can be minimized by designing ASPs for flexible 
operation. ASP configurations that locate an anoxic reactor in front of an aerobic reactor are referred to as 
a preanoxic denitrification process. The typical ASP design calculated using standard methods was a 
Modified Ludzack Ettinger (MLE) configuration, which is a preanoxic configuration designed for 
nitrogen removal
30
. Standard MLE processes use two reactors in series with sludge recycle and an internal 
recirculation of nitrate from the aerobic reactor back into the front of the treatment process. The first 
reactor receives influent wastewater and is anoxic, while the second reactor is aerobic. Typically the 
volume of the anoxic reactor is approximately 20% of the volume of the aerobic reactor
30
. The solution to 
implementation five is a preanoxic ASP configuration similar to the MLE process however, it is the 
aerobic reactor which is smaller. Standard designs, such as the MLE process, often inspire more user 
confidence than the SNdN process because the latter is often viewed as experimental and/or risky. The 
preanoxic ASP design identified in implementation five could be easily designed to operate both as an 
SNdN process, and as an MLE process, simply by specifying sufficient aeration capacities for both 
reactors to be operated aerobically and by allowing the potential for excess internal recirculation capacity 
to be installed. Design of ASPs that have potential for operating in both an optimal SNdN and a 
traditional preanoxic configuration can increase user confidence and support the use of optimally 
designed ASPs in practice. 
The multi-start solution strategy paired with the solution binning protocol was able to 
successfully identify a large number of alternative cost-optimal solutions that can be further reviewed. 
Table 5-5 shows the total investment costs, annual operating costs, and NPV of five unique solutions. The 
solutions shown in Table 5-5 are denoted by the implementation number (1,3, or 5) and whether the 
solution was the least-cost (LC), or most frequently obtained (MD). Both the least-cost and most 
frequently occurring solutions to implementations one, three, and five are shown. The operating costs for 
external carbon addition and anoxic mixing were zero for all implementation shown in Table 5-5. 
Additionally, the investment cost functions related to influent pumping, and ancillary construction costs 
were calculated based on influent flowrate and fixed at €282,000 and €9,824,000 annually.  
Table 5-5 shows that the least-cost solutions (LC), and the most frequently obtained solutions 
(MD) for implementations one and five are not the same configurations. For implementation three, the 
least-cost and most frequently found solutions are the same. The most frequently obtained solutions to 
implementations one and five located an aerobic reactor upstream of the anoxic reactor. This 
configuration is called a postanoxic denitrification process and can achieve higher levels of total nitrogen 
removal than preanoxic denitrification configurations like the MLE process. Postanoxic denitrification 
processes also typically incur higher operating costs through increased recycle activated sludge (RAS) 
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pumping and external carbon addition. The postanoxic solutions that occurred most frequently in 
implementations one and five represented an objective function increase compared to the preanoxic least-
cost solutions of 0.5% and 0.9% respectively. The most frequently obtained solutions also specified 
higher secondary settler feedlayers which led to increased underflow solids concentrations in the RAS 
stream. The decreased size of the secondary settler clarification zone, and the increased size of the aerated 
reactors explain the increased investment costs for aeration and settling. The higher underflow solids 
concentration creates a more efficient recycle of activated sludge per volume of underflow which may be 
a factor of the increased importance of the RAS flow in the postanoxic configuration.  
Table 5-5: Annual operating costs, total investment costs, and net present value of the lowest cost, and 
most frequently obtained solutions to optimizations one, three, and five. Cost terms not shown were fixed 
for all solutions. 
Solution 
Operating Costs (€,1000/year) 
*1




 MD denotes most 
frequently obtained 
solution 
Pumping Aeration Sludge Total 
1-LC
*1
 16.3 93.0 40.6 149.9 
1-MD
*2
 13.5 94.3 42.1 150.0 
3-LC,MD
*1, *2
 17.3 92.3 38.9 148.5 
5-LC
*1
 14.1 98.0 53.5 165.6 
5-MD
*2
 12.5 107.1 53.1 172.7 
Solution 
Investment Costs (€1,000) NPV  
(€1,000) Aeration Settler RAS Total 
1-LC
*1
 907 313 40 11,366 13,234 
1-MD
*2
 959 333 38 11,436 13,306 
3-LC,MD
*1, *2
 858 316 41 11,320 13,171 
5-LC
*1
 1,141 282 39 11,568 13,632 
5-MD
*2
 1,129 329 38 11,601 13,753 
 
The reason that postanoxic denitrification processes were identified with greater frequency than 
preanoxic configurations may be due to interactions between the constraint set, and the solver MINLPbb. 
Postanoxic denitrification processes are capable of achieving lower effluent total nitrogen concentrations 
but typically require higher recycle activated sludge and external carbon supply rates than do preanoxic 
configurations, which can make postanoxic ASPs more costly. The initial auxiliary variable values 
corresponded to an initial solution which was a preanoxic ASP, however the MINLPbb most often 
terminated at a postanoxic solution that was more costly. The predisposition towards identifying the more 
costly postanoxic configurations may be a function of the algorithm MINLPbb seeking to maintain a 
feasible constraint set during solution. 
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The percent contribution of various cost factors to total NPV for implementations one, three, and 
five are comparable to each other, and to other ASP optimizations
55,56,163,164
. The cost contributions for 
NPV-based implementations are shown in Figure 5-7 as pie charts. Between 72% and 75% of the NPV 
for each solution is contributed by ancillary construction costs that are fixed. The remaining costs are 
shown in the enlarged pie, which is located to the right of the fixed ancillary construction costs. Ancillary 
construction costs are calculated as a function of influent flowrate and are dependent only on the size of 
the facility. The remaining cost contributions are, in decreasing order, the cost of aeration and aeration 
system construction, sludge treatment costs, settler construction investment costs, influent pumping 
station investment costs, pumping costs, and RAS pumping investment costs. The inclusion of fixed costs 
should not change the nature of the optimal solution, but it will result in optimal objective function value 
that includes all relevant costs.  
 
Figure 5-7: Pie charts showing Net Present Value cost contributions for the lowest-cost optimal solutions 
obtained in implementation one (1-LC), implementation three (3-LC), and implementation five (5-LC). 
Percent contributions are calculated from total cost. 
The total investment costs in implementation five are comparable to existing ASP optimal 
designs from Alasino et al. (2007) 
51
, in which optimized ASP processes designed for nutrient removal are 
identified using a NPV objective function that is similar to the objective function used in this study. 
Solutions obtained by Alasino et al. were for an ASP facility accepting 18,500m
3
/day of influent which is 
close to the 20,000 m
3
/day facility optimized in this research. The optimal NPV values identified by 
Alasino et al. were between €2.4-€2.9 million and considered investments in aeration, settler, RAS 
pumping, and influent pumping systems. Implementations one through five used the same investment cost 
terms, and the same cost parameters as Alasino et al. but also included a fixed investment cost related to 
ancillary construction costs, which was calculated to be €9.8-million. Omitting ancillary construction 




found by Alasino et al. The optimizations conducted by Alasino et al. used a simplified DE-layer model 
and did not include the secondary settler surface area as a decision variable, rather settler surface areas 
were held fixed at 1,500m
2
. Inclusion of secondary settler surface area and feedlayer depth as decision 






The difference in optimal costs between implementations one through five and the optimal 
designs of Alasino et al. is also a function of the use of the effluent fine term in the objective function. 
Optimal ASPs identified by Alasino et al. incurred fines due to effluent quality violations of between €1.5 
and €3.5 million over the design life of the facility. The optimization model presented in this study placed 
strict bounds on effluent quality because frequent permit violations are unrealistic given the regulatory 
climate in many nations. The recommended implementation of the effluent fine term originally presented 
as part of the Total Cost Index (TCI) is to calculate effluent fines incurred through permit violations 
which could occur no more than 10% of the time
51
. The inclusion of effluent fines into the NPV objective 
function by Alasino et al. makes comparison with this study in terms of operating costs and total NPV 
difficult. 
When compared to the typical design, implementations one, three, and five achieved a percent 
reduction in NPV of between 24% and 26%. The typical design was completed using the same influent 
characteristics and temperatures as implementations one through five. Decision variable values and cost 
terms for the least-cost solutions to implementations one, three, and five are shown in Table 5-6. 
Solutions reduced all costs as compared to the typical design with the exception of fixed costs, and the 
annual cost of aeration. The annual cost of aeration increased between 4% and 10% compared to the 
typical design. Costs with the greatest reduction compared to the typical design include the annual cost of 
sludge pumping and sludge treatment as well as investment costs related to installed aeration capacity and 
recycle activated sludge pumping. The reduction in annual operating costs from the typical design was 
68%, 69%, and 65% for implementations one, three, and five respectively. The corresponding investment 
cost reductions were 5%, 6% and 4%.  
Implementations one, three, and five as well as the typical design are all feasible ASP 
configurations, which are designed to meet the same design requirements and effluent permit limits. 
Additionally, the cost of the typical design was calculated using the same unit prices and objective 
function as implementations one, three, and five. Solutions identified cost savings from the typical design 
primarily through reduction in annual operating costs. The percent contributions of the typical design are 
shown in Figure 5-8. Investment costs contribute to 67% of NPV in the typical design and approximately 
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85% of NPV for optimal solutions one, three, and five. Operating costs for sludge treatment, sludge 
pumping, and aeration contribute to 19%, 8% and 6% of total NPV in the typical design. For 
implementations one, three, and five the operating costs for sludge treatment, sludge pumping, and 
aeration contributed 4%, 2%,  and 9% respectively. 
Table 5-6: Investment costs, annual operating costs, and net present value of cost terms for the typical 
design, and the least-cost solutions to implementation one, three, and five. Percent reduction is calculated 
from the cost of the typical design’s and is shown in parentheses. Percent reductions shown in red are 
negative (percent increase). 
Cost Terms 
Typical 1-LC 3-LC 5-LC 






















Influent Pumping  282 
 
282(0%) 282(0%) 282(0%) 
Aeration System  1,484 907(39%) 858(42%) 1,141(23%) 
Settler  325 313(4%) 316(3%) 282(13.2%) 
RAS System t 95 40(58%) 41(57%) 39(59%) 
Other  9,824 9,824(0%) 9,824(0%) 9,824(0%) 




















Pumping 114 16.3(86%) 17.3(85%) 14.1(88%) 
Aeration 89 93.0(5%) 92.3(4%) 98.0(10%) 
Pumping 267 40.6(85%) 38.9(85%) 53.5(80%) 
Carbon Addition 0 0(0%) 0(0%) 0(0%) 
Mixing 0.3 0(0%) 0(0%) 0(0%) 
Total 472 149.9(68%) 148.5(69%) 165.6(65%) 








5.5 Conclusions to Chapter Five 
MINLPbb identified solutions to the ASP optimization model that utilized the SNdN process for 
cost efficient nitrogen removal at a cost savings of up to 26% as compared to traditional designs from 
Metcalf and Eddy. The majority of cost savings over a 20 year design life were obtained by reducing 
operating costs while still meeting all design requirements. Increased user confidence can be associated 
with solutions because the DE-layered settling model was implemented in the ASP optimization model 
with no simplifications. A new decision variable was introduced that allows the depth at which activated 
sludge is allocated into the secondary settler to be optimized. The feedlayer depth decision variable allows 
enhanced optimization of the facility by evaluating the relationship between clarification and solids 
thickening in the settler. Cost-savings obtained by the optimal solutions are primarily due to use of the 
SNdN process to reduce operating costs. The binning procedure allows a designer to consider a variety of 
treatment options that are all locally optimal. The multi-start solution method followed by NPV binning 
improves upon the traditional review of alternatives approach to design which consider a small set of 
discrete alternatives based on feasibility and designer preference. Identification of thousands of multiple 
optimal solutions advances upon previous research by increasing confidence that best solutions were 
identified.  
The secondary settler has been shown to exert a strong influence on ASP process performance by 
controlling effluent TSS, solids retention time, and the efficiency of the RAS stream. This research 
successfully solved the ASP optimization model presented in Chapter Four as a MINLP problem with 
nonlinear complementarity using the algorithm MINLPbb. The randomized multi-start solution strategy 
introduced little bias and produced a large set of potential designs that were all locally optimal and had 
resulting NPV values that varied by less than 8%. Implementations using an NPV objective function 
converged strongly towards a small set of least-cost solutions. Constraints on dissolved oxygen and SRT 
also improved performance of the solution algorithm. The least-cost solutions were not always the same 
as the solutions that were most frequently found using MINLPbb. Most solutions indicated use of the 
SNdN process in a pre-anoxic configuration similar to the Modified Ludzack Ettinger process. Some 
solutions were found to place the anoxic reactor after aerobic treatment (post-anoxic). The relative 
contribution of various cost terms was comparable to previous optimizations
55,56,59,149,163,164
 . Results from 
this optimization were more realistic for use in the United States because effluent permits were treated as 
strict bounds rather than included in a cost based objective function via a fine structure.  
Future work includes modifying the ASM model to inhibit the SNdN process and achieve optimal 
ASP designs that are more traditional in nature, or to decouple the effects of denitrification inhibition 
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from aerobic metabolic processes. Modifying the ASM3 biological model to accurately represent the 
SNdN process is one way to mitigate risk associated with this type of process
202–204
. Reducing the 
perceived risk associated with the cost-optimal SNdN processes could motivate their implementation. 
ASM model modifications can also be used to predict soluble microbial products generation which could 
be linked empirically to sludge settling characteristics described by the settling parameters (vo, rh, and 
rp). Other empirical relationships that correlate Solids Retention Time or average dissolved oxygen to the 
maximum theoretical settling velocity could increase the accuracy of optimal solutions if these 
relationships are developed for specific facilities. Application of optimization to membrane bioreactors 
could yield large cost-savings, especially related to advanced wastewater treatment and reuse applications 
because membrane filtration is an energy intensive process. The accuracy of the DE-Layered settling 
model could be further increased by including mechanistic relationships describing convection, 
dispersion, and sludge compaction
41,205,206
. 
One of the implications of this study is that ASP facilities should be designed based on a paradigm of 
flexible operation. For example, the schematic diagram shown in Figure 5-11 includes the potential for 
being operated in all three configurations that were identified as locally optimal (SNdN, Pre-anoxic, Post-
Anoxic). The facility in Figure 5-9 could also be operated as a traditional MLE process by oversizing the 
RAS pumping capacity. Designing ASP facilities for flexible optimality can mitigate risks that are 
associated with uncertain environmental variation, poor controllability, and or parametric uncertainty.  
 
Figure 5-9: A hybrid ASP configuration designed to operate in three modes using simple flow switching 
and aeration control methods. 
Another implication of this study is that optimization could be used as a management tool for 
assigning total mean daily loads to dispersed facilities discharging into a shared water body. Currently, 
the effluent permits under which an ASP facility must operate are a function of the maximum 















ASP facility discharges into a shared water body, then effluent permits for that ASP are a fraction of the 
total daily load associated with the receiving water. Thus, multiple ASPs discharging into a single water 
body could be optimized so as to minimize the aggregated cost of treatment. Minimization of the 
aggregated cost of treatment would also allow effluent permits to be assigned to ASPs to directly consider 
the cost of treatment. This management paradigm could be realistic if units of total mean daily loading 





















CHAPTER 6: DEFINING OPTIMAL OPERATING POLICIES USING SCENARIO OPTIMIZATION 
AND PARAMETER PERTURBATION 
6.1 Chapter 6 Summary 
Wastewater treatment plants (WWTPs) are required to maintain strict effluent concentrations of 
regulated contaminants over uncertain environmental conditions, biological performance, and effluent 
permits. Most WWTPs utilize the activated sludge process (ASP) to perform biological carbon and 
nitrogen removal. Operating costs can be reduced by implementing a form of the Simultaneous 
Nitrification Denitrification (SNdN) processes as shown in the results of Chapter 5. However, the SNdN 
process is not commonly implemented because it can be difficult to control, which makes its performance 
uncertain. Sources of uncertainty that can impact ASP performance include secondary settling model 
parameter uncertainty, unknown variations in influent flow and unknown contaminant loadings. In this 
chapter, uncertainty propagation is used to evaluate the performance of a cost-optimal ASP facility over 
changing conditions. Parameters related to secondary settling, anoxic microbial metabolism, influent 
characteristics, and effluent permit requirements were perturbed from between 1% and 200% of their 
deterministic values. The physical design variables of secondary settler surface area and reactor volumes 
were held fixed at the optimal values identified in optimization five in order to simulate performance of 
an existing facility. New methods for ASP process control are proposed based on the observed optimal 
response of the remaining unfixed variable values. Optimal response functions obtained from single 
parameter perturbation are used to elucidate the behavior of optimal ASP facilities and inform the 
decision making process. Based on evaluation of the optimal response functions obtained for perturbed 
parameters, a need for methods of quantitative overdesign of ASP least-cost designs is found. 
6.2 Scenario Evaluation and Optimal Operating Policies 
Wastewater treatment plants are required to operate in a cost-efficient manner over highly 
uncertain conditions. Process degradation may originate from unforeseen changes in influent flow and 
loading, changes in microbial community structure, or reduction in permitted contaminant loadings. 
Process degradation may also occur due to inaccuracies in the parameterization or structure of the 
predictive model used to simulate the ASP during the design process
2
. Types of uncertainty that must be 
considered during ASP design may be grouped into three classes as follows: 1) parametric uncertainty 
relates to errors in measuring model parameters, 2) stochastic uncertainty indicates unknown variation in 
measurable parameters over time, or 3) structural uncertainty, which is a function of the mathematical 
structure of the model
207
. Uncertainty in ASM parameterization, and in regulatory structures, can 
substantially impact the decision-making process whereby engineers select a desired ASP design from a 
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set of feasible alternatives
19
. Thorough consideration of the sources of uncertainty can better inform the 
decision making process, and ultimately yield a cost-savings over the lifetime of a treatment facility
20,21
. 
Mathematical programming can be used to characterize the effects of parametric and structural 
uncertainty on ASP designs identified during the multi-start optimization presented in Chapter 5. 
The most common method used to evaluate the effects of uncertainty on optimal ASP designs has 
historically been single parameter perturbation. Often a small set of feasible designs are simulated over 
changes in uncertain parameter values
15,185,208
. During single parameter perturbation, the value of one 
uncertain parameter is varied while all other parameters remain fixed at deterministic values. An informed 
decision maker will then select a design based on expected cost, simulated performance, and personal 
judgment. This type of analysis is fundamental to the Review of Alternatives (R.o.A.) approach to 
engineering design and has also been used to evaluate optimal ASP designs 
18,55,88,111,134,145,151,153,160,161,164,165,196,209,210
. The existence of multiple locally optimal solutions to the ASP 
optimization problems implies the use of mathematical programming as a tool to enhance the review of 
alternatives by allowing the engineer to simulate performance of multiple locally optimal solutions. 
Including a measure of process reliability over uncertainty can be done explicitly using multiple 
objectives but this also complicates the process of finding solutions. Therefore, this study focuses on the 
use of optimization to better inform a decision maker about the expected performance of an optimal ASP 
over uncertainty. In this context, optimization is used as a tool to elucidate the optimal behavior of an 
ASP design over variation in uncertain parameter values. 
Perturbation analysis of optimal ASP designs in the literature have identified that the most 
substantial impact on optimal solutions is from uncertain influent characteristics and settling model 
parameter values. Optimal ASP designs using Monod-based biological models have been found to exhibit 
a strong sensitivity to perturbation in influent concentrations
88,134,148,164153
 , secondary settling model 
parameters
18,160
, and the autotrophic maximum specific growth rate
164
. Despite the importance of 
parameter uncertainty in the secondary settler model, most perturbations conducted on ASP optimization 
models have used settling models with a low level of mechanistic detail
18,111,134,145,153,160,161,164,165,210
, or 
simply assumed perfect solid/liquid separation
88,209
.  
Structural uncertainty in the ASM3 model is also important, particularly as it relates to the cost-
optimal Simultaneous Nitrification-Denitrification (SNdN) process. Microbial inhibition is typically 
modeled using an inhibition term that consists of a concentration, and an inhibition coefficient
1
. In ASPs, 
inhibition of the denitrification process (denitrification inhibition) occurs in the presence of dissolved 
oxygen. The ASM3 model uses a denitrification inhibition term that is calculated based on dissolved 
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oxygen concentrations and the oxygen half saturation constant rather than a unique inhibition coefficient
3
. 
Using the oxygen half saturation constant to model denitrification inhibition couples the aerobic 
metabolic processes with the process of denitrification in an unrealistic way. The effects of coupling 
denitrification and aerobic metabolisms in this way are unknown, especially as they relate to the SNdN 
process. Because of the structural uncertainty imparted by coupling denitrification and aerobic 
metabolisms ASMs  typically implemented to model only reactors with dissolved oxygen concentrations 
of 2 mg[O2]/L or 0 mg[O2]/L of dissolved oxygen
163
. The results of Chapter Five and other ASP 
optimizations have identified SNdN processes as being optimal when both investment and annual 
operating costs are considered
54–56,122
. The use of the dissolved oxygen half saturation constant in place of 
a unique inhibition coefficient when modeling noncompetitive denitrification inhibition represents a 
source of structural uncertainty that could negatively impact performance of optimal ASPs. A better 
understanding of the effects of structural uncertainty in the ASM3 model relative to denitrification 
inhibition will increase confidence in solutions obtained that stipulate use of the SNdN process. 
Alasino et al. (2010) perturbed an  ASP design optimization using a simplified DE-layer model 
and found a high cost associated with variation in influent contaminants. Alasino et al. found the objective 
function to have the greatest local sensitivity to influent substrate, phosphorus, and ammonia 
concentrations. When these three parameters were perturbed, the resulting change in annual operating 
costs per unit change in contaminant (marginal cost) was between €1,700 and €9,500
55
. A simplified DE-
layer model was used to predict optimal effluent and underflow suspended solids but not to optimize the 
secondary settler design. Rather, the secondary settler surface area was set equal to an arbitrary 1,500 m
2
. 
The DE-layered settling model was formulated as a disjunctive nonlinear program similar to Espirito-
Santo et al (2006). The solution algorithm used by Alasino et al (2010) was CONOPT, which is a feasible 
path method based on the GRG algorithm. CONOPT is designed for continuous nonlinear programs and 
may fail unexpectedly or return inaccurate results if used on models with discontinuities. Interior point 
and SQP methods have been successfully used to solve mathematical programming problems with 




The MINLP optimization model presented in Chapter Four was used to evaluate the performance 
of the ASP solution obtained for optimization five. All model parameters were perturbed singly, with all 
other parameter values held constant. Resulting variable values obtained during perturbation of 
parameters related to effluent permits, influent characteristics, secondary settling, and biological modeling 
of the SNdN were extracted and graphed. These four groups of parameters were selected for further 
evaluation because each has the ability to impact the ASP facility’s optimal operating policy in different 
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ways. Permitted discharge loadings are strict bounds that are expected to decrease in the future. Influent 
parameters exhibit deterministic variation because their true values are unknown, but predictable. Model 
parameters that exhibit general parameter uncertainty include settling and ASM3 model parameters. 
Systematic perturbation has yet to be conducted using the DE-layer model and the effects of parameter 
uncertainty propagated through this model are not known. Chapter Six focuses on the following 
hypothesis. If single parameter perturbation is used to enumerate optimal response functions for 
optimization model decision variables, than a limited number of uncertain parameters can be identified 
which exhibit nonlinear inflection points paired with a 40% or greater percent change in objective 
function value. The ASM3 parameters that are perturbed are particularly relevant to the performance of 
the SNdN process. Also, two scaling terms are used to adjust the effects of denitrification inhibition 
separate from aerobic metabolisms. This research improves upon earlier perturbations by performing a 
comprehensive perturbation analysis on an optimization model using ASM3 and the DE-layered settling 
model. The resulting optimal response of key variables and costs is enumerated graphically as a function 
of parameter perturbation. The increased accuracy and confidence associated with optimal solutions as 
compared to solutions which are only feasible is extended to the results of parameter perturbation.  
6.3 Models and Methods 
Figure 6-1 illustrates the least-cost solution to optimization five that was used to represent an 
existing facility. Reactor volumes and the secondary settler surface area were constrained to be equal to 
the variable values obtained in optimization five because these decision variables become fixed after 
construction. Flowrates were constrained to remain between arbitrary bounds of 1% to 150% of the 
optimal design value. To investigate the implications of using secondary settler influent allocation depth 
as an operational decision variable, the associated feedlayer decision variables were not constrained. 
 
Figure 6-1: Schematic diagram of the least-cost solution to optimization five which was used as the initial 
solution during single parameter perturbation. Decision variable values shown in bold font were fixed.  
Reactor One
VOL = 6509 m3
SO2 = 0.1 mg/L
Treated 
Effluent
WAS = 77 m3/day
RAS = 1,4044 m3/day
IR = 10 m3/day
Aeration Demand
KLA1 = 94 day-1





VOL = 1302 m3
SO2 = 2 mg/L
Influent





The ASP optimization was reformulated using total annual operating costs (TAOC) as a new 
objective function (Equation 6-1). The least-cost solution to Optimization Five (5-LC) was used as an 
initial solution. Reformulation of the ASP design problem allows annual operating costs to be minimized 
independently of investment costs which are considered fixed after the facility has been built.  
   (    )                           (6-1) 
Optimal response profiles were obtained by enumerating optimal variable values over parameter 
perturbation. All parameters in the reformulated model were perturbed and the optimal response of all 
variable values as a function of parameter perturbation was extracted and graphed. All model parameters 
were perturbed between 1% and 200% of their deterministic values. Each model parameter was perturbed 
independently while all other parameters were held fixed at values from solution 5-LC. Results were 
sorted into nine series that corresponded to the optimal secondary settler feedlayer and graphed using 
Matlab. Unit costs and power functions were not perturbed because investment costs were assumed to be 
fixed. The resulting perturbation profiles represent the uncorrelated optimal response of the ASP facility 
to discrete changes in each parameter.  
6.4 Chapter 6 Results and Discussion 
When evaluated using single parameter perturbation, the majority of model parameters exhibited 
relatively little impact on the optimal solution. The following section presents results of parameter 
perturbation that were found to have practical significance. Complete results of single parameter 
perturbation, including those parameters which exhibited little impact, are compiled in Appendix A, 
Section Four. Raw results and the Matlab files used to analyze and graph results to the single parameter 
perturbation analysis are also included in Appendix A, Section Four. 
6.4.1 Perturbation of effluent TSS concentrations (X
TSS
eff) 
The optimal solution exhibited a substantial response to perturbation of X
TSS
eff concentrations. 
Figure 6-2 shows the optimal response of the secondary settler feedlayer, reactor one MLSS 
concentrations, annual sludge treatment costs and total annual operating costs over perturbation in X
TSS
eff 
concentrations. Figure 6-2, subplot (A), shows that secondary settler layers twelve through five were all 
identified as locally optimal during perturbation. As the permitted concentration of X
TSS
eff decreases so 
does the depth of the secondary settler feedlayer. In Figure 6-2 and subsequent optimal response graphs, 
secondary settler feedlayer is shown to decrease along the abscissa. Recall that layer twelve is located in 
the bottom of the settler while layer five is near the top. In subplot (B) the optimal response function 
maintains an underflow solids concentration of between 9,000 mg(X
TSS





Sludge treatment costs decrease in subplot (C) as the permitted discharge concentration of X
TSS
eff 
increases. In Figure 6-2, subplot (D), a similar trend is shown where total annual cost decreases as X
TSS
eff 
is perturbed above 15 mg(X
TSS
eff)/L. Increasing allowable X
TSS
eff concentrations yielded the lowest annual 





Figure 6-2: The optimal response of solution 5-LC during perturbation of the effluent TSS permitted 
concentration parameter: (A) secondary settler feedlayer, (B) reactor one MLSS concentrations, (C) 
annual sludge treatment costs, and (D) total annual operating costs. 
Figure 6-2 demonstrates that for a fixed settler surface area, decreasing the depth at which 
incoming activated sludge is introduced into the settler can be used as a decision variable to reduce 
operating costs. This is because the depth at which incoming activated sludge is introduced into the 
secondary settler impacts three competing processes. Effluent clarification, and sludge settling and 
thickening both occur simultaneously in the secondary settler. The fraction of a secondary settler’s 
volume that is above the feedlayer is primarily engaged in effluent clarification, while the volume fraction 
below the feedlayer is responsible for solids thickening. Adjusting the feedlayer depth allows the relative 
fractions of the secondary settler engaged in clarification and thickening to be optimized. For example, if 
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a facility is regularly obtaining X
TSS
eff concentrations as required by its permits, reducing the feedlayer 
depth could realize a cost savings by maximizing the efficiency of the RAS pumping system. Conversely, 
if the facility is underperforming, or X
TSS
eff  permits become more stringent, decreasing the depth of 
influent allocation into the settler may help reduce X
TSS
eff concentrations by increasing the volume 
fraction associated with clarification.  
The inflection point shown in Figure 6-2, subplot (D), indicates that quantitative overdesign of 
the secondary settler should occur to mitigate high costs associated with decreasing X
TSS
eff permits. In this 
case, a secondary settler designed for 15mg/L of effluent X
TSS
eff realizes a modest marginal cost-savings 
of approximately €1,250/year per mg[X
TSS
eff]. If the ASP facility must reduce effluent TSS below 15 
mg[X
TSS
eff]/L then a high marginal cost of approximately €15,000/year per mg[X
TSS
eff] is incurred. 
Because costs can increase at a high marginal rate below the design threshold for X
TSS
eff quantitative 




6.4.2 Perturbation of influent Soluble Substrate (S
S
inf) and Soluble Ammonia (S
NH4
inf) 
Perturbation of soluble substrate (S
S
inf) in the influent resulted in a substantial variation in total 
annual operating costs. The range of variation in annual operating costs over perturbation of S
S
inf was 
27% . The optimal response function included increased influent loading to the second reactor, and 
increased RAS and IR ratios when S
S
inf values deviated from their deterministic values. The marginal cost 
of increasing or decreasing influent S
S
inf  from the deterministic value was approximately €500/year per 
mg
[COD]
/L (Figure 6-3, subplot A). In contrast, perturbation of influent soluble ammonia (S
NH4
inf) results in 
an annual operating cost variation of up to 45% of the initial costs. Increasing the influent ammonia 




inf was increased above its 
deterministic value increased IR ratios were required for denitrification. In contrast, reducing the 
concentration of influent ammonia produced a marginal cost savings of €1,000/year per mg
[NH4]
/L, shown 
in Figure 6-3 subplot (B).  
The optimal response functions shown in Figure 6-3 are indicative of two important tasks that 
must be completed during ASP design. First, average influent concentrations must be predicted as 
accurately as possible. Second, the risk associated with poor process performance because of unknown 
influent variation should be considered prior to construction. For example, the initial solution was 
obtained for S
S




inf concentrations of 36.5 mg
[NH4]
/L. If these 
parameter values were overestimated by 10%, then annual operating costs could exceed €220,000/year. 
When evaluating S
S
inf, increasing marginal costs are exhibited on both sides of the inflection point which 
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indicates a need for accurate estimation of this parameter(Figure 6-3, subplot A).  If however, influent 
ammonia concentrations were overestimated during design then the annual operating costs may decrease. 
In contrast to influent soluble substrate (S
S
inf) figure 6-3 subplot (B) indicates that a conservative 
parameter value for influent soluble ammonia is needed but this parameter value does not need to be as 
accurate as influent soluble substrate. If the ASP design problem is solved again with a more conservative 
parameter value the resulting solution could be more reliable over influent ammonia perturbation. 
However, when estimating conservative parameter values in this manner the synergistic effects of 




Figure 6-3: The optimal response of solution 5-LC annual operating costs (€1,000/year) during 
perturbation of influent characterization parameters: (A) influent soluble substrate S
S




6.4.3 Perturbation of influent Volumetric Flowrate (Qinf) 
The volumetric influent flowrate (Qinf) has the net effect of scaling treatment costs. The variable 
values for secondary settler feedlayer, underflow solids concentration, reactor one mixed liquor 
suspended solids (MLSS) concentrations and annual operating costs are shown in Figure 6-4. In subplot 
(A), all potential secondary settler feedlayers are found to be optimal at least once during perturbation of 
Qinf. The corresponding trend in subplot (B) shows that underflow solids concentrations decrease as 
influent flowrate increases. Figure 6-4 subplot (C) shows that MLSS concentrations in reactor one 
increase with influent flowrate until influent flow reaches 23,000m
3
/day. Subplot (D) shows the marginal 
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Figure 6-4 implies that the depth of influent allocation into a secondary settler can be used to 
control ASP operations, e.g., as a decision variable. As influent flowrate decreases from the initial cost-
optimal solution the settler surface area becomes oversized. Therefore, the solids thickening volume can 
be maximized by introducing incoming activated sludge into the secondary settler at higher feedlayer 
positions, resulting in higher underflow solids concentration. This increases the efficiency of the RAS 
pumping system in terms of total mass recycled per volume pumped. Reducing the depth of influent 
distribution into the secondary settler contributes to the annual operating cost reduction observed, 






Figure 6-4: Optimal responses of solution 5-LC variables during perturbation of the influent volumetric 
flowrate (Qinf) parameter: (A) secondary settler feedlayer, (B) underflow solids concentrations (mg/L), 
(C) reactor one MLSS concentrations (mg/L), and (D) total annual operating costs (€/year). 
6.4.4 Perturbation of influent Particulate Substrate Concentrations (X
S
inf) 
Influent particulate substrate (X
S
inf) shows a minimum annual operating cost response similar to 
that observed for S
S
inf perturbation. Unlike S
S
inf however, the annual operating cost minimum exists at 
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inf concentrations substantially above the deterministic value of 202 mg
[COD]
/L. Figure 6-4 
subplot (A) shows four regions of linear responses over variations in X
S
inf. The marginal cost savings 
incurred as X
S
inf is increased above the deterministic value is approximately €1,000/year until  X
S
inf 
reaches a value of 240 mg
[XS]
/L. Between 240 and 260 mg
[COD]
/L the annual operating costs remain 
constant at €105,000, a value €55,000 lower than the original optimal solution. 
The solids retention time shown in Figure 6-4 subplot (B) remains at the optimal value of 30 days 
between X
S




inf concentrations below the deterministic 
value, the RAS ratio increases to 200% and the IR ratio increases to 150%, to conserve carbon within the 
facility. Above the deterministic value for X
S
inf the RAS ratio decreases asymptotically towards a 
minimum value of less than 10% while the IR ratio remains at a minimum until increasing rapidly to 
200% between 260 and 280 mg
[XS]
/L. The response of RAS and IR ratios to influent particulate substrate 
perturbation is shown in subplots (C) and (D) respectively. Subplot (E) shows annual operating costs 
attributed to aeration which increase across the perturbed region. Secondary settler feedlayers are shown 
in subplot (F), all potential feedlayers were utilized. Above the deterministic value of X
S
inf the feedlayer 
depth decreases to layer four over the region that corresponds to a marginal annual cost savings of 
€1,000/year per mg
[XS]
/L. The feedlayer then switches from near the top of the settler, to near the bottom 
due to increased TSS loading. Moving the feedlayer to the bottom of the secondary settler increases the 
clarification volume so as to maintain effluent TSS compliance over increased loading of TSS. Secondary 
settling tanks could be designed with adjustable screens and baffles to accommodate feedlayer adjustment 
as an operational variable. 
The influent particulate concentration perturbation indicates that this parameter has a substantial 
effect on optimal costs. The perturbation of X
S
inf produces optimal variable value responses with a high 
degree of variation and an extended cost minimum that results in annual operating costs lower than the 
optimal NPV to solution 5-LC. This indicates that the amount of slowly biodegradable substrate that is 
loaded into an ASP facility could be used as an operational mechanism for control and/or cost reduction. 
Primary treatment processes could be designed to control the influent particulate concentrations as close 
to optimal values as possible. Additionally, with recent interest in cogeneration of energy at ASPs, it is 
possible that the waste solids from anaerobic digestion could be converted into particulate matter and 
used to augment X
S












Figure 6-5: The optimal response of solution 5-LC variable values during perturbation of the influent 
particulate substrate concentration (X
S
inf) parameter: (A) total annual operating costs (€/year), (B) solids 
retention time (days), (C) recycle activated sludge ratio (%), (D) internal recirculation ratio (%), (E) 
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6.4.5 Perturbation of anoxic model parameters (KO2, KNOX, KA,O2 , and ηNOX) 
All biokinetic parameters in ASM3 are sources of measurement uncertainty. Key ASM3 
parameters that could impact the SNdN process include the oxygen half saturation constants for 
autotrophs (KA,O2) and heterotrophs (KO2), the nitrate half saturation coefficient (KNOX) and the anoxic 
reduction factor (ηNOX). No substantial difference was found between the optimal responses of KO2 and 
KA,O2.The optimal responses of total annual operating costs to perturbation of KO2, KNOX, and ηNOX are 
shown in Figure 6-6 subplots A,B, and C. For all three parameters, an inflection point with respect total 
annual cost is exhibited at the deterministic parameter values. Variation in these parameters has little 
impact on the secondary settler. For all but the most extreme perturbation values, the secondary settler 
feedlayer varies between layers nine, ten, and eleven. Over the same ranges of perturbation the resulting 
underflow solids concentrations remain between 8,000 and 9,500 mg/L and RAS ratios between 60% and 
80%. In contrast, the IR ratio, which represents the recycling of nitrate back into the anoxic reactor for 
denitrification, increases from 1% to 200% as KA,O2, KO2, and ηNOX are reduced, and KNOX is increased, 
from the deterministic values. The optimal IR ratio as a function of the anoxic reduction factor (ηNOX) is 
shown in subplot (D) and is representative of all four parameters. 
 The optimal response function for total annual operating costs for all four ASM3 parameters 
perturbed ranged from €155,000 to €225,000 and indicated a need for quantitative overdesign. Many 
variable values and costs exhibited a bilinear response function similar to that shown in Figure 6-5 
subplots A, B, and C. For the ASM3 perturbed parameters, the areas exhibiting a greater marginal rate of 
annual cost increase also exhibited increasing RAS and IR ratios. Aeration costs and KLA exhibited a 
more gradually increasing trend over the whole range of parameter perturbation. The inflection points 
noted exist at, or near, the deterministic values for these model parameters. The higher pumping rates and 
increased marginal costs are associated with perturbation of model parameters towards values that are less 
desirable, or less efficient, than the least-cost solution to optimization Five based on deterministic 
parameter values. In contrast, when these model parameters are perturbed towards more optimistic values 












Figure 6-6: The optimal response of solution 5-LC variable values during perturbation of parameters 
related to denitrification and anoxic metabolism: (A) total annual operating costs over perturbation in the 
oxygen saturation constant KO2, (B) total annual operating costs over perturbation in the nitrate saturation 
constant KNO3, (C) total annual operating costs over perturbation of the anoxic reduction factor η, and 
(D) IR ratio over perturbation of the anoxic reduction factor η. 
6.4.6 Perturbation of denitrification inhibition due to oxygen 
In ASM3 the oxygen saturation coefficient is used to inhibit denitrification in oxic environments. 
This parameter is measurable but its use in an inhibition term does not always accurately simulate 
observations
211
. This is because oxygen does not inhibit denitrification, rather, aerobic metabolisms 
produce more energy using oxygen as a terminal electron acceptor than do facultative metabolisms 
utilizing nitrate. Thus, oxic metabolic processes are preferential to facultative ones from the standpoint of 
microbial energetics. Structural uncertainty is further introduced by the subsequent coupling of aerobic 
and denitrifying metabolisms. Two scale factors, the heterotrophic scale factor (ISF
H
) and the autotrophic 
scale factor (ISF
A
), were multiplied by the ASM3 inhibition terms in all biokinetic rate expressions. 
Equation 6-1 is shown as an example and is the anoxic endogenous respiration rate (ρ7). The result of 
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Equation 6-1 is that the ASM3 rate terms for denitrification inhibition (        
  ⁄ ), and for oxygen 
utilization (        
  ⁄ ), become decoupled during perturbation of DO inhibition. 
         (   
  
   
     
  
)  
    
      
   
   
(6-1) 
 The effect of scaling the heterotrophic and autotrophic denitrification inhibition terms resulted in 
a similar optimal response when compared to the ASM3 parameters KO2, KNOX, KA,O2 , and ηNOX. As the 




 <2 then the effects of inhibition are diminished 
because low values for the inhibition term correspond to high levels of inhibition. Correspondingly, 
inhibition scale factor values of less than 1 indicate increasing effects of oxygen inhibiting the 
denitrification process because the oeverall inhibition term will decrease in value.  
Figure 6-7 shows the optimal response of total annual costs to changes in the heterotrophic 
inhibition term (ISF
H
), and the autotrophic inhibition term (ISF
A
), in subplots A and B respectively. 
Recall that increasing the scale factor causes effects of inhibition to be reduced in the multiple Monod 
equations used in ASM3. When heterotrophic denitrification inhibition is decreased (ISF
H
>1) annual 
operating costs decrease because the SNdN process becomes more efficient. If oxygen inhibits the 
process of denitrification less, then more denitrification can occur simultaneously with the aerobic 
processes of carbon and ammonia oxidation. When heterotrophic oxygen inhibition increases (ISF
H
<1) 
then the SNdN process quickly increases in costs as RAS and IR ratios are increased to achieve a higher 
HRT for nutrient removal. In contrast, the autotrophic denitrification inhibition term is used only to 
inhibit anoxic endogenous respiration. In this context, increasing inhibition in the region (ISF
A
<1) yields 
a more efficient treatment process because the nitrifying organisms have a longer lifespan. Longevity of 
nitrifiers results in an increased biomass concentration and an increased concentration of active biomass. 
Perturbation of both denitrification inhibition terms again indicates a need for quantitative overdesign. 
The similarity between Figures 6-6  subplot A and 6-7 subplot A indicate that the predominant 
manner in which KO2 impacts optimal costs is through inhibition. Perturbation of KO2 and the DO 
inhibition term may have synergistic effects in that they can both be used to increase or decrease the 
effects of inhibition. Decreasing KO2 cause aerobic processes to become more efficient because the rate at 
which O2 is utilized increases
1
. It also increases the effects of O2 inhibition on anoxic processes. The 
similarity between the optimal response functions for KO2 perturbation and perturbation of the 
denitrification inhibition term support the conjecture that structural uncertainty relative to denitrification 







Figure 6-7: The optimal response of solution 5-LC total annual operating costs during perturbation of the 
heterotrophic and autotrophic O2 inhibition terms: (A) total annual operating costs over perturbation in the 
heterotrophic O2 inhibition term scaling factor, and (B) total annual operating costs over perturbation in 
the autotrophic O2 inhibition term scaling factor. 
6.4.7 Perturbation of settling parameters (rh, rp, vo) 
The algorithm MINLPbb was able to identify optimal solutions over a large range of perturbation 
of the hindered settling coefficient (rh). Solutions were identified over a range of percent changes of 10 
m
3
/g to 85 m
3
/g Figure 6-8 shows the optimal response function for total annual operating costs (subplot 
A) and underflow solids concentration (subplot B) over perturbation of rh.  
  
 
Figure 6-8: The optimal response of solution 5-LC variable values during perturbation of the hindered 
settling coefficient (r
h
): (A) total annual operating costs (€/year), and (B) the optimal underflow solids 
concentration (g[TSS]/L). 
A need for quantitative overdesign is again demonstrated by a transition region in the total annual 
cost function for rh perturbation. Subplot B shows that accurate estimation of the hindered settling 
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coefficient is important because this parameter can impact the underflow solids to a great extent. The 
optimal response of the settling coefficient for particles (rp) demonstrated a similar trend. 
Perturbation of the maximum theoretical settling velocity (vo) parameter resulted in a wide 
variation of annual operating costs while the secondary settler feedlayer varied between layer seven and 






Figure 6-9: The optimal response of solution 5-LC variable values during perturbation of the maximum 
settling velocity (vo) parameter: (A) total annual operating costs (€/year), (B) recycle activated sludge 
ratio (%), (C) underflow solids concentration (mg
[TSS]




Figure 6-9 subplot A shows that underflow solids ranged between 7,000 mg
[TSS]
/L and 12,000 
mg
[TSS]
/L. As underflow solids concentrations increased, the RAS ratio shown in Figure 6-9 subplot B, 
decreased from 100% to 50%. The annual cost of aeration is shown in subplot C and changed very little 
over perturbation of the maximum theoretical settling velocity. In contrast, when vo is varied below the 
deterministic value (vo=474) the total annual operating costs increased rapidly (subplot D). The marginal 
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cost per unit decrease in vo below the deterministic value was approximately €733 per m/day. The 
minimum value of maximum theoretical settling velocity for which a solution was obtained was 
approximately 375 m/day, or 80% of the deterministic value. The marginal cost of decreasing vo from its 
deterministic value is shown on a basis of percent reduction of vo. As a percent, the marginal cost of 
decreasing vo becomes €2,620/year for each percent decreased in vo from the deterministic value. 
6.4.9 Temperature perturbation 
The last model parameter perturbed was temperature. Temperature was perturbed because it 
varies within a generally predictable range but impacts many of the ASM3 rate parameters. Most variable 
values did change over temperature perturbation. These changes however, were all of a near linear nature. 
In the temperature range of 10°C to 20°C that is recommended for interpolating between ASM3 
biokinetic rate parameters, operating costs changed in a predictable fashion. With increasing temperature, 
pumping costs decreased at a marginal rate of €5,500/year while sludge treatment costs decreased at a rate 
of €3,200/year. Aeration costs increased at a rate of €350/year. The marginal value of total annual 
operating costs was €7,500/year relative to temperature. Temperature variations can have a substantial 
impact on the cost of operating an ASP however they do not cause a substantial change in decision 
variable values. 
6.4.10 Identification of important parameters 
Parameter uncertainty must be considered during optimization for the following reasons. The 
effects of variation in uncertain parameter values are important because uncertainty results in a wide 
variation in objective function value. Uncertain parameter values can also cause the objective function 
value to increase at a high marginal rate in only one direction of parameter perturbation. In this case, a 
need for quantitative overdesign is suggested so as to avoid high marginal costs within an expected range 
of parameter values. Lastly, perturbation of some parameter values can cause the optimization model to 
become infeasible very quickly which indicates a potential failure risk.  
As an example, Figure 6-10 shows the total annual cost response function over perturbation in the 
Anoxic Heterotrophic Microbial Yield (YH
NOX
, subplot A) and the Heterotrophic Denitrification 
Inhibition Scale Factor (ISF
H
, subplot B). Figure 6-10 is annotated with a bold horizontal line 
representing the initial parameter value, and bracketed by two additional lines denoting parameter values 
of 75% and 125% of the initial value. The parameter perturbation range between 75% and 125% is used 
here as a conservative estimate of the range of uncertain parameter values likely to be encountered in 
practice. The parameter YH
NOX 
shown in subplot A is important both due to the magnitude of objective 
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function variation shown within the uncertainty range and to due to the increased marginal costs 
associated with parameter values in excess of the initial value. In contrast, the parameter ISF
H
 represents a 
potential risk of failure because the optimization model did not return feasible solutions within the entire 




Figure 6-10: The optimal response of solution 5-LC total annual cost values during perturbation of: (A) 
the heterotrophic anoxic microbial yield (YH
NOX




Table 6-2 lists parameters that caused a change in objective function value over perturbed 
parameter values ranging from 75% to 125% of the initial parameter value. The magnitude of objective 
function change is denoted by Δ while the existence of an objective function inflection point is noted by 
IP. Parameters that represent a potential failure risk are presented in bold font. Sixteen perturbed 
parameters exhibited a need for quantitative overdesign because they exhibited variation in objective 
function values and an objective function inflection point over the range of uncertain parameter values 
considered. Of these sixteen important parameters, six exhibited objective function variance greater than 
or equal to €70,000/year, or 40% of the initial annual operating costs. These parameters include the 
influent volumetric flowrate (Qinf), influent ammonia concentration (S
NH4
inf), influent particulate substrate 
concentration (X
S
inf), the heterotrophic denitrification scale factor (ISF
H
), and the anoxic yields for 
heterotrophic biomass (YH,NOX) and storage compounds (YSTO,NOX). 
In some cases, the magnitude of objective function variation was smaller than €70,000/year but 
the perturbed parameter represented a risk of failure. Parameters that pose a possible failure risk implied 
by incomplete enumeration of optimal solutions include the effluent total nitrogen limit (EFF
TN
), effluent 
total suspended solids limit (EFF
TSS
), influent volumetric flowrate (Qinf), influent particulate substrate 
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inf), and influent ammonia concentration (S
NH4
inf). Biological model parameters that represent a 
potential failure risk include the autotrophic maximum specific growth rate (μA), heterotrophic 
denitrification inhibition scale factor (ISF
H
) and the aerobic yield of heterotrophic biomass (YH,O2). 
Settling model parameters that pose a failure risk include the discrete particle settling coefficient (rp), the 
maximum settling velocity (vo), and the fraction of nonsettleable solids (fns). 
Table 6-1: List of initial values for perturbed parameters along with the range of perturbation, the range of 
annual operating costs, the magnitude of change in optimal annual operating costs, and whether or not 
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/L 18 IP αE €•day/kWh•year 116  
KH,O2 mg
[O2]
/L 64 IP αslg €•day/kg[SS]•year 56  
bH,NOX day
-1
 65 IP rp L/mg[TSS] 52 IP 
μA day
-1
 51 IP vo m/day 57 IP 
ISF
H
 unitless 75 IP fns unitless 39 IP 
*1
 Δ denotes objective function variation within 50% of the initial parameter value
 
*2 
an inflection point located within 50% of initial parameter value  
*3 
parameter in bold represents a potential failure risk
 
6.5 Conclusions to Chapter 6 
The enumeration of optimal response functions to parameter perturbation is a valuable tool for 
elucidating the behavior of optimal ASP facilities and informing the decision making process. Many 
parameter perturbations result in optimal cost functions that display at least two near linear regions, one 
of which is associated with high marginal operating costs and more optimistic parameter values. This 
emphasizes that analytical methods for quantitative overdesign are required if optimal ASP designs are 
expected to perform reliably over uncertain operating conditions. Additionally, both the loading of 
influent particulate substrate, and the secondary settler feedlayer depth can be used to control a treatment 
facility. The cost of controlling a treatment facility using these variables is low compared to process 
control based on RAS and IR rates. Use of the secondary settler feedlayer depth as means of process 
control is suggested by this research. This research improves the accuracy and confidence associated ASP 
optimal designs by using the full DE-layered model formulated as nonlinear complementarity constraints.  
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This research advances upon previous optimal ASP perturbations by evaluating a more accurate 
ASP optimization model and by proposing a quantitative method for selecting important uncertain 
parameters for further evaluation. Existing optimizations have used local measures of objective function 
sensitivity
18,55170
, or qualitative interpretation of the results of perturbation
59,87,88,145,148,153,164
. Methods for 
quantitative parameter identification using either the Fisher Information or Covariance Matrices have 
been used to rank the importance of uncertain parameters, and sources of model-based uncertainty, in 
Monod models used for simulation
180,214–218
. However these parameter identification approaches can be 
computationally intensive and may not easily extend to optimization models. In this research, parameters 
with uncertainty are ranked as important or unimportant based on the following two considerations: A) 
the marginal annual operating costs exhibit high variation and B) the existence of an annual operating cost 
inflection point. This ranking method considers arbitrarily wide variation in parameter values as well as 
the inherent nonlinearity of the optimal response to perturbation of many model parameters. Thus 
parameters that could have a potentially large negative impact on the optimized ASP process can be easily 
identified and selected for further analysis. 
In future perturbation analyses of optimal ASP designs the same model improvements outlined in 
Chapter 5 could be used to increase the accuracy and confidence of solutions. In addition, methods for 
parameter identification have been used to reduce uncertainty associated with Monod models by 
identifying a small subset of model parameters that contribute to the majority of observed variance within 
the model
180–182,183
. By reducing the number of unknown model parameters considered, computational 
requirements for perturbation analysis would be decreased. While the solution times for this study were 
low, reduction in the number of uncertain parameters could substantially reduce computational 
requirements for perturbing larger ASP models. Parameter identification analysis could also facilitate 
incorporation of perturbation into an automated optimization/simulation process. Lastly, the ASM3 model 
should be modified to include a separate denitrification inhibition coefficient for increased confidence. 
Setting the denitrification inhibition coefficient to an arbitrarily large value could also be used to identify 







CHAPTER 7: QUANTITATIVE OVERDESIGN OF OPTIMAL SOLUTIONS USING SAMPLE-
AVERAGED APPROXIMATION OPTIMIZATION 
7.1 Chapter 7 Summary 
Parametric uncertainty can result in poor design of activated sludge processes (ASPs) which may 
lead to process failure or increased operating costs over the design life of a facility. Cost-minimization 
and risk-minimization of ASPs are competing design objectives. Cost-optimal ASP designs are less 
adequate for operation over real-world variation in uncertain parameters. Increasing the reliability of 
ASPs can incur added expense that is not necessary. In this chapter, the effect of grouped parameter 
uncertainty on ASP optimal designs is evaluated using a Monte Carlo Simulation (MCS) based stochastic 
optimization procedure called sample averaged approximation (SAA). Parameters discussed in Chapter 6 
were separated into three groups. Optimization model realizations were then obtained while perturbing all 
parameters in each group simultaneously. A high number of realizations were identified and used to 
calculate the observed frequency distributions of optimal costs and decision variable values. A method for 
quantitative overdesign of optimal ASPs using the SAA approach is presented that calculates quantitative 
safety factors (QSFs) as a function of the probability of suboptimal performance of the initial least-cost 
solution. Analysis of the results of grouped perturbation analysis indicated that a properly overdesigned 
ASP configuration could be designed to pose a probabilistic risk of failure due to parameter uncertainty of 
5% or less while still reducing total costs by 18% compared to a typical design. As an example, an ASP 
process was designed under the paradigm of flexible design for robust-optimal operations using QSFs 
calculated for a limited number of important decision variables. This robustly designed facility obtained a 
percent reduction of 17% in total cost compared to the typical design.  
7.2 Parametric Uncertainty and Optimal Design 
The “Robust Optimality Paradox” is used to describe the relationship between two competing 
objectives common in engineering design, minimization of cost and maximization of reliability
72
. 
Reliability is a term used to describe how well a process is expected to perform over known and unknown 
variations in model parameters. Not only must an optimally designed ASP meet or exceed the effluent 
water quality required by law, it must also offer a minimum amount of operational reliability
30
. An ASP 
process that is reliable can be expected to achieve adequate performance over expected operating 
conditions for a given design life
219
. Two causes of the robust optimality paradox were identified in 
Chapter 3. First, some operating modes are often identified as cost-optimal but may be difficult to control 
from an operational standpoint. One example of an ASP process with poor controllability is the 
simultaneous nitrification denitrification (SNdN) process. It has been identified as a cost-optimal 
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operating scenario here, in Chapter 5, and in other ASP optimizations
54–56
. Second, many ASP 
optimizations have occurred in the absence of safety factors or other forms of quantitative 
overdesign
55,56,59,88,91,115,137,148,149,154,157,159,163,164,175
. The robust optimality paradox implies that when cost-
based objective functions are minimized, the reliability of the optimal solution will decrease. 
ASP facilities are traditionally evaluated according to a worst-case design paradigm which uses 
estimated peak loads of influent nutrient and carbon to calculate safety factors for ASP overdesign
1,30
. The 
use of safety factors is motivated by high levels of parameter uncertainty combined with an extremely risk 
averse regulatory structure. Uncertainty in model parameters can cause treatment facilities to incur high 
operating expenses, and even to fail. In traditional design practice, safety factors are applied in 
conjunction with a priori engineering knowledge to achieve solutions that are considered safe and 
reliable, but not cost-optimal. The typical design provided in Appendix A, Section Two was obtained 
using a design procedure contained in a standard engineering design reference, Metcalf and Eddy 
“Wastewater Engineering: Treatment and Resource Recovery, fifth edition. The suggested design 
procedure assumes a MLSS concentration of 3,000 mg
[TSS]
/L, an underflow solids concentration of 8,000 
mg
[TSS]
/L, and applies a safety factor of 1.5 to the ASPs solids retention time (SRT). This typical design 
procedure produces a design that is expensive and maintains the status quo relative to facility designs. 
Espirito-Santo et al. (2006) used the double exponential layered (DE-layered) settling model of 
Takacs and Nolasco (1991)
4
 to minimize total costs of a conventional ASP facility which consisted of a 
single aerated reactor and a gravity settler. Three optimal ASP designs were obtained using the following 
three settler models: 1) the empirical ATV design standard which includes a safety factor, 2) the DE-layer 
model which includes no safety factors, and 3) a combination of the two models
150,151
. When performance 
of the optimal ASP designs was simulated over a peak wet weather event, only the combined settler 
model was able to maintain effluent Total Suspended Solids (TSS) and Chemical Oxygen Demand 
(COD) concentration requirements. The implication was that both the safety factors included in ATV, and 
the accurate prediction of settler performance offered by the DE-layered model, are needed to obtain 
robust designs. Espirito-Santo et al. (2006) did not present an explicit optimization model but may have 
formulated the DE-layer model as a disjunctive nonlinear program and solved it using SNOPT, an 
algorithm for smooth nonlinear optimization problems.  
Reliability based design optimization (RBDO) methods offer an approach for identifying cost-
optimal treatment processes that are also reliable
170
. The goal of RBDO is to deliver cost-optimal designs 
which offer stable operating conditions. Probabilistic parameter uncertainty in ASP cost minimization has 
been incorporated using derivative free solution algorithms
160–162
. Probabilistic methods are based on 
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associating probability density functions (pdfs) with model parameters and propagating that variance 
forward onto optimal variable values, or objective functions
220
. Forward uncertainty propagation during 
ASP optimization has been performed using Taylor approximations
160–162
. Derivative-free methods have 
also been used to calculate robustly optimal ASP designs and quantitative safety factors (QSFs) based on 
the expected value criterion. The expected value criterion minimizes the product of unknown parameter 
variance and the objective function’s second derivative with respect to unknown parameters. The 
expected value criterion assumes uncorrelated parameter variation and has been applied to the 
minimization of SRT as a surrogate for facility cost
162
. Other RBDO problems have used sensitivity 
constrained nonlinear programming (SCNLP) which assumes locally linear responses to parameter 
changes
18,72,167,169–171
. Like the expected value criterion, the SCNLP method assumes uncorrelated 
parameters and estimates local effects of parameter uncertainty
171
. A more general method for including 
parameter uncertainty is to use Monte Carlo Simulation based methods to perform a large number of 
solutions that draw values for unknown parameters from estimated probability distributions. 
Monte Carlo Simulation is a computational method that utilizes repetitive random sampling to 
approximate solutions to complex mathematical problems. Monte Carlo Simulation does not require 
deterministic solutions or closed form expressions and can be used in situations with coupled parameter 
uncertainty
221
.  Sample averaged approximation (SAA) optimization combines Monte Carlo Simulation of 
uncertain parameter values with mathematical programming. SAA methods use repetitive random 
sampling of uncertain parameters to obtain a large number of solutions to a mathematical programming 
problem from which statistical inference can be drawn
5
. Each solution obtained using varied parameter 
values is referred to as a realization of the ASP optimization model. One advantage of SAA optimization 
is that the same mathematical algorithms used to solve the original ASP optimal design problem are used 
to obtain robust-optimal designs. MCS has been used to propagate parameter uncertainty onto effluent 
contaminant concentrations using a simple ASP model and a derivative free algorithm
160
. MCS could be 
extended by using SAA optimization to propagate grouped parameter perturbation onto all variable values 
and the objective function. Conducting an SAA optimization would allow calculation of quantitative 
safety factors as the ratio of robust-optimal variable values under uncertainty to the original least-cost 
variable values 
18,161,162
. The use of SAA optimization methods would allow probability and confidence to 
be associated with a robust-optimal ASP’s ability to perform reliably over uncertain operating conditions. 
A simple method for quantitative overdesign of robust-optimal solutions using the SAA approach is 
proposed. Unit processes or physical pieces of equipment can often be operated at a lower capacity than 
specified during the design process. However, these same processes cannot exceed the design capacity 
unless they have been overdesigned. In contrast to traditional safety factors, which are often arbitrary, 
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quantitative safety factors (QSFs) that are associated with a probability of degraded performance should 
be used. To simulate the optimal ASP designs over unknown and probabilistic parameter variation the 
values of the unknown parameters must be varied many times. Changing parameter values can change the 
optimal decision variable values obtained using MINLPbb, therefore a new instance of the problem must 
be solved for each change in parameter value(s). Each instance of the ASP design problem that is solved 
is called a realization and the QSFs are a function of the probability associated with many realizations of 
the problem.  
In Chapter Seven the following hypothesis is investigated. If a sample-averaged approximation 
optimization is conducted on the ASP design problem then optimal solutions can be identified that 
represent probability of process degradation of 5% or less and a percent increase in NPV of no greater 
than 10%  compared to the least-cost optimal solution presented in Chapter Five. These QSFs can be used 
to overdesign an optimal facility such that the probability of the design operating at sub-optimal levels are 
less than some predefined limit.  
7.3 Models and Methods 
Grouped uncertainty analysis was conducted using Monte Carlo Simulation. Five case studies 
were performed which correspond to simultaneous perturbations of the model parameter groups shown in 
Table 7-1. Group One includes all settling model parameters. Group Two includes all ASM3 parameters 
that were perturbed in Chapter 6. Group Three includes all parameters from previous groups as well as 
three influent concentrations. Group Four is the same as Group Three with the addition of influent 
volumetric flowrate. 
Table 7-1: Three groups of model parameters that were perturbed during SAA optimization 
Group Description Parameters 
One Settling model parameters vo,vo’,rh,rp,fns,X
T
 






















All uncertain model parameters were assumed to have a uniform probability distribution for the 
ranges shown in Table 7-2. Ranges of parameter perturbation were identified based on existing literature. 
The deterministic parameter values used in Chapter Five were replaced by independent random samples 
taken from each of the parameter probability density functions. All model parameters not shown in Tables 
7-1 and 7-2 were left at deterministic values used in chapter Five. Between 11,775 and 13,733 realizations 
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of implementation five were generated and sent to NEOS for solution with MINLPbb for each parameter 
perturbation group. Each of the realizations obtained used a unique, randomly generated, set of parameter 
values for those parameters considered uncertain. 
Solutions returned by NEOS were evaluated in MatLab using the same culling criteria as 
presented in Chapter Five. Frequency distributions of optimal variable values were generated for each 
parameter perturbation group. Frequency distributions were used to calculate empirical cumulative 
density functions (empirical cdfs) and associated confidence intervals (α=0.05) using Greenwood’s 
formula for approximating the variance of empirical cdfs
222
. The variable values located at the 
intersection of the empirical cdf’s lower confidence bound and a probability of 0.95 were recorded and 
used to calculate QSFs for key variables. 
The calculation of QSFs is based on identifying the value that was greater than or equal to 95% of 
all values obtained during perturbation. The point at which the lower confidence bound (α=0.05) of a 
variable’s empirical cumulative density function intersects the 95% probability threshold is referred to as 
the P-95 variable value. Thus, the P-95 variable value represents a value that is overdesigned compared to 
95% of all realizations of the ASP optimization model, with confidence (α=0.025). Note that the alpha 
value (α=0.025) describes the chance that the true variable value is actually below the lower confidence 
bound and includes one tail of the observed distribution. Calculating the P-95 variable value using the 
intersection of the empirical cdf’s lower confidence bound is a more conservative approach than if the 
empirical cdf itself was used. To calculate the QSF, the P-95 variable value is divided by the initial 
optimal variable value. This definition of QSFs as the ratio of a robust-optimal variable value under 
uncertainty, to least-cost optimal variable values has been proposed for use with robust ASP 
optimizations by other researchers
18,161,162
. Applying this QSF to an optimal variable value would ensure 
that the risk of suboptimal performance due to under-design of that variable is no more than 5% 
(α=0.025). 








Maximum Settling Velocity vo 474 150 750 m/day 
Practical Maximum Settling Velocity vop 150 100 500 m/day 

























Threshold Solids Concentration XT 3,000 1,500 4,500 mg
[TSS]
/L 
Effluent Soluble Substrate EFF
SS








 stand for low and high bounds on perturbed parameter values respectively 
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 1 0.01 2 mg
[N]
/L 
Effluent Total Nitrogen EFF
TN
 7 0.07 14 mg
[N]
/L 
Influent Soluble Substrate S
S
inf 69.5 34.75 139 mg
[SS]
/L 
Influent Particulate Substrate X
S





inf 36.5 15 60 mg
[N]
/L 










 Half Saturation Coefficient (Autotrophic) KA,O2 0.5 0.375 0.625 mg
[O2]
/L 
Anoxic Reduction Factor ηNOX 0.6 0.45 0.75 - 
Heterotrophic O
2
 Inhibition Factor ISF
H
 1 0.75 1.25 - 
Autotrophic O
2
 Inhibition Factor ISF
A
 1 0.75 1.25 - 
Temperature TEMP 15 10 20 °C 
*1




 stand for low and high bounds on perturbed parameter values respectively 
 
The same ASP optimization model and methods as presented in Chapter 4 were used for SAA 
optimization. The initial values used for all variable values correspond to the least-cost solution obtained 
for implementation five, which was also presented in Chapter Five. SAA optimization was conducted 
using the NEOS server for optimization and were compiled and analyzed using Matlab. The raw data 
generated from these optimizations, and the MatLab files used to analyze the results are included in 
Section Five of Appendix A. 
7.4 Results and Discussion 
Results of Chapter Seven are presented in four parts. In the first three parts, the results of 
perturbation in each of the three parameter groups is presented. In the fourth part, the QSFs obtained for 
important variables for each perturbation analysis are compared. Empirical cdfs and frequency 
distributions are presented for selected variables. A complete record of all empirical cdfs, frequency 
distribution, and supporting information is included in Appendix A, Section Five. 
7.4.1 Perturbation of group one: settling model parameters 
Perturbation of the DE-layered settling model parameters resulted in an increased secondary 
settler surface area and decreased RAS and WAS flowrates. Of 12,943 initial trials, 3,337 were 
successfully solved, resulting in a solution success rate of 26%. Secondary settler layer ten was selected 
as the feedlayer in 40% of realizations, while layers nine, ten, and eleven were found to be optimal for 
70% of realizations. The average solution time was 0.13(±0.03) seconds. The majority of failures 
encountered were due to automatic differentiation failure.  
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Figure 7-1 shows the observed frequency distributions and the empirical cumulative density 
functions (empirical cdfs) for select decision variables observed over perturbation of settling model 
parameters. All histograms in Figure 7-1 are annotated with observed confidence bounds (α=0.05). 
Empirical cdfs in Figure 7-1 are annotated with the least-cost optimal variable values from 
implementation five, and robust-optimal variable values corresponding to a 95% (α=0.025) probability of 
overdesign (P-95), as well as the QSF calculated for each variable. Figure 7-1 subplot A shows the 
frequency distribution and empirical cdf for secondary settler surface area. The empirical cdf for 
secondary settler surface area can be interpreted such that there is a 40% chance that the least-cost 
optimal variable value of 724m
2
 would be under-designed when grouped uncertainty is considered. In 
contrast, there is only a 5% chance that the secondary settler surface area’s P-95 value would result in an 
under-designed settler. The blue function shown on the secondary settler surface area’s empirical cdf is 
the lower confidence bound (α=0.025). Because the lower confidence bound was used to calculate the P-
95 variable value, there is a 97.5% chance that the P-95 variable value is associated with a real probability 
of 95% or greater. The QSF for secondary settler surface area is also shown in subplot A and is calculated 
as the ratio of P-95 to the initial variable value.  
Figure 7-1 subplot B presents the underflow solids concentration which was distributed more 
evenly over realizations than was the settler surface area. Subplot C shows that the initial WAS flowrate 
was overdesigned when considering only perturbations in the settling model. An overdesigned WAS rate 
implies that excess sludge treatment capacity exists in the least cost solution obtained for implementation 
five. The RAS ratio shown in subplot D does not need overdesign due to uncertain settling model 
parameters. The RAS ratio does show a bimodal distribution. Other decision variables that exhibited a 
bimodal frequency distribution were reactor volume and KLA for both Reactor One and Reactor Two. 
Bimodal distributions for these decision variables indicates that both pre-anoxic and post-anoxic 
configurations are required for reliable operation over the range of parameter perturbation evaluated. 
Grouped parameter perturbation of settling model parameters corresponds to a modest increase in 
NPV. The P-95 threshold can also be used as an estimate of probable costs. For example, the P-95 value 
for NPV over perturbation of DE-layered settling model parameters was €13.9-million, and is shown in 
Figure 7-1, subplot (E). The probability of exceeding a NPV of €13.9-million in total costs is 5% while 
the probability of spending less is 95% (α=0.025). Because the lower confidence bound was used to 
calculate the P-95 variable value the chance that the true variable value is actually associated with a 
probability less than the 95% threshold is small, only 2.5%. The percent increase from the initial NPV 








Figure 7-1: Frequency distributions and empirical cumulative density functions calculated during grouped 
perturbation of secondary settling model parameters for A) secondary settler surface area (m
2
), B) 
underflow solids concentrations (g
[TSS]
/L), C) waste activated sludge flowrate (m
3
/day), D) recycle 
activated sludge ratio, and E) net present value (€-million) 
Table 7-3 shows the calculated safety factors for decision variables obtained during settling 
model perturbation along with the variable values (IV) which are also the least-cost variable values 
obtained in implementation five. Also shown in Table 7-3 are the P-95 values calculated from SAA 










500        1,000       1,500        2,000      2,500
































































































































13.2         13.4          13.6         13.8        14.0























Deterministic optimal variable value
Robustly overdesigned variable value
Frequency of optimal variable values
Confidence Interval of selected variable
ECDF of selected variable
Lower CB of ECDF
 
145 
values for the influent flowrate into Reactor Two, and the internal recirculation flowrate indicate that 
these decision variables need to be included for purposes of reliability even though they were minimized 
in the least-cost solution. Reactor Two volume, Reactor One KLA, Reactor Two KLA, and secondary 
settler surface area correspond to QSFs between one and nine. QSF values in this range indicate that 
substantial overdesign is required to account for alternative operating policies and parameter uncertainty. 
Influent flowrate into Reactor One, RAS flowrate, SRT, and HRT were not increased due to parameter 
perturbation 
Table 7-3: Quantitative safety factors, initial variable values (IV), and P-95 variable values obtained from 
grouped perturbation of settling model parameters. Variables shown in red font represent a decrease from 
initial (IV) to P-95 variable values. 
Variable QSF IV P-95 Units Variable QSF IV P-95 Units 
INF2 148431.7 0.1 1484.3 m
3





 118.7 10.0 1186.6 m
3
/day INF1 1.0 20000.0 20000.0 m
3
/day 




 1.0 14044.0 13681.4 m
3
/day 
KLA1 9.0 93.6 844.7 day
-1
 SRT 1.0 30.0 30.0 day 
SA 2.5 724.0 1795.9 m
2 
HRT 1.0 9.6 9.2 hr 
UF
X
 2.3 9.3 21.1 g
[TSS]
/L VOL1 0.9 6509.0 5683.9 m
3
 




 0.9 77.0 67.2 m
3
/day 
MLSS1 1.7 3.9 6.8 mg
[TSS]
/L      
 
A limited number of decision variables were specified with excess capacity in the solution to 
implementation Five. According to Table 7-3 both Reactor One volume and the WAS flowrate 
correspond to QSF values less than one. External carbon addition was not required. Mixed Liquor 
Suspended Solids (MLSS) in both reactors and the underflow solids concentration are dependent model 
variables. These auxiliary variables would not be subject to quantitative overdesign however the QSFs 
calculated indicate the upper bound that could be expected during operation. 
Table 7-4 displays the response of objective function cost terms over settling model perturbation. 
The percent increase in costs from the initial value to the P-95 costs is shown along with initial variable 
values (IV) for key costs. The initial variable values are also the least-cost variable values obtained in 
implementation five. Also shown in Table 7-4 are the P-95 values calculated from SAA optimization. To 
account for uncertainty in the settling model the percent increase for investment costs, annual operating 
costs, and NPV was 1.7%, 4.6%, and 2.06% respectively. The largest percent increase due to probabilistic 
overdesign was investment costs for the secondary settler, followed by investment costs for RAS 
pumping and influent pumping. The percent increase in secondary settler investment costs was 75% while 
increases for RAS and influent pumping were 23% and 19% respectively. All operating costs increased 
no more than 10% annually. Two cost terms, Investment costs for aeration, and operating costs for sludge 
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recycle pumping decreased a small amount. The percent reduction in NPV from the typical design 
represented by the P-95 NPV variable value is 22%. 
Table 7-4: Initial values (IV)and P-95 values for selected cost functions over perturbation in the 
secondary settling model. Variables shown in red font represent a percent decrease from initial (IV) to P-
95 variable values. 
Cost IV P-95 Units Cost IV P-95 Units 
INV
Sett
 282.5 495.4 €1,000 OP
Slg
 53.5 57.9 €1,000/year 
INV
RAS
 38.8 47.8 €1,000 OP
RAS
 14.1 13.8 €1,000/year 
INV
IP
 282.1 334.6 €1,000 OP
Total
 165.6 173.3 €1,000/year 
INV
Aer
 1140.8 1137.2 €1,000 INV
Total
 11.6 11.8 €-million 
OP
Aer
 98.0 107.3 €1,000/year NPV 13.6 13.9 €-million 
7.4.2 Perturbation of group two: ASM3 parameters and SNdN 
Perturbation of the ASM3 models related to SNdN efficiency resulted in a similar range of QSF 
values as did settling model perturbation. Of 13,733 initial trials, 4,380 were solved successfully, 
resulting in a solution success rate of 32% for the Group Two perturbation. Secondary settler layer nine 
was selected as the feedlayer in 65% of realizations, while layers eight and nine were found to be optimal 
for 81% of realizations. The average solution time was 0.13(±0.03) seconds. The majority of failures 
encountered were due to automatic differentiation failure.  
Figure 7-2 shows the observed frequency distributions and the empirical cdfs for select decision 
variables evaluated over ASM3 parameter perturbation. Subplot A and subplot B show Reactor One KLA 
and volume respectively. Reactor One KLA requires a QSF of 5.63 to account for two or more operating 
configurations. In contrast, Reactor One volume does not require substantial overdesign. The bimodal 
distribution seen in Reactor One is also exhibited by Reactor Two (subplots C, D). However in this case it 
is the volume of Reactor Two that requires the greatest amount of overdesign. The QSF value for Reactor 
Two volume was found to be 5.5. The effects of perturbing SNdN related biological parameters on the 
size of the secondary settler was also observed. Figure 7-2 subplot E shows that a settler surface area of 
just under 800 m
2
 is frequently obtained but that a QSF value greater than 3 is needed to account for 
parameter uncertainty. The frequency distribution of secondary settler surface area does not show a 
bimodal distribution and the resulting empirical cdf is relatively smooth for most of its range. The large 
spike seen in the frequency distribution and empirical cdf for secondary settler surface area is due to 









Figure 7-2: Frequency distributions and empirical cumulative density functions calculated during grouped 
perturbation of ASM3 model parameters for A) Reactor One KLA (day
-1
), B) Reactor One Volume (m
3
), 
C) Reactor Two KLA (day
-1
), D) Reactor Two Volume (m
3
), and E) Secondary Settler Surface Area (m
2
)  
Table 7-5 shows the calculated safety factors for decision variables obtained during perturbation 
of selected ASM3 parameters along with the initial variable values and P-95 variable values. Decision 
variables located in Table 7-5 are sorted in descending order by QSF value. Internal recirculation again 
exhibits a high QSF value indicating that it needs to be installed and may not remain at a negligible lower 
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volume, secondary settler surface area. Reactor One Volume, HRT, and WAS flowrate correspond to 
QSF values of 1.1 which indicates that they need little overdesign. Influent flowrate into reactors One and 
Two and SRT do not need to be overdesigned. 
Table 7-5: Quantitative safety factors, initial variable values (IV), and P-95 variable values obtained from 
grouped perturbation of ASM3 biological parameters impacting the SNdN process. 
Variable QSF IV P-95 Units Variable QSF IV P-95 Units 
Q
IR




 1.3 9.3 12.1 g
[TSS]
/L 
KLA1 5.6 93.6 526.9 day
-1
 HRT 1.1 9.6 10.3 hr 




 1.1 77.0 81.1 m
3
/day 
SA 3.0 724.0 2178.6 m
2
 VOL1 1.1 6509.0 6839.8 m
3
 
KLA2 2.3 210.0 474.5 day
-1





 1.9 14044.0 26139.7 m
3
/day INF2 1.0 0.0 0.0 m
3
/day 
MLSS 1.5 3.9 5.8 mg
[TSS]
/L SRT 1.0 30.0 30.0 day 
MLSS2 1.5 3.9 5.7 mg
[TSS]
/L      
 
Perturbation of ASM3 parameters related to the SNdN process appears to cause a substantial 
increase in operating costs. Figure 7-3 shows the observed frequency distributions and empirical cdfs for 
total annual operating costs (subplot A), total investment costs (subplot B), and net present value (subplot 
C). A bimodal distribution in total annual operating costs is exhibited while investment costs show a 
single distribution. The percent increase in annual operating costs between the initial and P-95 variable 
values is 35.4% while the percent increase for investment costs is only 2.2%. The percent increase 
calculated for NPV was 6.5%. The NPV distribution and empirical cdf is shown in subplot (C) and 
appears virtually identical to the distribution of annual operating costs. 
Percent increases in cost functions observed during perturbation of Group Two are shown in 
Table 7-6. Investment costs for influent pumping and operating costs for external carbon dosing and 
anoxic mixing were all zero during perturbation of selected ASM3 biological parameters. Other objective 
function cost terms that displayed variation are shown in Table 7-6. The largest percent change was the 
annual operating cost for sludge pumping, followed by investment in RAS and IR pumping systems, and 
secondary settler investment costs. The percent increase in annual operating costs for sludge pumping was 
340%. The percent increase in investment costs for RAS and IR pumping, and secondary settler 
construction was 127% and 98% respectively. The percent reduction in NPV from the typical design 







Figure 7-3: Frequency distributions and empirical cumulative density functions calculated during grouped 
perturbation of ASM3 model parameters for A) Annual Operating Costs (€1,000/year), B) Total 
Investment Costs (€-million), and C) Net Present Value (€-million) 
Table 7-6 Initial variable values (IV) and P-95 values for selected cost functions over perturbation in 
selected ASM3 parameters impacting the SNdN process.  
Cost IV P-95 Units Cost IV P-95 Units 
INV
RAS
 38.8 88.0 €1,000 OP
Aer
 98.0 107.6 €1,000/year 
INV
Sett
 282.5 559.3 €1,000 INV
Total
 11.6 11.8 €-million 
INV
Aer
 1140.8 1192.8 €1,000 OP
Total
 165.6 224.2 €1,000/year 
OP
RAS
 14.1 61.8 €1,000/year NPV 13.6 14.5 €-million 
OP
Slg
 53.5 61.2 €1,000/year     
7.4.3 Perturbation group three: settling, ASM3, and influent parameters 
Perturbation Group Three included all parameters perturbed in Group One and Group Two in 




inf), and soluble ammonia(S
NH4
inf). 
Perturbation of the Group Three parameter values resulted in an increased secondary settler surface area 
and decreased RAS and WAS flowrates. Of 11,775 initial trials, 4,055 were solved successfully, resulting 
in a solution success rate of 34%. Incoming activated sludge was distributed to the bottom third of the 
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feedlayers 28%, 19%, and 31% of the time. The average solution time was 0.13(±0.03) seconds. The 
majority of failures encountered were again due to automatic differentiation failure.  
Figure 7-4 shows the observed frequency distributions and the empirical cdfs for select decision 
variables evaluated over perturbation of parameters in Group Three. Reactor volumes and KLA values 
did not show the same bimodal distribution as exhibited in Group Two. Subplot A shows Reactor One 
KLA, which required a QSF of 10.7, placing the P-95 value for Reactor One KLA at the upper bound of 
1,000 day
-1
. The P-95 value for Reactor Two KLA was also near the upper bound on KLA, but due to the 
larger initial design value of Reactor Two KLA less overdesign was needed. Subplot B shows the MLSS 
concentrations in Reactor One. Reactor One MLSS did exhibit a bimodal distribution as did the RAS 
ratio, shown in subplot C. Secondary settler surface area is shown in subplot D and required less 
overdesign than in group Two. The distribution of NPV values is shown in subplot E , for which the P-95 
NPV value represented a percent increase of 9%. 
Table 7-7 shows the calculated safety factors for decision variables obtained during perturbation 
of Group Three parameters along with the initial and P-95 variable values. Decision variables located in 
Table 7-7 are sorted in descending order by QSF value. Internal recirculation pumping should again be 
installed with enough capacity so as to operate in a post-anoxic configuration with IR ratios from 150%-
200%. The KLA and reactor volumes should be designed with sufficient capacity to be used in both pre-
anoxic and post-anoxic configurations. QSFs for RAS and secondary settler surface area were calculated 
to be 2.3 and 2.2 respectively which is less than anoxic parameters were perturbed alone. HRT increases 
by a factor of 1.2 due to overdesign of reactor volumes. Influent flowrates into reactors One and Two do 
not change, nor does SRT. 
Percent increases in cost functions observed during perturbation of Group Three are shown in 
Table 7-8. Investment costs for influent pumping and operating costs for external carbon dosing and 
anoxic mixing were all zero during perturbation. The largest observed percent change was again the 
annual operating cost for sludge pumping which increased by 227%. Operating costs due to sludge 
treatment increased by 154% and the annual operating cost of aeration rose by 38% over perturbation. 
Investment costs rose by 101%, 61%, and 9% respectively for sludge pumping capacity, secondary settler 
construction, and aeration capacity. Annual operating costs of the P-95 value increased 60% while 
investment costs increased 1.8%. The P-95 value for NPV rose by 9% over perturbation of selected 
ASM3 biological parameters, settling parameters, and influent characteristics. The percent reduction in 










Figure 7-4: Frequency distributions and empirical cumulative density functions calculated during grouped 
perturbation of ASM3 model parameters for A) Reactor One KLA (day
-1
), B) Reactor One MLSS 
concentration (g
[TSS]
/L), C) Recycle Activated Sludge Ratio, D) Secondary Settler Surface Area (m
2
), and 
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Table 7-7: Quantitative safety factors, initial variable values (IV), and P-95 variable values obtained from 
perturbation of Group Three parameters 
Variable QSF IV P-95 Units Variable QSF IV P-95 Units 
Q
IR
 3999.8 10.0 39998.0 m
3
/day MLSS1 1.7 3.9 6.8 mg
[TSS]
/L 
KLA1 10.7 93.6 999.5 day
-1
 MLSS2 1.7 3.9 6.6 mg
[TSS]
/L 
VOL2 5.0 1302.0 6445.3 m
3
 VOL1 1.2 6509.0 7998.8 m
3
 
KLA2 4.6 210.0 958.0 day
-1
 HRT 1.2 9.6 11.5 hr 
Q
RAS
 2.3 14044.0 32240.6 m
3
/day INF2 1.0 0.0 0.0 m
3
/day 
SA 2.2 724.0 1565.9 m
2





 2.2 9.3 20.8 g
[TSS]
/L SRT 1.0 30.0 30.0 day 
Q
WAS
 1.9 77.0 145.8 m
3
/day      
 
Table 7-8: Percent increase (PINC) of the P-95 value for selected cost functions over perturbation of 
Group Three parameters. Also shown are the initial variable values (IV) and P-95 variable values 
Cost IV P-95 Units Cost IV P-95 Units 
OP
RAS
 14.1 46.2 €1,000/year INV
Aer
 1140.8 1238.8 €1,000 
OP
Slg
 53.5 135.8 €1,000/year OP
Total
 165.6 258.1 €1,000/year 
OP
Aer
 98.0 135.3 €1,000/year INV
Total
 11.6 11.8 €-million 
INV
RAS
 38.8 78.3 €1,000 NPV 13.6 14.9 €-million 
INV
Sett
 282.5 454.7 €1,000     
7.4.4 Comparison of quantitative safety factors 
Quantitative Safety Factors (QSF) for all three perturbation groups are shown in Table 7-9. The 
maximum QSF value for each variable and cost that was obtained during grouped perturbation analysis is 
shaded in Table 7-9. The QSFs for secondary settler surface area, and Reactor Two volume were highest 
when only ASM3 biological parameters were perturbed. An installed IR capacity of 200% was suggested 
based on perturbation of ASM3 biological parameters, and Group Three which contained all perturbed 
parameters. Perturbation of Group One, secondary settling parameters, was the only perturbation trial that 
resulted in a QSF for influent flowrate to reactor two. Reactor Two should have an installed influent 
capacity of between 7% and 10% of total influent flowrate if settling parameter perturbation is 
considered. Alternatively, when all parameters in group three are considered then no influent flow 
capacity to reactor two needs to be installed. Perturbation of Group Three parameters resulted in the 
highest observed QSF value for Reactor One Volume and KLA, Reactor Two KLA, IR and RAS ratios, 
as well as HRT and WAS flowrates.  
The QSFs calculated for secondary settler are similar in value to traditional safety factors used to 
protect against secondary settler overloading. Secondary settlers are typically designed by considering a 
sustained flow peaking factor, which are often calculated as the ratio of peak hourly flowrate to average 
daily flowrates entering the ASP
2





flowrate used in the ASP optimization model could correspond to a population of between 40,000 and 
50,000 persons. A typical peaking factor for a facility of this size is between 2.8 and 3.0
2
 while the QSFs 
calculated based on the P-95 variable values were 2.2, 2.5, and 3.0. The QSFs obtained for settler surface 
areas during optimization agree well with traditional safety factors that are based on accumulated 
experience. The QSFs improve upon the use of peaking factors because they are based on analytical 
evaluation of the entire ASP and because they seek to maintain an optimal ASP configuration. 
Table 7-9: Quantitative Safety Factors for all perturbation groups, and initial variable values. 
Variable Initial Value Units Group One QSF Group Two QSF Group Three QSF 
SA 724.0 m
2
 2.5 3.0 2.2 
INF1 0.0 m
3
/day 1.0 1 1 
VOL1 6509.0 m
3
 0.9 1.1 1.2 
KLA1 93.6 day
-1
 9.0 5.6 10.7 
INF2 1.0 m
3
/day 1,484 1 1.0 
VOL2 1302.0 m
3
 4.8 5.5 5.0 
KLA2 210.0 day
-1





  118.7 4,000 4,000 
R
RAS
 0.7  1.0 1.9 2.3 
SRT 30.0 day 1.0 1 1 





/day 0.9 1.1 1.9 
 
While adding parameter uncertainty does not always increase the QSFs for any particular 
variable, it does increase all objective function cost terms. Table 7-10 shows the percent increase in 
objective function cost terms observed during perturbation. The highest percent increase observed during 
perturbation is shaded in Table 7-10. Perturbation of parameters in Group Three always resulted in the 
largest percent increase observed.  
Table 7-10: Percent Increase (PINC) for all perturbation groups, and initial objective function costs. 
Variable Initial Cost Units Group 1  Group 2  Group 3  
INV
IP
 282.1 €1,000 18.6 0 0 
INV
Aer
 1140.8 €1,000 -0.3 4.55 8.58 
INV
Sett
 282.5 €1,000 75.4 98 60.98 
INV
RAS
 38.8 €1,000 23.3 126.66 101.64 
OP
RAS
 14.1 €1,000/year -2.4 337.3 227.25 
OP
Aer
 98.0 €1,000/year 9.4 9.8 38.05 
OP
Slg
 53.5 €1,000/year 8.3 14.54 153.99 
INV
Total




Table 7-10: Continued 
Variable Initial Cost Units Group 1  Group 2  Group 3  
OP
Total
 165.6 €1,000/year 4.6 35.35 55.85 
NPV 13.6 €-million 2.1 6.54 9.01 
7.4.5 ASP Optimization using Quantitative Safety Factors 
Quantitative safety factors can be used to suggest the amount at which certain unit processes, or 
physical parts of an ASP process should be oversized to account for parameter uncertainty. A single 
solution to the ASP optimization model was obtained that considered the P-95 decision variable values 
from Group Three. It was necessary to reformulate and solve the ASP optimization model using P-95 
variable values as bounds because the set of P-95 variable values does not represent a feasible solution. 
All decision variables were bounded at or near the P-95 variable values for calculation of investment costs 
dependent on installed capacity. Investment costs were then calculated for the overdesigned facility prior 
to minimization of total annual operating costs. When total annual operating costs were minimized, 
reactors were assumed to be capable of operating at any volume less than the P-95 variable value. Other 
decision variable values such as oxygen mass transfer rates (KLA) and pumping rates (RAS, IR, Influent) 
were also allowed to vary below the P-95 value for which the facility was designed. The secondary settler 
design is based on surface area and cannot be easily operated below design conditions in this manner. 
Therefore, the secondary settler surface area was fixed at the P-95 value of 1594. The boundary 
constraints on dissolved oxygen, minimum reactor volumes, and SRT used in chapters five and six were 
also used. The resulting ASP robust-optimal design is shown in Figure 7-5. 
 
Figure 7-5: Optimal solution obtained for a robustly designed ASP. 
Carbon 0.0 (kg/d) Carbon 0.0 (kg/d) Feedlayer 5
Influent 20000.0 (m
3
/d) Influent 0.0 (m
3
/d) Settler SA 1594.0 (m
2
)
TSS 1 15.0 (mg/L)
TSS 2 24.9 (mg/L) XSS 15.0 (mg/L)
Volume 8000.0 (m
3
) Volume 1600.0 (m3) TSS 3 52.0 (mg/L) SS 0.1 (mg/L)
KLA 75.7 (1/d) KLA 172.3 (1/d) TSS 4 201.8 (mg/L) NH4 0.2 (mg/L)
SO2 0.1 (mg/L) SO2 2.0 (mg/L) TSS 5 2434.7 (mg/L) NOX 6.8 (mg/L)
SS 0.2 (mg/L) SS 0.1 (mg/L) TSS 6 7747.2 (mg/L) TN 7.0 (mg/L)
SNH4 4.9 (mg/L) SNH4 0.2 (mg/L) TSS 7 9271.0 (mg/L)
SNOX 2.0 (mg/L) SNOX 6.8 (mg/L) TSS 8 9995.6 (mg/L)
XS 185.5 (mg/L) XS 165.9 (mg/L) TSS 9 10446.6 (mg/L) HRT 0.5 (d)
XH 2486.9 (mg/L) XH 2486.5 (mg/L) TSS 10 10783.3 (mg/L) SRT 30.0 (d)
XA 332.1 (mg/L) XA 332.4 (mg/L) TSS 11 11074.5 (mg/L) RAS ( r ) 31.8 (%)
XSS 3200.4 (mg/L) XSS 3176.1 (mg/L) TSS 12 11362.7 (mg/L) IR ( r ) 23.9 (%)
TSS 13 11692.9 (mg/L)
TSS 14 12148.6 (mg/L)
TSS 15 13006.6 (mg/L) NPV 14679710.5 ( E )
IR 4770.2 (m
3
/d) Total Inv 12644230.5 ( E )
RAS 6357.7 (m
3
/d) Total Annual Op 163332.1 (E/yr)











The robust-optimal solution includes an overdesigned secondary settler as well as an 
overdesigned treatment volume and aeration capacity. Investment costs were calculated based on the P-95 
variable values, thus reactor volumes, KLA, and pumping rates all have the installed capacity to operate 
at the P-95 values or below. When compared to the least-cost solution obtained in implementation five, 
the investment cost increase associated with the robust-optimal ASP facility is an added €1-million in 
overall investment costs, which corresponds to a percent increase of 9%. Because the facility was 
overdesigned, an annual operating cost-savings of €2,600 per year was realized by the robust-optimal 
facility. Annual operating costs-savings correspond to a percent decrease in annual operating costs of 2%. 
The total increase in NPV incurred by the robust-optimal facility was €1.05-million, representing a 
percent increase of 8%. When compared to the typical design, the robust-optimal solution incurs 5% 
higher investment costs. The annual operating costs of the robust-optimal facility are 65% less than the 
typical design which yields a total NPV reduction of 18%, or €3.21-million. Optimal design of ASPs 
using quantitative safety factors based of SAA optimization methods improves upon traditional safety 
factors that tend to be empirical in nature.  
7.5 Conclusions to Chapter Seven 
Least-cost wastewater treatment facilities must also exhibit a high level of process reliability due 
to the uncertain nature of many model parameters and environmental factors. In this chapter, a 
mathematical programming method called sample-averaged approximation (SAA) was used to obtain a 
large sample set of optimal solutions over grouped parameter perturbation of model parameters that are 
known to cause significant changes in performance. The results of the SAA optimizations were used to 
calculate quantitative safety factors based on the P-95 value threshold and in turn, used to design a robust-
optimal ASP facility. The robust-optimal facility achieved an 18% reduction in NPV compared to the 
typical design presented in Chapter 5. This corresponds to a cost-savings of over €3-million over the 
lifetime of the facility. In addition, the robust-optimal ASP design represents a known level of reliability.  
The set of P-95 values used in this research are not a solution, but suggested overdesign values 
for each decision variable. Design of an ASP based only on the P-95 values alone would be inappropriate 
and unlikely to yield a feasible solution. Each P-95 variable value represents a specific variable value that 
was found to be optimal for at least one realization conducted during SAA optimization. It is unlikely 
however, that all P-95 variable values were found to be optimal for the same realization. Therefore, 
reformulation and solution of an ASP optimization which uses the P-95 variable values as variable value 




CHAPTER 8: SUMMARY OF RESEARCH FINDINGS AND FUTURE WORK 
This dissertation investigated the use of mathematical programming for reducing the cost 
associated with municipal wastewater treatment plants (WWTPs) using the activated sludge process 
(ASP). This research was focused around the following questions; What tools from operations research 
and optimization are best suited for cost minimization of ASP processes? In what way can mathematical 
programming be used as an exploratory tool for understanding the optimal tradeoff relationships that exist 
in ASPs? How can mathematical programming be used to obtain ASP designs that represent cost-savings 
compared to typical designs while maintaining or increasing process reliability? During this process, the 
following research contributions were made: 
8.1 Research contributions 
This research has presented an explicit ASP optimization model that combines the ASM3 
biological model with an unsimplified one-dimensional layered settling model of Takacs and Nolasco 
(1991). The optimization model is posed as a MINLP problem with complementarity, which is necessary 
to present variables that hold discrete values in practice, and to include equilibrium conditions in the DE-
layered model. This formulation increases the trust associated with ASP optimal designs by modeling 
both the biological nutrient removal, and secondary settling processes with the mechanistic models 
commonly used in industry. With proper model calibration, the ASP optimization model presented here 
can be expected to yield solutions which are also more accurate.  
The “minimum of fluxes” equilibrium conditions central to the DE-layer model were represented 
by a set of nonlinear complementarity constraints. Binary variables were included to consider the 
threshold solids switching function, anoxic mixing, and anoxic/aerobic tank control. This resulted in a 
mixed-integer nonlinear programming problem with complementarity which was solved using MINLPbb. 
The non-convex nature of the optimization model results in a large number of locally optimal solutions 
which at times makes finding the best solutions challenging. Therefore, a method for optimizing non-
convex problems called randomized multi-start optimization was investigated. 
A randomized multi-start solution method was used to obtain percent reduction in NPV of 
between 23%(±0.4) and 26%(±0.6) compared to a typical design. Computation time for the algorithm 
MINLPbb was low, requiring only 0.1(±0.01) CPU seconds which corresponded to 27(±3.2) minutes of 
CPU time per multi-start optimization, assuming 16,000 multi-starts per optimization. Low computational 
requirements allowed the ASP optimization model to be evaluated over 80,000 times for five objective 
function and boundary constraint combinations. Of the 80,000 random initial solutions sent to NEOS, 
 
157 
over 12,000 were successfully solved. Confidence in the quality of optimal solution obtained was 
increased using a set of initial random variable values that was up to two orders of magnitude larger than 
earlier ASP optimizations using multi-start methods
56,58,175
. This research further improves upon earlier 
ASP optimizations by identifying least-cost optimal ASP designs that meet strict effluent permits, rather 
than incurring a cost due to effluent quality fines
55,56,175
.  
The use of heuristic non-cost objective functions to reduce computational loads compared to cost-
based objective functions was found to be unnecessary. Non-cost objective functions that seek to 
minimize reactor volumes, aeration demands, or some other characteristic quantity have a history of 
application to ASP optimal design problems. Non-cost objective functions have been applied to ASP 
optimal design problems using a variety of solution algorithms
58,87,99,103,120,147,155,198,199
. Results of the 
multi-start procedure conducted in this research show that cost-based objective functions can improve 
upon the solution accuracy and success rates in comparison to that achieved by non-cost objective 
functions. Using the NPV objective function, the ASP optimization model converged strongly towards a 
small number of least-cost solutions with MINLPbb. Results also indicate that thoughtful application of 
boundary constraints can improve solution success rates while eliminating trivial solutions. Objective 
functions and boundary constraints must be used carefully. Poorly phrased objective functions can skew 
results of a mathematical program if they do not accurately represent the costs being considered. Using 
boundary constraints will decrease the size of the feasible region and reduce the number of possible 
solutions.  
This research indicates that the simultaneous nitrification denitrification (SNdN) process is cost 
optimal for ASP facilities performing nitrogen removal. Also, optimally designed ASPs tend to trade 
marginally higher investment costs for lower operating costs over the lifetime of the facility. The cost 
optimality of SNdN is supported by existing ASP optimizations
54–56,122
. The implied tradeoff between 
investment and operating costs is also supported by a corollary finding presented by Smeers and Tyteca 
(1984)
47
. Smeers and Tyteca (1984) found that overdesign of an ASP facility for high amounts of COD 
removal led to operating cost-savings if the facility was operated at COD removal rates less than the 
initial design. The results of Smeers and Tyteca (1984) support the findings presented in this dissertation 
that include optimal ASP designs that balance increased investment costs with a reduction in annual 
operating costs over the lifetime of the facility.  
Experiential evidence on SNdN processes indicates that they are often difficult to control. This 
research has also identified model-based uncertainty in the ASM3 model as a potential pitfall of modeling 
the SNdN process. Boundary constraints originally designed to inhibit the use of SNdN failed in this 
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regard; all solutions to the ASP optimization model obtained used the SNdN process to the maximum 
amount allowed by the boundary constraints. The ASM3 model could be modified to inhibit SNdN by 
decoupling oxygen consumption and denitrification inhibition and setting the denitrification inhibition 
coefficient to an arbitrarily small value. This would reduce the generality of the formulation and omit a 
potentially cost-efficient process configuration from consideration. It would be better to develop more 
effective methods of process control for use with the SNdN process and to further investigate the 
mechanisms that cause the SNdN to be considered a risky ASP process. 
To further investigate the effects of uncertainty on the cost-optimal SNdN process, a single 
parameter perturbation analysis was conducted. All parameters and rate terms perturbed were found to 
effect treatment costs in a predictable manner which means quantitative overdesign could successfully 
mitigate the impacts of uncertainty relative to SNdN process kinetics. Selected ASM3 model parameters 
that were perturbed were heterotrophic oxygen, autotrophic oxygen, and nitrate half saturation constants, 
the anoxic reduction factor, as well as the autotrophic and heterotrophic denitrification inhibition terms. 
All parameters and rate terms were found to affect treatment costs in a predictable manner. All cost 
functions enumerated for these parameters displayed an inflection point located at the deterministic 
parameter value that increased in cost as the parameter was perturbed in only one direction. This implies 
that conservative design values should be used with the explicit intent of overdesigning a SNdN process 
relative to ASM3 based uncertainty. Then, online process control could be used to maintain SNdN 
removal rates over real variation in influent loading and biological activity. 
The effects of uncertainty in settling model parameters can be mitigated by designing secondary 
settlers with an adjustable depth of influent feeding. Perturbation of secondary settler model parameters 
resulted in all potential settler feedlayers being activated in a predictable manner. For example, when the 
ASP design was bounded by effluent TSS concentrations, the secondary settler feedlayer increased in 
depth, thus maximizing the clarification volume. In contrast, when effluent TSS concentrations were 
relaxed, the feedlayer decreased in depth, thus maximizing the solids thickening portion of the settler and 
increasing the efficiency of RAS pumping. This behavior was observed as values for all settling model 
parameters were perturbed with the exception of threshold solids. Use of the settler feedlayer as a means 
ASP control was also found for influent soluble substrate, influent particulate substrate, and volumetric 
influent flowrate. 
This research proposes the use of single parameter perturbation to support a quantitative 
methodology for selecting important uncertain parameters for further analysis and/or calibration. The 





, or on qualitative interpretation of the results of 
perturbation
59,87,88,145,148,153,164
. Methods for quantitative parameter identification using either the Fisher 
Information or Covariance Matrices have been used to rank the importance of uncertain parameters, and 
sources of model based uncertainty, in Monod models used for simulation
180,214–218
. However, these 
parameter identification approaches can be computationally intensive and may not easily extend to ASP 
optimization models. In this research, parameters with uncertainty are ranked as important or unimportant 
based on the following two considerations: A) a percent change in annual operating costs of 40% or 
greater and B) the existence of an annual operating cost inflection point. This ranking method can 
consider arbitrarily wide variation in parameter values as well as the inherent nonlinearity of the optimal 
response functions for decision variables. Thus parameters that could have a potentially large negative 
impact on the least-cost optimal ASP process can be easily identified and selected for further analysis. 
 A sample-averaged approximation (SAA) optimization was conducted to consider the combined 
effects of parameter uncertainty during reliability based design optimization of an ASP facility. A large 
number of realizations to the cost-optimal SNdN solution were obtained using repeated random sampling 
of uniform probability distributions for grouped uncertain parameters. The SAA optimization resulted in 
observed frequency distributions for all optimal decision variable values over perturbation of settling 
model parameters, select ASM3 parameters, as well as for settling, ASM3, and influent parameters 
combined. The frequency distributions were used to calculate empirical cumulative density functions and 
ultimately a set of quantitative safety factors based on the P-95 threshold. Select QSFs were used to 
design an ASP facility under the paradigm of flexible design. The robust-optimal facility could operate in 
multiple treatment modes and be controlled at or near optimum operating conditions for SNdN. The 
robustly designed facility is based off of worst-case scenarios because 95% of the realizations solved 
included parameter values which were more favorable than those which lead to the P-95 threshold values. 
Even so, the estimated cost of this robust-optimal ASP design realized a percent reduction in NPV of 18% 
compared to the typical design. 
8.2 Validation of the ASP optimization model 
Model validation seeks to determine the degree with which a mathematical model accurately 
represents a real world system under the intended scenarios and design objectives. The ASP optimization 
model presented in this research represents increased trust, e.g., credibility, compared to previous ASP 
optimizations because no model simplifications were needed to implement ASM3 and the DE-layered 
model in a mathematical program. These two mechanistic models have a history of use indicating that 
they are trusted for accurate model prediction after being calibrated. The Total Cost Index used to model 
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ASP investment and operating costs however, has no such history of implementation. Therefore, future 
work towards validating the ASP optimization model should primarily focus on both calibration and 
validation of the cost model used. 
Optimal ASP designs obtained using a mathematical programming algorithm should be first 
validated using bench scale techniques. Model validation using existing data is appropriate for verifying 
accuracy of the ASM3, DE-layered, and TCI models used in this research. However, optimal designs may 
differ substantially from those literature based designs used to validate the underlying models. 
Experimental validation of the predictive accuracy of the ASP optimization model should be conducted 
using a bench-scale, or pilot-scale, activated sludge process. Thus validation of the initial model 
implementations (e.g. initial solution) could be paired with validation of the predictive accuracy of the 
ASP optimization model. The primary goal of this validation step would be to quantify how realistically 
the optimization model predicts designs in the case where these same models are calibrated, and 
parameterized, for a different ASP configuration. 
Full-scale validation is also needed if ASP optimization using mathematical programming is to 
gain acceptance as a design tool. The twin tasks of designing an ASP and specifying operating conditions 
for an ASP, are very similar. The latter task, that of specifying operating parameters, can be thought of as 
an optimal design problem with additional constraints on physical design variables. The first full-scale 
ASP optimization model validation should constrain the problem to include only decision variables 
related to pumping rates, chemical dosing, and modification of the secondary settler feedlayer. Using a 
measure of annual operating costs would facilitate optimization of the operating conditions of an existing 
ASP. After validation of the ASP optimization model on the bench-scale and full scale sufficient validity 
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APPENDIX A: SUPPLEMENTAL ELECTRONIC FILES 
This appendix contains supplemental electronic files referenced in the main body of the 
dissertation. Section one is the coding book used to extract and organize information during literature 
review. Section two contains ampl files used to solve the ASP optimization model in chapters Five, Six, 
and Seven. Section Three, Four, and Five contain results, matlab data files, matlab script files, and figures 
created for chapter Five, Six, and Seven respectivly. The files and results presented in this appendix are 
intended to facilitate reproduction of the works described in this dissertation and to act as an aid to 
researchers seeking to advance upon the works presented here. 
SECTION 1: LITERATURE REVIEW CODING BOOK 
Review Coding Book.xlsx Excel file containing all data and notes extracted during 
literature review presented in chapter 3. File is in 
Microsoft Excel 2010 
SECTION 2: ASP OPTIMIZATION MODEL AND TYPICAL DESIGN 
AMPL Files for Random Multi-Start (file folder) ampl files used to conduct multi-start optimization of the 
ASP formulation 
   ASPMulti.mod ampl model file 
   ASPMulti.dat ampl  data file 
   ASPMulti.run ampl run file 
AMPL Files for SPP (file folder) ampl files used to conduct single parameter perturbation 
of the ASP formulation 
   MLEFull.mod ampl model file 
   MLEFull.dat ampl  data file 
   MLEFull.run ampl run file 
   perturbation bash loop to conduct multi-start optimization using 
.mod, .dat, and .run files above 
AMPL Files for SAA (file folder) ampl files used to conduct sample-averaged 
approximation optimization of the ASP formulation 
   SAA Group 1 (file folder) ampl files used to conduct SAA optimization of group 
one (Settling model parameters) 
      MLEFull.mod ampl model file 
      MLEFull.dat ampl  data file 
      MLEFull.run ampl run file 
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      SAARun bash loop to conduct multi-start optimization using 
.mod, .dat, and .run files above 
   SAA Group 2 (file folder) ampl files used to conduct SAA optimization of group 
two (anoxic model parameters) 
      MLEFull.mod ampl model file 
      MLEFull.dat ampl  data file 
      MLEFull.run ampl run file 
      SAARun bash loop to conduct multi-start optimization using 
.mod, .dat, and .run files above 
   SAA Group 3 (file folder) ampl files used to conduct SAA optimization of group 
three (settling, anoxic, influent parameters) 
      MLEFull.mod ampl model file 
      MLEFull.dat ampl  data file 
      MLEFull.run ampl run file 
      SAARun bash loop to conduct multi-start optimization using 
.mod, .dat, and .run files above 
SECTION 3: RAW DATA, MATLAB SCRIPTS, AMPL FILES, AND OUTPUT FILES IN 
SUPPORT OF CHAPTER 5 
Implementation One (file folder) Raw data and results from Implementation One 
   NPVSlnHistogram.pdf pdf file that shows the frequency of NPV values (histograms) for initial 
randomized solutions, feasible solutions, and optimal solutions 
   PercRed.pdf Output file from “ImportData.m” that shows solutions statistics and percent 
reduction for multi-start optimization 
   Imp1.RawData.mat Raw results from multi-start optimization of implementation one, in a 
matlab array 
   Imp1_results.mat Results from multi-start optimization of implementation one after running 
the matlab script “ImportData.m” 
Implementation Two (file folder) Raw data and results from Implementation Two 
   NPVSlnHistogram.pdf pdf file that shows the frequency of NPV values (histograms) for initial 
randomized solutions, feasible solutions, and optimal solutions 
   PercRed.pdf Output file from “ImportData.m” that shows solutions statistics and percent 
reduction for multi-start optimization 
   Imp2.RawData.mat Raw results from multi-start optimization of implementation two, in a 
matlab array 
   Imp2_results.mat Results from multi-start optimization of implementation two after running 
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the matlab script “ImportData.m” 
Implementation Three (file folder) Raw data and results from Implementation Three 
   NPVSlnHistogram.pdf pdf file that shows the frequency of NPV values (histograms) for initial 
randomized solutions, feasible solutions, and optimal solutions 
   PercRed.pdf Output file from “ImportData.m” that shows solutions statistics and percent 
reduction for multi-start optimization 
   Imp3.RawData.mat Raw results from multi-start optimization of implementation three, in a 
matlab array 
   Imp3_results.mat Results from multi-start optimization of implementation three after running 
the matlab script “ImportData.m” 
Implementation Four (file folder) Raw data and results from Implementation Four 
   NPVSlnHistogram.pdf pdf file that shows the frequency of NPV values (histograms) for initial 
randomized solutions, feasible solutions, and optimal solutions 
   PercRed.pdf Output file from “ImportData.m” that shows solutions statistics and percent 
reduction for multi-start optimization 
   Imp4.RawData.mat Raw results from multi-start optimization of implementation four, in a 
matlab array 
   Imp4_results.mat Results from multi-start optimization of implementation four after running 
the matlab script “ImportData.m” 
Implementation Five (file folder) Raw data and results from Implementation Five 
   NPVSlnHistogram.pdf pdf file that shows the frequency of NPV values (histograms) for initial 
randomized solutions, feasible solutions, and optimal solutions 
   PercRed.pdf Output file from “ImportData.m” that shows solutions statistics and percent 
reduction for multi-start optimization 
   Imp5.RawData.mat Raw results from multi-start optimization of implementation five, in a 
matlab array 
   Imp5_results.mat Results from multi-start optimization of implementation five after running 
the matlab script “ImportData.m” 
Matlab Script Files (file folder) file folder containing matlab script files used to analyze results of multi-
start optimization 
   ImportData.m After loading one of the ImpX.RawData.mat files into Matlab, 
ImportData.m can be used to run groom data, run binning procedure and 




SECTION 4: RAW DATA, MATLAB SCRIPTS, AMPL FILES, AND OUTPUT FILES IN 
SUPPORT OF CHAPTER 6  
Matlab Files (file folder) file folder containing matlab script files used to analyze 
results of single parameter perturbation 
   SensImport.m matlab script file that can be used to groom data, plot 
optimal response functions, save plots for each perturbed 
parameter 
   StatsPr.m matlab script file that can be used to conduct parameter 
importance ranking and create annotated graph of total 
annual costs for all parameters perturbed 
   SensitivityResults.mat matlab data array containing full results to perturbation 
of model parameters 
Parameter Importance Graphs (file folder) file folder containing results 
   TACgridandrange.docx Microsoft word file containing annotated total annual 
cost graphs for each parameter perturbed 
Optimal Responses (file folder) file folder containing results 
variousnames.docx a set of Microsoft word files each containing the optimal 
response functions of all decision variables and costs 
obtained during perturbation of a single parameter. One 
docx file for each parameter. 
SECTION 5: RAW DATA, MATLAB SCRIPTS, AMPL FILES, AND OUTPUT FILES IN 
SUPPORT OF CHAPTER 7 
Sett_GroupOne (file folder) results of SAA optimization 
   figs (file folder) file folder containing results 
   figure1.fig to figure34.fig set of matlab .fig files which contain variable value 
frequency (histograms) of each decision variable and 
cost after SAA optimization of group one 
   Results  (file folder) results file folder 
      GP1Results.mat matlab data array containing raw results of SAA 
optimization for group one. 
   Analyzed.mat matlab data array containing results of SAA 
optimization one after running “Robust.m” 
   RBST_X1.docx Microsoft word file contining all histograms generated 
using Robust.m from the raw data contained in 
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GP1Results.mat for optimization one 
Anoxic_GroupTwo (file folder) results of SAA optimization 
   figs (file folder) file folder containing results 
   figure1.fig to figure34.fig set of matlab .fig files which contain variable value 
frequency (histograms) of each decision variable and 
cost after SAA optimization of group two 
   Results  (file folder) results file folder 
      G2Results.mat matlab data array containing raw results of SAA 
optimization for group two. 
   Analyzed.mat matlab data array containing results of SAA 
optimization two after running “Robust.m” 
  OPT5_RBST_X4Anoxic.docx Microsoft word file contining all histograms generated 
using Robust.m from the raw data contained in 
G2Results.mat for optimization two 
ALL_GroupThree (file folder) results of SAA optimization 
   figs (file folder) file folder containing results 
   figure1.fig to figure34.fig set of matlab .fig files which contain variable value 
frequency (histograms) of each decision variable and 
cost after SAA optimization of group three 
   Results  (file folder) results file folder 
      ALLResults.mat matlab data array containing raw results of SAA 
optimization for group three. 
   Analyzed.mat matlab data array containing results of SAA 
optimization three after running “Robust.m” 
   RBST_X6.docx Microsoft word file contining all histograms generated 
using Robust.m from the raw data contained in 
ALLResults.mat for optimization three 
RobustSolution (file folder) file folder containing results and ampl files for robust 
design 
   RESULTS (file folder) file folder containing results of robust design in text file 
      SolveResults.txt text file containing raw results of robust design obtained 
using multi-start optimization 
   MLEFull.mod ampl model file for robust design 
   MLEFull.dat ampl  data file for robust design 
   MLEFull.run ampl run file for robust design 
Robust.m Matlab script file used to groom data, plot, and save 
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information from SAA optimization 
 
