U.S. Influenza like illness data used in this manuscript is publicly available through the CDC website at <http://gis.cdc.gov/grasp/fluview/fluportaldashboard.html>. Wikipedia access logs are available publicly at <http://dumps.wikimedia.org/other/pagecounts-raw/>

Introduction {#sec001}
============

Despite preventive efforts and educational activities for seasonal influenza in the United States (U.S.), on average 5%--20% of the population gets influenza \[[@pcbi.1004239.ref001]\], more than 200,000 people \[[@pcbi.1004239.ref001]\] are hospitalized from seasonal influenza complications, and 3,000--49,000 people die each year \[[@pcbi.1004239.ref002]\]. The result is a significant public health and economic burden for the U.S. population \[[@pcbi.1004239.ref003]--[@pcbi.1004239.ref005]\].

The Centers for Disease Control and Prevention (CDC) monitor influenza burden by collecting information from volunteer public health departments at the state and local level \[[@pcbi.1004239.ref006]--[@pcbi.1004239.ref009]\]. Data are then used for planning and mitigation activities based on what is believed to be the current state of influenza throughout the U.S. \[[@pcbi.1004239.ref006], [@pcbi.1004239.ref007], [@pcbi.1004239.ref010]\]. These rough estimates could possibly lead to significant over- or under-preparation for any given flu season.

In November of 2013, the CDC launched the *Predict the Influenza Season Challenge* competition to evaluate the growing capabilities in disease forecasting models that use digital surveillance data \[[@pcbi.1004239.ref011]\]. The competition asked entrants to forecast the timing, peak, and disease incidence of the 2013--2014 influenza season using Twitter or other Internet data to supplement ILI weekly reported data. The work described in this paper was conducted as an entry for this competition. The CDC challenge concluded on March 27^th^, 2014. Though individual entries' scores were not announced, the winner was. Officials conducting the contest found each entry informative as to the capabilities of disease modeling to inform public policy but the general consensus was that the current state of influenza forecasting still has too much uncertainty to base public health policy on. Details of the contest will be announced in a forthcoming paper by the CDC \[[@pcbi.1004239.ref012]\]. Based on our entry to this contest, we present a novel method to provide a probabilistic forecast of the influenza season based on a mathematical model for seasonal influenza dynamics and historical U.S. influenza observations. The forecast is dynamically adjusted using a statistical filter as current influenza data is observed.

Reliable forecasts of influenza dynamics in the U.S. cannot be obtained without consistently updated public health observations pertaining to flu \[[@pcbi.1004239.ref013]\]. It is necessary to have a historical record of these observations in order to asses the relation between the forecasting model and the data source. Our primary data source, ILINet, is the CDC's outpatient *influenza-like illness* (ILI) surveillance system \[[@pcbi.1004239.ref006], [@pcbi.1004239.ref014]\]. ILINet data represent the collection of outpatient data from over 3,000 hospitals and doctors' offices across the U.S. Each week, these locations report the total number of patient visits and the number of those visits that were seen for ILI, defined as fever (temperature ≥ 100°F) and a cough or sore throat without a known cause other than influenza. Since 2003, these data have been collected weekly, year-round. ILINet data make up one portion of the CDC's complete influenza surveillance efforts. For example, U.S. influenza-related mortality and virological strain data are also collected, but they are not used in this study. For a complete overview of the CDC's influenza surveillance programs we refer the reader to \[[@pcbi.1004239.ref006], [@pcbi.1004239.ref007], [@pcbi.1004239.ref014]\].

Due to the ILINet dataset's use by the CDC and other public health agencies in the U.S. together with ILINet's availability and archived collection of historical influenza data, we develop our influenza forecast to predict ILINet. However, ILI represents a limited syndromic observation of people who seek medical attention each week \[[@pcbi.1004239.ref007], [@pcbi.1004239.ref010]\]. Furthermore, the distribution and specific reporting practices of the approximately 3,000 healthcare providers involved in ILINet, the lack of care-seeking for many individuals infected with influenza, and the possibility of ILI symptoms without infection from the influenza virus complicates the understanding of the relation between a reported level of ILI and actual U.S. influenza prevalence. An additional drawback is related to the bureaucratic hierarchy of the ILI system; there is a 1--2 week lag present in data availability.

We used Wikipedia article access logs to supplement the ILINet data and broaden the range and depth of information. The addition of new data sources that estimate influenza incidence can increase the robustness of the ILI data stream \[[@pcbi.1004239.ref015]--[@pcbi.1004239.ref019]\]. Wikipedia access logs for articles highly correlated with influenza prevalence, as measured by ILI, improve our knowledge of the current influenza incidence in the U.S. The rationale for using the Wikipedia access logs was thoroughly explored in reference \[[@pcbi.1004239.ref015]\].

Influenza forecasting must provide two things in order to inform public health policy: 1) the expected future influenza dynamics and 2) the likelihood of observing dynamics deviating from this expectation. These two properties are informed by both the inherent model dynamics and current observations of flu. Fortunately for epidemiologists, the methodology for generating probabilistic forecasts with a deterministic mathematical model based on observed data has been well developed in climatology, meteorology, and oceanography \[[@pcbi.1004239.ref020]--[@pcbi.1004239.ref022]\]. We demonstrate how the *ensemble Kalman smoother*, can be used to iteratively update a distribution of the influenza model's initial conditions and parameterizations. An advantage of our technique is that it retains information about when the model dynamics systematically diverge from the dynamics of observations. The systematic model divergence from observed influenza dynamics will be used as a basis for future research in model discrepancy to improve forecasts.

The capability for real-time forecasting of events, such as influenza dynamics, with quantified uncertainty, has been crucial for major advances across the spectrum of science \[[@pcbi.1004239.ref020]--[@pcbi.1004239.ref022]\]. However, this capability is still in its infancy in the field of public health. For more complete literature reviews on the field, we refer the reader to \[[@pcbi.1004239.ref023], [@pcbi.1004239.ref024]\]. Briefly, we present the literature on epidemic forecasting influencing this work, all of which rely on a Bayesian viewpoint to adjust an underlying disease model given incoming observations \[[@pcbi.1004239.ref025]\]. First, disease forecasting methods that use data to parameterize an underlying causal model of disease can use either sequential Monte Carlo type methods \[[@pcbi.1004239.ref014], [@pcbi.1004239.ref026]--[@pcbi.1004239.ref031]\] or ensemble methods \[[@pcbi.1004239.ref032]--[@pcbi.1004239.ref035]\]. Some work has been done on comparing the two methods \[[@pcbi.1004239.ref036], [@pcbi.1004239.ref037]\]. There are also several works of a more statistical nature \[[@pcbi.1004239.ref038]--[@pcbi.1004239.ref043]\], one that relies on a pure Kalman filter \[[@pcbi.1004239.ref044]\], and one that uses variational assimilation methods \[[@pcbi.1004239.ref045]\]. Of these works, the majority tune a differential equation-based compartmental disease model \[[@pcbi.1004239.ref026], [@pcbi.1004239.ref028]--[@pcbi.1004239.ref030], [@pcbi.1004239.ref032], [@pcbi.1004239.ref033], [@pcbi.1004239.ref036], [@pcbi.1004239.ref037], [@pcbi.1004239.ref045]\]. However, some forecasts have been formed using agent based simulations \[[@pcbi.1004239.ref027], [@pcbi.1004239.ref031], [@pcbi.1004239.ref041]\] or spatial models \[[@pcbi.1004239.ref034], [@pcbi.1004239.ref035]\].

Each of these examples rely on defining a prior distribution for the parameterization and initialization of the underlying model. However, the methods to arrive at this prior are usually *ad hoc* and based on beliefs about the ranges for the parameters. It is therefore difficult to see how these methods may be applied to a general disease model given historic observations in the presence of model error. Our method for defining a prior parameterization/initialization can be generalized to any dataset pertaining to disease spread and disease model.

After outlining the general forecast methodology, we describe the details of our data sources and model, the technique used to estimate a *prior* forecast, our data assimilation technique, and our measure of forecast accuracy. We then present an application of our methods to forecasting the 2013--2014 influenza season in the results section, and conclude with a summary of our approach and suggestions for future improvements.

Methods {#sec002}
=======

Wikipedia data {#sec003}
--------------

We identify correlations between CDC ILI data and Wikipedia access log data to improve our forecasts. There is a time delay in reporting of ILINet data. Wikipedia data, on the other hand, is available almost immediately and has the potential to provide information about the current state of influenza.

As mentioned above, there is a 1--2 week lag between a patient seeing a doctor and the case appearing in the ILI database. Therefore, there is a need for the use of digital surveillance data available in near real-time that can complement ILINet data. We turn to publicly available Wikipedia access log data to achieve this.

Wikipedia provides summary article access logs to anyone who wishes to use them. These summaries contain, for each hour from December 9, 2007 to present (and updated in real-time), a compressed text file listing the number of requests served for every article in every language, for articles with at least one request. Using the MapReduce programming paradigm \[[@pcbi.1004239.ref046]\], we aggregate these hourly requests into weekly access counts and normalize the total number of accesses per article using the total requests for all articles across the entire English Wikipedia in each week. Wikipedia access logs have been studied extensively in \[[@pcbi.1004239.ref015], [@pcbi.1004239.ref016]\], and we refer the reader to these sources for thorough analyses of the data. In short, it was shown that for a range of infectious diseases across many countries, some articles have access rates that are highly correlated with public health infectious disease records. Simple statistical models trained using only these article access rates were capable of nowcasting and even forecasting public health data, achieving *r* ^2^ ≥ 0.9 in certain cases.

Five articles from the English language edition of Wikipedia were selected for estimation of present national ILI using the methods outlined in \[[@pcbi.1004239.ref015]\]. These articles were *Human Flu*, *Influenza*, *Influenza A virus*, *Influenza B virus*, and *Oseltamivir*. To select these articles, we used the simple article selection procedure described in \[[@pcbi.1004239.ref015]\]: we first gathered access log time series for relevant articles linked to from the main influenza Wikipedia article \[[@pcbi.1004239.ref047]\], including the main influenza article itself. This totaled approximately 50 articles. The correlation between each of the 50 article access log time series and U.S. ILI data was computed. It was found that access log time series from the five articles mentioned above were much more highly correlated with the ILI data than the remaining articles, so it was decided that only these five articles would be used. It is important to note that only examining this restricted set of 50 Wikipedia access logs will inevitably leave the potential for the existence of an un-investigated article that is highly correlated with ILI data. However, barring an exhaustive search of Wikipedia articles focusing on the articles linked from the main English influenza article seemed like a reasonable choice.

The weekly article request data for each article can be written as the independent variables *x* ~1~, *x* ~2~, ..., *x* ~5~. Current ILI data are estimated using a linear regression from these variables. We combine the article request data with the previous week's ILI data, which we'll denote by *ILI* ~−1~, and a constant offset term. This forms our regression vector *X* = (1, *x* ~1~, *x* ~2~, ..., *x* ~5~, *ILI* ~−1~). Our linear model used to estimate the current week's ILI data is then given by $$\begin{array}{r}
{ILI_{0} = b \cdot X = b_{0} + b_{1}x_{1} + b_{2}x_{2} + \cdots + b_{5}x_{5} + b_{6}ILI_{- 1}.} \\
\end{array}$$ The regression coefficients *b* = (*b* ~0~, *b* ~1~, *b* ~2~, ..., *b* ~6~) were then determined from historical ILI data and Wikipedia data. [Fig 1](#pcbi.1004239.g001){ref-type="fig"} shows the regression from the 5 Wikipedia access logs and the previous week ILI to historical ILI data. The regression coefficients were *b* ~0~ = 0.0063, *b* ~1~ = 17517.3, *b* ~2~ = 3206.1, *b* ~3~ = 41258.9, *b* ~4~ = −71428.7, *b* ~5~ = −17410.9, *b* ~6~ = 0.955. It is important to note here that the access logs and historical ILI observations used as regressors do not exist on the same scale and therefore it is not correct to use these coefficients to infer importance of the various terms as predictors of ILI. This issue is further complicated by the fact that the individual Wikipedia access logs are not independent or uncorrelated with each other.

![Regression of Wikipedia access logs to ILI data.\
Here we show the linear regression of one weeks prior ILI observation, a constant term, and the access logs of five Wikipedia articles related to influenza to the current ILI observation. The regression is highly correlated to the true ILI outcome. However, due to the simple form of this linear regression it is difficult to quantify which of the six regressors used was most influential in predicting ILI.](pcbi.1004239.g001){#pcbi.1004239.g001}

Model description {#sec004}
-----------------

We only model the U.S. ILI data during the part of the year that we designate as the *influenza season*. Our forecasts are ordered by *epidemiological week* (also called CDC week or MMWR week) since this is how ILI data are reported by the CDC \[[@pcbi.1004239.ref048]\]. Epidemiological weeks are used throughout public health reporting in the U.S. (and many other regions of the world). Their widespread acceptance makes them a natural temporal scale to use in disease forecasting.

The mathematical model we use for influenza spread does not include re-infection of individuals or loss of immunity and therefore can only hope to model one season's influenza course. For this reason, it was necessary to define a fixed maximum possible length influenza season that would include the earliest possible ramp up of the flu season and the latest possible tapering off. By examining the ILI data for the entire U.S. from the 2002--2003 season to the 2012--2013 season, it was found that influenza incidence does not start to noticeably increase until at least epidemiological week 32 (mid-August). Moreover, once the influenza peak has passed, the incidence decreases to non-epidemic levels by at least epidemiological week 20 (mid-May). To illustrate our maximal flu season's relation to historical ILI data we have included [Fig 2](#pcbi.1004239.g002){ref-type="fig"} with our flu season highlighted. The exception to our maximal influenza season range is the the 2009 H1N1 pandemic, which emerged in the late 2008--2009 season causing this season to be prolonged and an early start in 2009--2010 season. With the flu season defined to be between epidemiological week 32 and epidemiological week 20, even the 2009 H1N1 emergence is mostly accounted for. We emphasize that our definition of a fixed maximal influenza season allows us to avoid modeling influenza prevalence during the dormant summer months, a task which would require some re-introduction of susceptible individuals into the population. It is possible that, through modeling the increase of the susceptible population over the summer months or the change in distinct influenza strains the definition of an influenza season could be made unnecessary.

![Defining a maximal influenza season.\
We highlight the weeks corresponding to our maximal influenza season over which we parameterize our forecast. Since our model does not include re-infection or loss of immunity we can only hope to forecast one pre-defined season at a time.](pcbi.1004239.g002){#pcbi.1004239.g002}

The U.S. ILI data between mid-August and mid-May are then modeled using a Susceptible-Exposed-Infected-Recovered (SEIR) differential equation model \[[@pcbi.1004239.ref049]--[@pcbi.1004239.ref051]\]. The standard SEIR model is then modified to allow seasonal variation in the transmission rate \[[@pcbi.1004239.ref052]\] and to account for heterogeneity in the contact structure \[[@pcbi.1004239.ref053]--[@pcbi.1004239.ref055]\]. We will refer to the model as the *seasonal *S*^*ν*^*EIR** model. This model does not account for several factors that could possibly be important for forecasting influenza dynamics such as spatial disease spread, behavior change due to disease, multiple viral strains, vaccination rates, or more detailed contact structure \[[@pcbi.1004239.ref056]--[@pcbi.1004239.ref059]\].

In our model, the U.S. population is divided into epidemiological categories for each time *t* \> 0 as follows: the proportion *susceptible* to flu *S*(*t*), the proportion *exposed* (and noninfectious, asymptomatic) *E*(*t*), the proportion *infectious and symptomatic* *I*(*t*), and the proportion *recovered and immune* *R*(*t*). Since there is usually a single dominant strain each flu season, we assumed that recovered individuals are then immune to the disease for the remainder of the season. In practice, this assumption is not entirely accurate since an individual that contracted and recovered from one strain can get infected from a different strain in the same season \[[@pcbi.1004239.ref056]\]. Indeed, in the 2013--2014 influenza season, an elevated level of ILI was maintained well after the primary peak. Upon investigation of World Health Organization and the National Respiratory and Enteric Virus Surveillance System (WHO/NREVSS) strain subtyping data this elevated level correlated with the emergence of influenza B as a secondary dominant strain. We still believe the presentation of our results using a single strain model to be informative especially since one will always have to weigh the cost of model parameter explosion, which can confound identifiability of the model from data with model complexity. After all, an influenza model with no spatial heterogeneity and *n* strains would consist of 2^*n*−1^(*n*+2) independent equations \[[@pcbi.1004239.ref060]\] compared to the three independent equations we must identify in ([2](#pcbi.1004239.e002){ref-type="disp-formula"}).

The seasonal *S* ^*ν*^ *EIR* model is defined by the following system of ordinary differential equations: $$\begin{array}{rcl}
\frac{dS}{dt} & = & {- \beta\left( t;\beta_{0},\alpha,c,w \right)IS^{\nu}} \\
\frac{dE}{dt} & = & {\beta\left( t;\beta_{0},\alpha,c,w \right)IS^{\nu} - \theta E} \\
\frac{dI}{dt} & = & {\theta E - \gamma I} \\
\frac{dR}{dt} & = & {\gamma I} \\
{S\left( 0 \right)} & = & {S_{0} E\left( 0 \right) = E_{0} I\left( 0 \right) = I_{0} R\left( 0 \right) = 1 - \left( S_{0} + E_{0} + I_{0} \right).} \\
\end{array}$$ *S*(*t*), *E*(*t*), *I*(*t*), and *R*(*t*) are the proportions of the U.S. population at time *t* \> 0 defined above. Individuals transition from exposed to infectious with constant incubation rate *θ*, and they recover at constant rate *γ*. The transmission coefficient, *β*(*t*;*β* ~0~, *α*, *c*, *w*) is allowed to vary over the course of the flu season. The specific variation is controlled by the parameters (*β* ~0~, *α*, *c*, *w*), as shown in [Fig 3](#pcbi.1004239.g003){ref-type="fig"}. Algebraically, the transmission rate is defined by *β*(*t*;*β* ~0~, *α*, *c*, *w*) = *β* ~0~(1+*αf*(*t*;*c*, *w*)) where the smooth bump function, *f*, is defined as $$\begin{array}{r}
{f\left( t;c,w \right) = \left\{ \begin{matrix}
{2\left( 1 - \left| \frac{2\left( t - c \right)}{w} \right|^{5} \right)^{4} - 1,} & \left| \frac{2\left( t - c \right)}{w} \middle| < 1 \right. \\
{- 1,} & {\text{otherwise}\mspace{600mu}\mspace{600mu}.} \\
\end{matrix}\operatorname{} \right.} \\
\end{array}$$ The parameters *c* and *w* control the center (peak of elevated flu transmission) and width (length of elevated flu transmission). The max transmission and minimum transmission levels attained are then controlled by *β* ~0~ and *α*.

![The transmission rate function *β*(*t*;*β* ~0~, *α*, *c*, *w*).\
The transmission function is chosen to be a smooth, five times differentiable, bump function ranging between *β* ~0~(1+*α*) at the peak of flu transmission and *β* ~0~(1−*α*) at the low point. This is done to account for seasonality in our model. The parameters *c* and *w* control the center (peak of elevated flu transmission) and width (duration of elevated flu transmission).](pcbi.1004239.g003){#pcbi.1004239.g003}

To model some aspects of heterogeneity in the influenza contact network, we use a power-law scaling, *ν*, on the susceptible proportion of the population in the term *S* ^*ν*^. Including this factor has been demonstrated to be an effective approach for this simple model to better fit large-scale detailed agent based models with a heterogeneous contact network \[[@pcbi.1004239.ref054]\]. Though, in \[[@pcbi.1004239.ref054]\], it was shown that an individual cities' contact network causes the scaling power *ν* to vary city by city the findings were driven by fitting the power to data. Therefore, we proceed under the hypothesis that there will be a *ν* that provides a best fit to data for the entire U.S. ILI dataset. After optimization of the model to U.S. ILI data this was indeed verified to be the case.

Prior distribution estimation {#sec005}
-----------------------------

We start by specifying a distribution of model parameterizations that we will consider before any observations from the 2013--2014 season are available. This *prior* distribution specifies what we think is possible to observe in the new influenza season. Therefore, it is based on the previously observed ILI data and is broad enough to assign a high likelihood to any of the past influenza seasons. Though our method of specifying a prior is reasonable enough to meet this criterion, it does not rely on more rigorous approaches, such as full Markov chain Monte Carlo exploration of the observation's influence on an uninformative prior distribution. This will be left to future work.

Let us assume that we have ILI observations from *M* different influenza seasons. The observations for each season are made at regular intervals, Δ*t* = 1week, from the end of epidemiological week 32 to the end of epidemiological week 20 of the following year. With the seasons indexed by *i* we denote these data by $$\begin{array}{r}
{d_{1:K}^{i} = \left( d_{\Delta t}^{i},d_{2\Delta t}^{i},\cdots,d_{K\Delta t}^{i} \right)^{T},} \\
\end{array}$$ with *K* being the number of weeks in each season and *i* = 1, 2, ..., *M*.

A solution of our model is determined by the parameterization vector $$\begin{array}{r}
{\mathbf{p} = \left( S_{0},E_{0},I_{0},\beta_{0},\alpha,c,w,\theta,\gamma \right)^{T},} \\
\end{array}$$ and each choice of **p** yields a discretely sampled solution vector $$\begin{array}{r}
{\Psi_{1:K} = \left( \psi_{\Delta t}^{T},\psi_{2\Delta t}^{T},\cdots,\psi_{K\Delta t}^{T},\mathbf{p}^{T} \right)^{T}.} \\
\end{array}$$ The state of our *S* ^*ν*^ *EIR* model is denoted by $$\begin{array}{r}
{\psi_{t} = \left( S\left( t \right),E\left( t \right),I\left( t \right) \right)^{T}.} \\
\end{array}$$ The link between our epidemiological model and the data is obtained from the infected proportion at the discrete time points. Specifically, it is the model-to-data map defined by $$\begin{array}{r}
{M_{\mathbf{p}}\left\lbrack \Psi_{1:K} \right\rbrack = \left( 100 \cdot I\left( \Delta t \right),100 \cdot I\left( 2\Delta t \right),\cdots,100 \cdot I\left( K\Delta t \right) \right)^{T},} \\
\end{array}$$ with the multiplication changing the proportion into a percentage, which is what ILI is measured in. Our goal now is to determine a prior distribution for **p**, *π* ~0~(**p**), so that samples drawn from the prior, make *M* ~*p*~\[Ψ~1:*K*~\] close to at least one prior season's dataset, $d_{1:K}^{i}$.

For each season's data, *i* = 1, 2, ..., *M*, we can determine an allowable **p** ^*i*^ by approximately solving the non-linear optimization problem $$\begin{array}{r}
{\mathbf{p}^{i} = \operatorname{arg\ min}\limits_{\mathbf{p}}{\parallel d_{1:K}^{i} - M_{\mathbf{p}}\left\lbrack \Psi_{1:K} \right\rbrack \parallel}^{2},} \\
\end{array}$$ where ‖⋅‖ denotes the root sum of squares discrepancy over the discrete time points. The approximate solution to ([9](#pcbi.1004239.e010){ref-type="disp-formula"}) is reached by applying a stochastic optimization algorithm \[[@pcbi.1004239.ref061], [@pcbi.1004239.ref062]\] and this process is repeated *L* times for each season. Variation in these optimal **p** for a single season are considered to represent variation that we should allow in the prior distribution of our model. This process then yields *M*⋅*L* approximate solutions $\textbf{p}_{l}^{i}$, which are then treated as samples from a prior distribution for the model's parameterization.

A log-normal distribution, fit to these samples, is chosen for *π* ~0~(**p**). We have chosen a log-normal distribution for *π* ~0~(**p**) since physically all terms in **p** must be positive and the relation of the log-normal to a Gaussian distribution makes it a convenient choice when implementing our ensemble Kalman filtering method.

Data assimilation {#sec006}
-----------------

An iterative data assimilation process is implemented to continually adjust the parameters and initial state of the seasonal *S* ^*ν*^ *EIR* model, which incorporates new ILI and Wikipedia observations. The model can then be propagated through the end of flu season to create an informed forecast. Data assimilation has been successful in a diverse array of fields, from meteorology \[[@pcbi.1004239.ref020], [@pcbi.1004239.ref021]\] to economics \[[@pcbi.1004239.ref022]\] but has only recently begun to be applied to disease spread \[[@pcbi.1004239.ref028]--[@pcbi.1004239.ref030], [@pcbi.1004239.ref032], [@pcbi.1004239.ref033], [@pcbi.1004239.ref035]--[@pcbi.1004239.ref037]\]. One of the most common schemes for data assimilation is based on the Kalman filter in which both the model error and observation error are assumed to be Gaussian and all mathematical models are assumed to be linear. Updating the model using observations is then accomplished by conditioning a joint Gaussian distribution. In particular, the ensemble Kalman filtering methods we use here, explained in detail below, have been successfully applied to non-linear systems of ordinary differential equations with a much higher degree of non-linearity and a much higher dimension than our *S* ^*ν*^ *EIR* model \[[@pcbi.1004239.ref063]--[@pcbi.1004239.ref065]\]. Our approach to using Kalman filtering to estimate the underlying parameters of our model is more difficult than an estimation of the state of the system. However, parameter estimation too has had success with much larger and more non-linear systems of differential equations \[[@pcbi.1004239.ref066]\].

We use an ensemble Kalman smoother (enKS) \[[@pcbi.1004239.ref021], [@pcbi.1004239.ref067]\], with propagation always performed from the start of the influenza season, to assimilate the ILI/Wikipedia data into the transmission model. Our implementation of the enKS directly adjusts only the parameterization of our system. However, the adjustment is determined using information about the model's dynamics throughout the season.

With the exception of reference \[[@pcbi.1004239.ref045]\], the previous disease forecasting methods only use the most recent observation to update the epidemic model. This can lead to problems in determination of the underlying model parameters since the dynamic trends of the data are not considered during the model adjustment. The enKS method we use is more sensitive to the underlying dynamics of the data timeseries.

When performing data assimilation to adjust the current model state, conditions such as the population in each epidemic category summing to the total population are often disrupted. Moreover, if the model state is adjusted directly each time an observation is made, the forecast epidemic curve may not represent any single realization of the epidemic model. This makes it difficult to judge systematic model error and thus identify specific areas where the model may be improved. In our assimilation scheme only the model's parameterization and initialization are adjusted. Therefore, each forecast represents a realization of the model.

For a more precise description of the ensemble Kalman smoother implemented for this work we refer the reader to \[[@pcbi.1004239.ref021]\]. The main idea is to view the time series of our epidemiological model together with its parameters and the ILI/Wikipedia data as a large Gaussian random vector. We can then use standard formulas to condition our *S* ^*ν*^ *EIR* time series and parameters on the ILI/Wikipedia observations. Draws from this conditional Gaussian give an updated parameterization of the system from which we can re-propagate to form an updated forecast.

The enKS is similar to a standard ensemble Kalman filter except that instead of just using the most recent data to inform the forecast it uses a number of the most recent observations. The three most current observations, including Wikipedia observations, are used to inform our forecasts. The advantages of using the enKS is that more of the current trends/dynamics of the observations are used in each assimilation step. This helps in estimating the underlying parameterizations of the system by propagating the observation's information backward into the model ensemble's history \[[@pcbi.1004239.ref021], [@pcbi.1004239.ref067]\].

For each week in the simulation, we receive the ILI data and a Wikipedia estimate of the ILI data the following week. These data become available at regular time intervals of Δ*t* = 1week and we denote the data corresponding to the first *K* weeks by *d* ~1:*K*~ as in ([4](#pcbi.1004239.e004){ref-type="disp-formula"}). Note that now the index *K* corresponds to the most current week instead of the last week in the season. During the data assimilation step, *d* ~1:*K*~ is compared with simulations of our *S* ^*ν*^ *EIR* model and its parameterization, sampled at weekly intervals, denoted by Ψ~1:*K*~ as in ([6](#pcbi.1004239.e006){ref-type="disp-formula"}) above.

The link between our epidemiological model and the data is again obtained from the simulated infected proportion at the time the most recent data are collected, *K*Δ*t*. This is similar to ([8](#pcbi.1004239.e008){ref-type="disp-formula"}) except that we only use the infected proportions corresponding to recent data. Specifically, the *model-to-data map* is $$\begin{array}{r}
{M\left\lbrack \Psi_{1:K} \right\rbrack = \left( 100 \cdot I\left( \left( K - 2 \right)\Delta t \right),100 \cdot I\left( \left( K - 1 \right)\Delta t \right),100 \cdot I\left( K\Delta t \right) \right)^{T}.} \\
\end{array}$$ Using this model-to-data map implies that we are only attempting to model and forecast the dynamics of ILI as opposed to the actual proportion of the U.S. population infected with influenza. The last three sampled values of the infected proportion are used, corresponding to the Wikipedia estimated ILI, the most current ILI, and the previous week's ILI observations.

In the ensemble Kalman filtering framework, the simulation and data, ${(\Psi_{1:K}^{T},d_{(K - 2):K}^{T})}^{T}$, are assumed to be jointly Gaussian distributed. Therefore, the conditional random vector Ψ~1:*K*~∣*d* ~(*K*−2):*K*~ is also Gaussian, which we can sample from. We only sample the marginal distribution, which is also Gaussian, of our *S* ^*ν*^ *EIR* parameterization, **p**∣*d* ~(*K*−2):*K*~. Samples of **p**∣*d* ~(*K*−2):*K*~ are then used to re-propagate our *S* ^*ν*^ *EIR* model from an adjusted initial state to form an updated forecast. When new data are collected on the (*K*+1)^th^ week, the process is repeated.

The remaining details of the enKS implementation deal with the choice of the mean and covariance structure of the joint Gaussian distribution for ${(\Psi_{1:K}^{T},d_{(K - 2):K}^{T})}^{T}$. Our implementation followed Evensen's explanation \[[@pcbi.1004239.ref021]\]. In short, the mean is determined by sampling our *S* ^*ν*^ *EIR* model at different parameterizations, while the covariance structure is determined by assumptions on the observational error for ILI, the Wikipedia estimate, and our epidemiological model.

Evaluating forecast accuracy {#sec007}
----------------------------

To evaluate the accuracy of a forecast, we compare the distribution determined by the ensemble with the actual observed disease data. We can, of course, only perform this evaluation retrospectively since we require data to evaluate our forecasts against. Since the enKS method assumes that the forecast distributions are Gaussian, we can evaluate the forecast's precision by scaling the distance of our forecast mean from the observation using the ensemble covariance. Such a distance has been widely used in statistics and is commonly referred to as the *Mahalanobis distance* (M-distance) \[[@pcbi.1004239.ref068]\]. The M-distance gives a description of the quality of the forecast that accounts for both precision in the mean prediction and precision in the dispersion about the mean. Other methods of evaluating forecast accuracy such as the root mean square error only consider how close the mean of the forecast is to the observations. Thus, a distribution with a great deal of uncertainty, or dispersion, can have a small root mean square error compared to observations.

A forecast is made up of an analysis ensemble of parameterizations ${\{\textbf{p}_{K}^{i}\}}_{i = 1}^{N}$, *K* is the index corresponding to the most recently assimilated observation and *N* is the size of the ensemble. Each $\textbf{p}_{K}^{i}$ is drawn from a Gaussian distribution conditioned on the most recent observations as described above. We can form a forecast of ILI data for the entire season by propagating the $\textbf{p}_{K}^{i}$ through our *S* ^*ν*^ *EIR* model. We will denote the discretely sampled time series of these realizations by $\psi_{K}^{i}$. The M-distance will then be evaluated using the ensemble of forecast observations, ${\{ M_{f}\lbrack\psi_{K}^{i}\rbrack\}}_{i = 1}^{N}$, corresponding to the infected proportion time series, after the time index *K*, with each $\psi_{K}^{i}$ scaled to a percentage.

The M-distance is then calculated from the $M_{f}\lbrack\psi_{K}^{i}\rbrack$ using their sample mean and covariance denoted *μ* ~obs~ and *C* ~obs~, respectively. Letting ${\widetilde{d}}_{K}$ correspond to un-assimilated observations (i.e., observations with time indices greater than *K*), the M-distance we evaluate is $$\begin{array}{r}
{\rho\left( {\widetilde{d}}_{K},\left\{ M_{f}\left\lbrack \psi_{K}^{i} \right\rbrack \right\} \right) = \sqrt{\left( {\widetilde{d}}_{K} - \mu_{obs} \right)^{T}C_{obs}^{- 1}\left( {\widetilde{d}}_{K} - \mu_{obs} \right)}.} \\
\end{array}$$

In order to judge the quality of our forecasting methods and ultimately to justify the complexity of our data assimilation procedure, we generate a simplistic *straw man* model for comparison. We first collect all historical time series of disease outbreaks and then determine a correspondence time between each of the time points for each of the outbreak datasets. This gives a common time frame for each of the historical data sets. Then, at each of these common time points, the average and standard deviation of the historical observations can be computed. Thus, the straw man forecast consists of a normal distribution at each corresponding time point in the forecast with an averaged mean and standard deviation. We can then evaluate the straw man's accuracy using the metric given in [Eq (11)](#pcbi.1004239.e023){ref-type="disp-formula"}. Given the simple construction of the straw man forecast, this provides a good baseline to necessarily beat, in terms of smaller M-distance, for any compartmental data assimilation-derived forecast. To illustrate the improvement in the M-distance metric of our data assimilative forecast over the straw man forecast, we will calculate the percent of growth (or decline) of the M-distance for the data assimilative forecast in the straw man forecast for each week of the forecast.

Besides using a strictly quantitative measure of forecast accuracy, we also suggest computing more qualitative measures of accuracy. With the ensemble forecast, the samples $\psi_{K}^{i}$ can be used to estimate quantiles of the forecast distribution such as the standard *5-number summary* of the distribution given by the 5%, 25%, 50%, 75%, and 95% quantiles for the seasonal *S* ^*ν*^ *EIR* realizations. Moreover, if we are interested in the forecast of some other quantity of interest derived from the time series of observations, such as the epidemic's peak time, peak level, duration, or start time, we may also derive 5-number summaries for these quantities by computing the appropriate quantity of interest. Analyzing where the actual observations fall compared to the 5-number summary provides a qualitative way to understand the accuracy of the forecast.

For our data assimilative forecast, we calculate weekly 5-number summaries for four quantities of interest: the start of elevated ILI data, the duration that the ILI data will remain elevated, the timing of the peak of ILI data, and the height of the ILI peak. Here, the start of the influenza season is defined to be the first week that ILI goes above 2% and remains elevated for at least 3 consecutive weeks. The end of the influenza season, used to calculate the duration, is when ILI goes below the 2% national baseline and remains there.

Results {#sec008}
=======

We present the results of our prior estimation techniques and our evaluation of forecast accuracy for the 2013--2014 influenza season. Again, to restrict our forecast to only one seasonal outbreak and avoid modeling influenza dynamics during the dormant summer months, our maximal influenza season is defined to be between the 32^nd^ and 20^th^ epidemiological weeks, or from mid-August to mid-May, for successive years. Our forecasts are only valid during this time period.

Prior forecast {#sec009}
--------------

Historical ILI data from the 2003--2004 U.S. influenza season through the 2012--2013 influenza season were used to generate our prior distribution of the seasonal *S* ^*ν*^ *EIR* model's parameterization. This was done following the methods described above. An example fit using a stochastic optimization algorithm to find 10 approximate solutions to ([9](#pcbi.1004239.e010){ref-type="disp-formula"}) for the 2006--2007 ILI data is shown in [Fig 4](#pcbi.1004239.g004){ref-type="fig"}. Two things can be noticed from this fit of our epidemiological model. First, there is often a small early peak in the ILI data before the primary peak and our model does a poor job of capturing this. In several conversations we've had with experts, the hypothesis has been put forward that the double peak in U.S. ILI data is due to under reporting during the holiday season in the U.S. However, from our observations the first peak can vary in its timing substantially and does not seem to be always present or strongly correlated with the holidays or emergence of separate influenza strains. Second, the ILI data usually remain elevated longer than our model's realizations can support. Under retrospective examination of the tail for the 2013--2014 season, the extended elevated ILI level appears to be due to the emergence of a secondary dominant strain. Further examination of this phenomenon using historical ILI data is necessary but beyond the scope of this study. Both of these areas point to systematic divergence of the model from data. It is always possible that our model fit is representative of influenza prevalence but, due to bias in the ILI reporting, diverges from the historical data. However, without a stronger ground truth dataset to support this, such hypotheses are difficult to test.

![Seasonal *S* ^*ν*^ *EIR* fit to 2006--2007 U.S. ILI data.\
Ten seasonal heterogeneous *S* ^*ν*^ *EIR* model parameterizations for the U.S. ILI 2006--2007 data. These are approximate solutions to ([9](#pcbi.1004239.e010){ref-type="disp-formula"}). For each of the influenza seasons, from 2003--2004 through 2012--2013, fits similar to the above were generated. These parameterizations formed the basis for our prior, *π* ~0~(**p**). This is a good example of the seasonal *S* ^*ν*^ *EIR* model's two areas of systematic divergence. In the weeks 50--1 there is a first peak that the model does not catch. However, the fitted model does envelop the secondary peak around the 8^th^ epidemiological week. During the tail weeks 15--20 our *S* ^*ν*^ *EIR* model tapers too quickly.](pcbi.1004239.g004){#pcbi.1004239.g004}

From the joint prior, *π* ~0~(**p**), we can examine samples from the marginal priors to examine our method's forecast for traits of the *average* influenza season. In Figs [5](#pcbi.1004239.g005){ref-type="fig"}, [6](#pcbi.1004239.g006){ref-type="fig"}, [7](#pcbi.1004239.g007){ref-type="fig"}, [8](#pcbi.1004239.g008){ref-type="fig"} and [9](#pcbi.1004239.g009){ref-type="fig"} we show histograms of samples from a few of these marginal priors. We see that our methods have determined that the average base time of transmission is 2--5 days, the average incubation time is 3--7 days, and the average recovery time is 6--8 days. This automatically lets us know that the recovery rate is tightly specified by our prior whereas the base transmission and incubation rates are not. Since our *S* ^*ν*^ *EIR* model includes a variable transmission rate, we also include the marginals for the week of peak transmissibility, *c*, and the duration the transmission rate is elevated, *w*. For our prior, the duration *w* is centered over 14--20 weeks into our simulation, while the center *c* is between 20--30 weeks into our simulation. This corresponds to the center of our elevated transmission being between epidemiological week 52 of 2013 and epidemiological week 10 of 2014, between the last week of December and the first week of March.

![Histogram of the marginal distribution for the average transmission time, measured in days.\
The rate parameter, *β* ~0~, is then the inverse of this average time. We see that this distribution is concentrated over 2--4.5 days. All histograms were generated from 300 samples of *π* ~0~(**p**).](pcbi.1004239.g005){#pcbi.1004239.g005}

![Histogram of the marginal distribution for the average incubation time, measured in days.\
The rate parameter in our *S* ^*ν*^ *EIR* model, *θ*, is then the inverse of this average time. We see that this distribution is concentrated over 3--6 days and skewed toward longer incubation times.](pcbi.1004239.g006){#pcbi.1004239.g006}

![Histogram of the marginal distribution for the average recovery time, measured in days.\
The rate parameter in our *S* ^*ν*^ *EIR* model, *γ*, is the inverse of this average time. We see that this distribution is concentrated over 6--7 days and skewed toward longer incubation times. The prior distribution for *γ* is more concentrated than the distributions for *θ* and *β* ~0~ which means that the ILI data determine this parameter more exactly.](pcbi.1004239.g007){#pcbi.1004239.g007}

![Histogram of the marginal distribution for the peak of the transmissibility function, *β*(*t*;*β* ~0~, *α*, *c*, *w*).\
The parameter *c* here is represented in *weeks since the beginning of simulation*. Thus, a value *c* = 16 corresponds to the peak transmissibility during the 48^th^ epidemiological week. We see that this distribution is concentrated over 20--30 weeks into the simulation and skewed toward late in the simulation.](pcbi.1004239.g008){#pcbi.1004239.g008}

![Histogram of the marginal distribution for the duration of heightened transmissibility.\
The parameter *w* is represented in weeks. A value *w* = 14 corresponds to 16 weeks of elevated transmission. We see that this distribution is concentrated over 14--20 weeks and skewed toward longer periods of elevated transmission.](pcbi.1004239.g009){#pcbi.1004239.g009}

Sampling 300 parameterizations from the log-normal prior *π* ~0~(**p**) leads to the prior forecast for the 2013--2014 influenza season shown in [Fig 10](#pcbi.1004239.g010){ref-type="fig"}. One can notice that our prior forecast allows for a wide range of peak times and sizes. In general, the earlier the peak, the smaller its forecast height. It is also apparent that our forecast tapers off quickly after the peak occurs. Unfortunately, in carrying out this process of model fitting and estimation of a log-normal prior, it becomes apparent that there is a strong negative bias in our prior forecasts. Our hypothesis for this outcome is that in a typical influenza season, there are many more low ILI observations than there are high ILI observations. Since, in our fitting of the *S* ^*ν*^ *EIR* model, all the ILI data was given equal weight a good fit can be obtained from a model solution that stays below the peak. The effect of this negative bias can be seen in our data assimilative forecasts as a strong negative bias.

![U.S. ILI prior forecast for 2013--2014 flu season.\
This figure shows the prior forecast along with the 2013--2014 ILI data. Note the potential for an early and late peaking influenza season. The red line represents the median forecast from 300 samples of the prior. The dark blue and light blue regions represent the 50% and 90% credible regions centered around this median, respectively. Credible intervals were also generated from 300 samples of the prior.](pcbi.1004239.g010){#pcbi.1004239.g010}

Forecast analysis {#sec010}
-----------------

In [Fig 11](#pcbi.1004239.g011){ref-type="fig"}, we show the results of our forecasting process for two different weeks during the 2013--2014 influenza season. Note, the performance of the seasonal *S* ^*ν*^ *EIR* model is drastically reduced once the peak of the influenza season has passed. However, before the peak, the model forecasts a range of possible influenza scenarios that include the 2013--2014 season. In [Fig 12](#pcbi.1004239.g012){ref-type="fig"}, we show the forecast resulting from the straw man approach for the 2013--2014 influenza season. In this section, we analyze both of these forecasts' performance using the measures described above.

![U.S. ILI forecast for the 2013--2014 flu season made during the 43^rd^ (left) and 2^nd^ (right) epidemiological weeks.\
In each plot the dark blue region represents the region centered about the median in which 50% of forecasts fall, the light blue region represents where 90% of forecasts fall, and the red line represents the median forecast. The diamonds represent the 2013--2014 ILI data with the current data point marked by a red circle.](pcbi.1004239.g011){#pcbi.1004239.g011}

![U.S. ILI straw man forecast.\
This figure shows the results of our straw man prediction based on averaging past flu seasons. Since this forecast of the 2013--2014 influenza season was made using only the statistics of the sample mean and sample standard deviation from previous season's ILI observations it's credible intervals (left) do a good job of containing the current influenza season. This forecast does not include any causal model of influenza spread. There is, therefore, no correlation between the forecast at successive time points. This is seen when sampling time series from this forecast (right). The lack of correlation in forecasts for successive weeks severely limits the usefulness of such a forecast for public health decision making. For instance, after the 2013--2014 ILI peak was observed a further ILI peak is forecast to be just as likely six weeks later.](pcbi.1004239.g012){#pcbi.1004239.g012}

Forecast results illustrated in [Fig 11](#pcbi.1004239.g011){ref-type="fig"} may seem disappointing at first glance. The variance in the forecast at epidemiological week 43 is quite large and the mean forecast underestimates the peak. For the forecast made on epidemiological week 2, even the 90% credible region of the forecast diverges from the tail of the epidemic despite the addition of many more ILI observations. As discussed above, the underestimation of the forecast is most likely due to a bias toward low ILI seasons in the prior forecast we have used. In this way, the use of the enKS actually is a success since by our week 43 forecast the projected ILI peak is much higher than the median peak predicted in our prior distribution. In other words, the data assimilation method is performing well, but the prior and possibly the model itself has significant bias that needs to be corrected in future work. Model bias (i.e., systematic divergence of the model from ILI observations) is also responsible for the degradation of performance in our forecast once the ILI peak has past. Our *S* ^*ν*^ *EIR* model has a difficult time simulating an elevated tail. Thus, there are fewer model parameterizations that are close to ILI observations by the 2^nd^ epidemiological week, so the variance in our forecast ensemble is reduced even though accuracy is decreased.

Judging accuracy for forecasts is difficult to do from figure such as those in Figs [11](#pcbi.1004239.g011){ref-type="fig"} and [12](#pcbi.1004239.g012){ref-type="fig"}. For instance, in [Fig 12](#pcbi.1004239.g012){ref-type="fig"}, the 2013--2014 season is mostly included in the 50% credible interval. However, individual forecasts made from the straw man method look different, as time series, from an ILI season since little of the dynamics of ILI are present in the straw man model. On the other hand some of the 2013--2014 ILI data falls outside the 50% credible region during the 43^rd^ epidemiological week forecast in [Fig 11](#pcbi.1004239.g011){ref-type="fig"}. As discussed previously, this is most likely due to error in the original model and the bias toward low influenza seasons in our prior. However, the accuracy of a probabilistic forecast like [Fig 11](#pcbi.1004239.g011){ref-type="fig"} should always be in terms of probability. It is possible that the 2013--2014 ILI data given the 2013--2014 ILI data up to epidemiological week 43 should have been assigned a lower probability based on previous seasons. In particular, based on previous ILI seasons it is not uncommon to see a much lower and later ILI peak given the ILI level at epidemiological week 43 for 2013--2014. For this reason, probabilistic forecasts are difficult for public health planners to rely on. However, without a forecast that predicts the dynamics of ILI faithfully week by week, planning can not be informed from the forecast.

### Quantitative accuracy {#sec011}

In [Fig 13](#pcbi.1004239.g013){ref-type="fig"}, we show the successive M-distances computed for our forecast and for 300 samples from the straw man forecast. We notice that until the peak of the 2013--2014 influenza season, the data-assimilative forecasting scheme has a noticeably smaller M-distance than that of the straw man forecast. However, after the peak of the influenza season, during week 52 for 2013--2014, the straw man shows considerably smaller M-distance. This is due to the seasonal *S* ^*ν*^ *EIR*'s inability to taper off slowly from the peak of the flu season. After the peak, our model has exhausted its susceptible proportion of the population, and the infected proportion rapidly goes to zero. A possible point of confusion in this analysis is the sharp drop off of the M-distance as the end of our forecast horizon is approached. This is due to the decreased dimension of the data being forecasted. During week 17, the forecasts only need to predict the ILI data for 3 more weeks and distances in this 3-dimensional space grow much slower as a function of week-by-week error.

![*S* ^*ν*^ *EIR* with enKS vs. straw man forecast for the 2013--2014 U.S. ILI data.\
The M-distance between U.S. 2013--2014 ILI data and the two forecasts is plotted. The M-distance between the forecast and ILI data is calculated for each epidemiological week until the end of the influenza season. The M-distances at week 36 uses the forecast observations from week 36 of 2013 to week 20 of 2014 and the ILI data from week 36 of 2013 to week 20 of 2014. The M-distances plotted for the straw man prediction use sample covariances and means calculated from 300 time series draws of the straw man forecast. Due to the lack of causal relations included in the straw man model this measure of accuracy is significantly lower in the early season for the straw man prediction. This figure shows that the data assimilation forecast has a noticeably smaller M-distance, and therefore is quantitatively better, than the straw man model for the early influenza season. Once the influenza season peaks the success of the forecast breaks down due to model error. It is interesting to note that due to the enKS data assimilation our *S* ^*ν*^ *EIR* forecast seems to attempt self-correction, i.e. the M-distance is increasing and then decreases.](pcbi.1004239.g013){#pcbi.1004239.g013}

In the early part of the influenza season, the improvement of the data-assimilative forecast over the straw man forecast is more apparent if we look at the percent improvement in the straw man's M-distance that the data assimilative M-distance represents, [Fig 14](#pcbi.1004239.g014){ref-type="fig"}. Up until a week or two before the peak of 2013--2014 ILI the use of the *S* ^*ν*^ *EIR* model together with the enKS data assimilation scheme offers up to a 20% improvement in the M-distance of the straw man forecast. Since the majority of public health decisions are made well before the peak of ILI this represents a significant advantage of the data-assimilative method over the straw man method. We are confident that with further improvements to the prior and the model this improvement can be increased.

![Percent improvement in M-distance using *S* ^*ν*^ *EIR* with enKS to forecast 2013--2014 U.S. ILI data.\
The percent improvement in the M-distance for the U.S. 2013--2014 ILI forecast using the data assimilative method compared to the straw man method is shown. Here we see that up to a month before the peak of ILI the use of a mathematical influenza model with data assimilation provides up to a 20% improvement in the forecast with a minimum of a 10% improvement. However, this improvement is quickly degraded due to model bias close to the peak. It is notable that after the peak is observed the data assimilation attempts to correct the model but can not make up for the *S* ^*ν*^ *EIR* model's strong tendency to a zero infected state after the peak.](pcbi.1004239.g014){#pcbi.1004239.g014}

### Qualitative accuracy {#sec012}

Each week, given the 300 infected time series from the analyzed ensemble, we gain 300 samples of the epidemic peak percent infected, the epidemic start time, the epidemic duration, and the week of the epidemic peak. From these 300 samples of these quantities of interest, we estimate the 5%, 25%, 50%, 75%, and 95% posterior quantiles. This gives us a convenient weekly summary of our influenza forecast with uncertainty quantified by 50% and 90% posterior credible intervals about the median. It is important to clarify that, since we are adjusting the underlying parameterization and initialization of the *S* ^*ν*^ *EIR* model and not the state of the model directly, the median and credible intervals for quantities such as the start week of the elevated ILI season continue to be adjusted even after they are observed. It is important to report these adjustments as they show how later observations effect the model's dynamics throughout the entire season. For example, we can observe that the enKS applied to the *S* ^*ν*^ *EIR* model in the later ILI season tries to maintain an elevated ILI level by pushing the simulated peak forward in time. In practical application, the *forecast* of quantities such as the start week would be fixed once they were observed.

A time series plot of the start week credible intervals for our seasonal *S* ^*ν*^ *EIR* forecast is shown in [Fig 15](#pcbi.1004239.g015){ref-type="fig"}. A similar plot for the start week credible intervals forecast using the straw man model would show a constant distribution with median start week forecast at the 38^th^ epidemiological week. We can see for [Fig 15](#pcbi.1004239.g015){ref-type="fig"} that the high probability region for start week, as forecast by our epidemiological model, is usually 1--2 weeks after the actual 2013--2014 start week. However, the actual start week is contained within the 90% credible region until a week or two after the peak of flu season. This region is also seen to constrict as ILI and Wikipedia observations are assimilated.

![*S* ^*ν*^ *EIR* start week quantiles for 2013--2014 U.S. ILI.\
50% and 90% credible interval estimates of the influenza season start week are plotted along with the median. Each week, as new ILI data become available the forecast is revised. This causes the uncertainty in our forecast to diminish. However, due to the model's inability to maintain an elevated ILI level past the peak, we see that late in the flu season, the model adjusts by pushing the start week later into the season. This causes an overestimation of the start week that worsens as the season progresses. In practice, once the start week has been observed the *forecast* would be fixed. However, adjustment of the model parameterization using the enKS would continue to affect the model simulation start date.](pcbi.1004239.g015){#pcbi.1004239.g015}

We calculated similar time series of credible intervals for the forecast peak week ([Fig 16](#pcbi.1004239.g016){ref-type="fig"}), and the magnitude of the ILI peak ([Fig 17](#pcbi.1004239.g017){ref-type="fig"}). The forecast for the ILI peak was uncertain with the 90% credible interval having width of around 6% until close to the actual peak. However, the median forecast for the peak week was consistently within one or two weeks of the actual observed peak. These results suggest that our model and prior were calibrated to predict the timing of the start and peak of influenza season well but underestimate the size of the peak.

![*S* ^*ν*^ *EIR* peak week quantiles for 2013--2014 U.S. ILI.\
50% and 90% credible interval estimates of the influenza season peak week are plotted along with the median. Due to our prior and biases in our model the forecast for the week of ILI peak is consistently later than the observed 2013--2014 peak. However, we can see here that, as ILI observations are assimilated, early peaks are eliminated from the forecast prior to observation of the peak.](pcbi.1004239.g016){#pcbi.1004239.g016}

![*S* ^*ν*^ *EIR* peak quantiles for 2013--2014 U.S. ILI.\
50% and 90% credible interval estimates of the influenza season peak are plotted along with the median. Forecasts for the size of the ILI peak were widely varying in the 90% credible interval. This could possibly be reduced by the elimination of high peak outliers such as the 2009 H1N1 emergence and through adjustment of low forecasts in our prior. However, even with these draw backs the 50% credible region has a width of only 1%--2%.](pcbi.1004239.g017){#pcbi.1004239.g017}

When compared to the forecast start week from the straw man model, our *S* ^*ν*^ *EIR* model seems like a favorable tool. The straw man's forecast does not assimilate current observations and thus its predicted start week is constant. Two things should be mentioned about calculating these credible intervals for the straw man forecast. First, since a sample from the straw man forecast has no week-to-week correlations, the weekly forecasts can vary greatly from week to week. This is a problem when computing the start week for the influenza season since a given straw man sample does not remain above 2% for consecutive weeks. Second, for similar reasons the duration cannot even be defined for one time series sample of the straw man forecast. The lack of correlations in week-by-week forecasts in the straw man model severely restricts its usefulness in influencing public health policy. For example, even after the 2013--2014 ILI data had been observed to decrease over the course of five weeks the straw man's median prediction was increasing. This makes it difficult to use to interpret the dynamics of influenza progression. On the other hand, even though the *S* ^*ν*^ *EIR* model has significant errors in the forecast after the peak the trend of decreasing ILI is in agreement.

Discussion {#sec013}
==========

Summary of method {#sec014}
-----------------

We have outlined an approach to forecasting seasonal influenza that relies on modern ensemble data assimilation methods for updating a prior distribution of a disease transmission model. The method used a dynamic compartmental model of influenza spread that has been used in previous research \[[@pcbi.1004239.ref051], [@pcbi.1004239.ref052], [@pcbi.1004239.ref054]\] but is applicable to any compartmental model of disease with a regularly updated public health data source. Though the flu forecasting system we have presented here is not ready to entirely base public health policy on, the methods provide a valuable framework. In particular, this framework provides real-time model testing, model dependent prior estimation, evaluation of probabilistic disease forecasting, and transitioning from a deterministic model to a probabilistic forecast. Moreover, if prior to the peak our model predicts an unexpected change in the future number of cases, then this is an indication to public health decision makers that the model may be picking up on hidden events and trends that are being missed by more traditional statistical prediction methods. In this regard, the model forecast is similar to having another expert viewpoint available during the decision process that can identify trends that might have otherwise been missed.

We evaluated the accuracy of our forecast using the M-distance, based on the Gaussian likelihood of observations, and the deviation of time series of quantiles for a set of quantities of interest arising from flu dynamics. Both of these methods were used on our data assimilation approach and on a much simpler forecast using estimated normal distributions. The application of these measures of accuracy, combined with our specific approach to data assimilation with a dynamic model of the influenza dynamics allowed us to highlight model inaccuracies that can then be improved in the future.

Though a statistically simple tool, the inclusion of a straw man forecast as a baseline to evaluate our data assimilation scheme's usefulness is indispensable when evaluating measures of accuracy. Especially for some measures, such as the M-distance, it is difficult to tell whether or not a value implies the forecast performed well without a baseline. We hope that the approach of measuring a forecast against a baseline becomes established practice in future developments of epidemic forecasting.

The differential equation representation of influenza dynamics, modeled proportions of the population as susceptible, exposed/non-infectious, symptomatic/infectious, and recovered/immune/removed. The model did not allow for any re-infection of influenza, which is thought to be biologically accurate for at least a single strain of flu in a single season \[[@pcbi.1004239.ref056]\]. We also modeled the effect of heterogeneity in the influenza contact network and seasonal variation in the transmissibility of flu. Our method of data assimilation adjusted the allowable parameterizations and initializations of this model as ILI data became available.

The forecast was made up of actual realizations of our *S* ^*ν*^ *EIR* model used. This has the arguable advantage of highlighting observed sections of the ILI data stream that differ drastically from the model's assumptions. However, since the model state is not adjusted at each ILI data point directly, the forecast with an incorrect model eventually diverges from the data.

To iteratively update the prior distributions of parameterizations and initializations, we used an ensemble Kalman smoother. This was observed to significantly pull the model toward a subset of parameterizations and initializations that agreed well with the data. Since the model seemed to be reasonably adjusted toward observations and retained a significant amount of ensemble variation in the forecast, there is strong evidence that the assimilation scheme works well. The challenge now is to arrive at a model that more accurately represents influenza dynamics perhaps by including considerations made in \[[@pcbi.1004239.ref053], [@pcbi.1004239.ref055]--[@pcbi.1004239.ref059]\].

Our quantitative measure of forecast accuracy is motivated by the Gaussian likelihood function and has been used, in many instances, to assign a value to the distance from some predicted distribution with a fixed mean and covariance. This is exactly the setting we are in, when we make the Gaussian assumptions inherent in the Kalman filter methods. The application of the M-distance in this instance showed that our model performed better than the simple straw man forecast in the beginning of the season but then systematically diverged from the late season ILI data.

Besides demonstrating the accuracy of our forecast at capturing overall dynamics, we also quantified our forecating method's ability to accurately estimate quantities of interest relating to the impact of a given influenza season. We showed how the time series of forecast median and posterior credible intervals for the season's start week, peak week, duration, and peak level changed over time. This measure in particular demonstrated the advantages of having an underlying mechanistic model as compared to the purely statistical normal approximation forecast as used in the straw man forecast.

Future improvements and lessons learned {#sec015}
---------------------------------------

This work shows the viability of using a data assimilation method to sequentially tune a model of disease dynamics. However, it also highlights the need to use caution when adjusting the model to match data. If balances inherent in the model are not maintained during each adjustment step, it is possible to forecast data accurately with a model that is incorrect (e.g., one that has no single realization that will reproduce the data up to data error). The upside of this approach is that if only the model parameterization and initialization are adjusted, this type of forecasting process allows one to identify the assumptions of the model that diverge from observations. This is an important tool, to advance models to more accurate representations of reality, that could be ignored if data assimilation methods are used to adjust a model's state and parameterization throughout the forecast.

The method proposed here, which maintain *S* ^*ν*^ *EIR* balances during assimilation, are not the only possible methods of maintaining the population balances assumed in a compartmental disease model. More research needs to be done on the best way to adjust a model to observations while maintaining an accurate representation of disease model balances. Moreover, if the goal is to create forecasts for multiple seasons, forecasting from initial conditions will not always be viable. It remains an important open research question as to how far in the past one should optimally start forecasts from. The farther in the past a forecast is made from, the more dynamics of the model and data are assimilated. The downside of this is that considering too much of the models dynamics can impose unnecessary restrictions on the prior, leading to a divergent forecast.

A major concern for our epidemiological model is the systematic divergence from the data at the end of the influenza season. This divergence is evident in the optimal fitting done with our *S* ^*ν*^ *EIR* model on historical ILI data. Since we did not know, before completing this work, which factors in disease forecasting would be most important, we have only added complexity in the model to account for some heterogeneity in the contact network of influenza spread and seasonally-varying transmissibility of influenza. Spatial spread of influenza does have a good data source that could be used in the future since ILI is collected in 10 different Health and Human Services regions for the United States. However, a disease model that links spatial spread in each of these regions would have significantly more parameters to determine in a prior distribution. Moreover, the level of ILI error between regions seems to be highly variable when observing historical ILI time series from different regions. The variability between regional ILI reporting methods poses a challenge beyond the scope of this first approach.

Behavior change was not incorporated into this work since regularly updated observations of human behavior changes affecting influenza spread are, to the authors knowledge, not available. Vaccination data are available but are not updated on a time scale fine enough to be comparable with weekly ILI. Moreover, vaccination rates would directly reduce the proportion of the population susceptible to influenza. Unfortunately, only sparse data are available on the actual proportion of the population susceptible to a given influenza strain. Thus, incorporation of vaccination rates into a forecast is not obvious until there exists a good method to directly determine the proportion of susceptibles in the United States.

We did not include multiple strains in our forecasts since it was not obvious to us that a single strain model would fail. This belief was based on the fact that a single strain model, with the inclusion of variable transmission, has surprisingly flexible dynamics and thus may be able to fit ILI dynamics well even without biological correctness. Secondly, the introduction of multiple strains into a model adds many more parameters to the model, making it difficult to determine a prior distribution from historical data and increasing the problem of "lack of determination" in the model. However, there are regularly updated data on prevalence of specific strains provided by the WHO/NREVSS \[[@pcbi.1004239.ref006]\] and therefore, in retrospect, inclusion of multiple strains may be highly advantageous in the future. These data show that often there are one or two outbreaks of secondary dominant influenza strains in the late season. We hypothesize that these secondary strains are a primary cause of the heightened tail in the ILI data and we will investigate a multi-strain influenza model \[[@pcbi.1004239.ref056]\] in future forecasting work.

This work was inspired by the CDC's hosting of the 2013--2014 *Predict the influenza season challenge*. We would like to thank the organizers of this challenge and the participants for the wealth of insight gained through discussions about disease forecasting and monitoring.
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