Abstract
Introduction
Artificial Neural Networks have a positive impact on the progress of current information technology [1] . One method of artificial neural networks used to make predictions is backpropogation [2] , [3] . Backpropagation is a type of artificial neural network that uses the supervised learning method used to train ANN until the desired weight is obtained. If the output gives the wrong result, the weigher is corrected so that the error can be minimized and the prediction of the next ANN is expected to be close to the correct value [4] . In this case the process of the activation function to the hidden layer has an effect on the weight learning function on backpropogation [5] . the activation function used must meet the requirements, namely: continuous, easily differentiated and is a function that does not go down. One of the functions that meets these criteria is the binary sigmoid activation function that has a range (0, 1). Therefore, this function is often used because it has an output value located in the interval 0-1 [6] . The purpose of this study is to analyze the extent of accuracy of the combination of activation functions in producing a prediction of training and testing data. In this study, the case used was a study conducted by Solikhun et al. 2017 [7] with the topic "Artificial Neural Networks in Predicting Retail State Sukuk Based on Professional Groups with Backpropogation in Encouraging the Rate of Economic Growth". The results of the study mention data from the Ministry of Finance through the website www.djppr.kemenkeu.go.id. The data is the sales data of sukuk with series 001 -007. The activation functions used are "logsig" and "tansig". Using the data from previous research [7] , the researcher conducted a combination of activation functions where the results of the study will be able to provide maximum information on the use of a series of activation functions.
Rudimentary

Artificial Neural Network (ANN)
ANN is compiled by processing elements that are in the related layers and given weights where ANN is an artificial representation of the human brain that always tries to simulate the learning process in the human brain [3] .
Backpropogation
ANN is compiled by processing elements that are in the related layers and given weights where ANN is an artificial representation of the human brain that always tries to simulate the learning process in the human brain [2] , [5] , [7] .
Activation Function
The activation function functions to bridge the comparison between the sum of the values of all the weights that will come with the input value with a certain threshold value for each neuron. there are 3 activation functions, namely: (1) linear function (identity / purelin), (2) binary sigmoid function (logsig), (3) sigmoid function bipolar (tansig) [6] .
Research Methodology
The research methodology is the stages in conducting a research to collect data or information that will be used in finding a solution of the problems that have been found. 
Results and Discussion
Input Data
In the case: retail state sukuk based on professional groups to determine the best combination of a series of activation functions using the backpropogation algorithm, where data input is a professional group consisting of civil servants (X1), private employees (X2), housewives (X3), entrepreneurs (X4), military / police (X5) and others (X6) [7] .
Ouput Data
The output data is the number of state retail sukuk investors based on professional groups [7] .
Data processing
In this study, the data used to maximize the use of the activation function in the backpropogation algorithm is data from research conducted by Solikhun, et al. (2017) on predictions of state retail sukuk based on prof essional groups. The process is divided into 2, namely the training stage and the testing phase. The research data is retail state sukuk data based on professional groups with 7 sales samples from SR001 to SR007 from 2009 to 2016. The activation function u sed is sigmoid binary (logsig) whose range is from 0 to 1. So that training data and testing in sukuk cases are obtained state retail based on professional groups such as the following: Target  X1  X2  X3  X4  X5  X6  1 In table 2, it can be explained that the transformation process is based on table 1 because the activation function used is binary (0 -1). In this case, training and testing data use the same data. The training process and testing of data are assisted by using the help of Matlab 5.3 software.
Combination of Activation Functions
Before entering the training step and testing artificial neural networks with backpropogation, the authors performed several combinations of activation functions to find the best network architecture model by looking at the error value. The smaller the error value, the better the recommended network architecture model. The following is a combination of activation functions in the case o f state retail sukuk based on professional groups. 
Combination Architecture Model 1
The following are the results of training and testing on the 6 -2-1 and 6-5-1 architectural models on combination 1 (according to table 3) seen in the epoch, MSE training, MSE testing and accuracy of truth as shown in the following figure and table:
6-2-1 (tansig -tansig) In tables 4 to 6 is the process of training and testing data in the architectural model 6-2-1 with tansig-tansig activation functions (table 4), tansig-purelin (table 5) In tables 8 to 10 is the process of training and testing data in the architectural model 6-5-1 with tansig-tansig activation functions (table 8) , tansig-purelin (table 9) and tansiglogsig (table 10). The results obtained are different for each activation function. Evaluation parameters seen from Epoch, MSE training, MSE testing and accuracy level of truth. Calculation process for architectural models 6-5-1 with tansig-tansig, tansig-purelin and tansig-logsig activation functions using matltab software. The following are the complete results of the 6-5-1 architectural model. 
Conclusion
In choosing the best architectural model by combining several activation functions (tansig-tansig, tansig-purelin and tansig-logsig) for architectural models 6-2-1 and 6-5-1 have different results. In the activation function (tansig-purelin), the training process tends to be fast and find goals. This is indicated by the smallest epoch of several activation functions performed. Test results with activation functions (tansig-purelin) tend to be unstable in the prediction process. It can be concluded that a small epoch does not guarantee the results of high predictive accuracy. Likewise with the activation function (tansig-tansig), it has a poor level of accuracy. This hall can be seen from the results of training and testing on the Matlab software trial. For the activation function (tansigtansig), it has a small MSE Training level, but the MSE Test is not stable. Of the three activation functions, the activation function (tansig-logsig) has more stable results seen from training and testing data. Of the 2 architectural models used (6-2-1 and 6-5-1), the activation function (tansig-logsig) is better than the other two activation functions (tansigtansig; tansig-logsig).
