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1 Introduction
In 1956 W. B. Schockley, J. Bardeen, and W. H. Brattain were awarded the Nobel Prize in
Physics ”for their researches on semiconductors and their discovery of the transistor effect”.
With this invention a new age of mankind has started: The information age. Today, no
computer would work without microelectronics and the impact the discovery of the transistor
effect had on mankind cannot be underestimated.
But it is also clear that the exponential growth, also known as Moore’s law [1], that took
place the last fifty years within this field cannot be sustained much longer. In data storage
for example, the steady increase in information storage density will be stopped by the para-
magnetic limit. I.e. very small areas that should store information in form of magnetization
are thermally not stable and therefore the information will be lost. Also, CMOS technology,
which is the driving force for the success of microelectronics, faces the serious problem that
microprocessor clock rates cannot be increased much further. This is mainly due to the fact,
that the transport of the information by dragging electrons in electric fields takes a certain
amount of time and it means that at the same time much energy is being dissipated.
It is therefore a most important task to find physical effects that might overcome these
fundamental limits, and one solution might be the so called spintronics.
1.1 Spintronics
Conventional electronics relies on the generation, movement and manipulation of the electrical
charge in semiconductors. The logic states 0 and 1 can be implemented as physical presence
and absence of charge. Spintronics [2] tries to use an additional degree of freedom, which
is intrinsic to electrons: their spin. The electron’s spin is a relativistic quantum mechanical
property, best described by an internal angular momentum even if the electron is at rest. In
addition, this angular momentum carries a magnetic moment. For a free electron the spin
can assume two different states called “up” and “down”.
These states can be used in information processing and storage just like the electronic
charge. Hard disk drives already make use of this, not only because the bits are stored as
different states of magnetization, but also in the read head, which uses the giant magneto-
resistance (GMR) effect [3, 4]. A GMR sensor consists of two ferromagnetic electrodes with
a nonmagnetic metal sandwiched in between. Depending on the relative orientation of the
magnetization within each of the ferromagnetic layers, a different resistance can be measured
across the device, high for antiparallel and low for parallel alignment. Spintronics wants to
utilize the spin information together with the major advances in semiconductor technology.
One fundamental spintronics device was presented by Datta and Das [5], which is shown
in figure 1.1. This spin field-effect transistor consists of a ferromagnet/semiconductor het-
erostructure, where a two-dimensional electron gas (2DEG) acts as a transport channel be-
tween the ferromagnetic electrodes. This device illustrates the basic obstacles that need to
be overcome in order to actually make spintronics work in general. One needs spin polarized
carriers which hold the information. This task is being accomplished by the ferromagnet,
which acts as a source for the spin polarized current. The spin information needs then to be
moved and transferred through a Schottky barrier into the semiconductor to reach the active
region where the manipulation takes place. It is important to have complete control of the
spin current and especially the phase of the spins within this current in order to pertain the
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spin information. One possibility to manipulate the spins within the channel is to apply elec-
trical and magnetic fields. The final stage then needs to analyze the new information. This
may be done for example by measuring the resistance across the device, just like in a GMR
device. Another vision is to have a device, that can actually amplify the spin polarization of
a current. All those issues are heavily worked on by numerous scientific groups all over the
world. It is the scope of the present work to shine some light on the question how long the
spin can carry the information before it is lost due to scattering or dephasing. In other words:
How long is the “spin up” or “spin down” information available?
InGaAs
InAlAs
2DEG
Fe Fe
Schottky Gate
VG
Figure 1.1: Spin field-effect transistor proposed by Datta and Das [5]. The electric field
applied at the gate acts on the spins within the two dimensional electron gas through the
Rashba effect [6], which changes the initial spin orientation.
But spintronics wants even more than just to use the simple spin up or down information.
The spin as a quantum mechanical quantity also carries a complex valued phase, which is
continuous in general. Coupling two spins together may be a promising representation of a
quantum bit [7] and implementing quantum gates in semiconductors hopes for the scaling
capabilities of this technology. Quantum information processing [8] is still at the very begin-
ning, although some of the fundamental issues have already been solved. A major point in
successfully exploiting the spin for quantum computation lies in the time the spin retains its
phase information, from now on referred to as spin dephasing time or spin lifetime. Error
correction algorithms are expected to work when 105 quantum operations can be performed
on coherent spins. Assuming one quantum operation needs about 1 ps time to compute, which
is reasonable compared to standard microelectronics, a spin coherence time exceeding 100 ns
should already be very promising. Thus, there is a huge interest to understand and control
spin coherence in solid state implementations.
1.2 Status of Research
Theoretical models describing different kinds of spin relaxation mechanisms have already been
developed as early as 1954, where Elliott [9] points out the importance of spin-orbit coupling
for the dephasing of spins in metals and semiconductors. A rush in theory began in the
nineteen-seventies when numerous papers were published, most of them by Soviet theoreti-
cians (see chapter 2 for details). First experiments starting around 1974 were performed
using magnetic depolarization of photoluminescence curves [10], better known as the Hanle
effect. These indirect measurements of the spin coherence time supported the various spin
dephasing mechanisms that were predicted theoretically, but a direct access to determine the
spin lifetimes in the time domain was possible only after the invention of pulsed laser sys-
tems. Modern Ti:Sapphire (Ti:Al2O3) lasers are capable of providing pulse widths shorter
than 100 fs, allowing even very short spin decays to be measured. A major breakthrough
in spintronics was achie+ved in 1999, where two experiments [11, 12] successfully demon-
strated spin injection into a semiconductor heterostructure (spin LED), and detecting this
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spin current by analysis of the circular polarization degree of the electroluminescence. In this
work, also optical techniques are used and they will be described in chapters 2 and 3. First
optical pump-probe experiments were performed by Kikkawa and Awschalom [13, 14], with
their breakthrough discoveries of spin lifetimes exceeding 100 ns and spin diffusion length on
the order of 100µm in n-type GaAs at low temperatures (T = 5K). As already mentioned,
spin coherence times that long are very interesting for applications in spintronics, either in
quantum information processing or in much simpler devices.
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Figure 1.2: Doping and magnetic field dependence in
Si:GaAs (after [13]). The blue shaded area indicates
the metal-insulator transition region. The magnetic
field dependence is strongest just there. Solid lines
are guide to the eye only.
The present work focuses on the spin lifetimes found in bulk Si:GaAs, where the donor
concentration plays an important role, because the longest spin lifetimes that have been
found so far are right at the critical concentration for the metal-insulator transition (nc ≈
1 × 1016/ cm3, see fig. 1.2). In addition, the spin is very sensitive to magnetic fields; even
moderate fields of a few Tesla decrease the spin coherence time by two orders of magnitude.
Even more intriguing is the fact, that this behavior seems to be universal for a number
of different material systems, like GaN [15], ZnSe [16], or GaAs/AlGaAs 2DEGs [17]. The
experiments on bulk n-type GaAs are of technological importance, as the role of the electronic
states – localized/delocalized donor states and free conduction band states – on spin dephasing
is crucial. Localized electron spins couple stronger to the nuclear spin system than delocalized
ones, and this interaction is very important for applications in quantum computation, as the
nuclear spins might serve as a spin memory. Also, actual spintronics devices like the magnetic
tunnel transistor [18] rely on the injection of hot electron spins into a semiconductor across a
Schottky barrier. This requires to study the spin dephasing and relaxation of electrons that
are excited well above the semiconductors band gap, and again the influence of the electronic
states on spin dephasing becomes an important question.
As this work deals with the influence of the donors on the spin lifetimes, chapter 2 addresses
the various theoretical models for spin dephasing and other processes that could mask spin
dephasing. It also gives some critical insight into the interpretation of the spin lifetimes that
are given here and that can also be found elsewhere. The various experimental methods used
to get access to the spin lifetimes and some supportive setups are discussed in chapter 3.
Much care has to be taken on how to extract the important parameters like spin lifetime,
g-factor, etc. from the raw data, and chapter 4 addresses these issues. The main part is
the actual systematic investigation of the spin dephasing times in Si:GaAs. Lots of effects
depending on parameters like temperature, excitation energy and power, magnetic fields and
doping will be shown in chapter 5. The findings will be interpreted and possible mechanisms
of spin dephasing will be suggested. Concluding remarks will be given in chapter 6. Finally,
the appendices hold some information on experimental and theoretical details.
This shall close the introductory part, the next chapter will deal with some fundamental
theoretical considerations.
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The following chapter is of theoretical nature, introducing the fundamental spin dephasing
mechanisms that apply to semiconductors and especially to GaAs. Moreover some effects are
described, that may mask real spin dephasing, e.g. spin diffusion away from the sample’s
surface. At first, some basics for GaAs will be presented.
2.1 The Semiconductor GaAs
The investigations on the spin lifetimes presented in this work have been performed exclusively
on Silicon doped Gallium Arsenide. Thus, a basic understanding of the crystal and band
structure as well as the optical properties of this III/V semiconductor is important.
2.1.1 Crystal Structure
Ga
As
5
.6
5
Å
Figure 2.1: The zinc-blende crystal structure of GaAs. Ga
is tetrahedrally coordinated by As an vice versa. The
zinc-blende structure does not have a center of inver-
sion.
An excellent resource of basic data of semiconductors is found in [19] and most of the
properties quoted here are from that book. If not noted otherwise, all properties given here
will be for zero temperature. The zinc-blende structure of GaAs (fig. 2.1) consists of two fcc
sublattices, one for the Ga sites and one for the As sites, that are displaced by one quarter
along the cubic diagonal. The fact, that this lattice does not have a center of inversion
will become important, when the spin scattering mechanisms are introduced. The lattice
parameter, which depends only weakly on the temperature, is a = 5.65 A˚. The most common
crystal point defects are interstitials, i.e. Ga or As atoms that are located away from regular
lattice sites, and As antisites, i.e. As atoms that occupy Ga sites. Stacking defects are
mostly compensated by line and screw dislocations. Doping with Si is mainly Ga substitution,
however interstitial or antisite placement can also happen.
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2.1.2 Electronic Band Structure
One of the important features of GaAs is the direct band gap (EG = 1.519 eV) in the center of
the Brillouin zone (at the Γ-point), which allows direct optical excitation and recombination
of electrons and holes without the need of a momentum transfer through an additional partner
like a phonon. A band structure obtained by a non-local pseudopotential calculation [20] is
displayed in figure 2.2. The temperature dependence of the energy gap can be approximated
by
EG(T ) = 1.519 eV− 5.408× 10−4 T
2
T + 204K
eV/K. (2.1)
Figure 2.2: Electronic band structure of GaAs [20]. The direct band gap (red) and the
spin-orbit split-off hole band (blue) are highlighted.
The conduction band (Γ6) is twofold (spin) degenerate and of s-like character (l = 0).
The effective electron mass is m∗cb(Γ6) = 0.067me, where me = 9.109 × 10−19 kg is the free
electron mass. The p-like (l = 1) valence band would be six-fold degenerate if not for the
large spin-orbit coupling a split-off occurred with ∆SO = 0.341 eV. The split-off band (Γ7)
6
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can be neglected for optical transitions as long as the excitation energy does not exceed
EG+∆SO = 1.860 eV, which is the case in all of the time-resolved measurements that follow.
The remaining valence bands (Γ8) are called heavy-hole and light-hole band, what reflects
the effective hole masses m∗hh(Γ8) = 0.51me and m
∗
lh(Γ8) = 0.082me. Those will become
important when optical transitions will be looked at more closely. Directly at the Γ-point the
valence band is still four-fold degenerate. The electronic states only differ in their magnetic
quantum numbers m = −3/2,−1/2,+1/2,+3/2.
2.1.3 Optical Orientation of Electron Spins
Most of the physics described in this section is taken from chapter two of Optical Orientation
[21], which is an excellent source for all kinds of optical experiments on semiconductors.
electrons: m=±1/2
heavy holes: m= 3/2±
light holes: m=±1/2
E =1.519eVG
split-off holes: m=±1/2
SO=0.341eV
Energy
k
6
8
7
Si donor states
(low concentration)
at E=E - 6meVG
Figure 2.3: The GaAs band structure
near the Γ-point drawn to scale (in-
cluding effective masses). The Si
donor binding energy is 6meV rel-
ative to the conduction band.
Within the vicinity of the Γ-point the bands can be assumed to be parabolic, which is
illustrated in figure 2.3. Optical transitions have to obey energy and momentum conservation;
especially the angular momentum of the photon (helicity ±1) leads to the distinct selection
rules for the total angular momentum ∆j = ±1 and the magnetic quantum number (z-
component of j) ∆m = ±1. Both selection rules can be satisfied when making the transition
from the valence band (j = 3/2) to the conduction band (j = 1/2). The magnetic quantum
number will play an important role for the spin selection process that will be discussed shortly.
The total angular momentum is defined by coupling the orbital angular momentum (l) to the
electron’s spin (s) j = l + s.
Be the photon energy Eph = h ν = h c0/λ0, where h = 6.626×10−34 Js is Planck’s constant,
c0 = 2.998× 108m/s the speed of light in vacuum, ν the frequency, and λ0 the wavelength of
the light in vacuum. Then, in the linear regime, i.e. neglecting higher order phenomena like
second harmonic generation or two photon processes, optical transitions are only possible if
the excitation energy exceeds the band gap (Eph ≥ EG = 1.519 eV). If the photon energy
even exceeds the the gap by the spin-orbit energy (Eph ≥ EG + ∆SO = 1.859 eV) direct
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excitation from the split-off hole band into the conduction band will become possible. Even
though excitation to the L6 conduction band minimum may be energetically favorable (∆SO >
E(L6)−E(Γ6) = 0.300 eV), this transition is rather improbable, because a momentum transfer
through for example a phonon is needed, thus this transition becomes a three particle process.
Therefore this excitation and for higher energies the excitation into the X6-valley will be of
no importance. So the interesting transitions are from the heavy- and light-hole band into the
conduction band. Those transitions can always be assumed to be vertical, i.e. with negligible
momentum transfer from the photon to the electron. This is very well established, since the
photon’s momentum is very small compared to that of an electron.
Figure 2.4: Schematic light-hole band warping due to its
interaction with the split-off band (after [21] p. 22).
heavy holes
light holes
split-off holes
E/SO
k
8
71
2
3
The different curvatures at the Γ-point, as shown in fig. 2.3, relate to the effective masses
according to
1
m∗
=
1
~2
∂2E
∂k2
. (2.2)
This is why the slightly bend valence band is called “heavy-hole band”, while the second
band with larger curvature is called “light-hole band”. It’s curvature is comparable to that of
the conduction band. Any excess energy that the photon carries will be split almost equally
between the light-hole and the conduction band electron adding to their kinetic energies. For
the heavy-hole – conduction band electron transition the excess energy will almost completely
go the the electron, leaving the hole with little kinetic energy. Therefore, different carrier
diffusion properties can be expected according to the respective effective masses, which might
also be important for spin diffusion, which then may influence the spin lifetimes that are
to be measured (cf. 2.5). Another point is the excess energy of the conduction electron. A
large excess energy means a large kinetic energy of the electron, thus the electron is called
“hot” compared to electrons at the conduction band minimum. The relaxation of such a
hot electron towards the conduction band minimum, may again influence the spin lifetimes.
Since the excess energy for a heavy-hole transition is in general larger than for a light-hole
transition, the hot electron relaxation is especially important for the heavy-hole transition.
Another subtlety involves the split-off hole band, who’s curvature is smaller than that of the
light-hole band. One would suspect a band crossing to occur, but instead both bands are
slightly deformed, as is exaggerated in figure 2.4. This has only little effect on the optical
transitions, but is shows the strong effects the spin-orbit coupling has in GaAs.
To include the selection rule for the magnetic quantum number a simple term scheme is
introduced (fig. 2.5). When pumping with 100% circularly polarized light, the heavy-hole
transition will be favored three times over the light-hole transition leading to a three to one
spin orientation in the conduction band (l = 0, s = ±1/2). The spin polarization is the net
spin population of the excited electrons normalized to all excited electrons, thus
Pspin =
n↑ − n↓
n↑ + n↓
. (2.3)
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Figure 2.5: Term scheme for the
optical selection rules. Both
directions, i.e. excitation (op-
tical pumping - blue) and re-
combination (luminescence -
red) are indicated. Note, that
the relative transition proba-
bilities between heavy-hole and
light-hole differ by a 3 to 1 ra-
tio (after [21]).
If one uses, for example, completely right circularly polarized light, 75% of the electrons
in the conduction band will carry spin down, the other 25% spin up. Thus the maximum
spin polarization achievable is Pmaxspin = −50%, where the sign reflects the relation between
photon and spin polarization. Going one step further by letting the electrons and holes
recombine, thus looking at the optical polarization degree of the luminescence, another −50%
is possible, leading to a total of PmaxPL = 25% photoluminescence (PL) yield with 100%
circularly polarized exiting photons. The dependence of PPL on the excitation energy is
plotted in figure 2.6, where a steep decrease in polarization is found when the photon energy
exceeds EG +∆SO, i.e. excitation from the split-off hole band becomes possible.
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minescence with 100% circular po-
larized excitation at Eph. ∆SO is
the split off energy. The right axis
displays the actual optical polar-
ization of the photoluminescence,
while the left axis reflects the nor-
malized spin polarization. The
solid line shows the theoretically ex-
pected result (after [22]).
The possibility to create a spin imbalance in the conduction band by exciting with circularly
polarized light is called optical orientation of spins. Although the valence band of GaAs is four
fold degenerate, optical orientation is possible through the different transition probabilities
for the heavy-hole and light-hole transitions. In systems where this degeneracy is lifted, i.e.
heavy holes and light holes are energetically separated, like in GaAs/AlGaAs quantum wells,
optical orientation can lead up to 100% spin polarization in the conduction band, when using
low excitation energies to excite from only one hole band.
In any case, the spin is always aligned parallel to the propagation of the exiting photon
(fig. 2.7), which is basically due to the helicity, i.e. the projection of the photon’s angular
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momentum along the direction of propagation. To study spin coherence and dephasing in
the time domain using time-resolved pump-probe spectroscopy, it is of utter importance, that
when the excitation takes place on a short time scale compared to other effects like dephasing
or precession, the spins are coherent in a sense, that the direction of all spins is locked into a
definite direction just through the excitation. This is accomplished by the use of femtosecond
laser pulses (≈ 100 fs), in contrast to continuous optical orientation as, for example, used in
Hanle measurements. The spin orientation after optical alignment will become important for
the experiment itself, where only a projection of the spin direction will be measured.
Figure 2.7: Spin ensemble directly after excitation by a
short laser pulse. Each of the spins carries a magnetic
moment parallel to the excitation direction. Sum-
ming over all spins results in a macroscopic magne-
tization.
pump pulse
k
GaAs
spin ensemble
carrying macroscopic
magnetization

+
Optical orientation is a valuable tool to study the physics of spins in a semiconductor,
because one can directly access the spins by rather simple means. Although electrical spin
injection has already been demonstrated [11, 12], there are still many obstacles in using
electrical injection, transport and detection to study spin dynamics in semiconductors. With
the optical approach, spins can easily be generated and their dephasing can be studied again
by optical means through luminescence with polarization analysis or through the Faraday or
Kerr effect. The latter ones rely on the fact, that the plane of linearly polarized light is rotated
proportional to the magnetization. Details of both effects will be discussed in chapter 3.
2.1.4 Carrier Recombination and Spin Lifetimes
In the last section, the optical orientation of the electrons due to the selection rules and
transition probabilities has been discussed. Now, the focus will be on the general effects that
allow the observation of long spin lifetimes as found by Kikkawa and Awschalom (τS ≈ 100 ns,
[13]) that exceed the carrier recombination times found in time-resolved photoluminescence
measurements (τC ≈ 1 ns, [23]) by more than two orders of magnitude. This is puzzling, since
one might expect the carrier recombination time to be the limiting factor for the observation
of spin coherence.
A simplified picture of the different effects that lead to the observations is given in figure 2.8,
where an electron reservoir within the conduction band is assumed, as for a degenerate semi-
conductor, or by n-type doping using shallow donors. The equilibrium is given by a vanishing
spin polarization, both within the conduction band (electrons) and the valence band (holes).
In order to investigate spin dephasing in the time domain, a circularly polarized femtosecond
laser pulse is used to coherently create spin-polarized electrons and holes, i.e. the spins have
a fixed orientation with respect to the laser excitation (see sec. 3.5). This leads to a strong
imbalance of the carrier as well as the spin distribution. So the system will try to leave this
non-equilibrium state through mainly two processes, namely electron-hole recombination, and
spin dephasing.
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Due to the degeneracy of the light-hole and heavy-hole band at k = 0 strong valence band
mixing occurs at the Γ-point leading to strong dephasing of the hole spins [25], i.e. the
spin polarization of the holes quickly decays (cf. sec. 2.4). In addition, the strong spin-orbit
coupling of the valence bands in GaAs enables a very efficient spin relaxation path for the holes
(see sec. 2.4.3). This means that although the holes are initially highly polarized according to
the transition probabilities displayed in figure 2.5, the spin polarization of the holes rapidly
decreases on timescales of a few picoseconds, and zero spin polarization of the valence band
can therefore be assumed for times exceeding several picoseconds.
Simultaneous to the spin dephasing of the holes, the electron-hole recombination will take
place, but since this happens on longer timescales of about 1 ns, this process is negligible
during the hole dephasing. The crucial point is now, that as the holes are unpolarized,
recombination of electrons from the reservoir will not lead to a net change of the number of
spin-polarized electrons in the conduction band (n↑ − n↓). This means that spin dephasing
within the reservoir is weak, and there is still a spin imbalance for the electrons, while the
carrier recombination has reached an equilibrium. This spin imbalance can therefore be
observed on timescales longer than the electron-hole recombination time. After the spin
polarization of the electrons has finally vanished, the equilibrium is reached, and so a new
optical excitation might start the whole process again. The case what may happen, when
the spin equilibrium is not reached when the next laser pulse arrives will be discussed in
section 3.6.
E E
3 1
equilibrium excitation
< 200fs
E
hole dephasing
10ps 
E
recombination
1ns 
E
electron spin
relaxation
100ns 
Figure 2.8: Simple picture of the optical pumping of electron spins including hole dephasing
and carrier recombination, when an electron reservior exists in the conduction band. Time
advances from left to right. The characteristic timescales given reflect only the relation
between the different processes.
2.1.5 Larmor Precession
Usually, a magnetic field perpendicular to the initial spin direction is applied, to study the
magnetic field dependence of the spin dephasing, and to be able to measure the g-factor, which
allows an identification of the observed carriers (electrons, holes, excitons). This section gives a
short review of the basic quantum mechanics that describes the Larmor precession of electrons
in a magnetic field, if there exists a component of the magnetic field ~B that is perpendicular to
the electron’s spin ~S. Details can be found in standard textbooks on quantum mechanics [24].
The Hamiltonian for a free electron in a magnetic field is described by the interaction of
the spin with the field:
H = e
me
~S · ~B (2.4)
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with the elementary charge e = 1.602× 10−19 C. This equation simplifies to
H = eB
me
Sz (2.5)
if the B-field is taken along the z-axis, which also defines the quantization axis. The energy
eigenvalues for the spin up and spin down states are then
E↑,↓ = ±e ~B2me . (2.6)
This spin splitting can be related to the so called Larmor frequency ωL by
ωL ~ := ∆ES ≡ E↑ − E↓ = e ~B
me
. (2.7)
The Larmor frequency can also be written as ωL = g0 µB B/~ using the Lande´ g-factor of the
free electron g0 = 2.002 and the Bohr magneton µB = (e ~)/(g0me) = 9.274× 10−24 J/T.
Because the spin states along the quantization axis are energy eigenstates, application of
the time evolution operator U(t, 0) = exp(−iH t/~) = exp(−i ωL Sz t/~) on them gives the
states themselves. This means that the spin states along the field axis are stationary and that
a change is only possible by interaction with the environment, i.e. by some sort of scattering.
Figure 2.9: Quantum mechanical picture of Larmor pre-
cession. Left: The spin is initially aligned along the
B-field axis, where the z-component of the spin is an
energy eigenstate, which is therefore stationary upon
time evolution. Right: Taken the B-field perpendicular
to the initial spin alignment leads to a superposition of
the spin eigenstates ((|↑〉 + |↓〉)/√2) where the phase
will oscillate in time with the Larmor frequency ωL.
E
S
S || B
z
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S B
z
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Taking the initial spin along the x-axis while the magnetic field still points in the z-direction
causes the spin to rotate along the B-field axis, and one finds for the expectation value of the
spin along the major axes
〈Sx〉 = 12~ cos(ωL t), 〈Sy〉 =
1
2
~ sin(ωL t), and 〈Sz〉 = 0. (2.8)
An observer detects oscillations, which are quantum beatings of the spin up and spin down
eigenstates (fig. 2.9). This will become important for the optical detection of the spin in-
formation through the Kerr and Faraday effect, which will only pick out the Sx projection.
The phase relation of those beating components is fixed. Again, dephasing could only occur
though scattering, i.e. interaction with the environment.
Although the theory here is strictly valid only for free electrons, the application to optically
oriented spins in GaAs is basically done by replacing the Lande´ g-factor by an effective g-factor
g → g∗, just like for the free electron mass that is replaced by the effective mass me → m∗e.
This deviation from the free electron’s g-factor is another effect of the spin-orbit interaction,
and for GaAs one finds g∗ ≈ −0.44, although it depends on temperature and strongly on
doping [25]. Yang, et al. [26] give a formula for the g-factor in bulk GaAs depending on the
conduction electron’s kinetic energy as
g(Ekin) = −0.44 + 6.3/ eVEkin. (2.9)
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From literature it is known, that holes have a much larger g-factor (& 10 [27, 28]). Also the
g-factor of excitons may be approximated by the sum of the electron and hole g-factors [27],
thus one obtains similar values as for holes. This allows the identification of the carriers under
investigation by comparison of the measured g-factors with the ones of electrons, holes, and
excitons respectively.
In addition to the quantum-mechanical description, the classical picture of Larmor pre-
cession may by used, in which the external magnetic field is acting as a torque on the spin
d~S/dt = −e ~S × ~B/me, as shown in fig. 2.10. This picture is more descriptive than the
quantum mechanical model, but it leads to the same results.
S
B
S
B
dS/dt
Figure 2.10: Classical picture of Larmor precession. Left:
The spin is initially aligned along the B-field axis, so there
is no torque acting on the spin and no oscillation can be
observed. Right: Taken the B-field perpendicular to the
initial spin alignment leads to a torque that forces the spin
to precess around the B-field axis at the Larmor frequency
ωL.
2.2 Metal-Insulator Transition
Intrinsic GaAs is an electrical insulator, i.e. the DC-conductivity at zero temperature vanishes
σ(ω → 0, T → 0)→ 0. The valence band is completely filled, whereas the conduction band is
completely unoccupied and both are separated by an energy EG, the semiconductor’s band
gap. Highly doped GaAs is metallic, even at zero temperature (σ(ω → 0, T → 0) 6= 0).
So there must be a crossover from the insulating to the metallic regime. This is the sense
in which the term ”Metal-Insulator” transition will be used within this work. This section,
that is mainly inspired by Mott’s book [29], will discuss some fundamental theories on how
this transition takes place. Since different mechanisms may be possible for different systems,
the focus is set on the two most important types that occur in semiconductors and it is
believed that both contribute to the metal-insulator transition in GaAs, namely the Hubbard
theory, which is based on electronic correlations, and Anderson’s theory, which is founded on
localization caused by disorder within the crystal structure and electronic states.
Before going into details, the simple model of Hydrogen like donor states shall be discussed.
Doping GaAs at low concentrations (n ≈ 1014/ cm3) with Silicon will lead to shallow donor
states that are located ED = 5.839meV below the conduction band minimum (fig. 2.3),
and which do not interact with each other, because they are too far apart. The Si (group
IV) replaces Ga (group III) and has therefore one additional valence electron, which is not
covalently bound to As. For the Si to be electrically neutral, a positive nuclear charge binds
the electron to the donor atom, just like in the Hydrogen atom (fig. 2.11).
For the shallow donor the Hydrogen model needs to be modified by introducing the effective
electron mass m∗e at the conduction band minimum and to consider that the electron sees
the surrounding crystal with its dielectric constant εr = εr(ω = 0) ≈ 13. The (effective)
ionization or binding energy found for shallow donors is therefore
E∗ = − e
4me
8 ε20 h2︸ ︷︷ ︸
H-atom
m∗e
me ε2r︸ ︷︷ ︸
correction
= −13.6 eV m
∗
e
me ε2r
≈ −5.4meV (2.10)
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Figure 2.11: Schematic picture of a shallow Si donor in
GaAs, which occupies an Ga site. The electron cloud
is s-like (spherical) and extends about twenty lattice
constants into the crystal.
and the (effective) Bohr radius is
a∗H =
4piε0~2
mee2︸ ︷︷ ︸
H-atom
me εr
m∗e︸ ︷︷ ︸
correction
= 0.529 A˚
me εr
m∗e
≈ 10 nm, (2.11)
where ε0 = 8.854× 10−12As/Vm is the vacuum permittivity.
This simple model shows pretty good agreement with the measured binding energy. It also
indicates that the bound donor electron samples a rather large volume around the impurity,
the effective Bohr radius is twenty times larger than the lattice parameter. Although this Bohr
radius may seem very large, it is a perfect example of a localized donor state. The Hydrogen
model will break down at higher donor concentrations, where electronic correlations and
disorder play an important role and where the donor states themselves hybridize.
2.2.1 Mott-Hubbard Transition
The Hubbard model [30, 31, 32] is an approach to take electron-electron correlations into
account. Starting out with the isolated donor states, electrical transport may be possible
by an electron that hops from one state to another. In the ground state the donor states
are singly occupied. A possible double occupation while obeying the Pauli principle requires
an additional energy U = 〈e2/4piε0r12〉 due to the Coulomb repulsion of the electrons. This
energy is not needed when the electron hops from a single occupied state to an empty state or
from a double occupied state to a single occupied state, as the same amount of energy needed
for the double occupation is gained from leaving the initial state. U can even be gained if the
electron leaves a double occupied state for an empty state. These processes are sketched in
figure 2.12. Thus, the Hubbard Hamiltonian looks as follows:
H =
∑
i,j,s
tjis c
†
j,s ci,s + U
∑
i
ni,↓ ni,↑, (2.12)
where the first sum describes the hopping of an electron with spin s from site i to j with
the probability |tjis|2. The second term accounts for the double occupancy by increasing the
energy of such a configuration by U . The population counter ni,s = c
†
i,s ci,s makes use of the
creation and annihilation operators c†i,s and ci,s.
The Coulomb term is of utmost importance for it causes a separation of states by the
Hubbard energy U . By shrinking the intra-atomic distance, the isolated states hybridize and
form bands, called lower and upper Hubbard band, with incearing bandwidth upon further
shrinkage. For a band filling of one half, the lower Hubbard band is fully occupied, while the
upper one is empty. So the system would be an insulator. Upon further increase in bandwidth,
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Figure 2.12: Different electron hopping processes in the Hubbard model. The energetic
minimum is single occupation of each state. Double occupation costs the Coulomb energy
U . Note, that the states are not necessarily atomic, i.e. spin singlets as well as triplets may
be formed.
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Figure 2.13: The Mott-Hubbard transition
due to the merging of the lower and up-
per Hubbard band (schematic). The up-
per part shows how the decrease of the
lattice parameter a leads to a band broad-
ening until the MIT takes place at band
overlap. The lower part sketches the same
transition in a density of states (DOS) ap-
proach. Because the total number of states
is conserved upon shrinkage of a, the peak
density of states decreases, while the band-
width increases. Note the band separation
by the Coulomb energy U .
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the lower and the upper Hubbard bands will merge to one half filled band (fig. 2.13). Thus
the system has undergone a transition from an insulating to a metallic state.
Although the Hubbard model does not require any doping, as the metal-insulator transition
may be induced by changing the lattice parameter a or the strength of the electronic correla-
tions, the latter is dependent on doping. That is why for Si:GaAs electronic correlations may
lead to a Hubbard-like metal-insulator transition.
2.2.2 Mott-Anderson Transition
The doping process is a random replacement of a Ga atom by a Si atom, therefore the donors
will be statistically distributed throughout the host material. Each donor disturbs the perfect
crystal lattice, not only regarding the different core sizes of Ga and Si, their different chemical
binding capability and thus a lattice distortion. For the valence and donor electrons the most
dramatic impact of such a local disturbance is the modification of the potential around the
donor (fig. 2.14), which may act as a trapping potential, as seen in the Hydrogen like model.
The fluctuations in the potential cause also a breakdown of the Bloch formalism, where it
is assumed, that the electrons see a periodic potential and which allows the electron wave
functions also to be periodic. This has the consequence that the plane wave solutions need
to be modified, depending on the additional donor potential that may be present at a certain
location within the crystal. Though for most of the electron wave functions this is only a
small perturbation, others may change their character completely by becoming localized to the
donor site as it is sketched in figure 2.15. Although the localization needs not to be Hydrogen
like, whenever the envelope of the electron wave function drops exponentially with respect to
the distance in real space, the electron is localized. I.e. even if the electron is distributed over
many donor sites, it might not be possible for it to leave a certain area within the crystal
without additional energy. The importance of disorder for the metal-insulator transition was
first formulated by Anderson [33, 34].
It is obvious that localization has a huge impact on the transport properties. Without
additional energy, i.e. at T = 0, electrical current can only be transported through extended
states. Thus, if the Fermi level is located within localized states the system is an insulator.
Only at elevated temperatures, electrical conduction might take place via variable range
hopping. In order to have a metallic system within the Anderson picture, the Fermi level has
to lie within extended states. So if the Fermi level can be shifted from localized into extended
states, for example by increasing the carrier concentration through doping, a transition from
the insulator to a metal will happen, while still localized and extended states coexist.
The actual random potential defines whether states are localized or extended. Obviously,
the deeper the potential, the more likely the electron is localized. Shallow states will lead
to extended wave functions. For a low donor concentration the Hydrogen like model that
only deals with bound donor states seems to be successful. At high doping, one might expect
the distribution of trapping potentials quite uniform, thus the electrons are mostly extended.
In between there has to be a crossover. Indeed, Anderson’s model includes a region, where
localized states and extended ones coexist. Since deep potential dips lead to localization,
localization is expected to exist for the lower energies within a donor band. Due to hybridiza-
tion every binding state belongs to an anti-binding state with corresponding higher energy,
therefore very high states within the donor band should also show localization. For interme-
diate energies, the states are extended. The energy that separates the localized states from
the extended ones is called mobility edge Eµ. For half-filled bands, the Fermi level lies in
the middle of the band, thus within extended states. Compensation by acceptors however,
may cause the Fermi level to be lower in energy, and EF might lie below the mobility edge in
between localized states.
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Figure 2.14: The potential energy of an electron within a periodic field without disorder (top),
a weakly disturbed periodic potential (middle), and a random potential field (bottom) V0,
which is caused by strong disorder.
2.2.3 Combining Anderson’s and Hubbard’s Theory
In real systems, like Si:GaAs, both the Anderson and the Hubbard theory have an influence
on how the metal-insulator transition takes place, as both disorder induced by crystal defects
and doping, and electronic correlations are present.
So the first step to obtain a qualitative picture on the metal-insulator transition is to split
the donor band from the Anderson model by the Hubbard energy U , which results again in
an upper and a lower Hubbard band. However, now each band may contain localized and
extended states, as is depicted in figure 2.16. The metal-insulator transition will take place
not when the Hubbard bands merge at n = n0, but rather when the upper mobility edge
of the lower Hubbard band crosses the lower mobility edge of the upper Hubbard band at
n = nc > n0.
This is what happens in Si:GaAs, as several experimental studies show (cf. section 2.2.4).
The metal-insulator transition takes place solely in the impurity band, and then later, at
concentrations n ≈ 5nc, the donor states have completely merged with the conduction band.
This type of transition is not specific to Si:GaAs, but it seems to be valid for many other
semiconductor systems, like P:Si.
During the discussion of the various transition mechanisms, it was assumed that in a perfect
GaAs crystal some of the Ga was being replaced by Si. No other impurities were present.
If this holds, the Fermi level EF lies between the upper and lower Hubbard band, since
each donor state contributes equally to those bands and the associated electron will occupy
the lowest energy state available. Thus, the donor states are half filled. In reality one has
always additional impurities within the samples both of n- and p-type. The intentional n-
doping is for high Si concentrations easy to achieve, whereas low doping levels always face
the problem of unintentional compensation by some background p-type defects. Regarding
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Figure 2.15: The impact of a random poten-
tial on the electron wave function. Top:
undisturbed Bloch wave for an electron in a
periodic potential. Middle: the random po-
tential still allows extended electron waves,
although the disorder influences the over-
all shape and phase. Still, the localization
length diverges. Bottom: a localized wave
function, due to the exponential decay of
the envelope. The localization can occur
over many donor sites to a very large spa-
tial extend.
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Figure 2.16: Schematic plot of the Mott-Anderson transition in semiconductors for half band
filling. The Hubbard model is expanded by introducing localized states and extended
states, separated by mobility edges Eµ. Even when the upper and lower Hubbard band
cross (n = n0), no electrical transport occurs at T = 0 due to the localization. Only when
the mobility edges cross (n = nc) electrical transport becomes possible.
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Figure 2.17: Schematic plot of the Mott-Anderson transition for a compensated semiconduc-
tors. The left part shows the density of states in the absence of acceptor states. Introducing
acceptors through e.g. unwanted background doping leads to a formation of Hubbard split
states close to the valence band (middle and right part). The upper Hubbard band of these
states is being occupied by donor electrons, leading to a full acceptor band while effectively
lowering the Fermi level EF . Depending on the donor concentration, EF may lie below or
above the lowest mobility edge, resulting in an insulating or metallic semiconductor.
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this compensation effect, the Fermi level is expected to be lower than in the uncompensated
sample (see fig. 2.17), what may include the Fermi level to lie within the low energy tail of
the lower Hubbard band. This can lead to a situation where EF is below the lowest mobility
edge, and a small region of delocalized states may be just above. A metal-insulator transition
may then take place, if the Fermi level shifts across this mobility edge.
Mott’s theory which includes Hubbard’s and Anderson’s approach leads to a very simple,
yet powerful formulation that answers the question whether a system is insulating or metallic.
This so called ”Mott criterion” is
n1/3c a
∗
H ≈ 0.25, (2.13)
where nc is the critical donor concentration for the metal-insulator transition and a∗H is the
already discussed Bohr radius of the donor in the simple Hydrogen model. If n1/3c a∗H < 0.25
the system is predicted to be insulating, whereas for n1/3c a∗H > 0.25 the system should be
metallic. Although the strict theory is very elaborate, the basic idea behind Mott’s crite-
rion is closely related to the Ioffe-Regel criterion [35], which states that in a metallic state,
the electronic mean free path cannot be less than the interdonor spacing. Thus, the donor
concentration describes the proximity between donors (n−1/3 being the length scale in that
problem) while the Bohr radius takes care of the extent of a donor state. The universality of
this simple relation is shown in the next section.
2.2.4 Experimental Evidence for the MIT
The best method to study the development of an impurity band is cathodoluminescence [36,
37], where electrons with kinetic energies on the order of 30 keV bombard the sample, causing
the creation of free electrons and holes that preferentially recombine with acceptor or donor
states. Such emission spectra for p-type GaAs of different Zn doping concentrations are shown
in figure 2.18.
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Figure 2.18: Cathodoluminescence spectra of p-type Zn:GaAs for various acceptor concen-
trations quoted in units of 1/ cm3. The broadening of the spectra with increasing doping
is a fingerprint of the creation of an impurity band (after [36]).
The linewidth broadening directly results from the formation of an impurity band. The
doping dependence of the cathodoluminescence linewidth for both p-type Zn:GaAs and n-type
Te:GaAs are shown in figure 2.19. However, the formation of an impurity band itself is not a
proof for a metal-insulator transition to occur.
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Figure 2.19: Doping dependence of the cathodoluminescence linewidths, indicating the for-
mation of a donor and acceptor band for n- and p-type material, respectively. The solid
lines are guides to the eye. Left: p-type Zn:GaAs (after [36]). Right: n-type Te:GaAs
(after [37]).
Edwards and Sienko [38] collected a number of systems that undergo a metal-insulator tran-
sition and plotted their critical concentrations and effective Bohr radii. Figure 2.20 shows the
universality of Mott’s criterion over nine orders of magnitude for semiconductors. Recently,
even high-temperature superconductor materials have been shown to follow the Mott crite-
rion [39].
Evidence for Anderson localization has been seen directly in scanning tunneling micro-
graphs, both in P:Si [40] and Si:GaAs [41]. The first publication manifests the random
distribution of the donor atoms without significant clustering (fig. 2.21), the latter claims
detection of burried donors up to five monolayers below the surface and nanometer size local-
ization of donor states (fig. 2.22), which is in good agreement to the theoretical estimate of
a∗H(Si:GaAs) = 10 nm.
Electron spin resonance (ESR) measurements [43] give an insight into electron spin lifetimes,
because the ESR linewidth is proportional to the spin relaxation rate, i.e. ∆Hpp ∝ 1/T1.
Figure 2.23 shows typical results for n-type As:Si, where the critical carrier density of the
MIT is nc = 8.6 × 1018/ cm3. The ESR linewidth reaches a minimum right at the metal-
insulator transition, thus the spin lifetime is longest there. The ESR data is consistent with
the findings of Kikkawa and Awschalom [13], who observed the longest spin coherence in
Si:GaAs for doping close to the critical concentration of nc = 1.5× 1016/ cm for Si:GaAs.
Magnetotransport and far-infrared spectroscopy (fig. 2.24) on Si:GaAs clearly prove the
metal-insulator transition to take place within the donor band, while the conduction band
is still separated [42]. The resonant optical absorption lines (fig. 2.24 that were observed on
the insulating and the metallic side were identified as shallow donor 1s-2p transitions. Thus,
the electronic transport takes place in the donor states, while the conduction band is still
split off the donor band. Merging of the donor band with the conduction band is found for
concentrations n ≈ 5nc. The authors varied the external magnetic field on the order of a few
Tesla to suppress the metallic state for samples with donor concentrations slightly above nc.
The basics of this magnetic field induced metal-insulator transition will be presented in the
next section.
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Figure 2.20: The Mott criterion n1/3c a∗H ≈ 0.25 universally relates the critical carrier con-
centration to the effective Bohr radius of the impurity charge in a Hydrogen like model
(after [38]). The dots are taken from various experimental and theoretical works. For
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Figure 2.21: Statistical distribution of
P donors on Si (111) determined by
STM. The histogram shows the mea-
sured nearest-neighbor distances compared
to a Poisson distribution function assum-
ing random arrangement of donor atoms
(taken from [40]).
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Figure 2.22: Extent of donor states in Si:GaAs
(n = 2× 1018/ cm3) obtained by STM at T =
300K. Bright (D) and dark (B) features can
be distinguished, where the D features relate
to donor states. Note the donor extent to be
on the nanometer scale (taken from [41]).
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Figure 2.23: Doping dependence of the ESR
linewidths of n-type As:Si. The minimum right
at the metal-insulator transition indicates longest
spin lifetimes (taken from [43]).
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Figure 2.24: Far-infrared transmission spec-
tra across the MIT taken at T = 4.2K for
Si:GaAs obtained from the 1s-2p donor ex-
citation. The critical field for this sample
is Bc = 4.9T, which was found by mag-
netotransport measurements. Clearly, the
donor states are still present at low fields,
i.e. on the metallic side of the MIT (taken
from [42]).
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2.2.5 Magnetic Field Induced MIT
The importance for the Fermi level to lie within extended states for a system to be metallic is
best seen in magnetic field induced metal-insulator transitions. A magnetic field will shrink
the localization radius of shallow donors in semiconductors [44], effectively raising the lower
mobility edge in energy. The theory is non-trivial but to get the basic idea one can approximate
the electron wave function for low fields by the Landau wave functions for a free electron [45,
46]. This problem is closely related to the Hydrogen atom in super strong magnetic fields
(several 105 T), that can be found in white dwarfs and pulsars. Qualitatively, the shrinkage of
the Bohr radius is shown in figure 2.25. Although it is obvious, that the fields acting on the
donors is orders of magnitude lower, the wave functions are initially much more extended than
in Hydrogen, what makes the application of the same theory in solid state physics plausible.
Figure 2.25: Hydrogen wave function shrinkage
through an external magnetic field β = B/B0
along the z-axis, where B0 = 4.7 × 105 T. The
theory founding these numerical calculations
deals with Hydrogen atoms in super strong mag-
netic field, as can be found in white dwarfs and
pulsars. The curves show equal probability of
presence of the electron in the xz-plane at four
different magnetic field strengths. Nodal sur-
faces are indicated by broken curves. As β in-
creases, the atomic states are squeezed together
in the direction transverse to the field; in tightly
bound states the extension parallel to the field
also shrinks (taken from [46]).
An alternative theoretical description of the magnetic-field driven MIT makes use of the
Anderson theory. Fukuyama and Yosida [48] state that both the Fermi level EF , and the
mobility edge Eµ depend on the magnetic field as B2. Although in general, Eµ − EF will
increase with field, their field dependence is expected to be weaker than the energy shift
caused by the Zeeman splitting. In order to lower the total energy, the electrons that have
shifted up by the Zeeman term will redistribute so, that they occupy the energetically lower
but more localized Anderson states. Thus, the electrons become more localized, and in the
case that the Fermi level falls below the mobility edge, the system becomes insulating.
Maliepaard and coworkers performed conductivity measurements of n-type compensated
GaAs with a charge concentration n slightly above nc [47]. They found an almost linear
decrease of the conductivity with increasing field (fig. 2.26, see also fig. 2.27), which suggests
a continuous decrease of the donor’s localization radius up to the percolation threshold. At
the critical field, all possible donor wave functions become localized, leaving no uninterrupted
percolation path through the whole sample. The magnetic-field induced MIT has been found
by other groups [42, 49] in GaAs and other systems (e.g. Si [50]).
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Figure 2.26: Magnetic field induced metal-insulator transition in compensated n-type GaAs
with n = nD−nA = 3.5×1016/ cm3 and nA/nD = 0.2 (taken from [47]). Left: Conductivity
σ vs. square root of temperature
√
T for B = 0, 8, and 9T. The negative slope at B = 0
indicates that electron interactions are important. As B increases the slope changes sign
and increases. The lines are least-squares fits to the data. Right: Extrapolated zero
temperature conductivity σ(T = 0) vs. magnetic field B. σ(T = 0) decreases linearly to
zero at the critical field, marked with an arrow, of 9.78T. The line is a least-squares fit to
the data.
2.2.6 Donor Susceptibility
The Coulomb repulsion U used in the Hubbard model plays also an important role when look-
ing at the magnetic properties of doped semiconductors like Si:GaAs or P:Si. As already seen,
the single occupation of the donor states is energetically favorable. This has the consequence
that each donor electron carries through its spin a magnetic moment. Although the spins do
not couple directly with each other, unless by doping with magnetic impurities like Mn, the
donor electrons are susceptible to external magnetic fields, which may align their spins.
This magnetic donor susceptibility has been demonstrated to exist in P:Si [51, 52, 53].
Although no one has so far investigated Si:GaAs, it is plausible that similar results may be
found. Therefore, only the experimental results for P:Si will be discussed here more closely.
In P:Si, the critical concentration for the metal-insulator transition is nc = 3.5× 1018/ cm3
and the donor band enters the conduction band for concentrations n > ncb ≈ 2× 1019/ cm3.
Roy and coworkers examined the magnetic response of n-type Si by static susceptibility mea-
surements at temperatures between 1.25 and 300K [51, 52]. They found different magnetic
behavior depending on the donor concentration, which is shown in figure 2.28. The main
point of their work is that a non-vanishing donor susceptibility can be found throughout the
transition and even in the metallic regime. They relate this behavior to the existence of local
magnetic moments on both sides of the MIT, in spite of the appearance of delocalized elec-
trons on the metallic side. The existence of local moments across the MIT fits well within
Anderson’s theory, and is also in good agreement to the metallic impurity states found by
Romero and coworkers [42].
The spin susceptibility found by Roy, et al., is of paramagnetic type and it dominates at low
temperatures. The orbital electron motion leads to diamagnetic behavior that is observable
for temperatures T > 60K (fig. 2.29). The separation of spin and orbital part is possible
through assisting electron spin resonance (ESR) measurements, which are only sensitive to
the spin susceptibility. This comparison is displayed in figure 2.30. Depending on the donor
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Figure 2.27:Magnetic field induced metal-insulator
transition in compensated n-type GaAs with n =
nD − nA = 5.60 × 1016/ cm3 and nA/nD = 0.27
(adapted from [42]). Plot of the longitudinal con-
ductivity σL(T ) vs. T 1/3 for different magnetic
fields near the MIT. The crosses are experimental
data and the solid curves represent the extrapo-
lations to T = 0K. For this sample the critical
field was found to be Bc = 7.5T.
Figure 2.28: Magnetic response of P:Si
for different doping regimes. The criti-
cal concentration for the metal-insulator
transition nc and when the donor band
merges with the conduction band ncb
are displayed. The spin susceptibil-
ity χspin changes character from Curie
χCurie to Pauli χPauli type in the in-
sulating and metallic phase, respec-
tively. The orbital part χorb trans-
forms from Larmor-like χLarmor to a
Landau-Peierls-like χLandau−Peierls char-
acter (taken from [51]).
Figure 2.29: Average susceptibility per
donor of P:Si as a function of tempera-
ture for samples with concentrations in-
dicated in units of 1018/ cm3. The dot-
ted line is the baseline relative to which
the susceptibility at low temperatures is
examined. The donor susceptibility con-
sists of a positive part related to the spin
and a negative part through the orbital
motion. Note, that the data for all the
samples tend toward a single curve for
T > 60K which exhibits diamagnetic be-
havior (after [52]).
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Figure 2.30: Comparison between donor and ESR susceptibilities of P:Si. Left: Static donor
susceptibility at T = 78K vs. donor concentration. The static susceptibility contains
contributions from the spin and the orbital moment. The straight lines have slopes of 1 and
1/3 at low and high concentrations, respectively. Right: ESR susceptibility at T = 77K,
which is only sensitive to the spin component vs. donor concentration. The straight lines are
the same as those on the left except that they have been translated vertically. Comparison
of the two data sets allows separation of spin and orbital contributions to the total donor
susceptibility (taken from [51]).
concentration, the spin and ESR susceptibilities follow the same power laws, only differing by
a vertical offset, with relates to the orbital susceptibility. Further on the metallic side of the
MIT for n & 3nc, the character of the spin susceptibility changes from that of local moments
to that of conduction band electrons. This is about the carrier concentration, at which no
longer a 1s-2p transition for the donor states could be observed in the FIR experiments. This
means, that the susceptibility measurements find that the merging of the donor band with
the conduction band takes places at about the same carrier concentration found by the FIR
measurements, and that the donor states lose their character above that concentration. The
measurements presented in this work will show a similar behavior for the spin dephasing times
T ∗2 and electron g-factors in Si:GaAs.
Figure 2.31: Concentration of magnetic moments
NS in uncompensated P:Si determined experi-
mentally in zero field andNSch in finite magnetic
field vs. doping concentration n, where the crit-
ical concentration for the metal-insulator tran-
sition is nc = 3.52 × 1018/ cm3. The dashed
line indicates NSch = N expected in the dilute
insulating limit. The solid line gives the con-
centration of local moments NM in the metallic
phase as calculated by theory (taken from [53]).
Lakner and coworkers went even further by deriving the concentration of magnetic moments
from specific heat measurements [53]. Their results are shown in figure 2.31. The qualitative
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similarity of this curve with the spin lifetimes found by Kikkawa and Awschalom (fig. 1.2)
and the spin lifetimes obtained from ESR linewidths (cf. fig. 2.23) is striking. All curves show
a clear maximum right at the metal insulator transition with steep slopes to both sides of
it. This again shows the importance of the metal-insulator transition not only for electrical
transport, but also of magnetic phenomena like donor susceptibility or spin dephasing.
In summary, there are numerous experimental proofs that the metal-insulator transition in
semiconductors takes place according to the Mott-Anderson-Hubbard model. Upon doping a
donor band is formed, where disorder leads to the formation of localized states, and electronic
correlation will introduce a Hubbard splitting. Further doping will lead to the appearance of
delocalized states, which are separated from the localized ones by mobility edges. The actual
transition from the insulating to the metallic states happens, when the Fermi level crosses a
mobility edge from localized into delocalized states. At even higher electron concentration,
the donor band will merge with the conduction band, and the donor states lose their character
and can be sufficiently described just by conduction band Bloch states.
2.3 Dynamic Nuclear Polarization
Usually, coupling of the electronic spin system to the nuclear spin system is neglected, because
the hyperfine interaction is rather small. However, under certain circumstances, the coupling
to the nuclear system can be quite large and, once the nuclear spins are partially polarized, the
nuclear magnetic fields may influence the electron spin lifetimes and dynamics significantly.
This section will give a short introduction into the main ideas regarding the interaction of
electron spins with nuclear spins and will present some experimental preliminaries.
All stable isotopes of the GaAs constituents, i.e. 69Ga, 71Ga, and 75As carry a non-
vanishing nuclear spin (see table 2.1) which couples to the electronic system via a Fermi
contact interaction, also called nuclear hyperfine interaction. In addition, even the dopant
contains a small percentage of the isotope 29Si which carries a nuclear magnetic moment. But
due to the small natural abundance, the low concentrations within the samples, and the small
absolute sensitivity the effects of silicon are negligible.
Natural Magnetic NMR Sensitivity
Isotope Abundance Spin Moment Frequency rel. abs.
α (%) I (~) µ (µN ) γ/2pi (MHz/T) (%)
28Si 92.2 0 — — — —
29Si 4.7 1/2 -0.55477 8.4578 0.784 2.09
30Si 3.1 0 — — — —
69Ga 60.4 3/2 +2.0108 10.219 6.91 237
71Ga 39.6 3/2 +2.5549 12.984 14.2 319
75As 100.0 3/2 +1.4349 7.2919 2.51 143
Table 2.1: Basic nuclear data for stable isotopes of Si:GaAs constituents (adapted from [54]).
The magnetic moment is given in units of the nuclear magneton µN = 5.051× 10−27 J/T.
The relative sensitivity is given for equal number of nuclei relative to the proton 1H at
constant field calculated by 7.652×10−3 µ3 (I+1)/I2. The absolute sensitivity regards the
natural abundance and is scaled to be 1 for 13C. It can be calculated as 43.43αµ3 (I+1)/I2.
In both formulas the magnetic moment enters in units of µN and the nuclear spin in units
of ~.
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The Hamiltonian of the Fermi contact interaction has the form [57]
HF = 8pi3
µ0
4pi
g0 µB γ ~ ~I · ~S δ(~r) (2.14)
=
2
3
µ0 g0 µB γ ~ ~I · ~S |ψ(0)|2 (2.15)
with the vacuum permeability µ0 = 4pi × 10−7Vs/Am, the g-factor of the free electron g0,
the Bohr magneton µB , and the nuclear gyromagnetic ratio γ (which is an analogue to the
electronic g-factor). The delta function δ(~r) states the contact interaction, where ~r is the
distance between electron and nucleus. It may be rewritten in terms of an average over the
orbital motion |ψ(0)|2 where ψ(~r) is the electron wave function relative to the nucleus.
Since the nuclear hyperfine coupling is a contact interaction, i.e. the electron wave function
must have a significant overlap with the nucleus (|ψ(0)|2 must be large), the interaction is
largest for localized electronic states, while it is weaker for extended states. Thus, localiza-
tion will play an important role for the understanding of the spin lifetimes and dynamics
(precession) of optical oriented electron spins in Si:GaAs.
While standard nuclear magnetic resonance (NMR) utilizes radio-frequency (RF) electro-
magnetic waves tuned to the nuclear resonance frequency to align and manipulate nuclear
spins, electron spins may also be used to polarize nuclei and to detect nuclear polarization.
In 1955, Overhauser predicted that a large electron spin polarization in the conduction band
leads to a polarization of the nuclear spin system [55]. Thus, continuous optical alignment of
electron spins allows high nuclear polarization with effective nuclear magnetic fields BN on
the order of several tesla. Since the nuclei will depolarize through spin-lattice and quadrupole
relaxation once the electron spin imbalance becomes small this effect is called dynamic nuclear
polarization (DNP).
Macroscopically, the equilibrium among nuclear spins may be described by a nuclear spin
temperature θN . This equilibrium is reached by interaction between nuclear spins within a
time T1 = 1/γ BL, where γ is the nuclear gyromagnetic ratio, and BL the local magnetic
field. Since BL is on the order of 10−4 T, the time T1 is generally on the order of several
microseconds [56]. This is much shorter than the nuclear polarization time, so that the
system can be described at all times by the spin temperature. The nuclear magnetization is
aligned along the magnetic field ~B that the nuclei experience, and its magnitude follows a
Curie law:
〈~I 〉 = 1
3
~ γ I(I + 1)
~B
kB θN
(2.16)
The nuclear spin temperature can be quite different from the lattice temperature. It has the
form
1
θN
=
1
θ0
B
B2 + ξB2L
(2.17)
where θ0 only depends on the nuclear spin-lattice relaxation and ξ is a numerical parameter
on the order of unity, which depends on the nature of the spin-spin interactions. Even if,
for example by optical orientation, spin polarized electrons are in the conduction band, no
nuclear polarization takes place, as long as the external field is smaller than the the local
field. If the nuclei were initially aligned, they will in fact depolarize, thus their magnetization
will decrease. If, however, the external field is larger than BL, dynamic nuclear polarization
takes place, which effectively aligns the nuclear spins with respect to the external field and
the electron spins in the conduction band. It turns out that the nuclear spin temperature
may be orders of magnitude smaller than the lattice temperature (θN ≈ 10−7K), because the
coupling of the spin systems provides an efficient way of cooling the nuclei by aligning their
initially randomly oriented spins, while a continuous optical orientation provides sufficient
spin polarized electrons. At this point, it is already evident, that the spin transfer from the
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electrons to the nuclei will have an effect on the electron spin lifetime. Section 2.4.6 will treat
this topic in greater detail.
Regarding dynamical nuclear polarization, the nuclear mean spin 〈~I 〉 can then be written
as
〈~I 〉 = 4
3
I(I + 1)
(~S · ~B) ~B
| ~B|2 + ξ| ~BL|2
, (2.18)
where ~S is the electron spin. This implies that no DNP takes place, as long as no electron
polarization is present. Even if ~S 6= 0, nuclear polarization can only build up, if the spins are
not perpendicular to the external magnetic field. If this is the case, the mean nuclear spin
due to hyperfine interaction can either be parallel (~S · ~B > 0) or antiparallel (~S · ~B < 0) to
the direction of the external magnetic field.
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Figure 2.32: Creation of an effective magnetic field due to dynamic nuclear polarization. Only
a spin component parallel to the external field causes the nuclei to polarize, that is why
the sample is slightly tilt. Depending on the helicity of the light excitation, the nuclei may
align antiparallel (left fig.) or parallel (right fig.) with respect to the external field, thus
effectively decreasing or increasing it. An observer would detect an increase or decrease of
the Larmor frequency, depending on the type of excitation.
Figure 2.32 shows the DNP geometry for optical pumping conditions in the Voigt geometry
(~k ⊥ ~B). Since electron spins are aligned along the photon’s direction of propagation, the
sample needs to be tilt in order to get an electron spin component along the external magnetic
field direction. Depending on the laser’s helicity, the spins can have a component either
parallel (right) or antiparallel (left) to the B-field. Therefore, the nuclei may polarize also
either parallel or antiparallel to the external field. Since the nuclear polarization itself causes
a magnetic field BN , the effective field acting on the electrons may thus be ~Beff = ~Bext± ~BN ,
which can be detected by measuring an increase or decrease of the Larmor frequency. If
optical orientation is used for polarization of the nuclear spin system, and the effects of
this polarization is also studied by optical means, all-optical NMR becomes feasible. The
fundamentals of dynamic nuclear polarization have been developed in the 1970s by Paget
and others [21], but recently, a renaissance of this phenomenon can be observed, using time-
resolved methods [59, 60].
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The nuclear magnetic field can be written as ~BN = bN 〈~I 〉/I, where the coefficient bN
therein is given by
bN =
2µ0
3
g0
g∗
~
∑
i
γi|ψq(~r)|2. (2.19)
The summation is done over all nuclei within the crystal’s unit cell. One important conse-
quence of equation (2.19) is that, if the sign of the nuclear gyromagnetic moment γ is known,
the sign of the effective electron g-factor g∗ can be obtained by measuring the direction of the
nuclear field ~BN (fig. 2.33), which is then given by
~BN =
4
3
(∑
i
(Ii + 1) bN (i) fi
)
( ~B · ~S) ~B
| ~B|2 + ξ| ~BL|2
, (2.20)
where the summation is over all isotopes within the unit cell with nuclear spin Ii and a leakage
factor fi, which takes spin-lattice relaxation into account.
Figure 2.33: Determination of the
sign of the electron g-factor by
the oblique Hanle effect. The sign
of the magnetic field for which
the bump is observed gives the
sign of the electronic g-factor,
which is negative for GaAs and
Ga0.99In0.01As, and positive for
Ga0.74Al0.26As (after [58]).
The influence of the nuclear field is very important, since it can reach several tesla. For
GaAs Paget and coworkers [56] estimated the field coefficients for an effective electron g-
factor g∗ = −0.44 for the different isotopes: bN
(
69Ga
) ≈ −0.91T, bN (71Ga) ≈ −0.78T,
and bN
(
75As
) ≈ −1.84T. Depending on the mean nuclear spin, total nuclear fields up to
2.9T (for S = 1/2, 50% electron spin polarization, and fi = 1, i.e. no leakage) may act
on the electrons in addition to the external field. Due to nuclear spin-lattice relaxation, the
mean nuclear polarization may be only a fraction of that, but still the nuclear fields would be
comparable to the externally applied magnetic fields.
Although Overhauser’s prediction was made for delocalized conduction band electrons,
other theories, i.e. from Paget [21], show that due to the nature of the hyperfine coupling
as a contact interaction, localized spins should couple more effectively to the nuclear system.
Instead of sampling over many nuclei like the itinerant electrons would, localized ones sample
only a small fraction over and over again, thus increasing the probability of an electron-nucleus
spin exchange. When pumping delocalized electrons, they may transfer their spin momentum
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within picoseconds to localized ones through electron-electron scattering processes, which will
be discussed in section 2.4.7. A sketch of the whole process of dynamic nuclear polarization
is given in figure 2.34 showing how the nuclei get indirectly polarized by optical alignment,
and how the induced polarization finally relaxes to the lattice.
nuclei
lattice
itinerant
electrons
optical
orientation
localized
electrons
weakstrong
Figure 2.34: Path of Dynamic Nuclear Polarization and
possible relaxation. Theory predicts a strong coupling
between localized electrons and nuclei. Spin momen-
tum may be transferred between extended and local-
ized electrons via electron-electron scattering.
Experimental evidence for dynamic nuclear polarization was found twelve years after Over-
hauser’s prediction by Lampel [61]. More recent experiments by Kikkawa and Awschalom
show that all-optical nuclear magnetic resonance is feasible [59]. The polarization of the nu-
clei by optically spin-polarized electrons takes place on macroscopic time scales of about 10
minutes at low temperatures. This makes spin polarized nuclei interesting for quantum in-
formation procession, for instance to use nuclei as a spin memory. Figure 2.35 displays some
basic DNP data obtained in Si:GaAs with a free carrier concentration of n = 3× 1016 /cm3.
One can for example extract the nuclear field that is induced by optical pumping. The role
of the electronic states involved in that process is still heavily discussed, and will be one of
the issues of the present work. It can already be seen from this short discussion.
When electron spins couple to nuclear spins, their spin coherence will decrease. Thus,
hyperfine coupling of the electronic system to the nuclear system may serve as a spin dephasing
channel. An overview of this and other spin dephasing mechanisms will be given in the
following section.
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Figure 2.35: All-optical nuclear magnetic resonance
at low temperatures (T = 5K) in Si:GaAs with
n = 3 × 1016 /cm3 at B = 5.19T (taken from [59]).
A: Time-resolved Faraday rotation θF . B: Relative
magnetic field changes ∆Btot vs. laboratory time.
A fresh spot on the sample was probed at 600 and
1860 s, the discontinuity of the Faraday rotation is
due to the nuclear field. C: Faraday rotation data
used to extract ∆Btot. A horizontal cut through
the grayscale image represents an individual scan
as shown atop in A. D: Optically induced field vs.
external magnetic field. The dotted line indicates
a fit to Bind ∝ B5/2. E: Temperature dependence
of Bind for two different optical excitation densities
of Epump = 13µJ/cm
2 (solid dots) and 1.9µJ/cm2
(open circles), respectively.
34
2.4 Spin Dephasing Mechanisms
2.4 Spin Dephasing Mechanisms
Spin relaxation refers to the processes that bring an unbalanced population of spins into
equilibrium. Spin coherence and dephasing in solids are complicated processes. Numerous
dephasing mechanisms may be present in one system, where their interplay may depend on
various parameters, like temperature, magnetic field, doping, and others. In this section, a
general overview of the most important mechanisms shall be given, as well as other effects that
may be present in experiments, and that could be mistaken for spin dephasing mechanisms.
2.4.1 Inhomogeneous Dephasing
At the present time it is not possible to measure spin dephasing of a single spin, instead,
a whole ensemble of spins is being observed and some macroscopic quantity like NMR and
ESR linewidths or net magnetization is being measured. In the ideal case, where all spins
are identical and all feel the same external influences, the measurements can be related to a
single spin, thus one measures intrinsic spin properties. Unfortunately, this case is rather an
exception. In general, the spins in a material like Si:GaAs experience a different environment.
The best example is the g-factor, which varies depending on the band the electron belongs
to, and even within the band, depending on the electron’s kinetic energy. In addition, the
spins under investigation may not experience the same environment. The most important
external parameter is a magnetic field, which is only homogeneous within a very small volume.
Due to all these ensemble effects one generally distinguishes between two major types of
spin dephasing: Homogeneous, i.e. intrinsic and related to basic physical phenomena, and
inhomogeneous spin dephasing, due to sample or setup inhomogeneities, and inhomogeneous
spin ensembles.
The two most important sources of inhomogeneous spin dephasing have already been men-
tioned: A spin ensemble with a distribution of electron g-factors and inhomogeneous magnetic
fields. Other effects are typically much smaller and are therefore negligible. Because the elec-
tron g-factor and the magnetic field enter the Larmor frequency ωL = g∗ µB B t/~ in the
same way, it is only necessary to investigate inhomogeneous broadening of one of them, when
studying spin precession. The homogeneous undamped Larmor precession simply follows a
cosine law:
Mz (t) =M0 cos (ωL t) , (2.21)
where M0 denotes the initial net magnetization along the detection axis. If one assumes for
example a Gaussian distribution of Larmor frequencies with mean ω0 > 0 and distribution
width σω ≥ 0
P (ωL) =
1√
2pi σω
e
− (ωL−ω0)
2
2 σ2ω (2.22)
the net magnetization will become1
Mz (t) =
+∞∫
−∞
M0 P (ωL) cos (ωL t) dωL (2.23)
= M0 e−t
2 σ2ω/2 cos (ω0 t) . (2.24)
The spin ensemble behaves as if it precesses with the mean frequency ω0, but its total mag-
netization disperses in time with e−t
2 σ2ω/2. Note, that this exponential decay is quadratic in
time, which is a signature of inhomogeneous dephasing. As shown later, homogeneous de-
phasing mechanisms have a simple exponential decay of the form e−t/T with a decay time T .
1For a detailed proof of the integration see section D.1 in the appendix.
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Superposition of both contributions leads to a general form of a decaying net magnetization
Mz (t) =M0 e−t/T e−t
2 σ2ω/2 cos (ω0 t) . (2.25)
The inhomogeneities do not necessarily have to have a Gaussian form, but for small broad-
enings the normal distribution may provide a sufficient approximation. An inhomogeneous
spin relaxation time may be defined as Tinh :=
√
2/σω. Figure 2.36 shows some simulations
of homogeneous and inhomogeneous spin dephasing for different relaxation times T and Tinh.
If inhomogeneous broadening is strong, the envelope shows a characteristic plateau at t = 0.
Three distinct regimes are of interest: For T  Tinh, i.e. the inhomogeneous dephasing is
much weaker than homogeneous contributions, the envelope follows the simple exponential
e−t/T . For the other extreme T  Tinh, where the spin dephasing is dominated by inhomo-
geneous effects, the envelope decays much stronger.
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Figure 2.36: Simulation of the interplay between homogeneous and inhomogeneous dephasing
with decay times T and Tinh, respectively (see eqn. 2.25). The figures show the envelopes
of the spin precession in the time domain. Left: Envelopes for Tinh ≥ T . Note, that for
Tinh  T , i.e. spin dephasing is dominated by homogeneous effects, the envelope becomes
a simple exponential e−t/T . Right: Envelopes for Tinh ≤ T . The more pronounced the
plateau for t = 0 the more total dephasing is limited by inhomogeneous mechanisms.
For moderate inhomogeneous dephasing T < Tinh, one may introduce an effective relaxation
time T ∗ defined by
1
T ∗
=
1
T
+
1
Tinh
. (2.26)
Since it is not always possible to separate the inhomogeneous from homogeneous effects, most
of the time people just use the effective spin dephasing time T ∗.
2.4.2 Homogeneous Dephasing
The decay for homogeneous dephasing is similar to radioactive decay. Spin dephasing takes
place through scattering events, where the spin vector changes by transferring its angular
momentum to other scattering partners. The probability for such an event to happen is the
same for all spins with identical properties, i.e. within a homogeneous ensemble. Instead of
dealing with the probability, one may define a spin relaxation rate 1/T . The net change of
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spins losing their coherence dN/dt to the total number of spins N(t) at time t is then
dN
dt
= − 1
T
N(t) (2.27)
N(t)∫
N0
dN˜
N˜
= −
t∫
0
dt˜
T
(2.28)
ln (N(t))− ln (N0) = − t
T
(2.29)
N(t)
N0
= e−t/T (2.30)
N(t) = N0 e−t/T , (2.31)
where N0 = N(0) is the number of spins at time t = 0. Thus, homogeneous dephasing is
in general characterized by a simple exponential decay. However, as soon as this simple rate
ansatz is no longer valid, other time dependencies may appear. One of these exceptions is
spin dephasing via nuclear hyperfine interaction.
The next three sections will deal with standard homogeneous dephasing mechanisms
(see [62]), while section 2.4.6 will deal with spin scattering due to interaction with the nucleus.
The remaining sections cover other mechanisms that may be also present in real experiments
and that may obscure the intrinsic spin scattering mechanisms under investigation.
2.4.3 The Elliott-Yafet Mechanism
The Elliott-Yafet (EY) spin relaxation [9, 63] is based on the fact that in real crystals Bloch
states are not spin eigenstates due to spin-orbit interaction of the electron spins with their
orbital motion. An ordinary, i.e. spin independent interaction with impurities, boundaries,
interfaces, phonons, and even other electrons (see sec. 2.4.7 for e-e scattering) can mix spin
up with spin down and thus serves as a spin dephasing channel (fig. 2.37). This spin-orbit
coupling in GaAs is quite large for heavy- and light-hole states (p-like), compared to the s-like
conduction band states. The Elliott-Yafet mechanism is therefore especially important for the
spin dephasing of hole states. Figure 2.38 illustrates the short hole dephasing times of a few
picoseconds found in magnetic Mn:ZnSe/ZnCdSe quantum wells. Due to the confinement and
stress within the heterostructure the heavy-hole states are degenerate, thus no precession of
the holes is observed.
Figure 2.37: Sketch of the Elliott-Yafet spin de-
phasing mechanism. Spin-orbit coupling mixes
Bloch eigenfunctions of spin up and down. At
each momentum scattering event, there exists
a non-vanishing spin flip probability, leading to
spin dephasing. Spin can be transferred to the
electron’s angular momentum. Between scat-
tering events, the spin is preserved (after [62]).
In order to get a qualitative treatment of the relaxation rates, the Elliott-Yafet model
assumes at each momentum scattering event that the electron spin is flipped with a certain
probability. Thus the spin relaxation rate 1/τEYS should be proportional to the momentum
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Figure 2.38: Hole dephasing due to
Elliott-Yafet spin scattering in a
Mn:ZnSe/Zn0.77Cd0.23Se magnetic quan-
tum well for T = 4K and B = 2T. No
hole precession is found, because the
heavy-hole spin states are degenerate due
to the quantum confinement and stress.
Note, that the hole component decays
within a few picoseconds due to strong EY
dephasing (taken from [64]).
scattering rate 1/τp, i.e. the scattering rate that can be found from electrical transport
measurements. A thorough analysis [21] leads to
1
τEYS
= Aη2
(
1− η/2
1− η/3
)2(
kB T
Eg
)2 1
τp
, (2.32)
where A is a constant in the range 2 to 6, depending of the dominant momentum relaxation
process, and η = ∆SO/(Eg + ∆SO) is the spin-orbit splitting parameter. For GaAs it is
η = 0.224. The temperature dependence of the momentum relaxation rate can be measured
through the electron mobility µe = e τp/me.
2.4.4 The D’yakonov-Perel’ Mechanism
In crystals that lack inversion symmetry, like the zinkblende GaAs, the spin degeneracy is
completely lifted for ~k 6= 0. Spin up and spin down electrons have different energies for the
same momentum state. This leads to an effective magnetic field ~B(~k) around which the spins
precess. Since this effective magnetic field is dependent on the size and the direction of the
electron’s momentum, the precession has changed the spin direction differently each time a
momentum scattering event occurs, which changes ~k and therefore the precession axis and
frequency through ~B(~k). The spin dephasing takes place through the random distribution
of momentum scattering events which leads to a random distribution of momentum and
direction, and therefore precession axis and frequency (fig. 2.39).
Figure 2.39: Sketch of the D’yakonov-Perel’ spin
dephasing mechanism. Through the lifting of
the spin degeneracy in non-centrosymmetric
crystals an effective magnetic field ~B(~k) acts
on the electron spins, causing them to precess.
After each momentum scattering event, preces-
sion frequency and axis change, which leads to
spin dephasing (after [62]).
D’yakonov and Perel’ (DP) were the first to relate the lifting of the spin degeneracy to spin
dephasing [65, 66] and to set up a theory delivering quantitative relations [67] for the spin
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relaxation rate 1/τDPS :
1
τDPS
= Qα2
(kB T )
3
~2Eg
τp, (2.33)
where Q is a dimensionless factor that ranges from 0.8 to 2.7 depending on the dominant mo-
mentum scattering process. The latter can be determined by mobility measurements just like
for the Elliott-Yafet mechanism. The parameter α characterizes the k3 term for conduction
band electrons and is approximately given by
α ≈ 4 η√
3− η
m∗cb
me
(2.34)
Qualitatively, the doping dependence of the D’yakonov-Perel’ can be seen from
τDPS =
315
16
α−2
~2Eg
E3 τp(E)
, (2.35)
when the electron energy E is the Fermi level. Upon higher doping, the Fermi sphere will
increase, thus E will become larger, and τDPs will decrease. That is why the DP mechanism
dominates the spin dephasing at high donor concentrations. A quantitative relation2 for
conduction electrons at the Fermi edge in the metallic regime (n > 2 × 1016/ cm3) has been
estimated by Dzhioev and coworkers [68] to be
τDPS ∝
Eg
n2
[
ln(1 + x)− x
1 + x
]
, (2.36)
where x = aB
3
√
3pi5n, which is based on the effective electron screening radius, and aB is the
Bohr radius.
The D’yakonov-Perel’ mechanism has a characteristic feature which makes it easy to identify
its influence in experiments: If the random internal magnetic fields the electron sees are small,
compared to an external magnetic field (i.e. 1/τp . ωL), the precession about the internal
fields may be suppressed, and thus, the spin dephasing time should increase. Regarding only
precession about the external magnetic field with frequency ωL, one can estimate the B-field
dependence of the spin scattering time as [21]
τDPS (B) = τ
DP
S (0)
(
1 + (ωL τp)
2
)
. (2.37)
In addition to the precession, there is also the orbital motion of the electron in a magnetic
field with the cyclotron frequency ωC = eB/me c0. In the extreme case, where a strong
magnetic field (ωC τp  1) is applied along the 〈100〉 or 〈111〉 direction, the D’yakonov-
Perel’ mechanism will be completely suppressed. The theory for classical, i.e. non-quantizing
magnetic fields [69] leads to
1
τ˜DPS ( ~B)
=
1
8
[
15 (β1 − 9β2)− 5 (1− 4β1 + 45β2)
1 + (ωC τ∗)
2 +
+
17β1 − 117β2
1 + (2ωC τ∗)
2 +
3 (1− 4β1 + 9β2)
1 + (3ωC τ∗)
2
]
1
τ˜DPS (0)
. (2.38)
2The original paper states an effective impulse scattering rate τp for Fermi electrons. Unfortunately, the
formula given does not have the unit of an inverse time. Because of its dependence on τp, the DP
dephasing time does also not evaluate to a time. An erratum does not exist.
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Figure 2.40: Anisotropy of the D’yakonov-Perel’ spin relaxation mechanism with regard to
the direction and magnitude of the applied magnetic field. Each plot shows τ˜DPS (0)/τ˜
DP
S ( ~B)
(cf. eqn. 2.38) for a fixed magnitude of the magnetic field, but for all directions in space.
Between the plots A through F the magnetic field is increased, thus ωC τ∗ = 0 (A), 0.5 (B),
0.8 (C), 1 (D), 1.5 (E), and 2 (F). Note, how the whole surface extent shrinks upon field
increase, indicating an increase of the spin lifetime.
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The spin relaxation rate in (2.38) still contains the whole ~k dependence (therefore τ˜ instead
of τ). The anisotropy in ~B enters via the parameters β1 = (B2xB
2
y + B
2
xB
2
z + B
2
y B
2
z)/| ~B|4
and β2 = B2xB
2
y B
2
z/| ~B|6. Instead of the momentum scattering time τp a scattering time for
the orbital motion τ∗ is introduced. For large magnetic fields (ωC τ∗  1) the scattering rate
tends to vanish for ~B directed along 〈100〉 or 〈111〉.
Figure 2.40 shows the direction dependence of τ˜DPS (0)/τ˜
DP
S ( ~B) for several values of ωC τ
∗. It
shows that even along other directions the D’yakonov-Perel’ spin relaxation rate gets consid-
erably reduced. Even along the “hard” axis 〈110〉, the spin relaxation is reduced to less than
50% (limB→∞ τ˜DPS (0)/τ˜
DP
S ( ~B) = 15/32). The decrease in the relaxation rate with increasing
field along the three major axes is displayed in figure 2.41.
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Figure 2.41: Suppression of the DP spin re-
laxation mechanism through a magnetic field.
The plot shows τ˜DPS (0)/τ˜
DP
S ( ~B) for increas-
ing magnetic fields along the three major axes
〈100〉, 〈110〉, and 〈111〉. Only along 〈100〉 and
〈111〉 is the suppression complete, but even
for the “hard” axis 〈110〉, a strong field may
lead to a decrease in the spin relaxation rate
by over 50%, thus the spin lifetime will more
than double.
In GaAs the effect of the orbital motion is expected to be much stronger than the effect
due to the Larmor precession. In the general case, the rate of electron spin relaxation due
to the D’yakonov-Perel’ mechanism should begin to decrease at ωC τp ≥ 1, then saturate at
ωC τp  1 and finally decrease to zero at ωL τp  1.
It should be noted, that the directions of the B-field causes the cyclotron motion of the
electrons to be perpendicular to it, i.e. ~k ⊥ ~B. From studies of GaAs quantum wells [70], the
strong anisotropy of the DP mechanism has been experimentally confirmed, as spin dephasing
is much weaker with ~k along the 〈110〉 direction, than e.g. along 〈100〉. This is completely
consistent with the dependence on the direction of the magnetic field. If the field is aligned
along 〈110〉 the electrons have no k-component along that direction, thus they experience
strong DP dephasing. Along 〈100〉 and 〈111〉, the spin dephasing gets weaker upon field
decrease, since now, DP dephasing along these respective axes is no longer possible. In
addition, the electron’s wave vector will also be aligned along 〈110〉 at certain times during
the cyclotron motion, and then, the DP mechanism is greatly suppressed.
2.4.5 The Bir-Aronov-Pikus Mechanism
In p-type material scattering via electron-hole spin exchange is the major relaxation channel.
Although the importance in n-type GaAs might be small (e.g. excitons), a brief discussion of
this Bir-Aronov-Pikus (BAP) mechanism [71, 72] follows.
Figure 2.42 illustrates the spin dephasing through spin exchange of electrons and holes,
either free or bound forming an exciton. The exchange interaction has the form of a contact
interaction, i.e. the coupling strength is dominated by the overlap of the electron and hole
wave functions. In III/V compounds, Fishman and Lampel [73] obtain for the relaxation rate
1
τBAPS
= p σsp v (2.39)
with the hole concentration p, the electron’s velocity v =
√
2Ekin/m∗ and the sp-spin flip
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Figure 2.42: Sketch of the Bir-Aronov-Pikus spin de-
phasing mechanism. Collisions between electrons
and holes, either free or bound as an exciton, can
lead to a spin flip via a electron-hole spin exchange
interaction. That is why this process is important
for p-type material and in systems with reduced
dimensions, like e.g. quantum wells (after [62]).
cross-section being
σsp =
5pi
64
(
∆x,1s
Ex,1s
ax,1s
)2
. (2.40)
Here, Ex,1s = ~2/2mxa2x,1s is the binding energy of an exciton in the 1s state, mx is the
reduced mass of the exciton, ∆x,1s the exchange splitting, which is the energy difference
between the exciton’s 1s triplet and quintuplet state, and ax,1s the exciton’s first (1s) Bohr
radius.
2.4.6 Nuclear Hyperfine Interaction
As already seen in section 2.3, coupling of the electron spin to the nucleus via the Fermi
contact interaction
HF = 23 µ0 g0 µB γ ~
~I · ~S δ(~r) (2.41)
= AV ~I · ~S δ(~r) (2.42)
with the coupling constant A and the unit cell volume V can act as a spin relaxation mech-
anism (fig. 2.43). Fishman and Lampel [73] calculated that the spin relaxation rate due to
nuclear hyperfine coupling (NHC) should be
1
τNHCS
=
2
3
NN (AV )
2 (|ψ(0)|2 V )2 I (I + 1)√2 (m∗cb)3Ekin
2pi ~4
. (2.43)
Therein, NN is the density of nuclei, and ψ and m∗cb the electron’s wave function and effective
mass, respectively.
Figure 2.43: Sketch of spin dephasing through nu-
clear hyperfine coupling. Left: An initially spin-
polarized electron system couples to nuclear spin
system. Right: After dynamic nuclear polariza-
tion through the electrons the nuclear spin sys-
tem has cooled down, while the electron spin po-
larization has decreased.
electrons
nuclei
NHC
electrons
nuclei
NHC
N large N small
optical
cooling
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The nuclear hyperfine coupling is predicted to be the major spin relaxation mechanism in
III/V semiconductor quantum dots [74, 75] with non-exponential decay, but the role of this
relaxation mechanism in bulk material is up to now unclear, despite the findings of Kikkawa
and Awschalom [59] (cf. fig. 2.35).
2.4.7 Electron-Electron Scattering
Electron-electron scattering is closely related to the actual impurity scattering described by
the Elliott-Yafet mechanism. In an isotropic system, the spin states would be eigenstates,
thus spin momentum may not enter or leave the electronic system. The mixing of the spin
states with the orbital states in GaAs leads to anisotropic electron-electron scattering which
may indeed transfer angular momentum from the spin to the orbital part and vice versa. Even
if the spin-orbit coupling is weak, spin may be effectively transferred between different elec-
tronic states, for example between localized and itinerant electrons. Thus, electron-electron
scattering is important in optical orientation by providing means to bring the initially very
imbalanced electronic system closer to equilibrium.
2
2'
1
1'
2
1
2'
1'
Figure 2.44: Electron-electron scattering as a spin dephasing mechanism is closely related to
the Elliott-Yafet mechanism, as the electrons themselves become the scattering centers. In
addition to that, a new scattering channel is allowed due to electron exchange. Left: The
spin-polarized electron (1) keeps its spin after the scattering event. Right: The spin is trans-
ferred from the initially polarized electron (1) to an unpolarized one (2) upon scattering.
In addition to the Elliott-Yafet mechanism, exchange scattering is possible for electron-
electron scattering, which acts as another relaxation channel (fig. 2.44). Boguslawski [76]
calculated the spin relaxation rate due to electron-electron scattering to be
1
τe−eS
=
5
4
Ne
(
2η(2− η)
3− η
)2(
e2
ε0 εr Eg
)2√
pi kB T
m∗cb
J(s) (2.44)
with
J(s) = −1− (s+ 1) es
s∫
−∞
ex
x
dx, (2.45)
where s = ~2 q2s/2m∗cb kB T , qs is the inverse screening radius, and εr = εr(ω = 0) is the
static dielectric constant. The pre-factor of 5/4 takes the normal (factor 1) and the exchange
scattering (factor 1/4) into account.
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2.5 Parasitic Effects
The next sections deal with effects that are strictly speaking no spin dephasing mechanisms.
In an actual experiment, it is already hard to draw a line between homogeneous and inho-
mogeneous effects. It is even harder to separate processes like spin diffusion or intraband
relaxation from true spin dephasing, which may lower the observed spin polarization simply
because the spins leave the probe area (either spatially or energetically). It happens very
easily that these effects may bastardize spin relaxation times, that is why great attention has
to be paid when evaluating raw data.
2.5.1 Spin Diffusion
Diffusion of electrical charge is a common physical concept, and so it is not surprising that even
the electron spin can be associated with a diffusion process. Kikkawa and coworkers [14, 77]
studied for example the transport of an optically generated spin packet through an external
electric field (fig. 2.45). Spin mobilities on the order of µdrift ≈ 3 × 103 cm2/Vs have been
estimated.
Figure 2.45: Spin diffusion and mobil-
ity investigated by spatially-resolved
time-resolved Faraday rotation. The
image shows the time-evolution of an
optically generated spin packet in an
external electric field E = 37V/cm
at T = 5K. Note, how the spin
packet broadens due to spin diffusion
(taken from [77]).
Spin diffusion, even without applied electric fields, may already happen due to the extreme
spin imbalance under optical pumping conditions. For time-resolved experiments, the net
magnetization is detected by a probe spot of about 50µm in diameter. Spins that leave this
region will not be detected, which may appear as a loss of magnetization and which may
be misinterpreted as a decrease in spin lifetime (fig. 2.46). This may become increasingly
important if the electrons carry excess energy in form of additional kinetic energy when
exciting the electrons further above the semiconductor’s band gap.
2.5.2 Reabsorption of Circularly Polarized Light
Recombination of spin-polarized electrons and holes produces circularly polarized light, which
may be reabsorbed and which produces secondary spin-polarized electrons and holes. Depend-
ing on the direction of the emitted photon, the optical polarization will change, leading to
different spin polarization of the secondary electrons and holes. Also, the recombining elec-
trons and holes may already have experienced partial decoherence, which further decreases
the total spin polarization.
In general, the polarization degree of the secondary electrons is much smaller than that of
the primary ones. Depending on the efficiency of the reabsorption process, it may have an sig-
nificant influence on the total spin polarization that is being measured. In photoluminescence
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t > 0
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Figure 2.46: Schematic sketch of spin diffusion
effects. The pump pulse is focused onto the
sample where it generates a net spin polariza-
tion at time t = 0. After a time delay ∆t > 0,
the probe pulse measures the remaining polar-
ization in the same region. If significant spin
diffusion took place, a part of the polarization
is outside the probed area, which can not con-
tribute to the magnetization measured by the
probe. This deficit may be attributed to spin
relaxation rather than diffusion, resulting in
faulty spin lifetimes.
experiments for example, spin diffusion of the primary electrons into the bulk of the sample
may worsen the negative impact of reabsorption, since less primary luminescence photons
with a high polarization degree can be detected and secondary ones with low polarization
degree add to the total signal.
The reabsorption depends on several parameters of the semiconductor under investigation,
like doping, band degeneration, and the type of experiment performed, regarding the angular
dependence of the luminescence polarization or the optical excitation density. The interested
reader should refer to [21] for details.
2.5.3 Intraband Relaxation
If optical orientation takes place in an intrinsic semiconductor with an excitation energy equal
to the band gap h ν = Eg, the only way to lower the energy of the electron and the hole is
to recombine. If the photon energy is higher than the band gap, both electron and hole will
be created with additional kinetic energy. Depending on the type of transition, i.e. from
heavy-hole or from light-hole into the conduction band, the distribution of this excess energy
∆E = h ν − Eg between electron (∆E(hh/lh)e ) and hole (∆E(hh/lh)h ) may substantially be
different. This is illustrated in figure 2.47 for a photon energy of h ν = 1.7 eV, with energies
and curvatures drawn to scale. Assuming parabolic bands with effective curvatures taken
from the effective masses at the Γ-point in GaAs one can easily3 derive
∆E(hh)e
∆E
=
m∗hh
m∗cb +m
∗
hh
= 88%,
∆E(hh)h
∆E
=
m∗cb
m∗cb +m
∗
hh
= 12%,
∆E(lh)e
∆E
=
m∗lh
m∗cb +m
∗
lh
= 55%,
∆E(lh)h
∆E
=
m∗cb
m∗cb +m
∗
lh
= 45%.
Note, that the excess energy ratios do not depend on either the band gap, or the excitation
energy, but only on the effective masses.
An increase of the excitation energy above 1.810 eV allows direct transitions from the split-
off hole band into the conduction band. In the experiments performed for this work, energies
that high were avoided in order to exclude such a transition. Therefore, there is no need to
go into the theoretical details associated with the split-off transition.
One effect of the excess energy of the electron is that the influence of the spin-orbit splitting
gets larger, the bigger the wave vector ~k is, which in turn intensifies spin-relaxation through
the D’yakonov-Perel’ mechanism. A detailed discussion of this topic can be found in [21].
3The derivation can be found in appendix D.2.
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Figure 2.47: Excess energy of electrons
and holes for an optical excitation en-
ergy of h ν = 1.7 eV in intrinsic GaAs.
For the heavy-hole transition 88% of
the excess energy ∆E = 181meV is
transferred to the electron, whereas for
the light-hole transition, only 55% of
the energy goes to the electron. The re-
maining 12% and 45% are transferred
to the heavy- and light-hole, respec-
tively. Note, that energies and curva-
tures are drawn to scale.
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A second consequence of the electron having additional kinetic energy is the so called “hot
electron relaxation”. Hot in a sense that the electron temperature is higher if the electron
has a higher kinetic energy. The whole electron system in the conduction band reaches its
equilibrium within a few hundred femtoseconds by performing electron-electron scattering
processes.
If the electron’s excess energy is more than ELOph = 36meV, a longitudinal-optical phonon
(LO phonon) can be emitted, which is a very efficient way of losing large amounts of energy
within a short amount of time. Figure 2.48 shows this process schematically. For heavy-hole
transitions, this threshold is already reached with photon energies h ν > 1.560 eV, whereas
LO phonon emission for light-hole transitions requires at least 1.585 eV.
Figure 2.48: Schematic sketch of hot electron relax-
ation via LO phonon emission. Multiple phonon
emission is possible, if the electron’s excess energy
is large enough. At each emission process, the elec-
tron loses an energy ∆E = ΩLO ~ = 36meV.
Energy
k
6
 E= LO h
hot electron
cold electron
Numerous experiments have been performed on bulk GaAs [78, 79, 80, 81, 82], finding hot
electron relaxation times on the order of a few picoseconds (fig. 2.49). Since the electrons stay
within the conduction band only relaxing to its minimum, this process is also called intraband
relaxation.
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Figure 2.49: Hot electron relaxation in bulk GaAs at T = 15K measured by time-resolved
transmission spectroscopy (taken from [78]). Left: Spectrally resolved transmission changes
∆T/T measured for four different time delays tD at an excitation density of N = 1.5 ×
1015 /cm3. Dashed lines: spectrum of the excitation pulse. Note the different contributions
from the heavy-hole (hh) and light-hole (lh) transitions and the LO phonon features. Right:
Time-resolved transmission changes ∆T/T at a probing energy of 1.62 eV vs. time delay for
two different excitation densities N . (a) The dashed lines represent two components with
time constants τ1 and τ2 of a biexponential fit to the data. (b) A monoexponential fit to
the initial decay time τ1 is indicated by the dashed line. A slower component is suggested
by the reduced slope of the dotted line.
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Another important effect due to hot electrons affects mainly one-color pump-probe ex-
periments. There, both the excitation and the measuring pulse have the same laser energy
(normally derived from one laser pulse by a beam splitter). Figure 2.50 illustrates the pro-
cess: The hot electron relaxes down to the conduction band minimum, while the probe pulse
samples at the excitation energy. The reduction of the electron population at the probe en-
ergy leads to a decrease in signal amplitude, which may be mistaken for some sort of spin
dephasing, if the intraband relaxation process is not recognized.
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Energy
k
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E Eprobe pump
Energy
k
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8DOS
t=0 t > 0 t >> 0
hot
cold
Figure 2.50: Relevance of intraband relaxation for one-color pump-probe experiments. Since
pump and probe pulse have the same energy, cooling of the initially hot electrons hides the
electrons from the probe beam. The probe signal depends on the density of states at the
probe energy, which decreases in time. This may lead to a measured shortening of spin
lifetimes, simply because fewer and fewer spins can be detected by the probe.
It turns out, that the different consequences of intraband relaxation are hard to separate,
and thus is is difficult to obtain the intrinsic spin dephasing times. In the remainder of the
present work, it has been tried to use complementary experimental approaches to account for
these effects. The results rule out some of the basic traps in the interpretation, as will be
shown.
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2.6 Expressiveness of T ∗2
As the previous sections have shown, there are numerous spin dephasing mechanisms, and
some phenomena that may be mistaken for spin dephasing. This section shall give a brief
outline of what people mean when talking about spin coherence and dephasing, and what
expressiveness spin relaxation times from experiments have.
In the preceding sections, the terms spin decoherence, dephasing and relaxation have been
used interchangeably, and that is what is usually been done in scientific publications. Never-
theless, each of those terms can be properly defined as follows:
Spin Coherence: The term spin coherence originates from the quantum mechanical definition
of coherence, meaning spin states that can described by a single, well defined quantum
mechanical phase. If a state changes its phase, mainly due to scattering events, the
coherence is lost, and such a process is called spin decoherence.
Spin Dephasing: This term is best used for ensemble effects, where, just like in optical ori-
entation of electron spins, a large number of individual spins are aligned, thus having
initially the same spin direction or phase. Due to inhomogeneities or due to homoge-
neous spin scattering events, the spin ensemble as a whole no longer has the same phase,
but the respective spin directions disperse. This is usually meant by spin dephasing.
Spin Relaxation: The most general term is spin relaxation, which simply means some loss
of spin momentum along a given direction, normally the direction of observation. It
does not distinguish whether only the spin direction changes, or if spin momentum is
transferred to the lattice.
In general, one can also distinguish the type of spin relaxation, whether it is just a spin
reorientation, where the total spin moment is conserved, or a loss of spin moment to the
environment, i.e. where the spin is transferred via spin-orbit coupling to the orbital part
of the electron wave function. Based on the nomenclature used in classical NMR, one calls
the first transverse spin relaxation and the latter longitudinal spin relaxation. The spin
dephasing times are accordingly labelled T1 for longitudinal and T2 for transversal dephasing.
The longitudinal relaxation is sometimes called spin-lattice relaxation to emphasize that the
total spin moment is lost to the lattice.
The next problem arises from the difficulty in separating homogeneous from inhomogeneous
dephasing in experiments. As already mentioned in section 2.4.1, an effective spin lifetime
T ∗ (either T ∗1 or T
∗
2 ) is introduced, which includes both, homogeneous and inhomogeneous
effects. In a lazy fashion, T ∗ is also used for experimentally found spin relaxation times which
may even include some experimental artifacts, like those described in section 2.5, namely spin
diffusion or intraband relaxation. This leads to a great difficulty in comparing quantitatively
the experimentally found spin dephasing times with those predicted by theory.
The interpretation of the effective spin lifetime may even lead to the following problem: As
inhomogeneous dephasing always shortens the effective lifetime, one may assume that T ∗ is
a lower bound, i.e. T ∗ < T . That is true for the spin lifetime of an ensemble, but if one tries
to relate this time to that of a single spin, another interpretation becomes possible. During
isotropic electron-electron scattering within the electron system, the total spin is conserved,
but a single electron might transfer its spin orientation to a second one on a timescale shorter
than T ∗. That means that an individual electron may lose its spin information earlier than
T ∗, therefore, one may argue that the effective spin lifetime is a upper bound T ∗ > T .
Also, most of the spin lifetimes published so far, are measured for a single excitation energy,
normally right at the absorption edge. This simplifies experiments, since spin orientation
is easy due to the already strong absorption, and, on the other hand, some light is still
transmitted through the sample allowing the measurements to be performed by Faraday
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rotation. No one up to now investigated the role of the electronic structure by varying the
excitation energy. As will be shown in the remainder of this work, spin relaxation dramatically
depends on the excitation energy, and that a system at a given temperature or magnetic field
cannot be characterized by a single spin lifetime.
The point to make is that one has to be careful about what other people mean by the spin
lifetime and how it was obtained. Although there exist experiments, like spin-echo NMR,
that actually measure intrinsic spin lifetimes, many other types of experiments are limited to
effective spin lifetimes. Theory normally deals with spin coherence, while most experiments
only see the total effects of spin relaxation. The separation of the different contributions of
spin dephasing in an experiment is all but trivial. In the remainder of this work, T ∗2 is usually
used in the most general sense, including all kinds of dephasing effects, intrinsic homogeneous,
inhomogeneous, and parasitic ones. Where appropriate, some estimate will be given of the
dominant processes involved.
2.7 Universality of Spin Dephasing
A great motivation for the measurements presented here is the work of Kikkawa and
Awschalom, who pioneered in the field of time-resolved Faraday-rotation measurements to
gain knowledge about spin dephasing in semiconductors. Not only have they found the long
spin lifetimes of n-type GaAs exceeding 100 ns [13], and spin coherence length on the order of
100µm [14], but they also showed that those effects were greatest for a donor concentration
close to the metal-insulator transition [77].
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Figure 2.51: Universality of spin dephasing across the metal-insulator transition demonstrated
for different material systems. From left to right: Si:GaAs (taken from [13, 77]), Si:GaN
(taken from [15]), and a gated two dimensional electron gas on GaAs/AlGaAs basis (adapted
from [17]). Temperatures, magnetic fields and the respective critical concentrations nc for
the metal-insulator transition are indicated. Solid lines are guides to the eye.
It is astonishing that other systems show a similar behavior. Not only n-type GaN [15], but
also II/VI semiconductors like ZnSe [16] and even two-dimensional electron gases (2DEG) [17]
exhibit the longest spin lifetimes at their respective metal-insulator transition. This universal
behavior is shown in figure 2.51. The strong dependence of the doping gives a clue to the
importance of the electronic structure for spin dephasing. Dzhioev and coworkers managed
to incorporate theory and experimental data to compose a complete picture (fig. 2.52) for the
spin lifetimes over the whole doping regime from insulator to a degenerate semiconductor [68].
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Figure 2.52: Doping dependence of the spin lifetimes in n-type GaAs. Spin lifetimes are
derived from magnetic depolarization measurements (Hanle-Effect), except for those taken
from PRL 80, 4313, which are time-resolved Faraday rotation measurements. The solid
lines represent scaled theoretical predictions for the different doping regimes. The dashed
line indicates the critical concentration for the metal-insulator transition. The dotted line
gives the spin correlation time for isotropic electron-electron scattering (adapted from [68]).
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3 Experimental Methods and Setups
There exist different experimental methods for the determination of the transversal effective
spin lifetime T ∗2 , such as time-resolved Kerr/Faraday rotation, Hanle effect, and resonant
spin amplification. Each of those methods has its advantages and drawbacks. This chapter
introduces the different experimental methods, both for finding T ∗2 and supplemental mea-
surements used to characterize the samples under investigation.
3.1 Electrical Transport
Only basic transport measurements have been performed on some of the samples in order
to cross check specific resistivity and carrier concentration with those quoted by the wafer
manufacturer on the sample’s data sheets.
dA B
C D
E F
A
B
C
DB
B
d w
q
Figure 3.1: Different sample geometries for measuring specific resistivity and Hall effect. Left:
The classical Hall bar geometry. Right: For the van-der-Pauw method, the homogeneous
thin sample may have arbitrary shape. The only restrictions are that the sample area has
to be singly connected, and that the small contacts are on the circumference (after [83]).
Standard electrical characterization requires the semiconductor to have the Hall bar geom-
etry (see fig. 3.1), i.e. the sample must be a cuboid. Current is being fed through contacts A
and B, while the resistance can be measured as a potential drop across contacts C and D, or
E and F. The specific resistivity is then given by
% =
UCD w d
IAB q
, (3.1)
where w is the width and d the thickness of the sample, and q is the distance between the
probe leads.
The carrier concentration of the sample can be determined through the Hall effect by
applying a magnetic field Bz perpendicular to the probe leads. Measuring the Hall voltage
UH ≡ UDF gives the Hall constant
RH =
UH d
IAB Bz
= − 1
n e
(3.2)
and therefore the carrier concentration n. For compensated semiconductors the Hall constant
can be found in [84].
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As can be seen from (3.1) and (3.2), an accurate sample shape and knowledge about the
critical dimensions is needed in order to determine resistivity and carrier concentration. In
1958, van der Pauw developed a method [83] suitable for measuring specific resistivity and
Hall effect of discs of arbitrary shape. The sample only has to satisfy a few requirements,
that are anyway fulfilled under normal circumstances:
1. The contacts are at the circumference of the sample.
2. The contacts are sufficiently small.
3. The sample is homogeneous in thickness d.
4. The surface of the sample is singly connected, i.e. the sample does not have isolated
holes.
This method is therefore very well suited for epitaxial films or samples directly cut from thin
wafers.
Defining the resistance RAB,CD as the potential difference UD − UC between the contacts
D and C per unit current through the contacts A and B, i.e.
RAB,CD =
UDC
IAB
(3.3)
and RBC,DA analogously, then the theory gives the specific resistivity as
% =
pi d
2 ln 2
(RAB,CD +RBC,DA) f(r). (3.4)
Here, f(r) is a function of the ratio r := RAB,CD/RBC,DA and satisfies the relation1
r − 1
r + 1
ln 2 = f(r) arccosh
(
21/f(r)−1
)
. (3.5)
An analytical solution of f(r) is not possible, but figure 3.2 shows a numerical solution.
For RAB,CD ≈ RBC,DA, f is close to unity. Smaller values of f are generally an indication
of bad contacts or inhomogeneous doping within the sample and should therefore be avoided
anyway.
The van-der-Pauw geometry is especially useful for obtaining the carrier concentration. The
Hall constant is simply determined from
RH =
d
IBD B
(UAC(B)− UAC(0)) = d2 IBD B (UAC(+B)− UAC(−B)) (3.6)
by measuring the Hall voltage UAC across contacts A and C with and without an external
field B, or for both directions of the field ±B. Here again, d is the sample thickness, and IBD
the current through the leads B and D. The carrier concentration can then be deduced from
equation 3.2. There is no need to evaluate f(r) in this case.
To improve the signal-to-noise ratio, a lock-in amplifier (LIA) is used. Its internal oscillator
of the reference channel, operating at a low frequency of fR = 19.2Hz, is used to drive the
current via a load resistor RL through the sample. If RL is sufficiently large compared to the
sample’s resistance, i.e. RL = 100 kΩ, the current will be determined only by RL and not by
the sample, making it a constant current source. A second advantage of the lock-in technique
is, that bad contacts can be easily identified by a large phase shift between drive current and
the measured voltages, because for Ohmic contacts the contact capacitance is small, whereas
non-Ohmic contacts show significant capacitances, caused for instance by Schottky barriers.
These capacitances will act at high-pass filters and introduce a phase shift between the current
and the voltage signals.
1In van der Pauw’s original paper, there is a misprint, missing the factor ln 2 on the left hand side of (3.5).
The correct derivation can be found in appendix D.3.
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Figure 3.2: Numerical solution of the van-der-Pauw coeffiecient f(r) from equation 3.5 with
r := RAB,CD/RBC,DA as it is used for determening the specific resistivity %. Large r, thus
small f indicate bad contacts or inhomogeneous doping within the sample.
3.2 Photoluminescence
Besides the fact, that photoluminescence spectra are useful to gain insight into the band
structure of semiconductors, and to learn about excitonic states, here the photoluminescence
spectra provide valuable information about the possible optical transitions in the vicinity
of the band gap, which is important when the inverse transitions shall be used for optical
pumping. Therefore, a typical photoluminescence setup will be described in this section.
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Figure 3.3: Typical photoluminescence setup. When using a PMT or photodiode as a detector,
an optical chopper and a lock-in amplifier may be used to improve the signal-to-noise ratio.
In conjunction with a CCD detector, the spectrometer may be operated in imaging mode.
Figure 3.3 shows a standard setup. Usually a laser run at photon energies significantly
higher than the band gap, e.g. at 1.75 eV, excites electrons from the valence band high
into the conduction band. The excitation intensity can be varied through standard metal-
film broadband attenuators on a filter wheel. The luminescence radiation from electron-hole
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recombination is collected by a large 50mm diameter lens and coupled into an optical fiber.
A second lens provides the required f-number matching. The fiber output is then coupled into
a spectrometer, again using a lens doublet for f-number matching.
The optical fiber simplifies the alignment procedure, so that a laser may be coupled into
the spectrometer end of the fiber, while the sample end remains untouched. The focus can
be optimized by the use of a pinhole, that is mounted above the sample. Just a vertical
translation is then required in order to change samples. The samples are placed within an
optical cryostat, which allows a temperature range of 4 to 295K.
When using a zero-dimensional detector, like a photodiode or a photomultiplier (PMT),
the spectrometer is operated in a scanning mode, i.e. the grating is being rotated so that the
spectrum is being scanned over the exit slit. In that case, the signal-to-noise ratio may be
improved by intensity modulating the excitation beam with a mechanical chopper, and to use
a lock-in amplifier to extract the signal at that frequency.
If a one- or two-dimensional detector is used, i.e. a charge-coupled device (CCD), the
spectrometer is run in imaging mode, without an exit slit. In this mode, the grating is fixed,
and the CCD takes a whole spectrum during one exposure. Here, no lock-in technique can
be used, instead a high-performance CCD is required, providing low dark counts.
In any mode, it is imperative not to cross the excitation energy, in order not to damage
the detector. Although the optics are set up in a way, in which the directly reflected laser
beam is dumped, the intensity of the light scattered off the sample’s surface is still orders
of magnitude higher than the actual luminescence light. Sensitive detectors, like PMT and
CCD may already take severe damage when exposed to that radiation. Depending on the
resolution, avoiding a wavelength window of 20 nm full-width at half-maximum (FWHM)
around the central excitation wavelength should be safe.
The resolution achievable depends on the grating, the focal length of the spectrometer, the
width of the entrance and if appropriate exit slits, or for an imaging detector, the pixel size.
Most measurements were performed with a TRIAX 190 spectrometer from Jobin-Yvon with
a grating of 1200 lines/mm. It has a focal length of 190mm and an entrance aperture of
f/3.9. The spectral dispersion for that grating is 3.6 nm/mm, with would limit the resolution
to 0.18 nm for a slit size of 50µm. However, the wavelength positioning accuracy is only
±0.3 nm, so the overall resolution is on that scale. The detector used is a Hamamatsu R3996
PMT with a RL = 50Ω load resistor. The anode sensitivity is rather flat from 200 to 800 nm
with a steep decrease starting from around 900 nm.
To check the influence of this decrease in detector sensitivity, a reference measurement
has been performed using a 500mm focal length spectrometer (Acton, SpectraPro 500i) with
liquid-nitrogen cooled front-illuminated deep-depletion CCD (Princeton Instruments, Spec-
10:400R). This system has an overall resolution of 0.2 nm and a flat CCD response in that
wavelength region. Apart from the better signal-to-noise ratio of the CCD detector2, with a
factor of hundred higher sensitivity, no additional features or peak displacements have been
found in the spectra, certifying the TRIAX setup as reliable, even for the near-infrared regime.
2Actually, the lock-in amplifier used with the PMT setup limits the signal-to-noise ratios at low intensity.
It’s dynamic range is only 103 to 104.
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3.3 Magnetic Depolarization (Hanle Effect)
One fundamental method of measuring the spin lifetime in direct band gap semiconductors is
the so-called Hanle effect, also known as magnetic depolarization. In this section, the common
method will be described, which relies on the investigation of the polarization degree of pho-
toluminescence when exciting the electron system continuously with circularly polarized light
while applying a transverse magnetic field. However, the magnetic depolarization may also
be studied by using the magneto-optical Kerr or Faraday effect, while continuously pumping
spins.
As already shown (cf. section 2.1.3 and figure 2.5), the highest spin polarization achievable
under optical pumping conditions in GaAs is Pmaxspin = −50%. Upon luminescence again
−50% of the initial spin polarization can be seen in optical polarization, thus the maximum
photoluminescence polarization achievable is PmaxPL = 25%.
The carrier lifetime τC , i.e. the mean time electrons and holes exists separately before
recombination takes place, masks the spin dephasing time τS , since the signal is only obtained
by detecting the luminescence from the recombination process. The effective spin lifetime T ∗2
is therefore given by
1
T ∗2
=
1
τC
+
1
τS
. (3.7)
It can easily be seen that the shorter one of the times τS and τC is an upper bound on the
effective spin lifetime T ∗2 . The carrier recombination time is assumed to depend exponentially
on time, so that the partial density function P(t) describing the population probability at
time t is
P(t) = 1
τC
e−t/τC , (3.8)
where the pre-factor assures that P is normalized, i.e. ∫∞
0
P(t) dt = 1.
Due to the external transverse magnetic field B, the continuously generated spins perform
Larmor precession. Under steady state conditions, a dynamical equilibrium is established in
such a way, that optical pumping just equals the recombination process, and an average spin
polarization 〈Sz〉 can be obtained. The averaging is done over all times and for all possible
spin orientations, regarding the respective population density of that direction. Thus, the
average spin component along the initial spin polarization direction is simply
〈Sz(B)〉 = S0
∞∫
0
P(t) e−t/τS cos (ωL t) dt (3.9)
= S0
∞∫
0
1
τC
e−t(1/τC+1/τS) cos (ωL t) dt (3.10)
=
S0
τC
∞∫
0
e−t/T
∗
2 cos (ωL t) dt (3.11)
P.I.=
S0
τC
[
T ∗2 e
−t/T∗2
1 + (ωL T ∗2 )2
(
ωL T
∗
2 sin(ωL t)− cos(ωL t)
)]∞
0
(3.12)
=
Sz(0)
1 + (ωL T ∗2 )2
(3.13)
where Sz(0) is the maximum spin polarization at B = 0, namely
Sz(0) =
S0 T
∗
2
τC
=
S0
1 + τC/τS
(3.14)
and S0 is the initial spin population.
57
3 Experimental Methods and Setups
Figure 3.4: Photoluminescence depolariza-
tion curves (Hanle effect) of n-type GaAs
at T = 4.2K with a carrier concentra-
tion n = 1014/ cm3 for the quasi-resonant
exciton excitation with a photon energy
h ν = 1.5165 eV. The solid lines are least-
squares fits to equation 3.13. Higher exci-
tation densities lead to a broadening of the
Hanle curve, thus a shortening of the effec-
tive spin lifetime T ∗2 (adapted from [85]).
In a Hanle measurement, the polarization of the photoluminescence is measured as a func-
tion of the applied magnetic field. Figure 3.4 shows typical Hanle curves. The half-width
〈Sz(B1/2)〉 = Sz(0)/2 implies T ∗2 = 1/ωL = ~/g µB B1/2, which allows a straightforward
determination of T ∗2 . It should be noted that the half-width gets smaller the larger T
∗
2 is.
To deduce τS , one needs knowledge of the carrier lifetime τC . One possibility is to use
time-resolved photoluminescence which directly measures the carrier lifetime. Unfortunately,
the experimental effort for such a setup is quite large, because a streak camera is needed to
achieve the required time resolution.
A better approach is the following consideration: For the weak pumping limit, i.e. when
Sz(0) → 0, the carrier lifetime tends to τC → ∞, which is plausible, because the lower the
electron-hole concentration the less likely a recombination process may occur. On the other
hand, this also means that the effective spin lifetime is only determined by the spin dephasing
time, i.e. T ∗2 → τS . Therefore, extrapolation of T ∗2 for different Hanle curves to zero excitation
power directly gives the spin dephasing time τS . This approach is taken for example by [68].
There are several disadvantages of the Hanle method to measure the spin dephasing time.
The magnetic depolarization already happens at very low magnetic field, just up to one Larmor
period. This has two consequences: The magnetic field dependence of the spin dephasing time
for large fields cannot be determined by a Hanle measurement, as for a typical g-factor of
g ≈ −0.4 like in GaAs, the typical Hanle widths are on the order of B1/2 ≈ 1mT for T ∗2 ≈ 30 ns
and B1/2 ≈ 100mT for T ∗2 ≈ 300 ps, which makes an accurate determination of the applied
field imperative. While this problem can be solved by an elaborate setup that takes care of
subtleties like the geomagnetic field, a second disadvantage is very hard to cope with. For
Hanle measurements one needs an exact knowledge of the electronic g-factor. As already
described in section 2.3, internal magnetic fields caused by nuclear polarization have an effect
on the g-factor, and the g-factor itself may change in the material simply by a change in the
electron’s kinetic energy. This can be seen dramatically upon doping above the degeneration
of the semiconductor, where the g-factor changes from −0.44 to −0.14. More influence of
58
3.4 Magneto-Optic Effects
the electron’s energy on the g-factor will be presented in the remainder of this work. The
conclusion is, that care has to be taken when measuring Hanle curves, on how those can be
adequate to extract meaningful spin dephasing times.
A big advantage of the Hanle effect over the time-resolved methods described later is, that
just the high sensitivity on magnetic fields, such as the interaction with the nuclei, provides
a means of directly determining the sign of the g-factor. This was already mentioned in
section 2.3, figure 2.33.
Because Hanle measurements are very sensitive to spin diffusion away from the sample’s
surface which my cause reabsorption of the luminescence light, much care has to be taken on
sample preparation. Usually, the active region of the sample under test is sandwiched between
large band gap material, which suppresses spin diffusion through the potential barriers that
form at the interfaces.
A more detailed description of the Hanle effect can be found in [21], where also different
electronic transitions during the excitation are taken into account. In such cases, the Hanle
curve cannot be described by a simple Lorentzian shape.
3.4 Magneto-Optic Effects
This section is based on the treatment by Sokolov [86], who provides both a macroscopic and
a microscopic theory for magneto-optics. Here, only the macroscopic theory will be presented,
both for simplicity, and for universality, since the microscopic picture needs a vast insight into
the band structure of each system to be modeled.
Figure 3.5: Energy dependence for the
fundamental absorption edge in bulk
GaAs for T = 294K, 185K, 90K,
and 21K. The peak that broadens
at increasing temperature is being
attributed to excitonic states. The
solid lines indicates the absorption
coefficient corrected for strain only,
whereas the dashed line also cor-
rects for impurities within the sam-
ple, that cause a broadening of the
measured spectra (taken from [87]).
Note, that the absorption coefficient
can be expressed in terms of the
imaginary part of the index of re-
fraction as α = 2κω/c0.
Before going into the details of wave propagation in magnetized media, the fundamental
optical properties of GaAs near the band gap shall be reviewed: For photon energies below
the band gap, any semiconductor is transparent, whereas at energies above the gap, the semi-
conductor quickly becomes opaque. The fundamental absorption edge of GaAs is displayed
in figure 3.5 for several temperatures. Besides the formation of an excitonic peak at the band
edge at low temperatures two major features can be identified. First, the band gap shifts
towards lower energies with increasing temperature. The second point is the steep increase of
absorption at the band edge, which easily exceeds four orders of magnitude within just a few
meV. This poses a challenge for spectroscopic studies like measuring the spin lifetimes for
energy ranges that include the band gap. Where for low energies transmission geometries are
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suitable (Faraday effect), reflection geometries (Kerr effect) must be used at energies exceed-
ing Eg. Although the application of the Faraday effect is strongly limited at energies above
Eg, its application range can be extended by thinning the sample from wafer thickness, which
is typically 400 . . . 500µm, down to 50 . . . 100µm.
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Figure 3.6: Geometries of the Faraday effect (left) and the magneto-optical Kerr effect (right).
For both effects the sample’s magnetization causes a rotation of the plane of polarization
and a slight ellipticity.
In order to measure the net magnetization of optically oriented electron spins, a good choice
are the Faraday and the magneto-optical Kerr effect, because then the experiment is based
solely on optical methods. In both effects, the polarization plane of incident linearly polarized
light is being rotated by a small angle Θ and the resulting polarization is no longer linear but
slightly elliptic. Besides the fact that the Faraday effect deals with the change of polarization
of the transmitted light, whereas the magneto-optical Kerr effect deals with the reflected light
(see fig. 3.6), both can be explained macroscopically by the application of Maxwell’s equations
and through off-diagonal elements of the dielectric tensor ε.
Generally, the effect of the magnetic permeability tensor µ is small, so that it can be
assumed isotropic, and it becomes the unit tensor. The dielectric permeability tensor of a
system with cubic symmetry, magnetized along the z-axis has the form
ε =
 εxx εxy 0−εxy εxx 0
0 0 εzz
 , (3.15)
where all components may be complex valued, i.e. εij = ε′ij + i ε
′′
ij . The off-diagonal elements
εxy should depend linearly on the magnetization and should vanish if the sample is not
magnetized. This assumption will be examined more closely later in this section.
The first step is to derive general equations of the light’s electric field vector, that serve
as the basis for the different magneto-optic effects. Assuming electromagnetic plane waves of
the form
~E(~r, t) = ~E0 ei(
~k·~r−ω t) (3.16)
~H(~r, t) = ~H0 ei(
~k·~r−ω t) (3.17)
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and applying to them Maxwell’s equations
~∇× ~E(~r, t) + µ0 ∂
~H(~r, t)
∂t
= 0 (3.18)
~∇× ~H(~r, t)− ε0ε∂
~E(~r, t)
∂t
= 0 (3.19)
leads to
~k × ~E − ω µ0 ~H = 0 (3.20)
~k × ~H + ω ε0ε ~E = 0. (3.21)
Eliminating ~H and using the vector identity ~k × (~k × ~E) = ~k(~k · ~E)− k2 ~E, where due to the
transverse nature of electromagnetic waves ~k · ~E = 0, gives
−k2 ~E + ε0 µ0 ω2 ε ~E = 0. (3.22)
Introducing the substitutions k0 :=
√
ε0 µ0 ω = ω/c0 and ~n := ~k/k0 leads to the general form
of the magneto-optical equations for plane waves in a magnetized cubic system:n2 − εxx −εxy 0εxy n2 − εxx 0
0 0 n2 − εzz
 ~E = 0 (3.23)
If the wave propagates parallel to the magnetization axis, i.e. Ez = 0, then equation (3.23)
can be written in form of the x- and y-components only:
(n2 − εxx)Ex − εxy Ey = 0 (3.24)
εxy Ex + (n2 − εxx)Ey = 0 (3.25)
The nontrivial solutions are then
Ey = ±i Ex (3.26)
with
n2± = εxx ± i εxy. (3.27)
Thus, the normal modes of propagation are left and right circularly polarized (σ+ and σ−),
i.e. within the medium the electric displacement becomes
D± = n2± ε0 (Ex ∓ i Ey). (3.28)
The next step will be to express the complex dielectric tensor elements εxx = ε′xx + i ε
′′
xx
and εxy = ε′xy + i ε
′′
xy in terms of the real and imaginary parts of the index of refraction n
and κ, i.e. n± = n± + i κ±. This will be needed later to get an impression of the influence
due to the off-diagonal elements. By introducing ∆n := n+ − n− and ∆κ := κ+ − κ− as the
splittings between the right and the left circular polarized components, and n := (n++n−)/2
and κ := (κ+ + κ−)/2 as the mean real and imaginary parts, the tensor elements follow from
(3.27) after some algebraic transformations:
ε′xx = n
2 − κ2 + 1
4
(∆n2 −∆κ2) (3.29)
ε′′xx = 2nκ+
1
2
∆n∆κ (3.30)
ε′xy = n∆κ+ κ∆n (3.31)
ε′′xy = κ∆κ− n∆n (3.32)
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Note, that the diagonal element depends only quadratically on the splitting, while the off-
diagonal element shows a linear dependence. Solving (3.31) and (3.32) allows the description
of ∆n and ∆κ in terms of ε′xy and ε
′′
xy:
∆n =
κ ε′xy − n ε′′xy
n2 + κ2
(3.33)
∆κ =
n ε′xy + κ ε
′′
xy
n2 + κ2
(3.34)
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Figure 3.7: The effect of different phases and amplitudes of the fundamental circular compo-
nents for a linearly polarized incoming wave. A: No phase shift, no polarization dependent
absorption, which would change the incident wave (Θ = 0, η = 0). B: Different amplitudes
only lead to elliptically polarized light with the major axis parallel to the incident plane
of polarization (Θ = 0, η 6= 0). C: Just a phase shift φ between the circular components
causes a rotation of the plane of polarization (Θ = φ/2, η = 0). D: If both the amplitudes
and the phases differ, the light will be elliptically polarized with a tilted major axis. This
is the combination of B and C.
Figure 3.7 illustrates, how an incident linearly polarized plane wave changes its polarization
state, when superimposing two circular polarized waves. A detailed mathematical description
of elliptical polarization can be found in appendix A. There, it is shown that the rotation
is caused by a phase shift of the circular components, whereas the ellipticity results from
different amplitudes:
Θ =
1
2i
ln
E+/|E+|
E−/|E−| =
1
2
(argE+ − argE−) (3.35)
η =
|E+| − |E−|
|E+|+ |E−| (3.36)
Although the Faraday and Kerr effect are similar in the sense that both introduce a phase
shift and different amplitudes of the two circular components, the principles are inherently
different for transmitted and reflected light. This shall be presented in the next two sections.
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3.4.1 Faraday Effect
As shown in appendix A, the rotation of the plane of polarization is directly proportional to
the phase shift φ of the two circularly polarized fundamental waves with frequency ω after
passing the sample of thickness d. The Faraday rotation ΘF for light at normal incidence can
be easily expressed in terms of the difference in the respective optical paths. Using k = nω/c0
with the complex index of refraction n = n+ i κ gives
ΘF =
1
2
(argE+ − argE−) (3.37)
=
1
2
(
arg(E0 ei(k+d−ω t))− arg(E0 ei(k−d−ω t))
)
(3.38)
=
1
2
(
arg ei k+d − arg ei k−d) (3.39)
=
1
2
(
arg ei n+ω d/c0 − arg ei n−ω d/c0
)
(3.40)
=
ω d
2 c0
(n+ − n−) (3.41)
=
ω d
2 c0
∆n (3.42)
=
ω d
2 c0
κ ε′xy − n ε′′xy
n2 + κ2
. (3.43)
The ellipticity ηF , i.e. the ratio between the minor and the major axis, is then
ηF =
|E+| − |E−|
|E+|+ |E−| (3.44)
=
∣∣E0 ei(k+d−ωt)∣∣− ∣∣E0 ei(k−d−ωt)∣∣∣∣E0 ei(k+d−ωt)∣∣+ ∣∣E0 ei(k−d−ωt)∣∣ (3.45)
=
e−κ+ω d/c0 − e−κ−ω d/c0
e−κ+ω d/c0 + e−κ−ω d/c0
(3.46)
= −e
(κ+−κ−)ω d/2 c0 − e−(κ+−κ−)ω d/2 c0
e(κ+−κ−)ω d/2 c0 − e−(κ+−κ−)ω d/2 c0 (3.47)
= − tanh ω d (κ+ − κ−)
2 c0
(3.48)
= − tanh ω d∆κ
2 c0
(3.49)
= − tanh ω d (n ε
′
xy + κ ε
′′
xy)
2 c0 (n2 + κ2)
. (3.50)
From (3.42) and (3.49) one can see that the Faraday rotation is caused by circular double
refraction, whereas the Faraday ellipticity stems form circular magnetic dichroism, i.e. changes
in the transmission for waves with opposite circular polarizations. Only for small absorption
(κ n) are ΘF and ηF linear in the off-diagonal element εxy = ε′xy + i ε′′xy:
ΘF = − ω d2n c0 ε
′′
xy +O(κ) (3.51)
ηF = − tanh ω d2n c0 ε
′
xy +O(κ) (3.52)
≈ − ω d
2n c0
ε′xy (3.53)
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Figure 3.8: Energy dependence
of the static Faraday effect
in bulk GaAs. The cir-
cles show the experimental
data, the line applies to a
phenomenological theory (af-
ter [88]). Significant Fara-
day rotation is possible well
below the band gap Eg, due
to a Zeeman-induced change
of the index of refraction for
right and left circularly polar-
ized light.
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Figure 3.8 displays the energy dependence of the static Faraday rotation in GaAs at room
temperature. It shows that even at energies well below the band gap EG, significant rotation
can occur. To get an impression of the magnitude of the Faraday effect, some parameters can
be used in equation (3.43), namely n ≈ 3.6, κ ≈ 10−4 (below the absorption edge), d = 500µm
(typical sample thickness), and ω/2 c0 = pi/λ = 3.8 × 106/m. (for λ = 830 nm). Thus, one
gets ΘF = 1.5× 10−2 ε′xy − 5.3× 102 ε′′xy, which will be compared to the rotation obtained by
the magneto-optical Kerr effect in the following section.
For oblique incidence, the Faraday rotation and ellipticity can be expanded in terms of
~k · ~M , thus the projection of the magnetization along the wave vector is essential. The
magnetization component parallel to ~k causes Faraday rotation, whereas the magnetization
component perpendicular to ~k is responsible for the Cotton-Mouton effect [86], which is
proportional to M2⊥ an may therefore be neglected for small | ~M |.
In the actual experiment, the sample is always slightly tilted with respect to the external
magnetic field and the incident linear polarized probe beam (see sec. 3.5) in order to measure
both, Faraday and Kerr effect simultaneously. This may introduce an additional Faraday
rotation through a magnetization component along the magnetic field, that may be caused
by a longitudinal (T1) relaxation of the spin ensemble. The total magnetization can be
written as a superposition of a component parallel and perpendicular to the magnetic field
~M = ~M‖+ ~M⊥. At oblique incidence, a significant projection of ~k along ~M⊥ may be present,
which causes an additional Faraday rotation that is superimposed on the one caused by
~M‖. Since the Faraday effect depends on the sample’s thickness whereas the Kerr effect is a
surface effect, the longitudinal magnetization component should be of higher importance for
the Faraday effect.
As already mentioned in the previous section, the strong absorption above Eg requires the
use of the magneto-optical Kerr effect, which works in reflection. For double sided polished
samples, however, there are at least two reflected beams to take into consideration: The
primary one that is reflected from the front surface, and a secondary one that passes the
sample up to the back surface, gets reflected there and passes the sample a second time3. In
contrast to the first one that will show Kerr rotation, the second one is important for energies
below Eg, because it will experience twice the Faraday rotation of the ”ordinary” transmitted
beam. Figure 3.9 shows this schematically. Assuming a counter-clockwise rotation on the way
into the sample, the plane of polarization will rotate clockwise with respect to the propagation
3For an estimate of the intensity of the primary (p) and the secondary (s) beam, one can assume normal
incidence with a refractive index n = 3.6 of GaAs. Application of the Fresnel formula will then yield Ep =
0.57E0 for the primary and Es = −0.38E0 for the secondary beam for energies below the fundamental
absorption edge. Thus Is/Ip = 0.44.
64
3.4 Magneto-Optic Effects
M
k
(r)
M
k
(i)
d
sample
Figure 3.9: Reflection from the sample’s back surface results in twice the Faraday rotation
at the detector, because the light passes the whole sample thickness d two times. On the
way back, the wave vector ~k changes sign and so does the rotation along ~k.
direction after reflection from the back surface, because the magnetization is now aligned
oppositely. Since the experimental setup is close to normal incidence and the samples are at
most 0.5mm thick, the relative displacement of the primary and the secondary beam is so
small, that both overlap and will be detected simultaneously. See fig. 3.10 for a sketch of a
typical setup. Be the angle of incidence α = 1.5◦, the sample thickness d = 500µm, and the
index of refraction n = 3.6, then the beam displacement δ is
δ =
2 d sinα cosα√
n2 − sin2 α
= 7.3µm. (3.54)
With beam diameters on the millimeter scale, a separation is not feasible without immense
loss of intensity. That is why at low energies the secondary beam dominates the rotation of
the reflected beam, and the signal actually originates from Faraday rather than Kerr rotation.
At energies above the absorption edge, the secondary beam will be sufficiently damped, so
that one really measures a Kerr rotation.
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Figure 3.10: Displacement of the primary beam and
the secondary beam originating from reflection off
the sample’s front and back, respectively.
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3.4.2 Magneto-Optical Kerr Effect
In the case of photon energies above Eg, the spin ensemble can only be investigated using the
magneto-optical Kerr effect, i.e. the rotation of the polarization plane for a beam reflected off
a magnetized mirror. In section 3.4, the basics that are common to the Faraday and the Kerr
effect have already been discussed. Here, the specialities of the Kerr effect will be sketched.
A complete theoretical description, however, will not be given, as it exceeds the scope of this
work by far. The interested reader may find additional material in [86, 89].
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Figure 3.11: Fundamental Kerr geometries. Left: When the magnetization is perpendicular
to the sample’s surface, it is called polar. Middle: For the longitudinal Kerr effect, also
called meridional, the magnetization lies along the surface and also in the plane of incidence.
Right: A magnetization perpendicular to the plane of incidence defines the transverse Kerr
effect, also known as equatorial. The Kerr effect for an arbitrary direction of ~M is a
superposition of the three fundamental effects. For normal incidence, the transverse and
longitudinal geometries degenerate.
Because of the many parameters, such as magnetization ~M , polarization state of the incident
light4, and the angle of incidence, it is useful to distinguish three fundamental geometries,
which depend on the relative orientation of the plane of incidence and the magnetization:
The polar Kerr effect applies to the case where the magnetization is perpendicular to the
sample’s surface, thus it also lies in the plane of incidence. If the magnetization lies in the
sample’s surface, and is also parallel to the plane of incidence, it is called the longitudinal
Kerr effect. If the magnetization is perpendicular to the plane of incidence, and therefore
parallel to the sample’s surface, the geometry is known as transverse Kerr effect. Figure 3.11
shows the different geometries. The general case of an arbitrary magnetization direction can
be decomposed into the three fundamental geometries, and the superposition of those gives
then the general Kerr rotation and ellipticity.
Considering optically oriented spins in GaAs, though they are usually generated under
an angle of incidence which is close to perpendicular, all three geometries are involved in
principle. Upon injection, the magnetization is aligned parallel to the surface normal, and
the main effect is of polar nature. Through the precessional motion, which is caused by the
perpendicular applied magnetic field, the effect changes its character from polar to transverse.
If, in addition, longitudinal spin relaxation is taken into account, which takes place on a
timescale T1, the spins will align parallel to the magnetic field, thus giving rise a longitudinal
Kerr effect. All three effects can be expanded in terms of ~M · ~k(i) for detection angles close
to normal incidence. This means, however, that the polar Kerr effect is dominant, whereas
the transverse effect may be neglected. Unlike for the Faraday effect, the longitudinal effect
4The polarization state for linear polarized light in a reflection geometry can be composed of two perpen-
dicular states s and p. If the electric field vector is perpendicular to the plane of incidence, it is called s
polarization (from the German “senkrecht”), if the electric field vector lies in the plane of incidence, it is
called p polarization (from “parallel”).
66
3.4 Magneto-Optic Effects
is also negligible, since the Kerr rotation is only a surface effect, so the sample thickness does
not enter. This will be shown in the following paragraphs and this can also be concluded from
the raw data which does not show any longitudinal or transverse components. The raw data
will be discussed in chapter 5.
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Figure 3.12: Magnitude of the polar,
longitudinal, and transverse Kerr
effect in permalloy, depending on
the angle of incidence. The Kerr
effect is directly linked to the re-
flection coefficients displayed (af-
ter [90]).
Figure 3.12 illustrates the dominance of the polar Kerr effect at nearly perpendicular angle
of incidence. The Kerr effect directly depends on the magnitude of the reflection coefficients of
a p-wave going into an s-wave (rps for polar and longitudinal) and the change of the reflection
coefficient of the p-wave (∆r for transverse).
The properties of the reflected beam can be described in general by the Fresnel formulas5
(cf. [91]), where s and p stand for the respective linear polarization components:
rpp =
E
(r)
p
E
(i)
p
=
cosα−
√
n2p − sin2 α
cosα+
√
n2p − sin2 α
(3.55)
rss =
E
(r)
s
E
(i)
s
=
n2s cosα−
√
n2s − sin2 α
n2s cosα+
√
n2s − sin2 α
, (3.56)
where ns,p is the complex index of refraction of the sample, and α is the angle of incidence
with respect to the surface normal.
The focus is now being set on the polar Kerr effect for normal incidence (α = 0). Then,
the Fresnel formulas will degenerate, because the s and p polarization can no longer be
distinguished. The sign convention is chosen to regard the phase change upon reflection from
an optical denser medium:
r =
E(r)
E(i)
=
n− 1
n+ 1
(3.57)
Because the left and right handed circular components are the eigenmodes of the electro-
magnetic wave within the sample that is magnetized along the direction of propagation, and
those are also valid modes outside, they must be used to describe the whole phenomenon.
5Here, the formulas already reflect the approximations of an isotropic magnetic permeability tensor µ = 1
and that the index of refraction for the incoming wave is n(i) = 1.
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Each of the circular components experiences a different index of refraction, namely n±, and
therefore
r± =
E
(r)
±
E
(i)
±
=
n± − 1
n± + 1
. (3.58)
Without loss of generality, the incident linear polarized wave can now be chosen to be linear
along the x-axis, i.e. in the circular system the amplitudes are E(i)+ = E
(i)
− = E0/
√
2, with
E0 > 0 (see table A.1 in appendix A). Together with the expressions for the rotation (3.35) and
the ellipticity (3.36), one finds for the magneto-optical polar Kerr effect at normal incidence:
ΘK =
1
2i
ln
r+/|r+|
r−/|r−| (3.59)
=
1
2
(
arg
n+ − 1
n+ + 1
− arg n− − 1
n− + 1
)
(3.60)
≈ Im r+ − r−
r+ + r−
(3.61)
= Im
n+ − n−
n+n− − 1 (3.62)
and
ηK =
|r+| − |r−|
|r+|+ |r−| (3.63)
≈ Re r+ − r−
r+ + r−
(3.64)
= Re
n+ − n−
n+n− − 1 . (3.65)
The approximations and their assumptions can be found in appendix A.2 and A.3. The
application of equations (3.33) and (3.34) and Taylor expansion in ε′xy and ε
′′
xy of (3.62) and
(3.65) gives the linear behavior with respect to the off-diagonal elements of the dielectric
tensor. The algebraic transformations are rather tedious, so just the result will be given here:
ΘK ≈
(n3 − 3nκ2 − n) ε′xy − (n3 − 2n2 κ− nκ2 − n) ε′′xy
(n2 + κ2) ((n+ 1)2 + κ2) ((n− 1)2 + κ2) (3.66)
ηK ≈
(κ3 − 3n2 κ− κ) ε′xy − (n3 + 2n2 κ− nκ2 − n) ε′′xy
(n2 + κ2) ((n+ 1)2 + κ2) ((n− 1)2 + κ2) (3.67)
As can be seen, the linear dependence is in both, the real and the imaginary part of εxy.
Another important approximation can be made for the Kerr rotation only. For energies
below the fundamental absorption edge, the absorption coefficient κ is small (κ ≈ 10−4). The
possible difference in the extinction coefficient will be even smaller, so that ∆κ ≈ 0 can be
assumed. The Kerr rotation is then
ΘK ≈
−(n2+ − n2−)κ
(n+n− − κ2 − 1)2 + (n+ − n−)2 κ2 +O(∆κ). (3.68)
This shows that for vanishing absorption (κ→ 0), the Kerr rotation will also disappear. The
polar Kerr effect is thus a complementary method to the Faraday effect. While the Faraday
effect is very suited for photon energies below the band edge, the Kerr effect dominates at
energies above the band edge.
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To compare the rotation caused by the Kerr effect, again some parameters may be inserted
into equation (3.66), namely n ≈ 3.6 and κ ≈ 0.08 (above absorption edge [92]), which will
give ΘK ≈ 5.0 × 10−3 ε′xy − 5.8 × 10−2 ε′′xy. This is smaller than the Faraday effect by one
order of magnitude in ε′xy and even four orders of magnitude in ε
′′
xy. Thus the Kerr effect
should in general yield much smaller rotations than the Faraday effect.
To summarize, one can say that the polar Kerr effect has its origins in the difference
of the reflection coefficients for the left and right circularly components, and that a phase
shift induced by them is responsible for the rotation while a difference in their magnitude
causes the ellipticity. Things become pretty complicated, as soon as the angle of incidence
becomes larger. Then all three geometries may mix, and the reflection coefficients need to
be decomposed into linear and circular components. Even without a microscopic theory that
may explain the complex indices of refraction in detail, it will be hard to draw meaningful
conclusions from the measured Kerr rotations. Therefore it is desirable to probe the spin
ensemble close to normal incidence.
3.4.3 Detection of Polarization Rotation
The polarization rotation is detected by a setup (fig. 3.13) consisting of an achromatic (700
- 2500 nm) λ/2-retarder (B. Halle Nachfl., RAC6.2.10) followed by a polarizing beam splitter
(Melles Griot, 03PTB001), and a photodiode bridge. The polarizing beam splitter divides
the incoming light into two beams with perpendicular polarization. Each of them is then
directed onto a separate Si photodiode of the diode bridge. The retarder can be rotated
about its optical axis, so that it allows to turn the incident polarization by an arbitrary angle.
When no sample-induced polarization change is expected, the diode bridge is balanced by
rotating the retarder until both photodiodes deliver identical output currents. The diode
bridge contains electronics, that generate voltages UA and UB that are proportional to the
intensity incident upon each of the diodes. It also generates the difference Udiff = UA − UB
and the sum Usum = UA + UB of the diode voltages. Once, the bridge has been balanced,
Udiff will be zero, and the retarder will remain in its position. If there is now a rotation of the
incident polarization, i.e. caused by the sample, the difference signal will change from zero.
/2
A B
diode bridge
polarizing
beam splitter Figure 3.13: Optical setup of the diode bridge. The in-
cident beam passes through a λ/2-retarder and then
through a polarizing beam splitter. The two perpendic-
ular polarized components are then routed via mirrors
and focussed though lenses onto the photodiodes A and
B.
To investigate the properties of this setup, a unperturbed linear polarized wave is consid-
ered, with the electric field vector aligned along the x-axis. It can be decomposed into left
and right circular waves (see table A.1):(
Ex
Ey
)
= E0
(
1
0
)
=
E0√
2
[(
1
i
)
+
(
1
−i
)]
(3.69)
To balance the bridge, the retarder has to rotate the polarization by pi/4. While passing
through the sample, the wave experiences a phase shift and an amplitude difference of the
two circular components. Without loss of generality, these may be contributed to just one
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of the components, while both experience a common phase shift and damping e−α+i φ. Since
twice the polarization rotation is the phase shift between the components, while (η−1)/(η+1)
is their amplitude ratio, one may write:(
Ex
Ey
)
=
√
2E1
[(
1
i
)
+
η − 1
η + 1
e−i 2Θ
(
1
−i
)]
, (3.70)
where E1 = e−α+i φE0/2. The retarder now rotates this wave by pi/4:(
Ex
Ey
)
=
√
2E1R(pi/4)
[(
1
i
)
+
η − 1
η + 1
ei 2Θ
(
1
−i
)]
(3.71)
= E1 (1 + i)
(
1−η
1+η e
−i 2 θ + i
1− i 1−η1+η e−i 2 θ
)
(3.72)
The intensity on the photodiodes is then
Ix = Z0E∗x Ex = 4Z0 |E1|2
1 + η2 + (1− η2) sin(2Θ)
(1 + η)2
(3.73)
Iy = Z0E∗y Ey = 4Z0 |E1|2
1 + η2 − (1− η2) sin(2Θ)
(1 + η)2
(3.74)
while for the sum and the difference one gets
Idiff = Ix − Iy = 8Z0 |E1|2 1− η1 + η sin(2Θ) (3.75)
Isum = Ix + Iy = 8Z0 |E1|2 1 + η
2
(1 + η)2
. (3.76)
Therein Z0 is the wave resistance of the vacuum with Z0 =
√
µ0/ε0 = 376.7Ω. One can see
that the intensity difference is already proportional to the sine of twice the rotation. If one
is just interested in the qualitative behavior, like in test runs of time-resolved measurements,
the difference signal is already sufficient.
To obtain quantitative statements involving the absolute magnitude of the rotation, one
has to evaluate the ratio of difference and sum signal:
Idiff
Isum
=
IA − IB
IA + IB
=
1− η2
1 + η2
sin(2Θ) (3.77)
= sin(2Θ) + 2 sin(2Θ) η2 +O(η4) (3.78)
It should be noted that this ratio is not solely a function of the rotation angle Θ, but also has
a second-order dependence on the ellipticity η. This makes the diode bridge not suitable to
detect intensity changes of the incident light, as needed for sophisticated reflectivity or trans-
missivity measurements. Instead, a non-polarizing beam splitter with a dedicated detector
needs to be inserted in front of the polarizing one. However, the sum signal gives a good
impression of the reflection and transmission properties for the sample under investigation.
All four signals, i.e. A, B, sum, and difference are provided as voltages by the diode bridge
electronics.
Advantages of the diode bridge technology compared to for example a crossed polarizer
setup is the high common noise rejection through laser intensity instabilities and the excel-
lent signal-to-noise ratio that is achievable. Where a crossed polarizer setup throws away
lots of information carrying photons, the diode bridge setup detects both polarization states
simultaneously, thus collecting all the photons available.
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The shot noise of the laser can be taken to give a lower limit on the detectable rotation
angle. The optical power of a beam is given by P = AI, where A is the beam size and I the
intensity. For small rotation angles and ellipticity, the angle is
Θ =
PA − PB
2 (PA + PB)
(3.79)
with standard error
σΘ =
√
P 2B σ
2
PA
+ P 2A σ
2
PB
(PA + PB)2
. (3.80)
Assuming the balanced case (PA = PB) and uncorrelated shot noise at each detector (σPA =
σPB ) gives the minimum detection angle defined by shot noise:
σΘ =
σA√
8PA
(3.81)
The power P is the number of photons N with energy E that are being detected during a
time τ :
P = N E/τ (3.82)
Because the number of photons of a laser6 follows the Poisson statistics [93], the standard
error is given by the square root of the expectation value, namely σN =
√
N . Regarding the
power, this leads to σP =
√
N E/τ =
√
P E/τ and for the shot noise limited detection angle
σΘ =
√
E
8P τ
. (3.83)
Typical numbers for the time-resolved experiments are photon energies E = 1.55 eV (λ =
800 nm), average power on each photodiode P = 100µW, and detection times (time-constant
of the low-frequency lock-in amplifier) τ = 100ms. This gives a shot noise detection limit of
σΘ = 6× 10−8 = 3µdeg.
Note, that other sources of noise exist [93] that may degrade the optimum performance at
the shot noise level. The most important to mention are the noise of the photodiodes them-
selves, the Johnson noise of the load resistors within the diode bridge, and the omnipresent
flicker noise (1/f -noise). Also, the quantum efficiency of the diodes, which is just about 70%,
has to be taken into account.
The time-resolved experiments show that typical Faraday rotations are on the order of
ΘF ≈ 10−4 = 6mdeg, whereas Kerr angles are found to be an order of magnitude smaller, i.e.
ΘK ≈ 10−5 = 0.6mdeg. The minimum detection angle is on the order of σΘ ≈ 10−7 = 6µdeg,
which is mainly achieved through extensive use of lock-in techniques, as will be discussed in
section 3.5.2.
6This is strictly true only for monochromatic laser light, not for pulses on the order of 100 fs, but it can be
taken as a sufficient approximation.
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3.5 Time-Resolved Optical Spectroscopy
The main investigation method of this work, which is used to determine transverse spin re-
laxation times in GaAs is the so-called time-resolved optical spectroscopy. Using femtosecond
laser pulses, both the optical alignment (pump) of the spins in the semiconductor, and the
optical detection (probe) of this spin ensemble’s net magnetization is achieved. Varying the
relative time delay between the pump and the probe pulse allows for the examination of the
spin precession about an external magnetic field, as well as the dephasing of the whole ensem-
ble directly in the time domain. Time resolutions down to the laser pulse duration (approx.
100 fs), as well as direct observation of the spin dynamics within the laser’s pulse repetition
interval (approx. 13 ns) is feasible through this technique. Spin dephasing times on longer
timescales, up to microsecond regions, can be obtained using a slight modification of the de-
tection scheme (see sec. 3.6), but with an identical optical and data acquisition setup. Since
the complete experimental setup is rather elaborated and complex, the next two sections deal
with the two major parts, namely the optics and the electronics, separately.
3.5.1 Optical Setup
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0fs
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B
sample
kpump
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 K probeM k
  F probeM kM
Figure 3.14: Time-resolved pump-probe setup. The measurement through the probe pulse is
stroboscopically made at a time ∆t after the excitation (pump pulse) with circularly polar-
ized light. By applying a magnetic field perpendicular to the excitation (Voigt geometry)
the spin ensemble performs a precession. The probe’s rotation of the plane of polarization
cause by the Faraday and Kerr effects is then measured.
The goal of the experiment is to study the influence of the electronic states of spin-polarized
electrons in GaAs on the spin coherence and dephasing in the time domain. Time-resolved
spectroscopy is therefore the method of choice. From a physical point of view (see fig. 3.14),
the main ingredients are the following:
• A short (≈ 100 fs) energy tunable circularly polarized laser pulse optically aligns an en-
semble of spins. This so-called pump pulse has to excite enough electrons to be detected
later on, but must be of low enough intensity in order to be just a small perturbation of
the carrier concentration within the sample. Depending on the polarization state, i.e.
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left or right circular, the initial spin orientation is parallel or antiparallel to the pump
beam’s wave vector ~kpump, respectively.
• After a fixed time ∆t a second short laser pulse being linearly polarized, called probe
pulse, measures via the Faraday or Kerr effect the net magnetization of the spin ensem-
ble. Its intensity should be at least an order of magnitude smaller than the pump pulse,
so it does not considerably influence the spin ensemble, nor does it significantly create
new spins. Due to the nature of the Faraday effect and the polar magneto-optical Kerr
effect (see sec. 3.4), to leading order the probe beam will be sensitive to the projection
of the magnetization vector ~M along its wave vector ~kprobe.
• The measurement is stroboscopic in nature, which means that at fixed delay ∆t the
Faraday and Kerr rotation is averaged over macroscopic times τ ≈ 100ms (e.g. time-
constant of the lock-in amplifier) to achieve useable signal-to-noise ratios.
• The complete time-dependence is obtained by scanning the time delay ∆t between pump
and probe on macroscopic times. It is not unusual that a complete curve ΘF,K(∆t) takes
several minutes to acquire. The extent to which ∆t may be varied gives the actual range
the magnetization can be followed directly in the time-domain. A limitation is the laser’s
repetition interval Trep ≈ 12.5 ns, because for ∆t = Trep a new pump pulse excites the
sample again. Due to transverse spin relaxation, one expects an exponential decay of the
net magnetization’s magnitude in time M(∆t) ∝ ΘF,K(∆t) = ΘF,K(∆t = 0) e−∆t/T∗2 .
• To observe spin precession, usually a magnetic field perpendicular to the pump beam
is applied (Voigt geometry). Since the probe pulse only picks out the magnetization
component which is aligned along its propagation direction, i.e. ~M ·~kprobe, and the initial
spin alignment is also close to this direction, one expects a cosine-like time evolution
due to spin precession, where the precession frequency is just the Larmor frequency
ωL = g µB B/~. Without spin dephasing, the Faraday or Kerr rotation evolves in time
like ΘF,K(∆t) = ΘF,K(∆t = 0) cos(ωL∆t).
• The combination of both, spin dephasing and precession, leads to an expo-
nentially decaying cosine function of the Faraday/Kerr rotation angle Θ(∆t) =
Θ(0) e−∆t/T
∗
2 cos(g µB B∆t/~), which is plotted schematically in figure 3.15. Thus,
this experiment allows the determination of the effective transverse spin relaxation time
T ∗2 , and, if the magnetic field B is known, the electronic g-factor. However, the sign of
the g-factor cannot be determined from this type of measurement, as a sign change will
not be reflected in the precession signal. However, the sign of g-factor can be obtained
by oblique Hanle investigations, which show that it is negative (cf. [21]).
The complete optical setup is shown in figure 3.16 and will be described in the remainder
of this section. Details on particular optical components, as well as handling and alignment
procedures can be found in appendix E.
The source of the fs-pulses is a commercial laser system consisting of an 12W Ar-ion pump
laser with active beam stabilization (Spectra Physics, BeamLok 2080-12SA), and the actual
Ti:Sapphire laser (Spectra Physics, Tsunami). Since 2003, a second system became available,
consisting of a 10W frequency-doubled Nd:YVO4 pump laser (Spectra Physics, Millennia
Xs J) and a dedicated broad-band Tsunami. One major advantage of a Ti:Sapphire system
is the large wavelength tuning range from 720 to 850 nm (1.72 to 1.46 eV) for the standard
set of intracavity mirrors. Typical pulse lengths of 60 . . . 150 fs are achievable at repetition
frequencies around 80MHz. It should be noted that the short pulse duration has a major
drawback in its energy broadening, which is basically a result of the Heisenberg uncertainty
principle. A bandwidth-limited 100 fs pulse with a central wavelength 800 nm (1.55 eV) is
about 10 nm (20meV) broad (FWHM). The new Tsunami has the capability of generating
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Figure 3.15: Schematic
curve of the time-
resolved Faraday/Kerr
rotation. The envelope
is caused by the spin
relaxation, whereas the
periodic cosine stems
from the precessional
rotation.
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picosecond pulses, which may give an energy narrowing by a factor of 10. However, for the
present investigation, this option was not ready to use, so all of the data presented in this work
was obtained using pulses on the order of 100 fs. The average output power of the Ti:Saphhire
laser can reach up to 1.8W, depending on the central wavelength and pump power.
To characterize the laser pulses, a beam splitter in form of a glass plate directs a small
fraction of light to a real-time spectrometer (APE, Wavescan) and an autocorrelator (Spectra
Physics, Model 409). The pulse form and length has also been checked just before entering
the magneto-optical cryostat, showing no significant distortion, nor pulse broadening. After
the glass beam splitter, a non-polarizing beam splitter cube divides the primary pulse into
the actual pump and probe pulse at a ratio of about 1 : 1. The probe pulse is attenuated
very early for safety reasons and because the probe beam is generally less intense than the
pump beam. It is then routed via a fixed compensation line to allow a time overlap with the
pump pulse. It is advantageous for the probe beam to go along the fixed lag, since it still
has to go a long way to the detector. In order to use lock-in techniques, the probe beam is
focused onto a mechanical chopper wheel (HMS, Model 220), and expanded by a factor 1.5.
Usually, the chopper is operated at frequencies on the order of 1 kHz. The focussing onto
the chopper has proven crucial in suppressing unwanted scatter from the chopper blades,
which degrades the actual optical performance, and may also cause back-reflection into the
laser cavity. If this happens, the laser may become unstable and even stop pulsing. Because
the laser already provides a 100 : 1 linear polarization, a λ/2-retarder in conjunction with
a high-quality calcite polarizer is used after the chopper both, to allow continuous intensity
attenuation and to prepare the linear polarization state of the probe beam on the order of
105.
The pump pulse is routed along a retro-reflector (Melles Griot, 02CCH013), that can be
moved on a motorized translation stage with linear encoder (Newport, IMS600-CCHA). This
so-called mechanical delay line controls the time delay between pump and probe pulse, simply
by changing the path length the pump pulse has to travel. A displacement of the retro-reflector
by 15 cm (∧= 30 cm path difference) corresponds to a time delay of 1 ns, and, with a positional
accuracy of better than 1µm, a time resolution of 7 fs is easily achieved. This is much better
than the pulse duration itself, so the total time resolution is limited by the length of the
fs-pulse. The beam incident on the retro-reflector has to be parallel to the line of travel,
otherwise the position of the exiting beam moves upon retro-reflector movement. After the
delay line, the pump beam is attenuated by a neutral density filter wheel. Although one likes
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Figure 3.16: Optical setup of the TRFR/TRKR experiment. The inset shows the actual
sample geometry. See text for details.
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to have a continuous attenuation capability like for the probe beam, the filter wheel is more
robust regarding the high peak power of the pump beam. Again, a linear polarization state is
obtained using a high-quality calcite polarizer (Melles Griot, 03PGL301) with a 105 extinction
ratio. Then, for most experiments, a photoelastic modulator (PEM) changes the polarization
state at a frequency of 42 kHz. If operated properly, the PEM (Hinds, PEM90 with II/IS42)
modulates the polarization state periodically from left circular to right circular. In between,
the polarization is elliptical up to linear, like the polarization of the incident beam. Thus,
spins of both orientations are periodically generated within the sample. One orientation may
live up to ≈ 25µs with this technique before the oppotite orientations overweighs, which is
sufficient for the expected spin lifetimes,that are on the order of several hundred nanoseconds.
Since both, the pump beam and the probe beam are modulated periodically, a dual lock-in
technique can be applied, which greatly enhances the signal-to-noise ratio.
At this point in the setup, both the pump and the probe beam are routed to be parallel
to the optical table, and parallel to each other with a separation of 20mm. This allows the
use of a single ∅50mm-lens to focus both beams onto the same spot on the sample, which is
typically 50µm in diameter. The spatial overlap between pump and probe pulse is crucial in
order to obtain the Faraday/Kerr rotation of optically aligned spins. In other words, if the
region in which the spins are generated and the region where the spins are being measured
do not overlap, the spin ensemble cannot be probed and no change of polarization will be
detected.
The sample itself is mounted within an optical cryostat (Oxford Instruments, SpectroMag
4000), that allows the bipolar application of a magnetic field up to 7T through the use of
a superconductive magnet. The variable temperature insert (VTI) of the cryostat features
sample temperatures from around 2K up to room temperature (295K).
After the pump beam has fulfilled its purpose, the transmitted remnants are just dumped,
while the reflected part normally does not find a way to the outside through the cryostat
windows.
For the probe beam, the final journey is through the rotation analyzing optics onto the
photodiode bridge. The transmitted probe beam, carrying the Faraday rotation, is sent
through a confocal lens, which makes the beam parallel again. The rotation detection works
as described in section 3.4.3. The reflected probe beam with the Kerr rotation is directed
through the middle of the focussing lens and picked off by a small routing mirror. It also
passes through a retarder, the polarizing beam splitter, and onto the photodiodes. With this
setup, it is therefore possible, to measure both, Faraday and Kerr rotation simultaneously.
There are several optional changes to the setup, that are worth mentioning. The two-color
pump-probe experiment will be described in detail in section 3.7. In this case, the original
probe beam will be dumped right after the beam splitter, while the second Tsunami system
provides an independent probe beam, that is coupled into the setup using a flippable mirror.
Another modification is used when investigating the nuclear hyperfine interaction on the spin
ensemble. Because the dynamic nuclear polarization takes place on a five-minute timescale,
the PEM is only of little use and is replaced by a static λ/4-retarder. The orientation of its
fast axis with respect to the incident linear polarization determines, whether the pump pulse
is left or right circularly polarized. To be able to still use a double-modulation technique, a
second mechanical chopper is used. Usually it is inserted close to the pinhole of the spatial
filter. This setup requires also some modifications to the data acquisition electronics, which
will be explained in the following section. A third option is, not to dump the transmitted
pump pulse, but instead to use a dedicated photodiode to measure the absorption edge.
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As a rule of thumb, T ∗2 -times up to twice the delay line range can be evaluated with fairly
good confidence. At the beginning of this Ph.D. work, only a 20 cm short delay line (OWIS,
Limes 120) was available, which only allowed a very limited delay range of 1.3 ns. The only
mode of operation was a scanning mode, which means that the retro-reflector moved to a
given position and has to settle there. Then the measurement was done, before the next
position could be set. The movement from one position to the next took a long time, because
the translation stage needed to completely stop the motion. This caused relatively long
acquisition times for a complete delay line scan. Long term drifts had a good chance to
appear in the measurements, which was all but desired. In 2002, a 60 cm stage was acquired
(Newport, IMS600-CCHA), which allowed accurate time delays up to 4 ns. In addition, a
sweeping mode is supported, in which the stage translates the retro-reflector at a constant
velocity, simultaneously delivering the actual position. This mode introduces an offset in the
delay time scale, which can be easily corrected for, and in advantage, the total acquisition time
for one run was nearly the same, despite the three times larger travel range. The importance
of the delay line length will be discussed in more detail in chapter 4 on data analysis.
A closer look at the optical paths at the sample is given in the inset of figure 3.16. It shows
that the sample is slightly tilted by an angle7 γ = −1.6◦ with respect to the magnetic field,
so that the reflected probe pulse enters the focussing lens centered. Then, the pump pulse
arrives at the sample under an angle αpump = 3 γ = 4.8◦, while the probe’s angle of incidence
is αprobe = γ = 1.6◦. Assuming an index of refraction n = 3.6 of GaAs, then the refracted
beams will propagate in the sample under angles βpump = 1.3◦ and βprobe = 0.4◦ with respect
to the surface normal. This will become important when addressing longitudinal (T1) spin
relaxation, as well as dynamic nuclear polarization, because the probe beam may pick up
some longitudinal component in addition to the intended polar Kerr effect. On the other
hand, it is clear that in this geometry, the pump beam does not inject the spins perpendicular
to the sample’s surface, but under the angle βpump, which has a component along the external
magnetic field.
The laser power cannot be measured directly at the sample position, i.e. within the VTI.
But a calibration is possible, by measuring the power before and after the cryostat. Assuming
equal transmission and reflection for the windows on the way in and out allows the determina-
tion of an effective transmission coefficient up to the sample. All laser powers quoted in here
are scaled that way, to reflect the actual power that reaches the sample. Usually the powers
quoted are average values, obtained by a commercial power-meter (Coherent, LaserMate Q-
VIS). This also means that when using the PEM, a cw-power is measured, while using the
optical chopper, a duty-cycle of 50% needs to be regarded. This must be considered for the
probe beam and for the pump beam during the DNP measurements.
The number of spins that are excited by the pump pulse can be estimated in the following
way: The number of photons per pulse Npulse is related to the average power <P>, the laser
repetition rate frep = 80MHz, and the wavelength λ through
Npulse =
λ <P>
h c0 frep
, (3.84)
with Planck constant h and speed of light in vacuum c0. Because a fraction of the total photons
is being reflected off the surface, one also needs to take the transmission coefficient obtained
from the Fresnel formula [91] into consideration. The transmission coefficient depends on the
index of refraction nGaAs = 3.6 as 4/(1 + n)2, where the He gas inside the VTI has an index
of refraction very close to 1 [54]. Thus, the number of photons N within the sample is
N =
4Npulse
(1 + n)2
. (3.85)
7This angle is related to the beam separation (here s = 20mm) and the focal length of the ∅50mm-lens
f = 176mm: tan(2 γ) = s/2f .
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At energies above the absorption edge (e.g. E = 1.52 eV, λ = 816 nm), the absorption
coefficient at low temperatures (T = 20K) is α ≈ 104/ cm (cf. fig. 3.5). Assuming that the
penetration depth of photons is z ≈ 1/α = 1µm shows that this is much smaller than the
typical sample thickness of 0.5mm. This means that it is safe to assume all photons to be
absorbed within the sample, and that each photon creates an electron hole pair. The volume
V in which the electrons are created can be approximated by cylinder of length z and diameter
d ≈ 50µm, which is the laser spot size at the sample:
V = (
d
2
)2 pi z. (3.86)
Within this volume the number of photo-excited electrons nex is therefore
nex = N/V =
16αλ <P>
(1 + nGaAs)2 pi frep h c0 d2
. (3.87)
An average power of 1mW at the sample excites 5 × 1015/ cm3 electrons and holes, which
is close to the doped sample’s carrier concentration. Below the band edge, the absorption
coefficient drops more than three orders of magnitude, and so drops the number of excited
carriers down to 5 × 1012/ cm3. This means that care has to be taken while interpreting
experimental data, as the photo-excited carriers are not a small perturbation to the system.
3.5.2 Data Acquisition Setup
The standard data acquisition setup is shown in figure 3.17. The central role is played by
a standard personal computer, which controls different devices via the IEEE 488 (GPIB)
interface bus. The control software is customized for the experiment and runs under National
Instruments’ LabVIEW environment. An Oxford Instruments ITC503 temperature controller
regulates the sample’s temperature through a heater element on the sample stick, while a
constant He gas-flow in the VTI provides the necessary cooling. The magnetic field can be set
and read out by a bipolar power supply (Oxford Instruments, IPS120-10) via a current-to-field
calibration once done at B = 8T (I = 101.85A). It provides no means of directly measuring
the magnetic field at the sample position. The mechanical translation stage of the optical
delay line is interfaced by a MM4006 motion controller from Newport.
In order to determine the polarization rotation, which is caused either by the Faraday or
Kerr effect, the respective diode bridge’s sum and difference signals need to be evaluated. For
the sum signal (A + B), the optimum performance is obtained by using a lock-in amplifier
(Stanford Research Systems, SR830, or Ametek, 7265) hooked up to the chopper frequency
of the probe beam. Since the chopper usually runs at frequencies around fch = 1kHz, a good
choice for the lock-in amplifier’s (LIA) time constant is τsum = 100ms.
The difference signal of the diode bridge is conditioned by a SR540 low-noise preamplifier,
that provides a band pass filter, usually set from 30Hz to 300 kHz, and a selectable voltage
gain, which is usually G = 20. For the difference signal, the double modulation technique
with PEM for the pump and a mechanical chopper for the probe beam gives the highest
sensitivity. This requires the use of the 7265 LIA, because this model provides an analog
real-time output of the measured signal even at short time constants. The frequency of the
PEM is fixed at fPEM = 42 kHz for the II/IS42 optical head. The time constant of the first
LIA, which receives fPEM as a reference, should be at least two PEM periods. But it must not
be too long, so that the LIA can act as a band-pass filter. This is why this lock-in amplifier
is also called “fast”. Normally it is set to τfast = 80µs, which is about three periods of the
pump modulation. The fast LIA’s output is feeded to a second (“slow”) lock-in amplifier,
operating at the probe beam’s chopper frequency fch. Its time constant is chosen to be much
larger than the fast one’s, but small enough to allow reasonable acquisition times. Usually
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Figure 3.17: Data acquisition electronics setup of the TRFR/TRKR experiment. For each
detector arm, i.e. Faraday and Kerr, a separate diode bridge with pre- and lock-in amplifiers
is required. See text for additional details.
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τslow = 100ms, which is identical to the sum signal. The difference signal (A − B) obtained
by the slow lock-in amplifier can then be read out by the computer. If both, the Faraday
and the Kerr rotation are measured simultaneously, a total of six digital lock-in amplifiers
is needed. Unfortunately, those were not available at all times, that is why the sum signal
may also be measured by a digital multimeter (Keithley, 2000). To be able to detect the
relative orientation of the spin ensemble ~M with respect to the probe beam’s propagation
direction ~k(i) the difference signal is read out from LIA’s X-channel (in-phase signal), while
for the sum the absolute value R =
√
X2 + Y 2 is of interest, where Y is the out-of-phase
signal. More information on the lock-in amplifier’s capabilities can be found in the respective
manuals [94, 95].
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Figure 3.18 gives an impression of the timescales involved in the double modulation setup.
The complete range covers the optical spin orientation process on the femtosecond timescale
up to the relatively slow nuclear polarization, that may build up during several minutes. The
total range easily spans fifteen orders of magnitude, which make the setup rather versatile.
Figure 3.19: Sketch of the de-
modulation scheme used in the
setup. After passing the band-
pass filter, the difference signal
from the diode bridge Udiff is de-
tected at the PEM’s frequency,
effectively measuring the RMS-
voltage Ufast. This voltage is
fed into the slow lock-in amplifier
locked to the chopper frequency,
where again the RMS-voltage
Uslow is being taken. Choosing
the fast lock-in amplifier’s time
constant to be τslow = 80µs (≈
3TPEM) allows the fast LIA to re-
spond to the chopper.
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The double modulation with the probe beam chopped and the pump beam being polariza-
tion modulated by the PEM, and the demodulation of the rotation signal is not easy to grasp.
It is intuitive to expect the probe’s signal at the chopper frequency fch. At the same time
however, the spins are being aligned back and forth at the PEM frequency of fPEM = 42 kHz,
which is slow compared to precession and relaxation times. If the probe beam was not mod-
ulated, one would still expect the actual rotation being modulated, but now at the pump’s
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frequency. A sketch of the complete demodulation process is depicted in figure 3.19. The
fast LIA is responsible for the demodulation of the high-frequency part out of the incoming
difference signal Udiff , while the slow lock-in amplifier uses its output Ufast to extract the
low-frequency part of the chopper modulation Uslow, which is then acquired by the computer.
When measuring nuclear polarization processes, it turned out to be advantageous not to
modulate the pump beam through the PEM, but to pump with a fixed circular polarization,
while modulating using a second mechanical chopper. For the optics, the PEM is simply being
replaced by a λ/4-retarder and a chopper is inserted. The electronics needs to be changed
more, since the distance between the pump fpump and the probe fprobe modulation frequencies
is not big enough to allow the application of two lock-in amplifiers in series. Instead, a single
lock-in amplifier is used, which detects the rotation signal at the sum fpump + fprobe or
difference |fpump − fprobe| frequencies of the two choppers, whichever provides the better
signal-to-noise ratio. Those frequencies are generated phase locked to the respective chopper
frequencies by an electronics that has been specifically designed and built for this task. Since
its purpose is to frequency-mix two TTL-signals, namely the chopper references, it is called
a TTL-mixer. Details of the TTL-mixer’s design and operation can be found in appendix C.
Here, it is sufficient to note, that the TTL-mixer accepts the two chopper references and
delivers the sum and difference frequencies without any user interaction. It is simply plugged
in between the chopper references and the lock-in amplifier (fig. 3.20).
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Figure 3.20: Setup of the demodulation electronics when using the TTL-mixer as it is em-
ployed during the DNP measurements.
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3.6 Resonant Spin Amplification
Delay-line measurements only yield reliable spin lifetimes up to about two times the scan
length. This is because of the exponential decay of the envelope, that becomes weaker the
longer the lifetime gets. Another problem arises if the spin lifetime is significantly longer
than the laser repetition interval, which is on the order of Trep ≈ 12.5 ns. In this case a new
pump pulse excites spins before the previous ensemble has completely dephased. The result
is shown in figure 3.21: Depending on the Larmor frequency and the repetition rate, the
newly injected spins can interfere constructively with the existing spins, if the spins precessed
an integer number of times. Since this happens not only for the latest spin ensemble, but
also for its predecessors up to the spin lifetime, all these spins are in resonance and one
speaks of resonant spin amplification [13] (RSA). If the spin precession does not exactly fit
into the repetition interval, this resonance is greatly suppressed. This can be understand in
the following way: Even if the most recently created spin ensemble is only slightly off the
resonance condition, its predecessor is already twice off, and so on. So the net magnetization
is noticeably reduced. In the extreme case when the spin ensemble precessed an half-integral
number of times, they will be aligned in the opposite direction to the newly injected spins,
which leads to a destructive interference of the net spin population.
Figure 3.21: The formation of
the RSA peaks stems from
constructive interference of
the precessing spins with
freshly injected spins at ∆t =
0. The image shows a simula-
tion with g = −0.42 and T2 =
30ns while the Laser repeti-
tion interval is Trep = 12.5 ns.
Delay-line scans for different
magnetic fields are displayed,
so that the repetition interval
equals 4.5, 4.9 and 5 Larmor
precessions, respectively.
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From a mathematical point of view, one simply adds up all previous laser excitations with
their respective exponentially damped Larmor precession, thus the net magnetization becomes
MS(∆t, ωL) =
∞∑
n=1
M0 e
−(∆t+nTrep)/T∗2 cos[ωL (∆t+ nTrep)] . (3.88)
The convergence of this sum is guaranteed as long as the spin lifetime is finite. This formula
can be written in a closed form without the infinite sum, where the appendix D.4 gives the
derivation:
MS(∆t, ωL) =
M0
2
e
−∆t+Trep
T∗2
cos(ωL∆t)− eTrep/T∗2 cos[ωL (∆t+ Trep)]
cos(ωL Trep)− cosh(Trep/T ∗2 )
, (3.89)
with ∆t ∈ [−Trep; 0)8 and ωL = g µB B/~.
8The mapping of ∆t into the negative repetition interval is just for convenience, as in an experiment ∆t is
usually chosen to be −50 or −100 ps.
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Usually, the repetition rate is fixed, while the Larmor frequency can by varied through the
magnetic field. Therefore, in an RSA measurement, the delay is held constant, normally at
small negative delays, while the B-field is being swept. Whenever the resonance condition is
met, a sharp resonance peak appears, as is shown in fig. 3.22. The optics and electronics are
set up identically to the normal time-resolved measurements, which makes RSA measurements
readily available.
The peaking at resonance is easily deduced from (3.89) by looking at the denominator. For
spin lifetimes larger than the repetition interval, the cosh-term becomes smaller with a lower
bound of one, while the cos-term oscillates at the Larmor frequency. Whenever this term
becomes one, i.e. its argument is ωL trep ≡ 0 (mod 2pi), the denominator approaches zero,
thus the net magnetization peaks. The spin lifetime can be extracted by fitting each RSA
peak to equation (3.89). Generally, the spin lifetime becomes larger the smaller and higher
the RSA peak is. A description of the data evaluation using RSA will be given in section 4.4.
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Figure 3.22: Typical RSA mea-
surement. The figure shows
raw data taken by measur-
ing the time-resolved Kerr-
rotation while sweeping the
external magnetic field B.
The pump-probe delay is
fixed at ∆t = −50 ps. The
broadening of the RSA peaks
for increasing fields |B| stems
from the decrease in T ∗2 .
The peak distance is approx-
imately one Larmor preces-
sion during the Laser repeti-
tion interval.
If the lifetimes are only about half of the repetition interval, the peaks degrade to a sinu-
soidal modulation of the magnetization, and a truth worthy spin lifetime cannot be deduced.
However, resonant spin amplification can already be used for spin lifetimes exceeding 8 ns,
while for spin lifetimes above 20 ns it is mandatory. The longest lifetimes detectable using
RSA depend on the resolution of the magnet’s power supply. The IPS120-10 used in the
actual experiment has a nominal resolution of 7.85× 10−6 T. Claiming the full width at half
maximum of the RSA peak can be sufficiently deduced by measuring seven distinct points,
a maximum spin lifetime of 1µs is feasible, and this is sufficient for GaAs as the longest
transversal spin lifetime known so far are at most 290 ns [85].
83
3 Experimental Methods and Setups
3.7 Two-Color Pump-Probe Spectroscopy
In January 2003 a second (slave) Ti:sapphire laser system has been installed, which allows
coupling to the already existing one (master), so that both output pulse trains are phase-
locked. The commercial phase locking is shown schematically in figure 3.23, where the core
problem is to adjust the slave’s laser cavity length in realtime, so that its repetition interval
is exactly that of the master.
Figure 3.23: Phase-lock loop (PLL) of the two fs-laser systems. The repetition rate of the new
system, which is shown here, adjusts to the old one by repositioning the high-reflector (M1)
for coarse alignment, and by fine positioning a cavity folding mirror (M4) with a piezo
element (PZT). The electronic delay is achieved by the voltage controlled phase shifter
within the PLL, which can be programmed via the General Purpose Interface Bus (GPIB)
(taken from [96]).
Since both lasers can be independently tuned in the output energy, a true two-color pump-
probe experiment can be performed by coupling the slave as the probe beam into the already
existing setup. This is done directly after the beam splitter (see fig. 3.16) and just before
the fixed attenuator by inserting a flipable mirror, and by blocking the old probe beam right
after the beam splitter. The mechanical delay-line can be used just as before, once zero delay
has been adjusted properly. In addition, the phase-lock electronics is capable of inserting
a programmable phase shift9 into the master’s reference signal. By default, this is done by
programming a 16-bit digital-to-analog converter, thus by setting a value in the range from
9Actually, two phase shifters exist in series, one with about 2 ns and another with about 16 ns delay. But for
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0 to 65535. Unfortunately, this value is not linearly related to an actual time delay, which is
shown in figure 3.24 for illustration. However, it is at least monotonic, which makes it feasible
to create a software calibration between real time delay and phase shift value, which works
transparent within the data acquisition software. Details of the calibration and its limitations
are presented in appendix B.
The availability of two laser systems also offers the possibility of performing magnetic
depolarization measurements. Other than in a classical Hanle experiment (cf. 3.3), where
the polarization degree of the photoluminescence is being measured, here, the Faraday/Kerr
rotation can be observed, just like in the usual TRFR/TRKR setup. The optical orientation
through the second laser system is also the same, just like in the two color experiment, the
only difference is, that both laser systems must not be synchronized through the phase-lock
loop. Then, the optical orientation is not related, i.e. quasi-continuous, to the probe pulse,
and therefore the magnetic depolarization through precessional motion can be measured.
Some test measurements have been performed using this technique, but it turned out that
the data analysis is more complex compared to the standard time-resolved data, as the g-
factor and the magnetic field have to be know precisely a priori. As shown in chapter 5,
the g-factor, however, depends strongly on the type of the electronic states that are probed,
as well as the sample’s doping level. Also, RSA measurements are very similar to Hanle
measurements at low fields, but they provide more information, especially at higher fields,
where the precession of the spins yield information on the electronic g-factor. This is why the
magnetic depolarization measurements, although feasible with the existing equipment, have
not been performed systematically.
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Figure 3.24: Uncalibrated long electronic delay scan of the two-color setup. The measurement
clearly shows the non-linearity of the time axis when using the delay values directly.
sake of simplicity, only the long electronic delay will be discussed in this work, as it also has the greater
practical relevance.
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4 Data Analysis
Since data analysis becomes more and more important, a separate chapter is devoted to that
issue. In this chapter, the information that can and cannot be obtained by looking closely at
the raw data will discussed. Also, the difficulties and ineffectiveness of Fourier analysis of the
raw data will be explained. The analysis method of choice is the multi-component nonlinear
regression, where the raw data is fitted by a linear combination of exponentially decaying
Larmor precessions. Finally, the specifics involved in the evaluation of RSA measurements
will be presented.
4.1 Raw Data Interpretation
Raw data interpretation is anything but trivial, as soon as more than one precession compo-
nent is involved. The energy-dependent time-resolved Kerr and Faraday measurements bear
often two or even more distinct precessional motions, that differ in amplitude, spin lifetime,
and precession frequency, i.e. electron g-factor. The relation between theses parameters for
each component has a major impact on the trace of the delay-line scan.
In figure 4.1, some examples are displayed on how significant changes in the parameters
may lead to very similar raw data traces. Only (A) is a single-component spin decay, whereas
the others are obtained by superimposing two distinct components. A simple exponentially
decaying envelope is not necessarily an indication of a single component, as (B) points out.
It strongly depends on the spin lifetime, the relative amplitudes, the g-factors, and the scan
length, whether beating nodes will appear. Even if beating nodes appear, as in (C), the
involved g-factors cannot be related uniquely, but may be ”symmetric” around a center g-
factor. Here, the short living component’s g-factor (g = −0.42) is in the center of the second
component’s g-factor of g = −0.39 = −0.42 + 0.03 (C) and g = −0.45 = −0.42 − 0.03 (D).
On the other hand, the existence of a beating node does not mean, that there is indeed a
difference in the g-factors of both components. Part (E) illustrates this case, where both
g-factors are equal g = −0.42. In order to obtain a beating node, the relative phases are also
important. Here, both components have a phase difference of pi, as indicated by the different
signs of the amplitude. Unfortunately, even this raw data trace has a sibling (F), where both
amplitudes are in phase, but now the g-factors of the constituents differ. A lot more examples
would be possible, but the six examples showed here are most common traces found in real
experiments.
The delay line length, as the limiting factor of the total available scan length is of utmost
importance. Looking again at figure 4.1, one can interpret the data wrong, if the scan length
would have been for example only 4 ns. In that case (A) and (B) are no longer distinguishable,
and same holds for (C) through (F).
Another point of interest is the detection of dominant inhomogeneous dephasing, as dis-
cussed in section 2.4.1, figure 2.36. Since dominant inhomogeneous dephasing causes a cur-
vature change of the envelope from negative to positive, raw data as 4.1 (C) or (D) may be
interpreted as caused by inhomogeneous dephasing, if the scan range would only go up to the
first beating node. The longer scan however, shows a two-component dependence rather than
inhomogeneous dephasing. In this case, the scan length is one, but not the only important
parameter. Depending on the g-factors, and the spin lifetime, the beating node’s position
may be anywhere between close to zero delay and the end of the scan range, which is at most
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Figure 4.1: Simulation of multi-component TRFR raw data for B = 0.5T and Trep = 12.5 ns.
The respective parameters are displayed in the insets, where A is the initial amplitude,
g the electron g-factor, and T2 the transverse spin relaxation time. Note, that physically
relevant changes can lead to very similar raw data traces, which become even less distinct,
the shorter the scan is, as the red lines indicate.
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the repetition interval. So the question of inhomogeneous broadening cannot be answered by
one delay line scan, but, if ever, by a series of scans taken at different photon energies.
Compared to other data analysis techniques, the raw data gives a first impression on what
is going on, but quantitative statements on the amplitude, g-factor, and spin lifetime can only
be made by fitting the data to certain models.
4.2 Fourier Transformation
At first sight, a Fourier analysis (see e.g. [97]) seems to be a useful tool in obtaining the
g-factor out of the raw data. Unfortunately, this is a misjudgement, due to several problems:
The fast Fourier transformation (FFT) requires the time axis to be equally spaced. This is
not the case for the delay-line scans, as the actual position is read out for the time axis, and
this quantity includes the experimental uncertainty. To apply discrete Fourier analysis the
time axis needs interpolation to equidistant sampling intervals. Otherwise, systematic errors
might be introduced into the Fourier spectrum.
Compared to the analysis in the time domain, the Fourier space usually causes the ampli-
tudes to become complex valued, as soon as the frequency components are not pure cosine
terms, but they also contain a phase shift, which is equivalent to a combination of sine and
cosine terms. The Fourier analysis must be performed for the real and imaginary part, or
equivalent for the power and the phase shift. Compared to the time domain analysis described
in section 4.3, which only introduces one phase parameter for each precession component, the
phase will be spread over the whole spectrum in the Fourier domain. This makes interpre-
tation ambiguous or even impossible. Also using nonlinear regression in the Fourier domain
will fail due to the complex valued parameters, as the number of fit parameters will double
(real and imaginary part).
Another problem arises through the finite length of the raw data in the time domain. Finite
signals cannot be handled by the Fourier analysis, and that is why the signal is artificially
made infinite. A repetition of the data is not feasible, as this would, among other things,
introduce a Fourier peak at this repetition frequency. So called “windowing” is applied that
damps the signal for large delays, so that the signal becomes zero. This windowing always
introduces so called “leakage”. This means that even a single frequency component in the time
domain spreads its power continuously across the whole frequency spectrum in the Fourier
domain. Figure 4.2 A displays this effect. The power peaks of course close to the true
frequency, but the whole spectrum contains some weight of this power that leaked out to all
other frequencies.
In case of the TRFR/TRKR experiments, the worst problem appears through interference
effects, if more than one precession component is present. Although the Fourier transformation
is linear in nature, i.e. f(t) = g(t) + h(t) ⇔ F(ω) = G(ω) + H(ω), the power spectrum
is not, namely |F(ω)| 6= |G(ω)| + |H(ω)|. This means that peaks appearing in the power
spectrum do not necessarily belong to the fundamental precession frequencies of the respective
components, but that interference between those fundamental frequencies determine the peaks
in the Fourier spectrum. For the case where both components have a pure in-phase cosine
behavior, the interference becomes negligible (fig. 4.2 B), but for the other extreme, where
the phase shift is pi but the g-factors are identical, one can no longer extract the g-factors
from the Fourier power spectrum, as figure 4.2 C demonstrates.
At last, the usability of the Fourier analysis for the determination of the precession fre-
quencies and thus the g-factors depends on the resolution of the discrete Fourier transform,
which is given by
∆g =
h
µB B
∆f =
h
µB B teff
. (4.1)
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Figure 4.2: Simulation of multi-component TRFR raw data for B = 0.5T and Trep = 12.5 ns
with their respective discrete Fourier power spectra. The dots are the actual samples in
time (taken every ts = 10ps) and frequency (g-factor) domain. The black lines are guides
to the eye. The red lines indicate the actual g-factors (−0.42 and −0.39, respectively) of
the raw data components. Note, that fits in the time domain (cf. sec. 4.3) would provide
a perfect agreement for the simulated data and thus exact g-factors.
Table 4.1: Examples of g-factor resolution ∆g achiev-
able using FFT analysis with a maximum scan length
of ∆tmax = 12.5 ns. T ∗2 is the measured spin lifetime,
and B the applied magnetic field. Desired is a reso-
lution better than one percent, i.e. ∆g . 4 × 10−3.
T ∗2 (ns) B (T) ∆g (10
−3)
1.0 0.1 311
2.0 0.1 155
& 5.4 0.1 57.2
1.0 1.0 31.1
2.0 1.0 15.5
& 5.4 1.0 5.72
1.0 4.0 7.77
2.0 4.0 3.88
& 5.4 4.0 1.43
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Here, teff is the effective scan length. This must not be confused with the maximum scan
length ∆tmax, as measuring over a longer scan range does not help improving the resolution
if the signal has already been sufficiently damped. In that case a good choice is teff = 2.3T ∗2 ,
which is the time when the signal’s amplitude dropped by a factor of 10. Only if this is longer
than the scan range (T ∗2 & 5.4 ns for ∆tmax = 12.5 ns), the latter restricts the resolution,
i.e. teff = ∆tmax is appropriate. Table 4.1 gives some examples of the g-factor resolution
achievable for different parameters1. In figure 4.2 A and B, one can clearly see, that the exact
g-factor cannot be found in the Fourier domain, simply because the resolution is not sufficient
to allow for a sample on the frequency axis at the respective g-factor. It should also be noted,
that if the scan range and the magnetic field are held constant, no new g-factor values will
appear in the power spectrum, especially no continuous g-factor change is observable when
sweeping the excitation energy, for example.
Taken all these issues together, and in comparison to the multi-component nonlinear regres-
sion discussed next, the FFT analysis brings more disadvantages than advantages. Especially
if discrete Fourier data is presented in publications, care has to be taken on its interpretation
considering resolution and, if more than one precession component is involved, the interference
effect.
4.3 Multi-Component Nonlinear Regression
Most of the data presented in this work is evaluated and analyzed using multi-component
nonlinear regression. In simple phrases, it is a least-squares fit to a model consisting of one or
more precessional components. This section will not deal with the specifics of the numerical
algorithms used to perform the fits, but rather deals with its applications, so that the physical
interpretation of the results can be retraced.
Usually, the fit programs were written using LabVIEW, or Mathematica, relying on stan-
dard fit-algorithms, usually Levenberg-Marquardt. The fits terminate either if the variance
χ2 falls below a previously specified value, indicating that a minimum in the response function
is reached, or the maximum number of iterations is exceeded. If the latter happens, the fit is
redone with more iterations, or if that fails, with larger χ2.
The technicalities involving fits for RSA data will be given in the next section. Here, just
the TRFR/TRKR data, i.e. delay line scans, will be investigated. The standard fit model for
the Faraday/Kerr rotation is the following:
Θ(∆t) = A(0) +
3∑
j=1
A(j) e−∆t/(T
∗
2 )
(j)
cos(ω(j)L ∆t+ ϕ
(j)), (4.2)
with the time delay ∆t, offset A(0), amplitude A(j), effective spin lifetime (T ∗2 )
(j), Larmor
frequency ω(j)L = g
(j) µB B/~, and a phase ϕ(j). Most of these parameters should be self-
explanatory, except for the offset and the phases. In all samples under investigation, a quasi-
static offset is present for low photon energies. At first, this was attributed to experimental
artifacts, but also a physical explanation is possible and given in chapter 5. Regarding the
phases, there are at least two reasons, why they must be incorporated into the fit model.
Usually, the time axis is being scanned with step sizes that allow about twenty sample points
per Larmor period. This means that zero delay (∆t = 0) is never hit exactly, and therefore
the start of the oscillation is inaccurate. A phase term in the cosine will compensate for that.
Secondly, if the spin lifetimes are rather long, so that RSA already plays a role, the fit model
without an additional phase no longer holds, as all preceding laser excitations up to the spin
1Note, that the resolution does not depend on the step size ts between the samples. A smaller step size
will only enhance the high frequency limit the Fourier transform can achieve without aliasing to occur, as
higher frequencies will be mapped into the region from 0 to 1/2 ts.
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lifetime need to be considered too (cf. chapter 3.6). Referring again to figure 3.21, one sees
that for a precession period close to that of the laser repetition (red line, Trep = 4.9×2pi/ωL),
the precession seems not to start exactly like a cosine, but its maximum is phase shifted. This
is due to the fact, that not only the current laser excitation is being measured, but many more
spin ensembles have been created before, whose Larmor period is not commensurable with
the repetition rate. Appendix D.5 gives a solid mathematical derivation, how the phase and
amplitude change when describing the RSA formula in the time domain by an exponentially
damped cosine.
The speciality of the handmade fit programs lies in the ability to exclude certain parameters
in the regression process, i.e. to fix one or more parameters at a constant value. This is
especially helpful for many-component fits, where the spin dephasing time of the longest
one exceeds the delay range, and becomes therefore impossible to extract from the fits. In
such a case, T ∗2 will be held constant at some arbitrary large value (e.g. 20 ns), but other
parameters, like amplitude, or g-factor will be fit. Also, whole components can be suppressed
in this way by setting their amplitudes constant to zero, which is mandatory if only one
precession component is present.
In addition, the programs allow normalization of the difference signals with respect to the
sum, providing a compensation for long-term drifts of the laser system, for example. Because
the amplitude does not directly give a macroscopic physical quantity, like magnetization, it
is usually quoted in arbitrary units. Moreover, if no drifts in the sum signal are observable,
the normalization becomes counterproductive by introducing additional noise. Since long-
term drifts are always an indication of an unstable laser, those measurements are usually
discarded and redone. That is why the normalization is rarely done, and usually only the
difference signal itself is being fitted. For the Kerr signal, an additional problem appears at
low energies. As already mentioned, the origin of the rotation in reflection at these energies
is just a Faraday rotation of the beam reflected from the back of the sample. The primary
beam that was reflected from the front surface has picked up negligible rotation, but it will
also reach the detector. This beam will give a background, that cannot easily be accounted
for, and which gives a misleading normalization, as then the sum signal is not directly related
to the actual difference signal.
Other important parameters of the fitting procedure are the beginning and end of the fit’s
time scale, as well as a correction of zero delay by subtracting a constant from the time axis.
The fit programs ignore any data before the beginning and after the end of the fit interval.
This allows to exclude artifacts, commonly found close to zero delay, that build up due to
optical interference of the pump and the probe beam. In addition, only a short window on
the whole scan region may be fitted, allowing, for example, to extract information on short
components, that will be held constant at a second run, including the whole scan. The major
drawback of this technique lies in the dependence of the extracted spin lifetime on the fit’s
start and end parameters.
The most recent versions of the fit program under LabVIEW also provide the standard
error to each fit parameter. Although this gives a good understanding of the quality of the fit,
practice shows that the standard errors are much smaller than the systematic uncertainties,
that usually dominate in two or more component fits. Figure 4.3 illustrates some of the fit
issues regarding delay line scans.
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Figure 4.3: Fit examples (red) of delay line scans (circles) with residuals (green). The blue
lines indicate the fit region. Spin dephasing times are quoted with standard errors de-
rived from the fit statistics. Part A displays a single component fit with some systematic
deviations due to a small phase shift at the end of the fit range. Part B is an excellent
three component fit. The two long components can be fit alone, if the start of the fit is
being shifted to the right (part C). Comparing with B gives an impression of the systematic
uncertainties, which are usually larger than the statistical errors.
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4.4 RSA Analysis
Fitting RSA data is based on the same algorithms as the delay line scans, but another set of
programs is being used. Before the RSA data can be fit, the B-field axis needs to be corrected
for an offset field, that originates from the superconducting magnet’s remanence. As already
mentioned, the magnet system once was calibrated at high fields, so that a magnet current
to field conversion can be made. The field cannot be measured directly, but it is determined
by measuring the current through the magnet and using this one-time calibration. This
calibration assumes the field to be proportional to the current. However, because the magnet
coils are made of type II superconductors, magnetic flux will always be pinned to vortices
within the superconductor, so that going from high currents to zero will not remove all
the flux from the magnet. This effect manifests in the remanence of the magnet, which is
hysteretic, i.e. it changes upon the history of the field sweeps.
Figure 4.4: RSA raw data (red)
showing how the hysteresis
within the superconducting
magnet induces a remanence,
that needs to be corrected
for. Because an external
magnetic field will shorten
the spin lifetime, the highest
RSA peak has to be symmet-
ric about B = 0. Subtract-
ing the offset field leads to the
corrected raw data (blue).
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Figure 4.4 shows raw data and corrected raw data for a typical RSA scan at low fields.
It turned out that the remanence lies typically between −8 and −5mT, when positive fields
from 1 to 6T were previously applied. This remanence becomes positive and smaller, if
negative fields have been applied before. Thanks to RSA, it is possible to compensate for
the remanence, by going to small fields and recording an RSA curve. Because spin dephasing
will increase with increasing magnetic fields, the spin lifetime will shorten and thus, the RSA
peak gets lower and broadens in both field directions. The highest peak is therefore right at
B = 0, so to correct for the remanence, its position is simply subtracted from the B-field axis.
At high fields (B & 1T), the remanence is lower than one percent, so it is usually neglected.
Considering the linearity, that is as well assumed by the current-to-field conversion, it must
be smaller than the remanence itself. It could not be measured directly, but practice showed,
that the field is off by about 2mT at zero field, when going through a 1T hysteresis. This
means that the nonlinearity is only of little concern at high fields, and it introduces some
systematic uncertainties at fields below 100mT.
The fit model for RSA consists of two components, as described by equation (3.89), and an
additional offset A(0):
MS(ωL) = A(0) +
2∑
j=1
A(j)
2
e
−∆t+Trep
(T∗2 )(j)
cos(ω(j)L ∆t)− eTrep/(T
∗
2 )
(j)
cos
[
ω
(j)
L (∆t+ Trep)
]
cos(ω(j)L Trep)− cosh(Trep/(T ∗2 )(j))
. (4.3)
Both components share the same laser repetition interval Trep and pump-probe time delay
∆t, which are also usually held constant. Each component has a distinct amplitude A(j),
94
4.4 RSA Analysis
Larmor frequency ω(j)L = g
(j) µB B/~, and spin dephasing time (T ∗2 )(j). Note, that other than
in the delay line scan model, no additional phase shift is being introduced. Usually, only one
component is used, as the two-component fits are only successful, if both components are
clearly distinct. Even in that case, the fit is very sensitive to the initial parameters.
 B=h/(T g )rep B
Figure 4.5: Simulation of RSA peaks (∆t = −500 ps, T ∗2 = 30ns, g = −0.42, Trep = 12.5 ns).
The inset shows a larger B-field scale, where the yellow region is displayed on the main
panel. Positions of the RSA peaks do not exactly lie at multiples of ∆B = h/(Trep g µB).
Because the peaks change their sign, they slowly drift from their predicted positions. The
blue line lies right between two peaks at the zero crossing. However, the peak positions
give a good estimate of the electron g-factor.
The RSA peaks are predicted to appear when the denominator in (3.89) gets small, i.e.
ωL Trep = 0 (mod 2pi). The distance between peaks can therefore be approximated by
∆B ≈ h/(Trep g µB). (4.4)
If ∆t were zero, the term cos(ωL∆t) in (3.89) would be constant for all ωL, and therefore all
B. However, in a real experiment, optical interference artifacts do not allow a satisfactory
measurement right at ∆t = 0. So, the best is to chose ∆t negative and close to zero2, usually
−50 or −100 ps. But then the cosine term changes during a field sweep, leading to a slowly
varying modulation of the peak structure. In figure 4.5 the delay is deliberately chosen to
be −500 ps to emphasize this effect even at small fields. Through the modulation, the peak
forms are modified, and the peaks will even change sign. This is the reason, why the peak
positions are only an estimate for the Larmor frequency. Figure 4.5 also shows, that if the
spin lifetime does not depend on the magnetic field, the single-component RSA curve becomes
truly repetitive with a period of BR = h/(g µB ∆t).
2This is within the assumption ∆t ∈ [−Trep; 0), as in equation (3.89).
95
4 Data Analysis
T =19.7ns
2
*
T =109ns
2
*
BA
2 4 6 8 10 12 14 16 18 20 22 24
-5
0
5
10
15
20
25
30
-1
0
1
n=2x10
16
/cm
3
T=6K
E=1.485eV
<P
pump
>=0.86mW
01-06-27
RawData
Fit
T
R
K
R
(a
.u
.)
B (mT)
Fit Residuals
6 8 10 12 14 16 18 20 22
-2
-1
0
1
2
3
4
5
-1
0
1
n=2x10
16
/cm
3
T=40K
E=1.485eV
<P
pump
>=0.86mW
01-06-27
RawData
Fit
T
R
K
R
(a
.u
.)
B (mT)
Fit Residuals
Figure 4.6: Example fits to RSA raw data for two different time regimes. At low temperatures
(T = 6K), spin dephasing times exceeding 100 ns can be measured (A), while increasing
the temperature (B) causes the spin lifetimes to drop. This results in a broadening and
amplitude decrease of the RSA peaks. The residuals plotted show no significant systematic
deviations, which is a good indication for a valid fit model.
The experiments however reveal, that the spin dephasing times do depend on the magnetic
field. That is why each RSA peak needs to be fit separately, to obtain the parameters
mentioned above. This implies, that although the parameters may change continuously during
the field sweep, they are assumed to be field-independent during the fit, and the peak position
is taken as the B-field the fit parameters are related to. Excellent one-component fits at low
fields are displayed in figure 4.6. One can clearly see the difference in the RSA peaks for long
and short lifetimes, here enforced by changing the temperature. The residuals do not reflect
any systematic errors.
If two components are involved, whose lifetimes lie in the RSA regime, it may be necessary
to do a two-component fit. As figure 4.7 demonstrates, this is feasible, although it is not trivial.
Already with one component the fit is very sensitive to the initial parameters, especially to
the g-factor as discussed later on. With two components, things get even more tricky. Two-
component fits can therefore only be done, if both components show distinct RSA peaks, like
in the example shown.
At higher fields, a major problem arises for the g-factor results. Since neighboring peaks are
very similar, and many peaks have already appeared up to the current field, it is likely, that the
fit algorithm artificially “inserts” or “leaves out” one or more peaks. At low fields, this is easy
to avoid. Taking, for example, the first RSA peak and g = −0.42, then inserting another RSA
peak between the zeroth and the first one will result in g = −0.84, which is of course nonsense.
At usual conditions (Trep = 12.5 ns, g = −0.42), the distance between RSA peaks is about
∆B = h/(Trep g µB) ≈ 13.6mT. Taking now an RSA peak at B = 1006.4mT = 74 × ∆B,
will give g = −0.420. But assuming that this is only the 73rd peak will yield g = −0.414,
or for the 75th peak g = −0.426. The g-factor may jump during the fit procedure, giving
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Figure 4.7: Two component RSA fit. The data
stems from the DNP investigation, that will
be discussed in detail in chapter 5. Here, the
emphasis lies in the two RSA components,
that can be fit quite accurate, as the resid-
uals indicate. The small systematic deviation
around B ≈ 81mT has its cause in the scan
speed of dB/dt = 10mT/min. The nuclear
polarization builds up on a timescale of sev-
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RSA peaks.
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Figure 4.8: Example of the g-factor misfits at higher magnetic fields. Panels A and B show
the same raw data, but were fitted using slightly different start parameters for the g-factors.
Panel A is the true g-factor, as a comparison with neighboring peaks reveals, while panel
B is off by only one RSA peak.
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wrong results. This is shown for some real data in figure 4.8. To avoid this problem, one can
compare the fit over a wider magnetic field range, including one or more neighboring peaks.
Although the peaks will not fit perfectly, their positions indicate if the g-factor is correct or
not. Another possibility is to perform a delay line scan, and to take the g-factor out of its
analysis. Or one may perform an RSA measurement that includes all peaks starting from the
zero peak. If the g-factor now jumps, one would see a discontinuity in the fit data.
98
5 Experimental Results and Interpretation
The discussion the experimental results and a possible interpretation of the findings will be
presented in this chapter.
5.1 Samples under Investigation
This section gives an overview of the samples that are investigated by time-resolved Faraday-
and Kerr-spectroscopy. General properties like surface treatment and thickness are addressed
as well as electrical and optical properties. The latter includes static Faraday and Kerr
rotation at low energies and photoluminescence.
5.1.1 Sample Properties
All samples measured were cut from 2 inch wafers grown by Wafer Technology using the ver-
tical gradient freeze (VGF) method. The growth technique produces low dislocation density
single crystal GaAs. General properties certified by the manufacturer are quoted in table 5.1.
Most of the samples are double-sided polished and are oriented along (100).
Sample Ingot / Orientation Surface Thickness
(cm−3) lot no. Finish d (µm)
2× 1015 VW 3616/Si (100)± 0.04◦ D/S 503 - 506
2× 1016 VW 5183/Si (100)± 0.02◦ D/S 515 - 520
4× 1016 VW 1353/Si (100)± 0.17◦ S/S 362 - 365
2× 1017 VW 4429/Si (100)± 0.09◦ D/S 508 - 520
5× 1017 VW 3948/Si (100) 4◦ → (111) 180◦ D/S 499 - 510
1× 1018 VW 1129/Si (100)± 0.25◦ D/S 388 - 412
Table 5.1: General sample properties as provided by the manufacturer. S/S means single
sided, D/S double sided polished samples.
The manufacturer also certified electrical characteristics of the samples shown in table 5.2,
although not for the individual wafer. Instead one wafer from the seed end and one from the
tail end of each ingot have been characterized.
In addition to the data sheets, selected samples have been studied with van-der-Pauw
measurements at room temperature and the results are displayed in table 5.3. Since the
contact preparation1 was done using the facilities of the Institute for Semiconductors, only
those samples with a larger spread in the certified data, namely 2 × 1015, 4 × 1016 and
5 × 1017/ cm3, have been prepared and investigated more closely. The values obtained are
in good agreement with the data provided by Waver Technologies. Only the lowest doped
sample shows some disagreement regarding the resistivity, but this can be an artifact, because
the contact resistance ratio is rather high (r = 6.2).
1Contact preparation consisted of a 5min surface cleaning in an HCl atmosphere at 200◦C followed by
alloying In particles at 300◦C for 3min in a N2 environment.
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Sample Carrier Concentration Hall Mobility Resistivity
(cm−3) n (cm−3) µH (cm2/Vs) % (Ω cm)
Seed End Tail End Seed End Tail End Seed End Tail End
2× 1015 1.4× 1015 1.3× 1016 5100 3399 9.0× 10−1 1.5× 10−1
2× 1016 2.3× 1016 2.6× 1016 4564 4635 5.9× 10−2 5.3× 10−2
4× 1016 3.5× 1016 5.0× 1016 4.4× 103 4.6× 103 4.1× 10−2 2.7× 10−2
2× 1017 2.0× 1017 2.3× 1017 2685 2923 1.2× 10−2 9.2× 10−3
5× 1017 5.2× 1017 8.7× 1017 2458 2027 5.0× 10−3 3.6× 10−3
1× 1018 1.0× 1018 1.9× 1018 2300 1907 2.6× 10−3 1.7× 10−3
Table 5.2: Electrical sample properties at room temperature as provided by the manufacturer.
For each ingot the manufacturer has characterized one waver from the seed end and one
from the tail end.
2× 1015 4× 1016 5× 1017
IAB (µA) 100 10 100
UAB,CD (µV) 64.8 2.48 1.84
UBC,DA (µV) 10.5 1.3 1.22
r 6.2 1.9 1.5
% (Ω cm) 6.8× 10−2 3.0× 10−2 3.4× 10−3
B (mT) 300 300 300
IBD (µA) 100 10 100
UAC(+B) (µV) 116.2 0.86 0.77
UAC(−B) (µV) -154.2 -1.51 -0.47
n (cm−3) 2.7× 1015 4.3× 1016 6.0× 1017
Table 5.3: Results of the van-der-Pauw measurements on selected samples. Parameters are
the same as for equations (3.4) and (3.6). The respective sample thicknesses are average
values taken from table 5.1.
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5.1 Samples under Investigation
The samples were cut from the wafers as rectangular bars aligned along the crystal axes,
where the long side is parallel to the long mark on the wafer. This is depicted schematically
in figure 5.1. The samples were then glued with Fix-O-Gum onto the Cu sample holder that
is located at the bottom end of the sample stick.
5.1.2 Photoluminescence Spectra
Photoluminescence spectra have been recorded in order to characterize the electronic states
that will be excited during a pump-probe experiment. The setup is described in section 3.2,
where the excitation energy is well above the band gap (usually 1.75 eV).
A typical result is shown in figure 5.2, here n = 2 × 1015/ cm3 and T = 10K . The main
panel (A) shows the intensity vs. energy of the luminescence light for several excitation
powers. Three different peaks can be observed: At very low energies (E ≈ 1.457 eV) a
very small peak is present, which is very likely impurity related, probably from carbon or
silicon itself. During growth, some of these impurities will be incorporated into the crystal
as acceptors, which have a binding energy of EA(C) = 26meV and EA(Si) = 35meV at low
temperatures (T = 5K) [19], and which serve as final states during transitions from the donor
or conduction band. Since the PL peak intensity is two orders of magnitude smaller than
for the peak at E = 1.4929 eV, its effects are assumed to be small. The next two peaks are
regarded as the donor states at low energies (1.4929 eV) and conduction band states at high
energies (1.5130 eV). The resolution of the spectrometer does not allow the observation of
fine structure, such as excitons. The power dependence shows different behavior for both
peaks. At low power, the low energy peak is larger than the high energy peak, at high power
the roles switched. The power dependence becomes even better visible when normalizing the
PL spectra with respect to the low energy peak (panel C). Panel D shows three cuts through
the spectra at constant energies, also indicated as vertical lines in panel A. In this double
logarithmic plot, the cuts are almost linear, so it is self-evident to fit a cut at every single
energy with a power law:
log I(P ) = α logP + γ˜ (5.1)
= logPα + γ˜ (5.2)
I(P ) = γ Pα, (5.3)
with some pre-factor γ and exponent α. The energy dependence of this exponent is displayed
in panel B. One can clearly see two distinct regions, namely at low energies up to 1.50 eV,
where α ≈ 0.8, and at high energies starting from 1.52 eV, where α ≈ 1.7. The reason, why
the exponent is displayed only for a smaller energy range than the PL spectra is that the low
power spectrum’s noise level limits the application of the power law fit.
Before this phenomenon will be addressed in detail, the role of the low and high energy
peaks becomes clearer when comparing the 10K measurement with one made at T = 50K, as
shown in figure 5.3. The high energy peak is now always higher than the low energy peak for
all excitation powers investigated (panel A), which suggests that the thermal broadening only
activated electrons from the donor band into the conduction band. This is not a surprise, as
the thermal energy at 10K is only 0.8meV, while it is 4meV at 50K, which is comparable to
the binding energy of the Si donors (ED ≈ 5.8meV). Also, the PL peak positions are almost
at the same position as in the 10K data. Still, normalization reveals different excitation
power dependencies, as panel C shows. The constant energy cuts are still indicating power
law-behavior (panel D), where the exponent is again depicted in panel B.
Figures 5.4 and 5.5 show the broadening of the two-peak structure upon higher doping
for T = 10 and 50K, respectively. Although the central position slightly shifts towards
higher energies, the onset moves down in energy, going for n = 2 × 1015 to 1 × 1018/ cm3.
This is in agreement that the band gap gets smaller, the higher the carries concentration is
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Figure 5.2: Photoluminescence of the n = 2× 1015/ cm3 sample at T = 10K. Part A shows
the energy-resolved luminescence intensity for different excitation powers, as quoted in the
legend. Note, that at high power, the high energy peak is pronounced, while at low power
the low energy peak is larger. Normalization to the low energy peak reveals different scaling
behavior of the two peaks, shown in C. A power law fit yields an energy dependent exponent
α, which is displayed in pane B. Three cuts at different energies through the PL spectra are
shown in panel D, which are linear on a double logarithmic scale. This indicates a power
law scaling behavior.
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Figure 5.3: Photoluminescence of the n = 2×1015/ cm3 sample at T = 50K. Part A displays
the energy-resolved luminescence intensity for different excitation powers. Now, the high
energy peak always dominates the low energy peak.
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Figure 5.4: Low (left) and high excitation power (right) photoluminescence spectra taken at
T = 10K for the different samples. The data are vertically offset for clarity. Clearly, the
low energy peak shifts towards higher energies for higher carrier concentrations.
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Figure 5.5: Low (left) and high excitation power (right) photoluminescence spectra taken at
T = 50K for the different samples. The higher temperature moves more weight from the
low to the high energy peak, resulting in a general broadening of the peak structure.
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(cf. sec. 2.2.2). Up to n = 4 × 1016/ cm3, the donor band and the conduction band can
be clearly separated, but for carrier concentrations of about 2 × 1017/ cm3, these two bands
merge, until the donor band loses its identity completely on even higher doping. This is also
what is expected according to the Mott-Anderson and Mott-Hubbard transitions discussed in
section 2.2. Taking also the electrical properties into consideration (cf. tab. 5.2 and 5.3) leads
to the conclusion that the lowest doped samples (n = 2 × 1015/ cm3) lies on the insulating
side of the metal-insulator transition, while the samples with n = 4 × 1016/ cm3 and higher
are on the metallic side. The sample with n = 2 × 1016/ cm3 is assumed to be very close
to the metal-insulator transition, which is in accordance with the theoretical prediction of
nc ≈ 1.5× 1016/ cm3.
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Figure 5.6: Peak shift of the high en-
ergy peak for the two highest doped
samples (n = 5 × 1017 and 1 ×
1018/ cm3) vs. excitation power.
At low temperatures, both samples
show a similar slope, while at ele-
vated temperatures, the power de-
pendence is stronger for the samples
with n = 5× 1017/ cm3.
The two highest doped samples (5 × 1017 and 1 × 1018/ cm3) show a significant shift of
the peak position with increasing excitation power, an effect, which has not been observed
for the other samples. Figure 5.6 shows the peak position vs. power for these two samples
and for T = 10 and 50K. Both low temperature curves have a very similar slope, not to say
they are parallel. At elevated temperatures however, the highest doped sample has a much
smaller slope. This can be interpreted in terms of the population of conduction band states.
For the n = 5 × 1017/ cm3 sample the Fermi level is located closer to the conduction band
minimum, where the density of states is small. Thus additional carries introduced by the
optical excitation have to occupy energetically higher states, than in the n = 1 × 1018/ cm3
samples. There, the Fermi energy is higher, and the density of states is therefore larger.
Additional electrons will find relatively more states to populate at the chemical potential,
and it will shift slower towards higher energies.
The relation of low and high energy peak can also be understood in an excitonic picture
commonly used for quantum wells [98]. There, the low energy peak is supposed to be due to
donor bound excitons, either neutral or charged, whereas the high energy peak stems from
free excitons. One indication is the temperature dependence, which shows that the low energy
peak loses weight compared to the high-energy peak, because the bound excitons will become
free when obtaining additional thermal energy. However, single excitonic lines cannot be
observed, which may be due to the resolution, and because they are usually being observed
upon resonant excitation [99], which is not the case here. In addition to the temperature
dependence, the power law scaling of the peak height with increasing excitation density is also
found for excitonic states [100, 101], where the authors claim lower exponents to be related
to bound excitons and higher exponents for free excitons. This is motivated by the idea that
through the limited number of available impurities capable of binding an exciton, the number
of free excitons has to increase faster with increasing excitation density, compared to the
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Figure 5.7: Exponents derived from the power scaling behavior for the different samples at
T = 10 and 50K. The intensity is modeled according to a power law described by equation
(5.3). As the cuts (panel D) in figures 5.2 and 5.3 show, the power law is in general a good
assumption. For better comparison, all data are drawn to the same scale.
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number of bound excitons. Figure 5.7 shows the energy dependence of the power law exponent
α for all samples and temperatures T = 10 and 50K. The “overshoot” just at the onset of
the high energy region may be related to the excitonic peak found in absorption spectra, as
the ones of figure 3.5. Both, increasing temperature and higher carrier concentrations lead to
a broadening of the transition between low and high energies, and of the “overshoot” peak.
As the main focus of this work lies in the determination of the spin dephasing times, and
not in photoluminescence studies of GaAs, this shall conclude the discussion on that topic.
However, it may be an interesting phenomenon to study in the future, perhaps with better
resolution and a more systematic temperature range.
5.1.3 Static Faraday Rotation
Knowledge of the static Faraday rotation will help to interpret the amplitude data obtained
from the evaluation of time-resolved measurements. The static Faraday rotation has been
measured with the magnetic field along the k-vector of the incident light (Faraday geometry).
Each data point is obtained by measuring a hysteresis loop from −1 to +1T, and the rotation
has been taken from the slope of a linear fit. As a reference, the effect of the cryostat windows
only as been measured and subtracted from the raw data. Also, the data have been normalized
to the sample thickness. The result is displayed in figure 5.8 for the four samples, whose spin
lifetimes are later on investigated by time-resolved measurements more closely.
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Figure 5.8: Static Faraday rotation
depending on the probe energy cor-
rected for the rotation of the cryo-
stat windows. The high energy
part is absorption limited at about
1.53 eV. While for the two lower
doped samples a sign change close
to the band gap is observed, the
two samples with a higher carrier
concentration shown an increase of
Faraday rotation. A possible sign
change may lie, if ever, above the
band gap.
One can see, that the two lower doped samples behave similar to the prediction of sec-
tion 3.4.1 (fig. 3.8). The Faraday rotation first increases with higher energy, until is turns
over and shows a sign change close to the band gap. For the two higher doped samples how-
ever, the Faraday rotation increases up to the absorption edge. It is not clear, if the rotation
would change sign at even higher energies, but it may be possible, as the increase saturates.
Comparing with the prediction [88] also yields, that the Faraday rotation is orders of magni-
tude smaller than expected, namely 50µrad/Tmm instead of 50mrad/Tmm. The origin of
this is not clear.
Figure 5.9 shows the rotation of the reflected beam, normalized to a reference Al mirror,
again to compensate for the Faraday rotation of the cryostat windows. This “Kerr” rotation is
only present at energies below the absorption edge, and it becomes vanishingly small above2.
This is a strong indication that the Kerr rotation for low energies is truly a Faraday rotation,
where the beam get reflected off the sample’s back surface, as already discussed in section 3.4.1.
2Actually, the rotation has been measured up to 1.675 eV without any significant rotation. This is not shown
in figure 5.9 to expand the low energy region.
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Figure 5.9: Static “Kerr” rotation be-
low the absorption edge. The data
were taken in reflection, the rotation
however originates form a Faraday
rotation of a beam reflected off the
sample’s back surface. See the text
for details.
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Although the signal at low energies is indeed a Faraday rotation, the “Kerr” data does not
quite follow the Faraday data shown in figure 5.8, which is still an open question. At high
energies, where a true Kerr rotation is expected, no significant rotation can be observed, which
is basically due to the small Kerr rotations compared to the Faraday regime (see sec. 3.4.1
and 3.4.2), and the limited sensitivity of the experimental setup.
Figure 5.10: Time shift in the raw
data between Kerr (red) and Fara-
day (black) signal. The lines are
guides to the eye only. The Kerr
signal is early in ∆t by 5.5 ps, which
means that the probe pulse took
longer up to the measurement of the
spin population, i.e. the Kerr signal
is later than the Faraday signal.
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This is a problem of the normalization by dividing the diode bridge’s difference signal by
the sum signal. In reflection, not only the beam carrying the rotation information is being
detected, but also the beam reflected from the sample’s front surface. However, this beam
has not been rotated, as no real Kerr effect is present, and so it introduces a systematic
error in both the difference and the sum signal. For large rotations, this effect gets smaller,
and that is why the “Kerr” rotation for the n = 2 × 1016 and 1 × 1018/ cm3 samples show
similar energy dependence in transmission and reflection. For the samples with the smallest
Faraday rotation (n = 2× 1015/ cm3), this effect artificially introduces a second sign change
around 1.46 eV. Since it is not feasible to separate the primary and the secondary reflected
beam, an interpretation of the Kerr rotation’s amplitude at low energies becomes practically
impossible. The other parameters determined in the time-resolved experiments, like spin
lifetimes and g-factors, are independent of the amplitude and therefore reliable.
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Sample Thickness Time Offset Path Diff.
(cm−3) d (µm) Toff (ps) s (µm)
2× 1015 505 5.5 458
2× 1016 518 7.7 639
2× 1017 514 6.0 499
1× 1018 400 3.3 273
Table 5.4: Time shift between Fara-
day and Kerr signal for double sided
polished samples at photon energies
below the absorption edge. The
path difference s = Toff c0/n com-
pares well to the sample thickness.
Another indication that the low energy rotation is effectively the reflection of a Faraday
signal comes from time-resolved measurements. There, the Kerr signal is always retarded by
several picoseconds with respect to the Faraday signal. A typical measurement is depicted
in figure 5.10. Assuming a refractive index of nGaAs = 3.6 gives the path difference for the
probe pulse between Kerr and Faraday signal, which correlates with the sample thickness
(tab. 5.4). If the sample’s back surface has artificially been roughened, no Kerr signal can be
detected below the absorption edge, which is also true for the single-sided polished sample
with n = 4 × 1016/ cm3. Together with the static rotation, these two phenomena indicate
that at low photon energies, the Kerr signal truly is the Faraday rotation of a beam reflected
from the sample’s back surface, as discussed in section 3.4.1.
5.1.4 Optical Absorption
Although optical absorption has not been measured directly, an impression can be obtained
by measuring the transmitted pump intensity after the sample. Figures 5.11 and 5.12 show
this transmission for T = 6 and 100K, respectively, normalized to span a range from 0 to 1.
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Figure 5.11: Optical transmission at
T = 6K measured by the pump in-
tensity after the sample. The data
are normalized to lie in the range
from 0 to 1.
The band gap gets smaller and thus the absorption edge moves down in energy as the
temperature is being increased. This is consistent with the standard band theories described
earlier in section 2.1.2 and equation (2.1). At each temperature, the two samples with lower
free carrier concentration are very similar. For the highest doped sample the absorption takes
place at higher energies, which is what is being expected from photoluminescence data, and,
because the band gap also shifts towards higher energies upon higher doping. The sample
with n = 2×1017/ cm3 however, lies surprisingly too low in energy. This was already indicated
by the PL measurements, as the low energy tail is more extended than for the other samples.
109
5 Experimental Results and Interpretation
Figure 5.12: Optical transmission at
T = 100K measured by the pump
intensity after the sample. The data
are normalized to lie in the range
from 0 to 1.
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It is assumed, that this sample has more impurities acting as acceptors, which would lead to
a higher degree of compensation.
Table 5.5: Threshold energies
above which the transmission
at T = 6K drops below 50,
30, and 5%, as obtained from
fig. 5.11. The values compare
well with the central mini-
mum of the PL spectra dis-
cussed in sec. 5.1.2.
Sample E(T < 50%) E(T < 30%) E(T < 5%)
(eV) (eV) (eV)
2× 1015 1.491 1.498 1.508
2× 1016 1.491 1.498 1.509
2× 1017 1.483 1.491 1.502
1× 1018 1.498 1.505 1.520
Figures 5.13 and 5.14 show results of dedicated absorption spectroscopy for n-type Te:GaAs
taken at room temperature. There, with increasing free carrier concentration the absorp-
tion edge shifts monotonically towards higher energies and broadens significantly starting at
around n = 2 × 1017/ cm3. In order to obtain such results, different methods have to be
combined for the different regions of absorption, which make absorption measurements close
to the band gap very elaborate.
This shall conclude the discussion on the sample properties, the following sections will
present the results of the time-resolved pump-probe experiments that have been performed
to study spin dynamics in Si:GaAs.
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Figure 5.13: Sophisticated absorption
spectra for lightly doped Te:GaAs at
T = 297K. The measurement is
a combination of transmission mea-
surements for α < 1 × 103/ cm and
reflection measurements with addi-
tional Kramers-Kronig analysis for
α > 7 × 102/ cm. The absorption
edge broadens somewhat for mod-
erate doping, its position is almost
fixed (taken from [102]).
Figure 5.14: Sophisticated absorption
spectra for heavily doped Te:GaAs
at T = 297K (taken from [102]).
The absorption edge broadens and
moves towards higher energies for
higher doping.
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5.2 One-Color Time-Resolved Spectroscopy
In this section, the main issues of the one-color (Epump ≡ Eprobe) pump-probe experiments will
be presented and the results will be discussed. The first measurements have been performed on
the sample with n = 4× 1016/ cm3, which is only polished from one side. After obtaining the
rest of the samples, which are all double sided polished, it turned out that it is advantageous
to be able to utilize photon energies well below the absorption edge and to work additionally
in transmission. To be consistent with the discussion, the results for the single-sided sample
will not be presented here, but it may be noted, that its behavior is quite similar to the one
with n = 2× 1016/ cm3, however the spin lifetimes are somewhat shorter.
Also, the sample with n = 5 × 1017/ cm3 will not be discussed in detail, as it turned out
that it is very close to the one with n = 1× 1018, i.e. metallic with very short spin lifetimes.
This is not surprising, when looking at the photoluminescence spectra (cf. 5.1.2).
5.2.1 Spectroscopic Studies on the Spin Lifetimes
The spectroscopic analysis of spin coherence and dephasing gives the most information regard-
ing the influence of the electronic states. All measurements shown herein have been done at
low temperatures (T = 6K), where spin dephasing is weaker than at elevated temperatures.
The temperature dependence will be addressed explicitly in section 5.2.3.
To give an impression of what will be different upon change in the free carrier concentration,
figure 5.15 shows time-resolved Kerr-rotation (TRKR) data for the four samples that will be
discussed in detail.
Figure 5.15: TRKR raw data of the
four different samples scaled to the
same initial amplitude. Note the
variation of the oscillation period
with increasing doping, which di-
rectly relates to a change in g-factor.
Here, the envelope is a good indi-
cator of the spin dephasing time, a
faster decrease also means a shorter
spin lifetime.
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The transverse magnetic field of B = 1T causes spin precession, which is the reason for
the oscillatory behavior. The different oscillation frequencies and thus g-factors are clearly
visible. An estimate of the spin lifetime can be given from the envelopes, where a fast decrease
means a strong dephasing, and therefore a short lifetime. In addition, the extremely long spin
lifetime for the sample closest to the metal-insulator transition (n = 2 × 1016/ cm3) can be
inferred by the large signal at negative time delay ∆t. This signal stems from an excitation
of a previous pump pulse, which took place Trep ≈ 12.5 ns before.
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The general trend is therefore, that the longest spin lifetimes will be found close to the
metal-insulator transition, while becoming insulating or metallic will both lead to an increase
in spin dephasing. The g-factor for low doping will be around g ≈ −0.4 and it will increase
upon higher doping. However, the spectroscopic analysis will show, that not a single spin
lifetime nor g-factor can be used to characterize a specific sample. These findings are a first
indication, that different electronic states may have a major influence on the spin lifetimes.
The Sample with n = 2× 1016/ cm3
This is the sample with a carrier concentration very close to the critical concentration of the
metal-insulator transition nc ≈ 1.5×1016/ cm3 (c.f. 2.2). Figure 5.16 displays selected TRKR
scans at B = 1.0T. The application of a moderate magnetic field allows for the observation
of Larmor precession, while still having decent spin lifetimes.
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Figure 5.16: Photon energy-
dependent TRKR scans for
2 × 1016/ cm3 at B = 1.0T.
The curves are vertically offset for
clarity. Note, how a beating node
appears around E = 1.5135 eV,
which is an indication of two
competing precessional frequencies.
Also note, that the sign of the
initial amplitude at low and high
energies is opposite.
At low photon energies (red), and at high energies (blue), only a single precessional compo-
nent can be deduced from the raw data. In addition, the respective sign of the amplitude is
different for the low and the high energy scans. In the transition region, the superposition of
both components introduces a beating node, with its position changing with energy. This is
an effect, that has not been discussed in Kikkawa and Awschalom’s breakthrough paper [13],
as their measurements were done only in transmission (i.e. TRFR) and were therefore limited
in energy by absorption above the band gap.
The systematic measurement consists of more than those ten curves shown in fig. 5.16.
Because the energy steps are so small, figure 5.17 displays the TRKR amplitude color coded,
namely blue for negative, red for positive. Since these intensity plots will appear more often, a
quick summary of common technical features follows: Each horizontal line represents a delay
line scan. Note, that the mapping from amplitude to color is highly nonlinear to enhance the
contrast and to emphasize small signals. To be able to plot the raw data on a rectangular
113
5 Experimental Results and Interpretation
grid, the raw data have been interpolated. The average of a complete curve has previously
been subtracted from it, to correct for an offset discussed in section 5.4.6.
Figure 5.17: Intensity plot of the time-resolved Kerr rotation of the sample with n = 2 ×
1016/ cm3 at B = 1.0T, T = 6K, and 〈Ppump〉 = 3.6mW. The arrow marks the energy
(1.509 eV), above which the transmission drops below 5%.
As described before, long spin lifetimes can be identified by precession at negative ∆t. In
fig. 5.17, two energy regions show this feature, one at energies below approx. 1.5073 eV, the
other at high energies between 1.515 and 1.525 eV. The quantitative analysis will be given in
a moment. The beating node is clearly visible as a white curve, that moves towards shorter
time delays on increasing energies. The decrease in color saturation at constant energy around
1.508 eV coincides with the absorption edge (see fig. 5.11). The arrow marks the energy above
which the transmission drops below 5% at 1.509 eV (cf. tab. 5.5). That is the transition region
from the Faraday to the Kerr regime, still both regimes overlap. If they would not overlap,
the signal amplitude would drop to zero, but through the inherent spectral width of the laser
pulse, this is not surprising. Another feature directly accessible from the intensity plot is
the change of the Larmor frequency with energy. Vertically following a constant amplitude,
best at large delay, will result in a shift in ∆t, where a decrease in ∆t means an increase
in frequency, and vice versa. From 1.460 up to 1.490 eV the Larmor frequency is almost
constant. Increasing the energy leads then to an increase in precession up to the absorption
edge. Further increase in energy measures a slow down of the precession, even across the
beating node, until it finally stabilizes at high energies. Similar features are also present for
the other samples, and will be discussed then.
To get quantitative results, especially T ∗2 and g, each delay line scan has been fitted ac-
cording to the procedures described in 4.3 and 4.4, whatever suited best the lifetimes found.
The choice of how many components are included into the fit model depends strongly on the
actual raw data, and was made to ensure both, trustworthy results, while not using too many
parameters. Sometimes, a distinct parameter needed to be set constant, for example when in
a delay line scan one component becomes longer than the scan would detect. As components
appear and vanish depending on the energy, all these methods have been combined to achieve
the final fit results. Multiple components of one delay line scan will be represented by the
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same symbol shape, but different interior (filled, open, open and dot), or color. Different
symbol colors are used to clarify the energy regimes they belong to.
The data evaluation of the intensity plot is shown in figure 5.18. The top part shows the
electron g-factor, while the lower part the effective spin dephasing time T ∗2 . The color coding
makes it easy to follow both parameters of a specific component. A first quick view already
reveals, that there is no single spin lifetime or g-factor, but both strongly depend on the
respective energy. It might be surprising, that the high energy part contains two components
over a wide energy range, but that is the difficulty in the interpretation of raw data. If there
is a beating node, there must be two components, but the absence of a beating node does not
imply, that there is only a single precessional component (cf. sec. 4.1). The analysis at low
energies, where T ∗2 & 10 ns, is based on RSA data, and the spin lifetimes obtained thereof is
then used as a fixed parameter in fits to the delay line scan data of fig. 5.17.
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Figure 5.18: Systematic evaluation
of the data shown in fig. 5.17.
Three energy regions can be distin-
guished: Low energies (red), high
energies (blue) and a crossover re-
gion (green). The green compo-
nent which has the shortest spin life-
times is also characterized by the
strongest g-factor variation.
Starting at low energies, one finds the longest spin dephasing times on the order of 20 ns.
Longer times, exceeding 100 ns can be achieved at zero magnetic field and lower pump power.
These two effects will be discussed later on. Upon increase in laser energy up to 1.490 eV,
the spin lifetime monotonically decreases, while the g-factor is almost constant around −0.43.
Further increase leads to smaller spin dephasing, followed by a steep decrease of T ∗2 by more
than one order of magnitude. During this decrease, the g-factor also shows a significant
increase, that is only surpassed by the following green component. If this new component
would not have started at slightly lower energies, where the red component has much longer
spin dephasing times, it might be attributed to the red component. However, the other results
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presented later on indeed allow the interpretation of the green component being distinct from
the red one. This green component is characterized by efficient spin dephasing, as the lifetimes
are only on the order of 200 ps, and a strong g-factor variation ranging from below −0.43 to
above −0.40. It is this component which causes the beating node, while the blue component
at high energies starts off with small spin dephasing, where the spin lifetimes are comparable
to the one found at 1.505 eV in the low energy region. At the onset of the blue component, the
spin lifetimes may exceed the trusted times extractable from delay line scans. That is why the
first few points have been set constant at T ∗2 = 9ns. The spin lifetime of this blue component
then drops quickly while going to higher photon energies, while the amplitude of the green
component drops below the sensitivity of the experiment. Then, a second component (open
blue squares) is needed to correctly fit the raw data. It becomes fittable at E = 1.524 eV
with T ∗2 = 890 ps, and then shows a similar behavior as the longer component by decreasing
upon further increase in photon energy. It should be noted that the corresponding g-factor
of this short component scatters a lot, which might be a problem due to the short lifetime
and the relative weight compared to the long component. From the intensity plot it can be
seen that the signal amplitude drops continuously towards higher energies, and this is why
the long component has been held constant at T ∗2 = 1.3 ns for E ≥ 1.542 eV. This allows for
a better determination of T ∗2 and g of the short component.
Figure 5.19: Sketch of the band structure for the
sample close to the metal-insulator transition with
n = 2×1016/ cm3. This picture is ideal in the sense
that neither the laser excitation is monochromatic,
nor the band structure is precisely known. However,
it gives a first possible interpretation of the origins
of the different components plotted in fig. 5.18.
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The g-factor for this sample is close to −0.44, which is characteristic for electrons in bulk
GaAs [25]. Whereas holes have a much larger g-factor (& 10 [27, 28]), and the excitonic
g-factor can be approximated by the sum of the electron and the hole g-factor [27]. Thus, the
measurements are related to electronic states, and not to holes or excitons. The change of
the g-factor from −0.43 at low energies to −0.42 at high energies can be explained by band
structure effects. Above the absorption edge, optical pumping generates about a factor of
thousand more spins than below (see sec. 3.5.1). This will lead to a shift in the chemical
potential towards higher energies (cf. eqn. (2.9)).
A first interpretation of the results presented so far can just be found in the theory of the
metal-insulator transition by Mott and Anderson, as already described in section 2.2. Within
this model, it is self-evident to identify the low energy component (red) with delocalized
conduction band states above the lower mobility edge, that can be excited at and above the
Fermi level, as sketched in figure 5.19. This sample with n = 2 × 1016/ cm3 is already on
the metallic side, which means that the Fermi energy lies within the delocalized donor states.
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Going higher in energy will allow to pump and probe the localized donor states above the
upper mobility edge. The localization implies a stronger coupling to the nuclear spin system,
which acts as a spin dephasing mechanism (see sec. 2.4.6) and might therefore explain a
shortening of T ∗2 . Also the local nuclear spins act on the localized states as an additional
magnetic field, which may cause a significant change of the Larmor frequency, and thus of
the observed g-factor. This phenomenon will be discussed in more detail in section 5.4. The
green component shows just these features. The blue components may be attributed to free
conduction band states, as they lie well above the absorption edge. Their stronger dephasing
at higher energies may be a simple intraband relaxation process (see sec. 2.5.3). The existence
of two components may be explained by the valence band splitting and the k-degeneracy for
the localized donor states, which allows excitation at any wave vector. This means, that above
a certain energy threshold, electrons are always excited into localized states, and in addition,
electrons can be excited for example into the conduction band. If both states have different
g-factors, the superposition of the respective precessional motion will then lead to a beating.
The spectral width of the laser pulse smears out discrete levels, which may lead to the smooth
appearance and fade out of the different components with respect to their amplitudes.
To solidify these hypotheses, the two-color and dynamic nuclear polarization data need to
be taken into consideration. This will follow in sections 5.3 and 5.4.
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Figure 5.20: Energy dependence of T ∗2
for the sample closest to the metal-
insulator transition with n = 2 ×
1016/ cm3 at T = 6K, 〈Ppump〉 =
3.6mW and various magnetic fields.
The g-factor in the top panel is plot-
ted only for B = 1.0T, as for the
other fields the g-factors are very
similar and it would be confusing to
plot them all. Different fields are
marked by different symbol types
according to the legend.
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Next, the energy dependence of the spin lifetime for different magnetic fields is shown
in figure 5.20. Because the g-factors are almost identical for the different magnetic fields,
the g-factors from the B = 1.0T measurements can be considered representative for this
sample. The spin dephasing times, however, differ systematically for each magnetic field. It
is clear that at B = 0, no g-factor can be determined by this experiment, and also that there
is no distinction possible between the (longitudinal) spin-lattice relaxation time T1, and the
(transverse) spin dephasing time T2. For a vanishing magnetic field, there is also no possibility
of inhomogeneous dephasing. At zero field, the spin lifetime is longest at the lowest energies,
exceeding 50 ns, for a pump power of 〈Ppump〉 = 3.6mW. The low energy behavior is identical
to the one discussed before with B = 1.0T, but at high energies, T ∗2 is almost constant around
24 ns. An increase in field generally causes an increase in spin dephasing over the whole energy
range, except for the localized states, which are always on the order of 200 ps. This is clearly
visible for the low energy part, where T ∗2 drops from 50 ns at B = 0 down to 5 ns at B = 4T,
while the steepness of the decrease in spin lifetime at higher energies makes it more difficult
to see from this kind of plot. The better method, namely to stay at a fixed energy and to vary
the magnetic field, will be discussed in section 5.2.4. Another feature visible in fig. 5.20 is
the shift of the low energy peak at 1.506 eV for B = 0 towards lower energies with increasing
magnetic field.
An interpretation of these phenomena in the Mott-Anderson picture relies on the shrinkage
of the electron’s wave function extent due to an increased magnetic field and a redistribution of
electrons into more localized states (see 2.2.5). Delocalized donor states close to the mobility
edge may localize because of the magnetic field, so the mobility edge shifts down, while the
number of localized states increases and the sample moves more to the insulating side of the
transition. The localized states exhibit much higher spin dephasing than the delocalized ones,
which explains the shift of the low energy peak. For the conduction band states the magnetic
field induced shrinkage of the wave function extent may also be of importance, as again
the coupling to the nuclear spin system depends strongly on the overlap between electron
wave function and nuclear wave function. To obtain a sufficient decrease of the electron wave
function extent, large fields need to be applied, so this effect is mainly responsible for magnetic
field dependence at larger fields. This interpretation becomes more and more sound, while
looking at the other samples, which also show these features.
The Sample with n = 2× 1015/ cm3
A TRKR intensity plot of the insulating sample (n = 2×1015/ cm3) at B = 1.0T is depicted in
figure 5.21. In contrast to the previous sample, here no Larmor precession before zero delay
is observable, which already indicates much shorter spin dephasing times. The transition
from the Faraday to the Kerr regime, marked by the arrow, is again observable, as well as
the beating node directly above. A second beating node appears at even higher energies.
Characteristic for this sample is the strong variation of the Larmor frequency, and thus the
g-factor, within the low energy regime.
An additional proof that at photon energies below the absorption edge the “Kerr” signal
originates from a back reflected beam, and is therefore due to the Faraday effect, is shown
in figure 5.22. Here, the time-resolved Faraday rotation is plotted as an intensity plot, just
like the TRKR data of fig. 5.21. Both data sets have been acquired simultaneously. It can be
seen that the Faraday signal behaves just like the Kerr signal, except for the small time delay
of 5.5 ps discussed in section 5.1.3.
The evaluation of the Kerr data is plotted in figure 5.23, together with the systematic
results using different magnetic fields at a lower pump power of 〈Ppump〉 = 2.2mW. Although
the signal-to-noise ratio is worse at lower pump power, it has been chosen here, because the
pump power has a huge effect on the spin lifetime, and a 40% decrease in power already leads
to an extension of T ∗2 by more than a factor of two. The longest lifetimes are again found
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Figure 5.21: Intensity plot of the time-resolved Kerr rotation of the insulating sample with
n = 2 × 1015/ cm3 at B = 1.0T, T = 6K, and 〈Ppump〉 = 3.6mW. The arrow marks the
energy (1.508 eV), above which the transmission drops below 5%.
Figure 5.22: Intensity plot of the time-resolved Faraday rotation of the insulating sample
with n = 2 × 1015/ cm3 at B = 1.0T, T = 6K, and 〈Ppump〉 = 3.6mW. The arrow marks
the energy (1.508 eV), above which the transmission drops below 5%. The TRFR data has
been acquired simultaneously to the TRKR data displayed in fig. 5.21.
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at low energies and zero magnetic field with T ∗2 = 16ns, also the high energy part is very
close to it. As soon as a magnetic field is applied, the spin lifetime shortens, which is clearly
visible for the low energy regime. Again, the localized donor states exhibit a strong g-factor
variation from −0.43 to −0.23, while the precession of conduction band states becomes almost
constant above 1.518 eV with g = −0.40.
The first beating node at low energies is caused by the superposition of the localized donor
states and the free conduction band states, just like in the n = 2× 1016/ cm3 sample; the one
at higher energies may have its origin in two interfering long conduction band components,
which couple differently to the nuclear system (cf. sec. 5.4).
Figure 5.23: Energy dependence of
T ∗2 for the insulating sample with
n = 2 × 1015/ cm3 at T = 6K,
〈Ppump〉 = 2.2mW and various mag-
netic fields. The g-factor in the
top panel stems from the measure-
ment shown in fig. 5.21, which had
a higher pump power of 〈Ppump〉 =
3.6mW at B = 1.0T. The g-factors
obtained at 〈Ppump〉 = 2.2mW for
the various B-field are very similar
and it would be confusing to plot
them all. Different fields are marked
by different symbol types according
to the legend.
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Because of the lower doping of this sample, the donor band should be much narrower than
in the previous sample, and the Fermi energy lies below the lower mobility edge. This might
explain the g-factor variation at low energies, as the laser pulse averages over states with
different localization length and extended states while going to higher energies.
To gain better understanding of the influence the spectral width of the laser has, the
measurement shown in fig. 5.21, where ∆Epump ≈ 6meV (FWHM), has been repeated, but
now with an energetically broader pulse with ∆Epump ≈ 15meV (FWHM). This is shown
in the intensity plot fig. 5.24. The transition from the Faraday to the Kerr regime cannot
be easily identified, and also the identification of the beating node gets harder. The whole
intensity plot has smeared out. Also, the strong variation of the Larmor precession is reduced.
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Figure 5.24: Intensity plot of the time-resolved Kerr rotation of the insulating sample with
n = 2 × 1015/ cm3 at B = 1.0T, T = 6K, and 〈Ppump〉 = 3.6mW, using an energetically
broader laser pulse with ∆Epump ≈ 15meV (FWHM). See the text for details.
Figure 5.25 gives the direct comparison between the energetically narrow and the broad
pulse experiments. The g-factors are very similar, except for the variation within localized
donor states, which is more pronounced using the narrow pulse. This is not surprising, as
a broader pulse will average over a larger energy range within these states. It seems, there
may be different effects of the pulse width on the dephasing times within the low and the
high energy regime. In the latter, T ∗2 is shifted up in energy when using the broad laser, and
it might also be somewhat longer. At low energies, it seems that the broad laser pulse only
causes longer spin lifetimes, probably due to a smaller peak power, but the energy shift, if
any, is much smaller compared to the conduction band. The localized (green) states, only
show a small shift towards higher energies when increasing the energy bandwidth of the laser
pulse.
This makes the measurements and a consistent evaluation of the spin lifetimes rather ex-
pensive, as small variations in the pulse width may cause significant systematic errors. That
is why much care has been taken in using the same pulse properties throughout a measure-
ment. For the one-color data, the energetic pulse width was kept as small as possible, i.e.
∆E ≈ 6meV (FWHM), unless otherwise stated.
The Sample with n = 2× 1017/ cm3
The sample that is further on the metallic side has a carrier concentration of n = 2×1017/ cm3,
and the B = 1.0T intensity plot is shown in figure 5.26. Here, the transition from the
transmissive (Faraday) to the reflective regime (Kerr) is very pronounced, which is partially
based on the fact that the distance to the beating node is larger, i.e. no component comes
in or fades away across this transition. Here again, a beating node is present and clearly
visible. Some Larmor precession can be seen before zero delay at low energies, which already
shows longer spin lifetimes than for the insulating sample. Large variation in the Larmor
frequency only appears after the Faraday-Kerr crossover, up to the beating node over a fairly
large energy interval. At low and high energies, the g-factor seems to be constant.
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Figure 5.25: Comparison between
narrow and broad laser pulses for
the insulating sample with n = 2×
1015/ cm3, taken at T = 6K, B =
1.0T, and 〈Ppump〉 = 3.6mW.
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Figure 5.26: Intensity plot of the time-resolved Kerr rotation of the sample with n = 2 ×
1017/ cm3 at B = 1.0T, T = 6K, and 〈Ppump〉 = 3.6mW. The arrow marks the energy
(1.502 eV), above which the transmission drops below 5%.
This impression is being confirmed by the quantitative results, as depicted in figure 5.27.
A comparison with fig. 5.20 already reveals major differences, although the general trend is
similar. The g-factor shows a broad plateau at low and high energies (long component), while
the localized states still exhibit a huge variation. However, the g-factor at low energies is
close to −0.34, which is not far from the high energy value −0.33, but it is already far off
the g-factor of −0.42 found in undoped GaAs at k = 0. Also, the energy region in which
the localized states change their g-factor is much broader than for the n = 2 × 1015 and
2× 1016/ cm3 samples. The g-factor of the short component at high energies however, shows
just like the n = 2×1016/ cm3 sample a clear decrease, i.e. an increase in precession frequency.
The evaluation of the spin dephasing times turned out to be a bit tricky here, as almost
always two precessional components were needed to get decent fits to the raw data. The
problem lies in the close proximity of T ∗2 and g for both components, so that the identification
which T ∗2 belongs to which g was not so easy. Because of this closeness of the two components,
only one of them is displayed in fig. 5.27.
The highest spin lifetimes are again found for zero magnetic field at low energies with
T ∗2 = 6.4 ns, however the influence of the magnetic field seems to be much weaker. On the
other hand, the influence of the magnetic field at high energies is now clearly visible, which
may be favored by the fact that the decrease in T ∗2 is not nearly as steep as for the two lower
doped samples. Also, the green component has no longer a constant spin lifetime, but shows
a systematic decrease with increasing photon energies, probably caused by inhomogeneous
dephasing. This may already be an indication, that the donor band and the conduction band
have merged, which is expected to happen around n ≈ 5nc = 7.5× 1016/ cm3 [42].
The Sample with n = 1× 1018/ cm3
There is no doubt that the sample with n = 1 × 1018/ cm3 is degenerate, i.e. donor band
and conduction band have completely hybridized to form a single, metallic conduction band.
The TRKR intensity plot (fig. 5.28) was taken at B = 6.0T, because of the low Larmor
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Figure 5.27: Energy dependence of
T ∗2 for the sample with n = 2 ×
1017/ cm3 at T = 6K, 〈Ppump〉 =
3.6mW and various magnetic fields.
Again, the g-factor in the top panel
is only plotted for B = 1.0T.
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frequency, since the g-factor is only ≈ −0.15, and the shorter spin lifetimes at low fields. The
Faraday-Kerr crossover is again present, but a beating node is hardly visible. It is more that
at 1.594 eV the initial amplitude changes sign, while the Larmor precession slowly speeds up.
Just as for the previous sample the g-factor seems to be constant at low energies. At high
energies, the Larmor frequency is slower, but increases continuously.
Figure 5.28: Intensity plot of the time-resolved Kerr rotation of the degenerate sample with
n = 1 × 1018/ cm3 at B = 6.0T, T = 6K, and 〈Ppump〉 = 3.6mW. The arrow marks the
energy (1.520 eV), above which the transmission drops below 5%.
Because it is no longer feasible to distinguish several energy regimes based on the raw data
and the fit results, these results are plotted in a common color in figure 5.29. In addition,
not more than one component is required to fit any delay line scan, even in the vicinity of
E = 1.594 eV. Here, only two fields are shown, namely B = 1.0 and 6.0T, what allows
the simultaneous plot of the g-factors. The general trend of the g-factor is equal for both
fields, unfortunately is the evaluation at B = 1.0T not as accurate as for B = 6.0T, due
to the short spin lifetime and slow precession; a typical TRKR scan at B = 1.0T only
consists two full oscillations. The peak in the g-factor at E = 1.592 eV is in part attributed
to the small signal amplitude. But it cannot be excluded, neither from the raw data nor
from the fits, that there is a sudden change. As already mentioned for the sample closest
to the metal-insulator transition, the change of the g-factor may be related to a shift in the
chemical potential due to the increase of electrons excited above the absorption edge. For
the degenerate sample, an estimate of this shift can be made by using equation (2.9) to
calculate the respective kinetic energies. At low energies (1.459 eV), where g = −0.149, one
obtains Ekin = 46.2meV, and at energies just above the absorption edge (1.571 eV), where
g = −0.137, one gets Ekin = 48.1meV. The shift in the chemical potential is therefore
∆µ = 1.9meV. The kinetic energies may also be used to check the D’yakonov-Perel’ spin
dephasing, where, according to eqn. (2.35), the spin lifetime should depend on the kinetic
energy as T ∗2 (Ekin) ∼ E−3kin, neglecting the energy dependence of the momentum scattering
time. This means that the spin lifetime at low energies should be larger by a factor of 1.1
than the high energy T ∗2 . In fact, T
∗
2 (1.459 eV)/T
∗
2 (1.571) eV = 508 ps/186 ps = 2.7, which
is the quite off. This shows that the influence of the momentum scattering time may not be
neglected, or that the estimate of the kinetic energy is just too coarse.
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Figure 5.29: Energy dependence of
T ∗2 for the degenerate sample with
n = 1 × 1018/ cm3 at T = 6K,
〈Ppump〉 = 3.6mW and B = 1.0 and
6.0T. Again, the top panel shows
the respective g-factors.
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Even more exciting is the spectroscopy of the spin dephasing times. Not only that the
longest times obtained are on the order of 500 ps, the magnetic field dependence changed its
direction, although this has already been found by Kikkawa and Awschalom [13]. This can
be attributed to dominant D’yakonov-Perel’ spin dephasing (see sec. 2.4.4). Continuing the
trend upon higher doping, the crossover from low to high energies is again broader then for
the previously discussed sample. The high energy spin lifetime is only on the order of 200 ps,
which is even shorter then the one at low energies. This sample exhibits none of the features
related to localized states, as compared to the other samples, so one may say that the donors
can no longer be identified in this sample.
Because this sample is so different than the others, again a comparison will be made regard-
ing the influence of the spectral width of the laser pulse. The intensity plot with a pulse width
of ∆E ≈ 15meV is shown in figure 5.30. The spin lifetime for this sample is almost insensitive
to an increase in pump power, so to achieve a better signal-to-noise ratio, an average pump
power of 〈Ppump〉 = 16mW has been used. The general effect of the broader pulse can already
been deduced from the intensity plot, namely a decrease of T ∗2 .
The analysis, presented in figure 5.31, shows the shortening of the spin dephasing time
when using the broader pulse, and this effect is so large that it cannot be explained by the
higher pump power. The g-factor, however could change when the chemical potential shifts
due to the higher spin population. However, no shift in energy is observed, and both curves
have similar traces. This is different to the findings for n = 2 × 1015/ cm3, where a clear
energy shift is visible.
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Figure 5.30: Intensity plot of the time-resolved Kerr rotation of the degenerate sample with
n = 1 × 1018/ cm3 at B = 6.0T, T = 6K, and 〈Ppump〉 = 16mW, using an energetically
broader laser pulse with ∆Epump ≈ 15meV (FWHM). See the text for details.
This shall conclude the spectroscopic one-color results, and now, different cuts at specific
energies will be made to obtain the excitation power, temperature, and magnetic field depen-
dence.
5.2.2 Excitation Power Dependence
To find out more about the dominant spin dephasing mechanism, the power dependence might
give a clue, on how effective electron-electron scattering processes are for spin dephasing at
low temperatures. Figure 5.32 displays the typical behavior of the n = 2× 1016/ cm3 sample.
The data follow a power law with T ∗2 ∝ (〈Ppump〉/1mW)−0.45, which is consistent with the
findings of [13]. The deviation from the power law at very low excitation powers may be caused
by an increasing relative influence of the probe power, which was held constant at 〈PProbe〉 =
0.2mW. As described in section 2.4.7, the effect of anisotropic electron-electron scattering
upon spin dephasing has been calculated by Boguslawski [76] to be τ ∝ (kB T )−1/2N−1e (cf.
eqn. (2.44)), where Ne = n + nex is the total electron density. While this effect should be
weak below the absorption edge, the number of photo-excited carriers becomes comparable
to the free carrier concentration above it, especially for the lower doped samples (see 3.5.1).
The exponent of −0.45 indicates, that electron-electron scattering is already influencing the
spin lifetimes, although it is not dominant, i.e. 0 nex < n.
Although the data displayed in fig. 5.32 was taken at low excitation energies just within the
absorption edge, it is characteristic for all energies for that sample. In addition, the excitation
power dependence becomes weaker at elevated temperatures. This power dependence is even
stronger for the insulating sample, gets weaker for the n = 2 × 1017/ cm3 sample, and it
lies beyond the experimental resolution for the degenerate sample. These results have been
obtained in part from power scans at different excitation energies, as well as from other
measurements performed at different excitation power (see sec. 5.2.3).
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Figure 5.31: Comparison between
narrow and broad laser pulses for
the degenerate sample with n =
1 × 1018/ cm3, taken at T = 6K,
B = 6.0T.
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Figure 5.32: Excitation power depen-
dence of the spin lifetime at E =
1.4938 eV, T = 6K, and B = 1.0T
for the sample closest to the metal-
insulator transition. Above 0.5mW
the data follow a power law.
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5.2.3 Temperature Dependent Spin Dephasing
The temperature dependence may be used to distinguish different spin dephasing mechanisms,
for example Elliott-Yafet (1/τ ∝ τp(T )−1 T 2 [21]) and D’yakonov-Perel’ (1/τ ∝ τp(T )T 3 [67]).
In order to investigate the temperature dependence of the spin dephasing time, one has to
decide to stay at a fixed excitation energy, or to follow the band gap. While the first method
is easier to accomplish, the second one should ensure, that at any temperature identical
electronic states are being measured. However, none of the methods can get rid of the thermal
broadening of the electron population itself, which may lead to an increase of inhomogeneous
spin dephasing. For the measurements presented here, the photon energy has been varied,
while going from low to high temperatures. The criterium, which energy to select, was to stay
at a maximum in Kerr rotation, both at low and at high energies. A typical variation of the
photon energy is shown in figure 5.33, together with a fit to the band gap behavior discussed
in section 2.1.2. The fit results compare reasonably well with eqn. (2.1), considering a carrier
concentration of n = 2× 1017/ cm3.
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Figure 5.33: Typical temperature de-
pendence of the excitation energy
used in the experiments. The be-
havior can be explained quite well
by the temperature dependence of
the band gap, as the red curve is a
fit to the data, excluding the points
in parentheses.
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Figure 5.34:
Temperature depen-
dence of the spin life-
time at low energies for
n = 2× 1016 (red) and
2 × 1017/ cm3 (black),
for 〈Ppump〉 = 0.7
(open symbols) and
3.6mW (filled sym-
bols) and different
magnetic fields.
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For low excitation energies, figure 5.34 shows the temperature dependence of T ∗2 of the
n = 2 × 1016/ cm3 sample for different excitation power and magnetic field, and for the
n = 2× 1017/ cm3 sample as a comparison. The strong magnetic field and power dependence
is clearly visible at low temperatures, but loses its strength towards higher energies. Here it is
shown, that Kikkawa’s results [13] can be reproduced, as spin lifetimes exceeding 100 ns can
be achieved, but only at zero field and low pump power. Most of the one-color data presented
here is based on measurements performed at higher power, in order to obtain the required
sensitivity in the time-resolved Kerr rotation, which is mandatory, if spin dephasing above the
band gap should be investigated. This is a disadvantage, compared to Kikkawa’s experiment,
as he could make use of the more sensitive time-resolved Faraday effect, and therefore lower
pump intensities.
A better insight into the systematics of the temperature dependence is possible by plotting
1/T ∗2 − 1/τ0, i.e. an effective spin scattering rate, where τ0 is chosen empirically, and may be
considered as an additional, temperature-independent spin scattering contribution. This is
depicted in figure 5.35, in which it is clearly visible that the data, even for the two different
samples, follows a power law 1/T ∗2 (T )− 1/τ0 ∝ Tα with α ≈ 2.6.
Figure 5.35:
Temperature de-
pendence of 1/T ∗2 ,
corrected for a con-
stant contribution
1/τ0 on a log-log
scale. Note, that
the deviation from a
power law below 30K
for the sample with
n = 2 × 1016/ cm3
only occurs for in-
creasing pump power
or magnetic field. The
best exponent found is
α = 2.63 (orange line),
but α = 2.8 (purple)
and 2.5 (green) are
also indicated for
comparison.
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Figure 5.35 clearly shows, that at low temperatures (T . 30K) an additional (e.g. in-
homogeneous) spin dephasing mechanism must be present, that is also responsible for the
magnetic field and power dependence, and which will be identified in section 5.4, to be re-
lated to the coupling of the electronic spin system to the nuclear spin system via dynamic
nuclear polarization.
Unfortunately, the data does not allow the distinction between the Elliott-Yafet and the
D’yakonov-Perel’ spin dephasing mechanism, as hoped. Sure, one expects α = 2 for EY
and α = 3 for DP, but only when neglecting the temperature dependence of the momentum
scattering time τp(T ). However, this effect must not be neglected, as it is known [104], that
τp decreases on increasing temperatures, as phonon scattering becomes more effective, and
this will finally lead to an increase of α for EY, and a decrease in α for DP. Kikkawa and
Awschalom favor in their paper the DP mechanism for T & 30K, due to a model calculation on
isotropic charged impurity scattering including contributions to the electron’s kinetic energy
from doping [13].
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Figure 5.36:
Temperature de-
pendence of the spin
lifetime at high en-
ergies for the n =
2 × 1016/ cm3 sample
at 〈Ppump〉 = 3.6mW
and various magnetic
fields (blue). For
comparison one data
set from the low en-
ergy regime (red) is
included. Here the
B-field dependent part
ends above T & 45K.
For high excitation energies (E = 1.518 eV), i.e. when pumping into free conduction band
states, the temperature dependence (fig. 5.36) exhibits a strong influence of the magnetic
field for T . 45K. The measurement at B = 2T is slightly offset vertically, which might be
the result of a slight de-focussing of the laser beam, causing lower carrier excitation density
within the sample and thus longer spin lifetimes. The general trend, however, is similar to
the one found at low energies (fig. 5.34). Longest spin lifetimes are found at low temperatures
and zero magnetic field, while an increase in field leads to a shortening of T ∗2 . This effect gets
suppressed above T ≈ 45K. So it seems as a similar spin dephasing mechanism is acting on
the delocalized donor states and the free conduction band states.
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Figure 5.37: Two component fit of
the zero-field data at high ener-
gies shown in fig. 5.36. The inset
shows the respective amplitude of
each component. For T > 40K,
the amplitude of the long compo-
nent becomes so small, that a two-
component evaluation is no longer
possible. The dashed line is a guide
to the eye.
In fig. 5.36, the B = 0 measurement has been evaluated using a single component. Re-
finements in the data evaluation made a two-component fit to the RSA data around B = 0
feasible, because the residuals of the one-component fit show a clear systematic deviation.
The results of the two-component fit are depicted in figure 5.37. The one-component spin de-
phasing time of 24 ns at 6K splits up into a longer component with T ∗2 = 51ns and a shorter
one with T ∗2 = 14ns. Just around the temperature, where the magnetic field dependence
weakens, the amplitude of the longer component becomes so small, that its spin lifetime can-
not be reliably fit, i.e. the two components merge into one. This is also an indication, that
an additional magnetic field due to nuclear spin polarization may play a role below T ≈ 40K.
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5.2.4 Spin Coherence in a Magnetic Field
To give an impression of the quality of TRKR scans, figure 5.38 displays a set of raw data,
where the linear change in the Larmor frequency can be seen directly (see inset). However,
as this measurements was done using the mechanical delay line with its limited scan range,
the spin dephasing times obtained thereof scatter too much.
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Figure 5.38: Magnetic field dependent TRKR scans for the sample with n = 2 × 1016/ cm3.
The curves are vertically offset for clarity. The inset shows fL(B) = ωL(B)/2pi =
5.984GHz/T · B, which corresponds to a g-factor of −0.428.
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The quantitative analysis shows figure 5.39, exemplary for the sample closest to the metal-
insulator transition (n = 2×1016/ cm3). Data sets characterizing the delocalized donor states
are displayed in red, while the free conduction band states are blue. The top panel shows the
spin dephasing times as obtained from RSA scans. Common to all three curves is the steep
decrease in T ∗2 with increasing B and a quasi-monotonic drop towards even higher fields
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Figure 5.39: Magnetic
field dependence for
the sample closest to
the metal-insulator
transition. The be-
havior at low (red)
and high (blue) ener-
gies is quite similar,
characterized by a
dramatic shortening
of the spin lifetime
(top) with increasing
magnetic field. Low
excitation power again
results in longer spin
dephasing times. The
bottom part displays
the normalized spin
relaxation rates. The
black lines indicate
different linear slopes.
Plotting the spin relaxation rate normalized to the one at zero magnetic field (fig. 5.39,
bottom) reveals an almost linear dependence for E = 1.5176 eV and, up to B = 2T also
for E = 1.4884 eV. The third data set, taken at E = 1.4866 eV with much higher pump
power is more parabolic. Numerous other data sets taken all over an energy region from
1.4586 to 1.5250 eV, that are not shown here, also follow a more or less linear dependence
of T ∗2 (0)/T
∗
2 (B), either with a slope on the order of 4.7/T, or 0.68/T. In addition, such a
behavior, but with different slopes, can be found for the insulating sample and the one with
n = 2 × 1017/ cm3. So it can be assumed that a common process, whose strength depends
3The “bumps” in the data taken at E = 1.4884 eV are caused by refocussing the laser spots on the sample,
because fields above 1T tend to exert already so much force on the lens holder, that is moves towards the
optical cryostat on the micrometer range. This defocussing already worsens the pump-probe overlap and
consequently the spin lifetimes change.
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on the excitation power and energy, is responsible for the whole magnetic field dependence of
T ∗2 . The initial kink in the normalized relaxation rates might be a hint, that inhomogeneous
dephasing is one part of that mechanism, because no inhomogeneous broadening is possible
for B = 0.
Figure 5.40: Magnetic
field dependence at
elevated temperatures
(T = 30K) for the low
(red) and high (blue)
energy regime. The
inset shows the low
energy measurement
up to B = 6T.
0 200 400 600 800 10000
10
20
30
40
50
60
n=2x10
16
/cm
3
T=30K
<Ppump>=0.72mW
E=1.5176eV
E=1.4928eV
02-06-10
T
* 2
(n
s
)
B (mT)
0 1 2 3 4 5 6
0
10
20
30
B(T)
T
* 2
(n
s
)
To check the idea, that coupling to the nuclear spin system might be the reason for the B-
dependence requires magnetic field scans at elevated temperatures. This is shown in figure 5.40
for the delocalized donor states at 1.4928 eV and the free conduction band states at E =
1.5176 eV for T = 30K. Up to B = 1T the spin lifetime is close to constant, while a further
increase of the magnetic field results in a slow decrease of T ∗2 , which reaches about a 50%
of the initial value at 6T. This decrease might still be caused by nuclear effects, as the
temperature dependence shows not a sharp transition between low and high temperature,
but a rather broad crossover around T ≈ 40K. The data was taken anyway at 30K, as
the signal-to-noise ratio becomes too low at even higher temperatures to receive trustworthy
results.
For the degenerate sample with n = 1×1018/ cm3, things look completely different: The spin
dephasing time increases with increasing magnetic field, which is typical for the D’yakonov-
Perel’ mechanism as the dominant spin relaxation channel. Four different magnetic field scans
for this sample varying in temperature and pump power are presented in figure 5.41 part A.
All four curves follow similar traces, but differ in the overall spin lifetime. Longest times
are found at low temperatures, but highest fields. It seems as the 200K measurement has
a weaker B-field dependence, but this is not the case, as part B demonstrates. There, the
normalized spin relaxation rates, i.e. T ∗2 (0)/T
∗
2 (B), are plotted and all four curves follow the
same trace.
Assuming a B-field dependence like the one of equation (2.38), namely
1
τDPS (B)
= fDP(B)
1
τDPS (0)
, (5.4)
with the field along the 〈110〉-direction (i.e. β1 = 1/4 and β2 = 0) yields
fDP(x) =
1
8
(
15
4
+
17
4 (1 + 4x2)
)
(5.5)
with x := ωC τ∗ =: a1B.
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In the case of an additional, field independent spin relaxation channel with characteristic
time T0, the effective spin lifetime T ∗2 (B) is given by
1
T ∗2 (B)
=
1
τDPs (B)
+
1
T0
(5.6)
and it follows that
T ∗2 (0)
T ∗2 (B)
=
T0 τ
DP
S (0)
T0 + τDPS (0)
τDPS (0) + T0 f
DP(x)
T0 τDPS (0)
(5.7)
=
1 + a2fDP(a1B)
1 + a2
, (5.8)
where a2 = T0/τDPS (0) is the ratio of the D’yakonov-Perel’ spin relaxation rate at zero field and
the additional relaxation rate 1/T0. Hence, a large a2 is indicative for strong DP-relaxation,
while small values (a2 < 1) mean, that the additional dephasing characterized by T0 is domi-
nant.
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Figure 5.41: Magnetic field dependence of the highest doped sample. Specific parameters are
quoted within the legend. Panel (A) shows the spin lifetimes, while panel (B) displays the
normalized relaxation rates. The normalized rates lie on a curve similar to the one shown
in fig. 2.41. The black solid line is a fit to the data taken at E = 1.4186 eV according
to eqn. (5.8), yielding a1 = (0.200 ± 0.011)/T and a2 = 5.3 ± 1.1. The large value of
a2 indicates that the DP-mechanism is the dominant spin dephasing mechanism for this
sample.
To give an impression of the strength of the D’yakonov-Perel’ relaxation, the T = 200K
data of figure 5.41 A have been fit to the model (5.8), showing very good agreement. It can
also be seen, that at high fields the lower temperature measurements reveal longer spin de-
phasing times. This is in agreement with the Elliott-Yafet mechanism, which predicts stronger
dephasing at elevated temperatures due to an increase of phonons, that act as scattering cen-
ters (cf. sec. 2.4). The additional relaxation channel, which is field-independent, may be
therefore of the Elliott-Yafet type.
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5.2.5 Summary of the One-Color Results
This section gives a short summary of the main results obtained so far by the one-color
(E ≡ Epump ≡ Eprobe) time-resolved Kerr rotation measurements:
• A single spin dephasing time T ∗2 cannot characterize a sample with specific doping.
T ∗2 depends rather on temperature T , magnetic field B, excitation power 〈Ppump〉, and
excitation energy E.
• The longest spin dephasing times are found for the three lowest doped samples at zero
magnetic field, low pump power, low temperature (T = 6K), and low photon energy. For
the degenerate sample, the longest spin dephasing time is obtained at highest magnetic
fields. From all samples investigated, the longest dephasing times are found for the
sample closest to the metal insulator transition with T ∗2 > 100 ns, while the insulating
sample, and the ones that lie more in the metallic regime show a systematic decrease
of the maximum spin lifetime, with the shortest (T ∗2 )max belonging to the degenerate
sample.
• The magnetic field dependence clearly identifies the D’yakonov-Perel’ spin dephasing
mechanism to be dominant for the degenerate sample.
• Anisotropic electron-electron scattering cannot satisfactory describe the excitation
power dependence.
• The spectroscopy reveals three distinct energy regimes for the samples with n = 2×1015,
2 × 1016, and 2 × 1017/ cm3, which can be explained consistently within the Mott-
Anderson picture as being delocalized donor states at low energies, localized donor states
in between, and free conduction band states at high energies above the absorption edge.
• Within this picture, the magnetic field dependence of the delocalized donor states may
be explained by a continuous shrinkage of the localization length of those states caused
by an increase in the magnetic field. This will effectively lower the mobility edge in
energy. The closer the Fermi level is to the mobility edge, the more sensitive the spin
dephasing time will react. This is in analogy to the magnetic-field driven metal-insulator
transition, where also the change of the localization length is responsible for the MIT.
• The effective g-factors obtained are those of electrons, not holes or excitons. The energy
dependence of the g-factor exhibits two distinct features: The change in g between the
delocalized donor states and the free conduction band states can be explained by a shift
of the chemical potential due to an increase in the effectiveness of the optical pumping
process above the absorption edge, and therefore a larger electronic excitation. An even
larger g-factor variation over a narrow energy interval is related to the localized donor
states, which also exhibit the shortest spin dephasing times.
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5.3 Two-Color Time-Resolved Spectroscopy
As the second laser system became available in Spring 2003, a new type of experiment was
possible, namely two-color pump-probe spectroscopy. The basic setup for the time-resolved
experiments is identical, however, the photon energy of the pump and the probe pulse can
be chosen independently (cf. sec. 3.7). In addition, the pump-probe delay can be varied
electronically over the whole laser repetition interval (0 ≤ ∆t . 15 ns > Trep). However, due
to technical restrictions, the coupling of the two laser systems required energetically broader
pulses (∆E ≈ 12meV) than used in the one-color experiments, which may result in an energy
shift of the spectra, or a systematic change in T ∗2 (see fig. 5.25 and 5.31). In the case, where
energy dependent one-color data, obtained with a broad laser pulse, exist (for n = 2 × 1015
and 1× 1018/ cm3), those were used for comparison. The advantages are, that now, the spins
can be excited into specific states, while they are probed at others. This shall give an insight
into the influence of hot electron relaxation, and on what timescales such relaxation processes
take place in the electronic spin system. Also, the probe energy can be chosen to be below
the absorption edge, which allows the use of time-resolved Faraday rotation, instead of Kerr,
providing a much higher signal-to-noise ratio, while giving identical results in g and T ∗2 .
In principle there are numerous possibilities on the variation of Epump and Eprobe, but two
versions are special and have been used in the remainder. In a so-called “pump scan”, the
probe beam’s energy is held constant, while TRFR/TRKR (electronic or mechanic) delay line
scans are performed for different pump energies, i.e. the same electronic states are sampled
while the excitation changes. These measurements are typically done with the probe energy
at low energies within delocalized donor states (TRFR, red), where the signal is at maximum,
and at the lower end of the high energy regime within the conduction band (TRKR, blue), i.e.
where the conduction band minimum is expected. The second method (“probe scan”) used
in the two-color experiments is to pump at fairly high energies (new: orange), well above the
absorption edge, but still below Eg +∆SO, in order not to excite electrons from the split-off
hole band, while the probe energy is being varied. This will give insight into the hot electron
relaxation process, and its influence on spin dephasing.
The intensive use of the electronic delay has the big advantage to be able to follow the
signal over the whole laser repetition interval, however, this makes the fits to the raw data
more difficult. One problem is, that the laser repetition frequency changes during changes in
Epump or Eprobe, and this leads to deviations in the calibration of the electronic delay (cf.
appendix B). At large ∆t the Larmor oscillations appear to speed up or slow down, which
is only due to this calibration error, but the fit model does not include such a behavior. A
second handicap is the large delay range as such, which also implies that the fit should be
valid over the whole range. Subtle g-factor changes however have a major influence on the
curve at large delays.
The discussion of the two-color experiments is based on the work done by Lars Schreiber
in his Diploma Thesis and can be found in part in [105].
5.3.1 Spectroscopic Studies at Low Temperatures T = 7K
First, the low-temperature (T = 7K) two-color experiments shall be compared to the one-
color data presented in section 5.2.1, which were obtained at T = 6K.
The Sample with n = 2× 1015/ cm3
Figure 5.42 shows the two-color results obtained for the insulating sample (n = 2×1015/ cm3).
For comparison, the one-color results using the energetically broader laser (∆E ≈ 15meV)
are included in gray color.
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Figure 5.42: Energy dependence of T ∗2
and g for the insulating sample at
T = 7K, B = 1.0T, and 〈Ppump〉 =
3.6mW. Pump scans for the low
and high energy regimes are plotted
in red and blue, respectively, while a
probe scan with Epump = 1.6755 eV
is plotted in orange. The verti-
cal lines indicate, where the two-
color experiment should be identi-
cal to the one-color data (grey), be-
cause of Epump = Eprobe (adapted
from [105]).
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The first point to check on the data is, that for Epump = Eprobe the results must be
consistent with the one-color data. For the low energy pump scan (Eprobe = 1.4938 eV, red),
both, g and T ∗2 are in good agreement with the one-color measurement. The high energy pump
scan (Eprobe = 1.5278 eV, blue) is slightly off with the spin lifetime, which may be the cause of
a slightly different laser pulse width used in both experiments. However, the difference in the
g-factors cannot be explained that easily, as neither the pulse bandwidth nor the temperature
might have such a strong effect. For the probe scan, the consistency check cannot be applied,
as at Eprobe = 1.6755 eV no Kerr signal is left to evaluate, which is probably due to intraband
relaxation. This interpretation is consistent with the raw data (not shown), which shows a
short feature (dip or spike) after zero delay, that disappears after a time ∆t ≈ 5 ps, and after
that time, the TRKR/TRFR scans become stable. Thus, carrier relaxation takes place on
very short timescales, while the spin information survives the relaxation and thermalization
process.
The pump scan at low energies (red) contains values with Epump < Eprobe, which means
that spins have been excited at lower energies than being probed. At first sight, this might
seem to be impossible to detect, but the spectral width of the used laser pulses provides enough
overlap, so that spins excited even 30meV below the probe energy can be detected. Also,
the Zeeman splitting due to the optically aligned spins may be sufficiently large, to cause
this effect, as was already discussed for the static Faraday measurements (cf. sec. 5.1.3).
An increase of the pump energy displays a similar behavior as in the one-color data, i.e.
an increase in T ∗2 . The g-factor is almost identical to the one-color results. Crossing the
absorption edge, the signal splits up into two precessional components (solid and open red
squares), where one stabilizes above the absorption edge with T ∗2 ≈ 2.2 ns, which is not seen
in the one-color data, while the second component reaches T ∗2 ≈ 200 ps after a steep decrease.
The short component agrees well in the spin dephasing time with the one-color results found
for the localized donor states at lower energies, and the high energy part, believed to be in
the conduction band. However, the g-factor is closer to the localized states, which leads to a
different interpretation of the high-energy one-color data.
The fact that electronic states 30meV apart the peak photon energy can be accessed is
a first clue on how to interpret these findings: The probe beam is also capable of sampling
localized donor states at E ≈ 1.510 eV. Increasing the pump energy so that electrons are being
excited into the conduction band also causes spins to be exited into the localized donor states,
due to their k-degeneracy, as illustrated in figure 5.43. The probe beam samples both types
of electronic states, which leads to the splitting into two components for Epump > 1.508 eV.
After the energy is so high, that the pump energy is well within the conduction band, the
spin lifetimes become almost constant, so it is very likely that the continuous increase of the
long component and the decrease of the short one is due to the mixture of both components.
This approach also explains the high-energy results of the one-color experiment, as the
same is true for the probe pulse. An increase of the photon energy pumps spins into the
localized donor states, and into the free conduction band states with higher kinetic energy.
Intraband relaxation causes the conduction band spins to accumulate at the band minimum
(cf. sec. 2.5.3). The probe beam, however, is still at higher energies for the conduction band
states, but it directly probes the localized donor states. Thus relative weight will be shifted
from the conduction band states to the localized donor states during an increase in photon
energy, until no conduction band states can be accessed. This shift of the relative weight
may result in a monotonic decrease of T ∗2 , as observed in the one-color data for high photon
energies.
With this interpretation in mind, the high energy pump scan (blue) shall now be discussed.
Again, two components are present, the longer one with T ∗2 = 1.2 ns, the shorter one with
T ∗2 = 62ps, both being almost independent of the pump energy. While the g-factor of the
short component agrees well with that of the localized donor states, the one belonging to
the long component seems to be inconsistent with the one-color data. Referring again to
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Figure 5.43: Increasing the photon
energy above the conduction band
(E > ECB) still accesses the lo-
calized donor states directly (left),
due to the k-degeneracy. How-
ever, electrons with higher kinetic
energy are being accessed in the
conduction band (right). Spins,
that have relaxed to the bottom
of the conduction band will be
harder to detect upon an increase
in photon energy.
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figure 5.25 reveals, that with a smaller laser bandwidth, the g-factor continuously changes
in that energy region. Still, the long component’s g-factor is somewhat away from the one
found for free conduction band states. The reason for this is still unclear and remains an open
question. However, it seems to be consistent with the interpretation that the long component
is due to free conduction band states, and that the short component stems from the localized
donor states, that are being accessed as a whole, since both, the pump energy, and the probe
energy are above the conduction band minimum.
Finally, the probe scan with Epump = 1.6755 eV (orange) shows, that at low energies,
g-factors and spin lifetimes are as good as constant up to E = 1.516 eV, and then both
components follow the one-color results, both for the localized donor states, and for the high
energy part. Thus, the probe actually measures the same states as the one-color experiment
does. This also means, that the spectral features seen in the one-color data, like the peak just
below the mobility edge, might be an artifact due to increasing optical absorption, caused by
the simultaneous variation of the pump energy.
Other possible effects, like the electron-hole recombination or spin diffusion cannot be
deduced quantitatively from the data, but may have an additional influence at very high
pump energies.
Another pump scan at low probe energies has been performed with lower pump power,
which allowed the distinction of even three precessional components. Because this is also the
case for the sample with n = 2 × 1016, the data is not shown here, but the discussion about
the origin of these three components will follow in the next section.
The Sample with n = 2× 1016/ cm3
For the sample closest to the metal-insulator transition (n = 2 × 1016/ cm3) the B = 1.0T
one-color spectroscopic results (fig. 5.18) have been obtained with an energetically smaller
laser pulse, than the two-color data discussed here in fig. 5.44. Anyhow, the consistency is
excellent between these two methods, as one can see at the vertical lines. The only deviation
can be found in the spin lifetime for the high energy pump scan, but this might be related to
the pulse width, and therefore a shift in energy, as already seen for the insulating sample.
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Figure 5.44: Energy dependence of
T ∗2 and g for the sample closest
to the metal-insulator transition at
T = 7K, B = 1.0T, and 〈Ppump〉 =
3.6mW. Pump scans for the low
and high energy regimes are plotted
in red and blue, respectively, while a
probe scan with Epump = 1.6755 eV
is plotted in orange. The verti-
cal lines indicate, where the two-
color experiment should be identi-
cal to the one-color data (grey), be-
cause of Epump = Eprobe (adapted
from [105]).
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The low energy pump scan (fig. 5.44, red) starts at low pump energies with a single compo-
nent, but splits up a first time at Epump = 1.506 eV, supposedly at the mobility edge, where
the new component’s spin lifetime follows the one-color results. A second split happens above
1.521 eV, just where the conduction band minimum is assumed. While at even higher energies
the long component displays a spin dephasing time and g-factor that are comparable to that
found for the delocalized donor states, the middle component is closer to the conduction band
states, and the short one agrees pretty well with the localized donor states. The dip of the
middle component at Epump = 1.511 eV is very likely a fit artifact, as it could also follow the
one-color data down to the short component. As already mentioned, three components are
also present for the insulating sample at low pump power, and the results are similar to the
ones shown here.
Due to the small signal amplitudes, the high energy pump scan (blue) allows only a sep-
aration of two distinct components, which can be identified as originating from conduction
band states (T ∗2 = 5ns), and localized donor states (T
∗
2 = 120 ps). Both components agree
well with the previous interpretation in the g-factors and in the spin dephasing times.
This interpretation gets even more sound when looking at the probe scan (orange), where
the longest component clearly follows the one-color data and the low energy pump scan. The
two additional components indicate, that at high excitation energy, all three different types of
electronic states will be occupied by spin-polarized electrons. Since at high energies all those
states can be accessed directly, there are no means to find out, whether they are also populated
as a result of relaxation processes. In the one-color experiment they cannot be accessed, unless
the photon energy becomes large enough, so the one-color data is completely consistent with
the two-color findings. The distinction between the longest component (delocalized donor
states) and the somewhat shorter middle component (conduction band states) will become
clearer, when including the results of the dynamic nuclear polarization experiments discussed
in sec. 5.4 into the interpretation.
The Sample with n = 2× 1017/ cm3
The next sample lies further in the metallic regime (n = 2 × 1017/ cm3) and it acts as a
link between the lower doped samples and the degenerate sample. Its spin dephasing times
and g-factors are displayed in figure 5.45. The one-color data is well within the experimental
scatter of the two-color data, at the respective energies (Epump = Eprobe).
The low energy probe scan (red) again follows the one color data up to the energy, where
spins can be excited into the localized donor states, and the second component sets in. A
further increase in energy leaves the spin lifetimes almost unchanged. Just as in the previously
discussed samples, the short component has the same spin dephasing time as observed for the
low-energy localized states. The long spin lifetimes, however, are more characteristic to that
of the conduction band states. So after exciting directly into the conduction band, those
states dominate the long component.
The high energy pump scan (blue) is as usual. A long component, which is consistent with
the conduction band states, is accompanied by a short one, that stems from the localized
donor states, that are excited at energies well above the mobility edge. The scan is very
similar to the one obtained for the n = 2× 1016/ cm3 sample.
The probe scan (orange) with Epump = 1.5895 eV, distinguishes again only two components,
and just like the low-energy pump scan, those can be attributed to the free conduction band
states (T ∗2 = 1.5 ns) and the localized donor states (T
∗
2 = 350 ps). Why the delocalized
donor states cannot be seen, when pumping at high energies is puzzling, but for the following
degenerate sample, the same behavior is observed, being even dominant.
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Figure 5.45: Energy dependence of
T ∗2 and g for the sample with n =
2×1017/ cm3 at T = 7K, B = 1.0T,
and 〈Ppump〉 = 3.6mW. Pump
scans for the low and high en-
ergy regimes are plotted in red and
blue, respectively, while a probe
scan with Epump = 1.5895 eV is
plotted in orange. The verti-
cal lines indicate, where the two-
color experiment should be identi-
cal to the one-color data (grey), be-
cause of Epump = Eprobe (adapted
from [105]).
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The Sample with n = 1× 1018/ cm3
The spin dephasing times and g-factors obtained from the degenerate sample (n = 1 ×
1018/ cm3), where donor band and conduction band should have merged completely, are
depicted in figure 5.46. Since the D’yakonov-Perel’ mechanism is dominant here, the mea-
surements with B = 6T are shown, that allow a better fit of the electronic g-factor, and also
show the longer spin dephasing times.
Figure 5.46: Energy dependence of
T ∗2 and g for the degenerate sam-
ple at T = 7K, B = 6.0T, and
〈Ppump〉 = 3.6mW. The pump
scan for the low energy regime
is plotted in red, while a probe
scan with Epump = 1.6755 eV is
plotted in orange. The verti-
cal line indicates, where the two-
color experiment should be identi-
cal to the one-color data (grey), be-
cause of Epump = Eprobe (adapted
from [105]).
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Surprisingly, the two-color pump scan (red) exactly follows the one-color data for one
component. In addition, a second component sets in after crossing the absorption edge.
While the g-factor variation may be explained by a shift in the chemical potential, as was
discussed before, the appearance of this additional component is unexpected. However, this
component is also present in the probe scan (orange), which was taken up to the absorption
edge, i.e. using the TRFR signal. Both, electron g-factor and spin lifetime are as good as
constant for both components, and the agree well with the values obtained from the pump
scan for Epump = 1.54 eV.
The origin of the additional component is still unclear, as at this carrier concentration the
donor band has merged with the conduction band. The second phenomenon, namely that
here, the g-factor and the spin lifetime only depends on the pump energy, and not on the probe
energy is also puzzling. It must be some sort of “collective precession”, because as soon as
spins are being excited into the conduction band, which is already partially occupied through
the doping, all the ensemble spins precesses with the identical Larmor frequency and shows the
same dephasing behavior. Inhomogeneous dephasing may play a role, but since the magnetic
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field dependence (cf. fig. 5.29) still shows dominant D’yakonov-Perel’ dephasing above the
absorption edge, inhomogeneous effects should be small. Electron-electron interaction would
be an efficient process to distribute the spin information carried by the optically excited
electrons among the existing ones in the conduction band. Anyway, how the g-factor can
dependent only on the pump energy is still an open question.
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5.3.2 Spectroscopic Studies at Elevated Temperatures T = 100K
Now, the low temperature two-color results will be compared to the ones taken at T = 100K.
This will give some insight into the importance of phonons or excitons for the spin dephasing.
The pump scans taken at low temperatures are plotted in grey color. For the pump scans at
elevated temperatures, the probe energy has been lowered, in order to follow the band gap’s
temperature dependence.
The Sample with n = 2× 1015/ cm3
The results for the insulating sample are shown in figure 5.47. Spin dephasing times thereof
are comparable to the 7K data associated with the localized donor and free conduction band
states, respectively. This indicates that phonons or excitons play, if ever, only a minor role
in spin dephasing for this sample. The g-factors of the two precession components have
increased, which makes sense due to the increase of kinetic energy at higher temperatures.
However, even at lower pump power, no third component can be separated. This does not
necessarily mean, that the spin dephasing became so strong, that no third component is seen,
but more likely, that the conduction band states cannot be separated from the delocalized
donor states any more. The fact, that both dephasing times are almost flat, confirms, that at
elevated temperatures the electronic occupation has thermally broadened.
Figure 5.47: Low energy pump scan of
T ∗2 and g for the insulating sample
at T = 100K, 〈Ppump〉 = 3.2mW,
and B = 1.0T (red). The T = 7K
data is included in grey color for
comparison (adapted from [105]).
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The Sample with n = 2× 1016/ cm3
The T = 100K pump scan for the sample with n = 2 × 1016/ cm3 is shown in figure 5.48.
Again, only two components are present above 1.494 eV. While the short components settles
slowly to T2∗ = 200 ps, which is comparable to the T = 7K measurement, the long component
is constant with T ∗2 = 2ns. This is much shorter than at 7K. Since this component is present
at the lower pump energies, here again delocalized donor states are likely involved, and a
possible contribution from the conduction band cannot be separated from them. For the low
temperature data, this separation was obvious, so the temperature might give a hint on the
origin of this separation. It should be noted that the temperature, where the excitation power
and magnetic field dependencies became both small (cf. sec. 5.2.3) was around T ≈ 40K,
which is already been exceeded here by more than a factor of two.
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Figure 5.48: Low energy pump scan
of T ∗2 and g for the sample closest
to the metal-insulator transition at
T = 100K, 〈Ppump〉 = 3.6mW, and
B = 1.0T (red). The T = 7K data
is included in grey color for compar-
ison (adapted from [105]).
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The Sample with n = 2× 1017/ cm3
Going higher in doping (n = 2 × 1017/ cm3) gives the spin lifetimes and g-factors plotted in
figure 5.49. Here, the two components are present throughout the whole pump scan. The short
one is again close to the lifetimes found for the localized donor states at low temperatures. The
long component is in the vicinity of the free conduction band states, even at energies below
the absorption edge, where the low temperature scans shows more similarity to delocalized
donor states.
Figure 5.49: Low energy pump scan
of T ∗2 and g for the sample with
n = 2 × 1017/ cm3 at T = 100K,
〈Ppump〉 = 3.2mW, and B = 1.0T
(red). The T = 7K data is in-
cluded in grey color for comparison
(adapted from [105]).
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The Sample with n = 1× 1018/ cm3
The degenerate sample exhibits, just like for low temperatures, a single component up to the
absorption edge, that then splits up in two. The trace of the spin dephasing times and g-factors
are very similar to the low temperature data, however, the lifetimes are shorter, indicating
stronger dephasing, and the g-factors are larger, due the higher electron energies at T = 100K
(kB T = 8.6meV), and the lower band gap. The shortening of the spin dephasing times is
qualitatively consistent with the ’Dyakonov-Perel’ spin relaxation mechanism (see sec. 2.4.4).
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Figure 5.50: Low energy pump scan
of T ∗2 and g for the degenerate sam-
ple at T = 100K, 〈Ppump〉 = 17mW,
and B = 6.0T (red). The T = 7K
data is included in grey color for
comparison (adapted from [105]).
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5.3.3 Summary of the Two-Color Results
Before addressing the issues of dynamic nuclear polarization, the main results obtained from
the two-color experiments shall be summarized:
• The two-color results are consistent within the Mott-Anderson picture, especially in the
identification of delocalized donor states at low energies, localized donor states above
the mobility edge, and, at even higher energies, free conduction band states.
• Except for transition regions, e.g. close to the absorption edge, spin lifetimes found
with a fixed probe energy are constant for the three lowest doped samples. This implies
that drops of the spin lifetime over a larger energy interval found by the one-color
experiments are systematic in nature. This is especially the case for the high energy
regime, usually plotted in blue in the one-color data, which is very likely a superposition
of free conduction band states, dominant right at the band minimum, and localized
donor states, that are always being accessed when the photon energy is high enough.
• Two-color raw data allows for an estimate of hot electron relaxation to take place on an
order of 5 ps. Also, the spin information seems to survive most of this relaxation and
thermalization process.
• Two-color results at T = 100K show no significant decrease of the spin dephasing time
for the short component. This implies that these times are not related to excitons, nor
to scattering with phonons. A third component, with somewhat shorter times than the
longest, found in the 7K data, cannot be separated at elevated temperatures.
• The degenerate sample exhibits a collective phenomenon, namely that the spin lifetime
and electron g-factor only depends on the pump energy, both for low and elevated
temperatures. This has not been understood so far, and remains an open question.
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5.4 Dynamic Nuclear Polarization and Hyperfine Coupling
During the previous experiments, sometimes strange long-term effects have been observed on
the second and minute timescale, that were, although small in their effects, definitely there,
but not quite understood. Although it is known (see sec. 2.3), that coupling of the electronic to
the nuclear spin system exists at low temperatures [21, 59], it has not been expected to happen
when using the photo-elastic modulator, because then, both spin polarizations are being
pumped alternatingly at a frequency of fPEM = 42 kHz. Thus, no net spin polarization parallel
to the external field should build up, which may cause dynamic nuclear polarization. This
section will prove, that coupling to the nuclear system is possible, even when using a PEM, and
that nuclear fields build up even at small external fields, that have a significant influence on the
spin precession. All the data presented within this section were obtained at low temperatures
(2 to 6K) for the sample closest to the metal-insulator transition (n = 2× 1016/ cm3), which
has the longest spin dephasing times.
5.4.1 Basic Phenomena
Figure 5.51 shows one of the first systematic measurements that have been performed to
learn more about the long-term effects, sometimes found during a measurement. It displays
normalized RSA scans for the n = 2× 1016 sample, taken at a fixed probe energy of Eprobe =
1.4938 eV, i.e. within the delocalized donor states, where the Faraday signal is at maximum.
The pump energy has been chosen in one case to be identical to the probe energy, and
in the other case to lie within the conduction band at Epump = 1.5138 eV. Then RSA
measurements have been performed with different magnetic sweep velocities ranging from +1
to +50mT/min, i.e. going from a negative to a positive field direction. As usual, the B-field
offset introduced by the superconducting magnet has been subtracted.
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Figure 5.51: Influence of the speed during a magnetic field sweep on the RSA peaks. The left
panel shows the case Epump = Eprobe for low energies, while in the right panel the pump
energy lies within the conduction band. All curves have been normalized at B = 0.
While all six curves obtained for Epump = Eprobe are as good as identical, the ones obtained
with the pump in the conduction band show a splitting of the left and right RSA peaks into
two. This splitting becomes more pronounced as the sweep speed is being reduced. The speed
itself gives an estimate, that timescales for the processes causing this effect are on the order
of minutes. Because the central RSA peak at B = 0 seems not to be affected, it is close to
assume that coupling to the nuclear spin system might be important. If this is the case, the
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effects should be even more pronounced, when pumping with fixed circular polarization, i.e.
σ+ or σ−. That is why some of the experiments use a static λ/4-retarder rather than a PEM
(see sec. 3.5).
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Figure 5.52: Change of the RSA signal at characteristic NMR frequencies (main panel).
Actual experimental parameters can be found in the legend. Note, that here, the pump is
statically circularly polarized, i.e. no PEM has been used. Also, that sample tilt γ is twice
as large as for the typical two-color experiments. The vertical red lines indicate the specific
NMR frequencies found in literature (cf. tab. 2.1). The inset shows the corresponding RSA
scan, where the arrow indicates the magnetic field used for the measurement displayed in
the main panel.
To verify this hypothesis, and to make sure that the observed effect is not due to some
settling problems of the magnet controller, or long-term temperature drifts, a high-frequency
coil (fig. 5.52, right panel) made of six turns copper wire with a diameter of 20mm was placed
behind the sample, so that the magnetic field of the coil would be parallel to the sample’s
surface normal and perpendicular to the static field. Driving the coil with a sinusoidal current
of about 100mA amplitude is already enough to partially depolarize the nuclear spin system,
just like in an NMR experiment. However, no pickup coil is used to measure the response,
since this is done with the optical setup.
Figure 5.52 shows what happens, when staying at a fixed magnetic field (B = −17.1mT),
pumping into the conduction band, and probing in the donor band, while sweeping the fre-
quency f of the alternating current in the coil. Just at the respective nuclear resonance
frequencies of 75As, 69Ga, and 71Ga a sharp increase of the TRFR signal is observable. The
slow decay towards higher frequencies is just an artifact of the sweep speed, which is too high
and therefore the nuclear spin system has not reached its equilibrium. Note, that no peak
is being observed for 29Si, which is not surprising due to the negligible abundance of that
isotope.
The increase of the TRFR signal on each NMR line is consistent with the sweep-speed
experiment shown in figure 5.51, in which at higher speeds one narrow, but large peak is
observed, while at lower speeds a second one splits up and moves towards higher fields.
Whenever the coil is on nuclear resonance with a specific isotope, this species will depolarize,
and the nuclear magnetic field will become lower. This will also lead to a reduction of the
effective magnetic field (Beff = Bext + BN ), which acts on the electronic spins. A reduced
effective field implies a slower Larmor precession, and therefore a shift of the RSA peak
towards B = 0. Thus, an increase of the TRFR signal shown in figure 5.52 means, that this
additional RSA peak moves back towards B = 0, and superimposes with the first one. This
behavior will be addressed in detail in the next section.
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Figure 5.53: Magnetic field depen-
dence of the NMR frequencies. The
straight lines are linear fits to the re-
spective data of the 71Ga, 69Ga, and
75As resonances. Note that here,
the magnetic field has not been cor-
rected for the offset caused by the
superconducting magnet.
Isotope Slope Intercept B-Field Offset
m (MHz/T) t (kHz) B0 (mT)
69Ga 9.91± 0.02 63.7± 0.4 −6.43± 0.04
71Ga 12.54± 0.02 81.9± 0.3 −6.53± 0.02
75As 7.09± 0.05 43.6± 0.9 −6.2± 0.1
Table 5.6: Linear fit results of
the data shown in fig. 5.53 to
fNMR = mB + t and offset field
B0 = B(fNMR = 0). The NMR
frequencies are in good agree-
ment with literature as given in
tab. 2.1. The indicated uncer-
tainties are the statistical fit er-
rors.
Figure 5.53 displays a systematic evaluation of the NMR frequencies found for different
magnetic fields. The fits to the data are shown in table 5.6, which agree with the values
obtained from literature, and also deliver consistent values of the magnetic field offset, caused
by the remanence of the superconducting magnet. These results can be considered a proof
of dynamic nuclear polarization, found at low magnetic fields, and at low temperatures. The
missing data around B = 15mT and below B = 5mT is due to the lack of sensitivity of this
kind of measurement around an RSA minimum. Even large shifts along the B-field axis will
give little to no change of the TRFR signal.
That the nuclear effects are present even at moderate magnetic field of T = 1T is shown in
figure 5.54, where two successively measured delay line scans are being displayed, taken with
the coil frequency on (blue) and off (green) resonance with the 69Ga isotope. Clearly, a shift of
the first beating node from ∆t = 4.4 ns to 5.0 ns can be seen, as well as a change in amplitude
at large (∆t > 8 ns) delays. However, the method using the coil has the disadvantage, that
only one sort of isotopes can be influenced and depolarized at a time. However, the data
presented so far have shown, that, although the 71Ga resonance is strongest, the other two
have comparable influence.
Before continuing with more systematic studies, an important symmetry shall be discussed.
Figure 5.55 displays two RSA curves taken at identical parameters, except that the red one
has been measured with increasing field and σ+-polarization, while the blue one was obtained
going to negative fields and σ− light. Both curves are almost identical, if one plotted normally,
while the other has been inverted with respect to B = 0 and ΘTRFR = 0, i.e. the magnetic
field and the amplitude axis have been mirrored. This implies that choosing opposite magnetic
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Figure 5.54: Delay line scans for B =
1.0T with the coil being resonant
with the 69Ga nuclear spins (blue)
and off resonance (green). Fits
to the data determine the g-factor
of the long-living component to be
g = −0.4355 (off resonance) and
g = −0.4334 (on resonance), re-
spectively. This relates to a nu-
clear field caused by the 69Ga of
BN (69Ga) ≈ 4.8mT (cf. sec. 5.4.2)
0 2000 4000 6000 8000 10000 12000
T=2K, B=1T, PEM, =+1.6°
<PPump>=3.2mW
EPump=1.5138eV
EProbe=1.4938eV
03-08-15
f
coil=fNMR(69Ga) (on resonance)
f
coilfNMR(69Ga) (off resonance)
n=2x10
16
/cm
3
T
R
F
R
(a
.u
.)
Delay(ps)
fields is equivalent to choosing the opposite circular polarization, and vice versa. The change
of sign of the amplitude directly shows that when using opposite circular polarization, spins
of opposite direction are being excited. The slight asymmetry, that is still present in fig. 5.55,
is most likely due to symmetry breaking caused by the angles of incidence for the pump and
the probe beam (cf. fig. 3.16, inset). This effect is very small for low sample tilts γ, so that
it can usually be neglected.
Figure 5.55: Symmetry of the mag-
netic field polarity and the circular
polarization state. Note, that both
RSA measurements are almost iden-
tical, when swiching the sign of the
TRFR amplitude and the magnetic
field, i.e. performing an inversion at
the axes origin.
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5.4.2 Timescales for Dynamic Nuclear Polarization and Depolarization
While the use of the high-frequency coil is ideal to identify the different isotopes, the nuclear
polarization of all isotopes can be studied better, when placing a mechanical shutter in the
pump beam path. When no spins are optically excited in the sample, i.e. the shutter is closed,
the nuclear spin system will depolarize due to spin-lattice relaxation. After reaching thermal
equilibrium, the shutter can be opened, and dynamic nuclear polarization takes places, which
effectively cools down the nuclear spin system and causes the nuclei to polarize. The build
up in polarization acts as a build up in a nuclear magnetic field, which causes a change
in the precession frequency of optically pumped electron spins, and therefore a shift of the
RSA peak. Measuring the TRFR signal on laboratory timescales after the shutter has been
opened, allows to study the time evolution of the polarization process. If this procedure is
repeated for various external magnetic fields, just like in an RSA experiment, the complete
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time dependence of the RSA scan can be obtained. That has been done, and the results are
shown in figure 5.56. Note, that the raw data follow vertical lines, but the cuts at a fixed
time are the solid black and red traces.
While the zero peak (at B = 0) does not exhibit a significant change of its shape in time,
which is consistent with the model, that the external field must be larger than the nuclear
dipole field, the first one (at B = 14.2mT) splits up in two. One stays constantly at 14.2mT,
while the second one moves towards larger magnetic fields and broadens. The second RSA
peak (at B = 28.0mT) seems to consist of a single component only, that shifts towards larger
magnetic fields. The quantitative analysis suggests the presence of a second component, whose
spin dephasing time is however too small (T ∗2 < 6 ns) to cause a dedicated RSA peak.
One advantage of this kind of measurements is, that the time-resolved RSA scans can be
fitted (see sec. 4.4) to extract the g-factor and the spin dephasing time. The results thereof
are presented in fig. 5.57 and 5.58. As already seen, the first RSA peak consists of two
components, where one stays at a constant B-field. Thus, only the changing component is
included in figure 5.57. The g-factors of both RSA peaks show a systematic increase during
longer optical pumping. Because all other parameters are held constant, this change in g-
factor must be due to an additional magnetic field antiparallel to the external one, as the
precession slows down. The spin lifetime, extracted from the second peak is displayed in
figure 5.58, and it exhibits a monotonic decrease while the nuclear field builds up. This
indicates, that additional dephasing comes in, which is closely related to the build up of
nuclear spin polarization. The fundamental process should be inhomogeneous dephasing, as
it is known [21] that localized electrons couple much stronger to the nuclei, than delocalized
ones, because of the larger wave function overlap. It is important to note, that the component
of the first peak, that does not shift with time, is the same when exciting the delocalized donor
states only. The conclusion is, that these states are less sensitive to the additional nuclear field
than the free conduction band electrons. This also explains, why three precessional component
have been found for the two lowest doped samples for pump energies above the conduction
band minimum. The longest one belongs to the delocalized donor states, which couple, if ever,
only weakly to the nuclear spins. The somewhat shorter component may originate from free
conduction band states, that react on the nuclear field as it was an external magnetic field.
The short component has its origin in the localized donor states, that have the biggest wave
function overlap to the nuclei, and can therefore be considered as the ones being dominant
for the dynamic nuclear polarization process.
If the change in g-factor is really caused by an additional nuclear field, the actual g-factor
should be constant, but the effective magnetic field should be corrected for the nuclear part,
i.e. ωL = g µB Bext/~ = g∗ µB (Bext+BN )/~. This consideration gives the nuclear field to be
BN = (g/g∗ − 1)Bext, with g∗ and Bext are assumed to be constant. This consideration may
also explain the huge g-factor variation over a narrow energy region found for the localized
donor states, as they might see more directly the effects of the nuclear polarization.
The determination ofBN yields relatively large values of BN ≈ −2.6mT, which is more than
18% of the field of the first RSA peak. Figure 5.59 shows this, on a linear (left) and a semi-log
plot (right). From the behavior at times T > 20 s, a nuclear polarization time of TNP = 49.6 s
can be found. This time is not intrinsic to the system, as it should change with the laser
excitation power, i.e. the number of spins that are optically oriented, and that can polarize
the nuclei. These time-resolved experiments have not yet been performed, however the power
dependence of the nuclear fields after saturation will be discussed in section 5.4.3. The right
panel of fig. 5.59 also shows a deviation from an exponential for times t < 20 s. A possible
explanation of this effect relies on the cooling of the nuclear system through the interaction
with the spin-polarized electrons. At t = 0 the nuclear spin system is in equilibrium with
the lattice, i.e. θN = T . When pumping starts, localized electron spins effectively polarize
neighboring nuclear spins, which explains the bigger slope at the beginning. Then, dipole-
dipole interaction between the nuclei transfers the spin among neighboring nuclei, even to
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Figure 5.56: Time evolution of RSA scans. Note, that the raw data are taken at a constant
magnetic field over laboratory time. The red lines mark RSA scans after 10 s intervals.
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Figure 5.58: Time evolution of the
spin dephasing time T ∗2 during dy-
namic nuclear polarization. The
data stems from fits to the raw data
displayed in fig. 5.56. Because the
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Figure 5.59: Time scale for dynamic nuclear polarization, as obtained from fits to the raw
data displayed in fig. 5.56, assuming a fixed g-factor of g = −0.404, as the first peak exhibits
at B = 0.
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those that do not couple directly to a localized electron. So after t ≈ 20 s, most of the
nuclei that can couple to a localized electron have been polarized, while now the dipole-dipole
interaction transfers continuously spin information to the rest of the nuclear system. At even
larger times, it is expected that the nuclear polarization process becomes stable, due to nuclear
spin-lattice relaxation. The obtained nuclear polarization time, and the previously described
picture is consistent with a model developed by Paget [106], who calls this process “nuclear
spin diffusion”.
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Figure 5.60: Time scales for dynamic nuclear polarization and depolarization. Top panel:
Raw data showing the signal after various open and close times of the pump beam shutter.
Blocking time and step height are indicated in blue, and systematically plotted in panel
B, which gives insight into the nuclear depolarization time. Each individual decay after
opening the shutter can be used to investigate the nuclear polarization time, as shown in
panel C. Note, that this measurement has been done using a lower pump energy of 1.5138 eV
than used in fig. 5.59.
Figure 5.60 shows a different approach to measure the nuclear polarization and depolar-
ization times. Here, the magnetic field is held constant, while the shutter is being opened,
and the TRFR signal is being measured until it has stabilized. Then the shutter is closed
for a time tblock, and opened again. During the blocking time, the nuclear spin system can
depolarize towards thermal equilibrium, as no spin-polarized electrons exist. At the moment,
at which the shutter opens, the TRFR signal comes back up to a value consistent with the
158
5.4 Dynamic Nuclear Polarization and Hyperfine Coupling
actual nuclear polarization. Performing this type of measurement with varying tblock gives
insight into the depolarization effect, and the characteristic timescales (fig. 5.60 B). However,
to give reasonable results, the change of the TRFR signal needs to be linearly dependent on
the nuclear magnetic field, which seems to be the case here, since fig. 5.60 C is very similar
to fig. 5.59. In addition, with this method it is not possible to obtain information about the
spin dephasing time, nor the electron g-factor.
The nuclear depolarization is found to be exponential within the measured time region,
with TND = 16.6 s, which is smaller than the polarization time TNP = 25.0 s. In contrast to
the polarization time, the depolarization time should be intrinsic, i.e. it should only depend
on the spin-lattice relaxation, and not on the pump power previously used to polarize the
nuclei.
5.4.3 Excitation Power Dependence
If the population of localized donor states play a role in dynamic nuclear polarization, the
excitation power, i.e. the density of optically oriented spins, must have a significant influence
on the nuclear field BN .
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Figure 5.61: Power dependence of
the g-factor and the nuclear field
for Epump = 1.5138 eV and B =
14.9mT. The horizontal line indi-
cates the g-factor that is assumed
to be intrinsic to obtain the nuclear
field BN .
The power dependence of the g-factor, and therefore of the nuclear field, obtained from RSA
scans around B = 14.9mT for a pump energy Epump = 1.5138 eV is displayed in figure 5.61.
To calculate the nuclear field, the g-factor is assumed to be g∗ = −0.400. Since the raw
data contains two precession components, the g-factors of both are being displayed. One
component (filled circles) is only barely affected by an increase in pump power, while the
other (open circles) shows a strong increase up to 2.5mW, and then becomes stable or even
slightly falls off. The maximum nuclear field of −3.0mT agrees well with the one found at
large times (BN = −2.6mT) in the shutter experiments (fig. 5.59 A). Especially that using
the PEM causes the nuclear magnetic field to be aligned antiparallel to the external field
is striking. The reason for this behavior is not clear yet. The saturation of the magnetic
field at high power indicates that all localized donor states that are spatially accessible by
the laser pulse have been occupied by spin-polarized electrons. The power dependence of the
first component (filled circles) might indicate, that the delocalized donor states are indeed
sensitive to the nuclear field, but their coupling must be much weaker than that of the second
component, that is being attributed to the free conduction band states.
It should also be mentioned that the fits to the RSA scans provide the spin lifetimes of
the respective component, which show a similar decrease as depicted in fig. 5.58. However,
the two components cause a larger systematic uncertainty of the absolute dephasing times,
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i.e. one component may be longer while the other gets shorter, and that is why they are not
considered to be reliable.
Figure 5.62: Power dependence of
the g-factor and the nuclear field
for Epump = 1.5307 eV and B =
15.4mT. The horizontal line indi-
cates the g-factor assumed to be in-
trinsic to obtain the nuclear field
BN .
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Figure 5.62 shows a similar measurement like the previous one, just taken at a higher pump
energy of Epump = 1.5307 eV. The power dependence of the delocalized donor states is even
more pronounced. Again, the g-factor variation of the conduction band states saturated above
〈Ppump〉 = 2.5mW, indicating a saturation of the spin polarization within the localized donor
states. The maximum nuclear field of BN = −3.1mT is again close to the values obtained
before, and since there is some degree of freedom in choosing the fixed g-factor, the agreement
is excellent within the experimental uncertainties.
Figure 5.63: Power dependence of the
g-factor and the nuclear field for
Epump = 1.5138 eV and B = 1.0T
using fixed circular polarization σ+
and σ−. The horizontal line indi-
cates the g-factor assumed to be in-
trinsic to obtain the nuclear field
BN . Note the large sample tilt of
γ = −15◦.
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The next picture (fig. 5.63) displays the power dependence at moderate magnetic fields
of Bext = 1.0T, when pumping with statically circularly polarized light4 and using a large
sample tilt of γ = −15◦. The two polarizations give almost symmetrical g-factors, where the
asymmetry may again be related to the sample tilt, and therefore to the different angles of
incidence of the pump and the probe beam. The power dependence is again very similar to
4Other than for the low field measurements, which are based on RSA scans, the B = 1.0T measurement
relies on delay line scans. Unfortunately, the long spin lifetimes found for both precession components
(delocalized donor states and free conduction band states) makes it difficult to obtain the actual spin
dephasing times from the fits to the data. Instead, both lifetimes require to be held constant in order to
achieve reasonable fits. However, this at least allows the extraction of the effective g-factor.
160
5.4 Dynamic Nuclear Polarization and Hyperfine Coupling
the previously discussed ones at low fields, namely a strong increase a low power, and then
a saturation at higher power. However, using the circular polarized pump pulses leads to
a lower saturation threshold of ≈ 0.75mW. This is reasonable, as only one kind of spins
is preferably excited into the localized donor states, and not, as in the PEM setup, both
polarization are being pumped at an frequency of 42 kHz. Assuming the true g-factor to be
g∗ = −0.430, which is the symmetry line of the two measurements, gives a maximum nuclear
field of BN = −89.8mT for σ− light, and BN = 77.4mT for σ+. This is quite large compared
to the external field of Bext = 1.0T, but still far of the nuclear field at full polarization, which
is on the order of 2.9T (see sec. 2.3). One explanation is that the lattice temperature is too
high, i.e. spin lattice relaxation of the nuclei limits the maximum nuclear polarization. Also,
the electron spins are pumped only within a small volume, but nuclear spin might diffuse
out, lowering the local magnetic field. A third issue is the number of nuclei that can couple
directly to the localized donor electrons, compared to the total number of nuclei that can be
polarized. Their number can be estimated from the donor concentration (n = 2× 1016/ cm3)
and the respective natural abundance of NMR relevant isotopes (cf. tab. 2.1), which is 100%
for GaAs. Hence the number of nucleai that directly interact with donor-bound electrons is on
the same order of magnitude than the donor concentration itself, which is 107 times smaller
than the total number of nuclei present. That means that in order to completely polarize the
nuclei that are within the volume of the laser spot, each localized electron must indirectly
polarize over time ten million neighboring nuclei, neglecting any kind of nuclear relaxation.
Looking at this the other way round means, that at B = 1.0T, each localized electronic state
can polarized more than 105 nuclei, when being fed with spin-polarized electrons over a long
enough time.
5.4.4 Pump Energy Dependence
To gain further insight at which pump energy the nuclear effects become strong, various
spectroscopic studies will be discussed now.
Figure 5.64 displays the RSA pump scans taken around B = 14mT with moderate sweep
speed of +10mT/min (cf. fig. 5.51). The first RSA peak splits up into two component when
increasing the pump energy, where the first component, that is dominant at low energies, stays
at a constant magnetic field, i.e. g = −0.409. The second component emerges continuously
first around 1.506 eV being a shoulder to the first peak, then above 1.512 eV a second peak is
clearly visible, and towards even higher energies this component becomes dominant, while the
first one dies out. Note, that this measurement cannot directly be compared to the two-color
probe scans, as those have been performed at B = 1T, where an additional nuclear field does
not have such a big influence on the g-factor like at these low fields.
To be able to fit the data within a two-component RSA model, the g-factor of the first,
low energy component is held constant at g = −0.409. This allows better reliability of the
second component’s g-factor, which is depicted in figure 5.65. The g-factor of the second
component follows a similar trace as in the power dependencies, i.e. it increases up to a
certain threshold (Epump = 1.519 eV), and then is almost stable with a slight decrease. Also,
the maximum nuclear field BN = −2.8mT is very close to the maximum field found in the
power scans. This may be explained through an increase of the population of localized donor
states during the increase in pump energy, until all localized states can be populated. But
since the component is present in the RSA scan, which means that T ∗2 > 6 ns, again the free
conduction band electrons are being observed, who’s Larmor precession is much more sensitive
to the additional magnetic field caused by the polarized nuclear spins, than the delocalized
donor band electrons found at low pump energy. Here again, the two-component fits has the
disadvantage that the spin lifetimes cannot be found reliably. However, the general trend is
a decrease of T ∗2 when increasing the pump energy (not shown).
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Figure 5.64: RSA pump scan around
B = 14mT. The curves have been
offset for clarity.
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Figure 5.65: Energy dependence of
the g-factor and nuclear field of the
raw data shown in fig. 5.64. Note,
that the first component’s g-factor
is set constant to g = −0.409.
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Figure 5.66: Energy dependence of
the g-factor and nuclear field at
B = 0.5T. These results have
been obtained fixing the spin life-
times for each component during
the fit. Note, that a static polar-
ization σ− has been used and the
sample is tilted considerably (γ =
−15◦). The horizontal line indicates
the g-factor that is assumed to be
intrinsic to obtain the nuclear field
BN .
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Figure 5.67: Energy dependence of
the g-factor and nuclear field at
B = 1.0T. These results have
been obtained fixing the spin life-
times for each component during
the fit. Note, that a static polar-
ization σ− has been used and the
sample is tilted considerably (γ =
−15◦). The horizontal line indicates
the g-factor that is assumed to be
intrinsic to obtain the nuclear field
BN .
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In addition to the RSA scans at low magnetic fields, delay line scans have been performed
at Bext = 0.5 and 1.0T using statically circularly polarized light. Here again, the lifetimes
needed to be fixed, in order to get trustworthy results of the g-factor change, as displayed in
figures 5.66 and 5.67. To achieve higher nuclear polarization, the sample tilt is quite large
with γ = −15◦, giving maximum fields of BN = −79.6mT for B = 0.5T and BN = −105mT
for B = 1.0T. The saturation of the g-factor sets in at a pump energy of Epump = 1.530 eV,
which is considerably larger than found for low magnetic fields, but this may be explained by
the reduced pump power.
5.4.5 Magnetic Field Dependence
Concluding the time resolved measurements, the magnetic field dependence of the g-factors
shall be discussed.
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Figure 5.68: Magnetic field dependence of the g-factor and the nuclear field at Epump =
1.5138 eV obtained from two RSA scans with opposite circular polarized pump beams.
Panel A displays the g-factors directly obtained from the fits to the RSA data. Panel B
shows the resulting nuclear fields, when assuming the average of the two g-factors (σ+ and
σ−) associated with delocalized states to be intrinsic.
Figure 5.68 shows g-factors obtained from RSA scans using opposite circularly polarized
light. Panel A show the g-factors directly obtained from fits to the RSA peaks. Again an
asymmetry between σ+ and σ− excitation exists, that is also present for the first component
(g ≈ −0.42), associated with delocalized donor states. Using the average of those two g-
factors for each field, the nuclear fields can be calculated and this is displayed in panel B.
Especially for the σ− excitation, limitations become visible, as when there is small scatter in
the respective g-factors, the scatter in the respective nuclear fields becomes large. Anyway,
for σ+ light, the curve is rather smooth. In contrast to the measurements performed by
Kikkawa and Awschalom [59], no relation to a spin-3/2 Brillouin function has been found.
An explanation of the traces within the Mott-Anderson picture would rely on the increasing
localization of electronic states within the donor band due to an increase in the magnetic
field. I.e. the upper mobility edge is effectively lowered in energy, leading to an increase of
the population of localized donor states, that couple to the nuclear system. Since the pump
energy has been chosen to be lower than the saturation threshold (see e.g. fig. 5.64), not all
localized states can be occupied at low fields. For σ+ excitation, the nuclear field becomes
more or less stable for fields exceeding Bext ≈ 400mT, which could be interpreted, that now
most of the localized states lie within the pump energy range.
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Figure 5.69: Magnetic field dependence of the g-factor and the nuclear field at Epump =
1.5250 eV obtained from delay line scans using σ− excitation. Panel A displays the g-
factors directly obtained from the fits to the delay line scan data. Panel B shows the
resulting nuclear fields, when assuming the first component (g ≈ −0.43 at large B) to be
intrinsic.
However, the magnetic field dependence displayed in figure 5.69, which originates from
delay line scans using an even higher pump energy of 1.5250 eV, shows no such saturation
behavior, and it also follows no spin-3/2 Billouin function. Instead, the g-factor monotonically
decreases with higher fields, which results in an almost linear increase of the nuclear hyperfine
field strength.
5.4.6 Open Issues
The finding that strong nuclear fields may be optically pumped even at low magnetic fields,
when exciting into localized donor states, gives a new perspective on different experiments
that may be performed to gain more insight into the relevance of nuclear hyperfine interaction
on the spin dephasing observed in n-type GaAs. It would be interesting to explore how the
nuclear polarization time depends on the pump power and energy, and how fast the nuclei
which couple to the localized electrons, can transfer their polarization onto neighboring nuclei
via this nuclear spin diffusion process. Also, the influence of the sample’s tilt, i.e. the angle
between pumped spins and external magnetic field, on the magnitude of the nuclear field
could be investigated. Perhaps it is even possible to create nuclear spin currents, either
though optical or electrical spin injection, by having spin-polarized electrons occupy localized
donor states.
One feature, that has already been mentioned in the discussion of the one-color data,
especially in the intensity plots, is, that at low photon energies, there exists a constant offset
in the delay line scans. This offset, that was previously subtracted in the intensity plots 5.26
and 5.28, is shown for the respective samples in figure 5.70.
Since the data was taken using a PEM and the two lock-in amplifiers in series, this offset
cannot be an artifact, like scattered pump light reaching the photodiode bridge. It means
that both, the pump modulation and the probe modulation have an influence on this offset.
Because the offset is constant over the delay range, Larmor precession can be excluded. Within
the time resolution of the delay line scans, this offset must develop on timescales much larger
than the repetition frequency, i.e.  12 ns. An attempt to see a build up of this offset using
a 500MHz oscilloscope was unsuccessful, so an upper bound on the timescale of 100µs seems
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Figure 5.70: Fit offset found in the one-color data (cf. fig. 5.26 and 5.28) at low temperatures
for the two highest doped samples. The vertical red lines indicate the energy, above which
the transmission drops below 30%.
to be resonable. The only explanation so far is, that this offset is actually caused by electron
spins, that have relaxed (anti-)parallel the direction of the external magnetic field, and thus
give rise to a longitudinal magnetization. Because at low photon energies, the Faraday effect
dominates the rotation of the linearly polarized probe beam, and the probe beam has a small
component along this direction, it may actually measure this longitudinal magnetization. As
this magnetization is pump-induced, and as it gets measured by the probe beam, it has to
appear in the transient signal, just like the polar component. Also, the offset gets vanishingly
small above the absorption edge. Yet, it is unclear how big the Faraday rotation of such a
longitudinal component should be, as the probe tilt is very small.
If the offset is indeed caused by spins that align (anti-)parallel to the external field, this will
have a major influence on dynamic nuclear polarization, as a spin component (anti-)parallel
to the field is needed for polarization to take place (see sec. 2.3). It would be interesting to
come up with an experimental setup that allows a time-resolved simultaneous measurement
of the longitudinal and the polar magnetization.
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5.4.7 Summary of the Dynamic Nuclear Polarization Results
Here, a quick summary of the main results obtained from the dynamic nuclear polarization
experiments shall be given:
• Dynamic nuclear polarization is already happening at low external magnetic fields on
the order of 10mT, resulting in fairly large nuclear magnetic fields on the order of 3mT.
• The use of a high-frequency coil allowed the identification of the expected three NMR
active isotopes 69Ga, 71Ga, and 75As through their characteristic NMR frequencies.
• Nuclear polarization times on the order of 30 s, and intrinsic depolarization times on
the order of 15 s have been found.
• It is consistent with the one- and two-color results, that nuclear polarization is domi-
nantly caused by spin-polarized electrons occupying localized donor states. While the
free conduction band states are quite sensitive to the influence of the additional nu-
clear hyperfine field, that builds up during nuclear spin polarization, an influence on the
delocalized donor states is hardly visible.
• This also allows the identification of the longest spin dephasing component found so
far to be related to delocalized donor states, while the somewhat shorter component
must be attributed to the free conduction band states. The localized donor states, that
couple directly to the nuclear system via the Fermi contact interaction, also exhibit the
shortest spin dephasing time. This can be explained directly by the coupling to the
nuclear system, as well as due to inhomogeneous dephasing, as each donor interacts
with a different surrounding.
• Because the spin dephasing time of the conduction band states decreases as the nu-
clear field builds up in time, it is reasonable to claim inhomogeneous dephasing to be
responsible for the shortening. This relaxation process should be of dominance for the
conduction band states.
• Although the DNP experiments were exclusively done at low temperatures, the influence
of the nuclear system is known to become small around T ≈ 30K [59]. This explains the
temperature dependence found in the one-color experiments, where the strong magnetic
field and power dependencies vanished above T ≈ 45K.
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5.5 Relevance for Spintronics Applications
After presenting the experimental data and giving an interpretation that is consistent within
the Mott-Anderson model, the relevance of these findings for spintronics applications shall be
discussed.
Electrical transport usually takes place in the diffusive regime, that means, that electrons
close to the chemical potential are carrying the electrical current. Incorporating the spin
degree of freedom will not change that. In order to achieve high spin coherence, a free carrier
concentration close to the metal-insulator transition (nc = 1.5 × 1016/ cm3) is preferably
chosen, so the chemical potential is located within the delocalized donor states. Those states
exhibit the longest spin coherence times, but show a significant shortening when experiencing
the influence of an external magnetic field, because of a shrinkage of the wave function extent,
and a lowering of mobility edge’s energy. Also, the magnetic field causes spin precession as
such, which will cause an overall change of the spin direction. Although this can be considered
a disadvantage, it is also a means of manipulating the spin information.
Other types of devices, such as the magnetic tunnel transistor [18], make use of hot electrons
that are being injected into the semiconducting material across a Schottky barrier. As the
two-color experiments have shown, the spin survives quite well intraband relaxation and
thermalization. However, all three types of electronic states might be populated, namely
delocalized and localized donor states, as well as free conduction band states. Spin coherence
and the Larmor precession are very different for these three states, which means a loss of
control of the spin.
Another issue is, that the long spin coherence times exceeding 100 ns have been found in bulk
GaAs at low temperatures. While this may be acceptable in fields like quantum computation,
where other alternatives are scarce, this will limit the use of GaAs for devices suited for
consumer products. Other approaches, like the reduction of the dimensionality, which will lead
to a (partial) suppression of certain spin dephasing mechanisms, are promising [75, 107, 108],
but have not yet reached spin dephasing times as high as in bulk GaAs at low temperatures.
Regarding the spin FET, suggested by Datta and Das [5] in 1990, where a two-dimensional
electron gas is used as the spin transport channel, several issues need to be discussed. Magnetic
stray fields of the electrodes cause hard to control Larmor precession, which may limit a well
defined initial spin state. On the other hand, the use of the 2DEG gets rid of the different
electronic states involved in spin dephasing, as donors are spatially far away from the electrons.
This should also lead to a large reduction of the nuclear hyperfine coupling, as the electrons of
the 2DEG are delocalized, so the coupling to the nuclear system should be greatly suppressed.
However, strong coupling of the electrons to the nuclear spin system has been observed for
large magnetic fields in the quantum Hall regime [109], also due to localization of the electrons.
Going to zero-dimensional systems, i.e. quantum dots, gets rid of two main spin dephasing
processes, namely Elliott-Yafet and D’yakonov-Perel’ [70], so that coupling to the nuclear
spin system becomes the dominant spin dephasing mechanism [75]. Quantum dots are a
good candidate for the realization of quantum computers, as the basic elements required are
scalable to low lateral dimensions and high integration is possible.
The coupling of localized electrons, either due to quantum confinement, or as being bound
to donor sites, may not only be a disadvantage. The first realization of a quantum compu-
tation used nuclear magnetic resonance [110] to apply Shor’s factoring algorithm (see [111])
to decompose the number 15 into its prime factors 3 and 5. One may think of electrical
means to make use of the localized electrons, that then couple to the nuclear system. The big
advantage of the nuclear spin is, that at low temperatures the spin-lattice relaxation times
for nuclear (de-)polarization are macroscopic, and can exceed hours. This leads to interesting
possibilities, not only for quantum-computation, but also to use nuclear polarization as a spin
memory.
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Within this work, the spin coherence and dephasing of localized and extended donor electrons,
and of free conduction band electrons has been studied for Si:GaAs with donor concentrations
ranging from 2×1015 to 1×1018/ cm3. The use of time-resolved Kerr rotation measurements
allows to excite and probe electronic states above and below the fundamental absorption edge.
At the beginning, one-color (Epump = Eprobe) experiments have been performed, and starting
in Spring 2003, also two-color experiments become feasible, in which the excitation and the
probe energy could be selected independently.
A single spin lifetime is not characteristic for a specific donor concentration, as T ∗2 depends
on the temperature, magnetic field, excitation power, and energy. Longest spin dephasing
times are found for the sample closest to the metal-insulator transition (n = 2× 1016/ cm3),
while towards both sides of the transition, the spin dephasing times shorten considerably.
The spectroscopically resolved spin dephasing times and g-factors show three distinct energy
regimes, that are consistent with the Mott-Anderson theory. This theory assumes electronic
correlations and disorder introduced by the donor sites within the GaAs matrix, which results
in the formation of a donor band below the conduction band. Within the donor band, two
types of electronic states can be distinguished, namely extended and localized states, that
are separated by so-called mobility edges. It is known, that the metal-insulator transition
takes place, when the Fermi energy crosses the mobility edge from extended towards localized
states.
The time-resolved pump-probe spectroscopy identifies the longest spin dephasing times
(T ∗2 > 100 ns) for delocalized donor states at low energies, very short spin dephasing times for
the localized donor states, and again long spin dephasing times for the free conduction band
states just above the absorption edge. The nuclear hyperfine interaction of the conduction
band states causes a reduction of their spin coherence compared to the extended donor states
which show virtually no hyperfine interaction. It is shown that inhomogeneous dephasing is
an important dephasing mechanism, as the donors are randomly distributed within the host
matrix, and each donor sees a different environment.
The strong magnetic field dependence of the extended donor states is being attributed
to localization effects due to the magnetic field, while for the conduction band states, an
increase of the nuclear hyperfine field and therefore an increase of inhomogeneous dephasing
is observed. The spin lifetimes found for the localized electrons are almost independent of
magnetic field or excitation power.
For the degenerate sample (n = 1 × 1018/ cm3), the magnetic field dependence clearly
follows the prediction made by D’yakonov and Perel’, i.e. an increase in spin coherence due
to the application of a magnetic field.
The two-color experiments clarify the role of the different electronic states, and also provide
an upper bound of 5 ps for hot-electron relaxation and thermalization. The degenerate sample
exhibits some sort of collective response, as the spin dephasing and the Larmor precession
only depend on the excitation energy, and not on the properties of the electronic states that
are being probed.
In addition, dynamic nuclear polarization has been investigated, which is strongly linked to
the role of the localized donor states, that are responsible for the spin transfer to the nuclear
system. The use of a high-frequency coil identifies the three dominant spin-3/2 isotopes that
can be found in GaAs, namely 69Ga, 71Ga, and 75As. In order to achieve strong nuclear fields,
that may reach up to 3mT even at low external fields of ≈ 10mT, the localized donor states
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have to be populated by spin polarized electrons. At larger external fields, nuclear magnetic
fields on the order of 10% have been observed.
Finally, the temperature dependence of the spin lifetimes shows a different behavior for
T . 45K, where the influence of a magnetic field is strong, and for T & 45K, where this
influence is greatly suppressed. This is again an indication, that the coupling to the nuclear
system plays an important role in spin coherence.
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Appendix A
Fundamentals of Elliptical Polarization
The mathematics needed to properly describe the polarization state of an electromagnetic
wave shall be presented here. In extent to many textbooks that deal with this subject, a clear
distinction will be made when expressions are approximate and how these approximations
were obtained.
A.1 Elliptical Polarization in the Circular System
The starting point for the description of elliptically polarized light is the parametric form of
an ellipse with major half axis EA, and ellipticity η with −1 ≤ η ≤ +1. Thus, the minor half
axis is EB = η EA. (
Ex
Ey
)
= EA
(
cosϕ
η sinϕ
)
(A.1)
Letting ϕ run from 0 to 2pi results in the ellipse shown in the left part of figure A.1.
For electromagnetic waves it is advantageous to describe the time and space dependence as
a complex rotation, where the real part describes the physics at location ~x and time t:(
cosϕ
sinϕ
)
→
(
1
−i
)
ei(
~k·~x−ωt+φ) (A.2)
Here, ~k is the wave vector, ω the frequency, and φ a general phase. Note, that so far all
parameters are real valued. In the following, the space and time dependence as well as the
general phase will be omitted, since they are common to all expressions.
So far, the major half axis is constricted to be parallel to the x-axis. A rotation in the
xy-plane about an angle Θ (−pi/2 < Θ ≤ +pi/2) leads to a general ellipse (right part of
fig. A.1): (
Ex
Ey
)
= R(Θ)EA
(
1
−i η
)
(A.3)
= EA
(
cosΘ − sinΘ
sinΘ cosΘ
)(
1
−i η
)
(A.4)
= EA
(
cosΘ + i η sinΘ
sinΘ− i η cosΘ
)
(A.5)
As shown in section 3.4, the fundamental modes of propagation for the Kerr and Faraday
effect are left and right circularly polarized waves. The transformation from the linear to the
circular amplitudes can be written as(
E+
E−
)
=
1√
2
(
1 i
1 −i
)(
Ex
Ey
)
, (A.6)
whereas the transformation from circular to linear is(
Ex
Ey
)
=
1√
2
(
1 1
−i i
)(
E+
E−
)
. (A.7)
171
Appendix A Fundamentals of Elliptical Polarization
x
y
EA
EB= E A
x
y

Figure A.1: Fundamental ellipse aligned along the x-axis (left) and rotated around Θ (right).
As time progresses the ellipse will be traced out clockwise.
That means that for a fixed point in space an oncoming right circularly polarized wave’s elec-
tric field vector rotates clockwise while for a left circularly polarized wave it rotates counter-
clockwise1. Table A.1 gives examples for some simple polarization states.
Base
Polarization State linear circular
Linear along x-axis (↔) E0
(
1
0
)
E0√
2
(
1
1
)
Linear along y-axis (l) E0
(
0
1
)
E0√
2
(
i
−i
)
Linear at +45◦ (↙↗) E0√
2
(
1
1
)
E0
2
(
1 + i
1− i
)
Linear at −45◦ (↖↘) E0√
2
(
1
−1
)
E0
2
(
1− i
1 + i
)
Right handed circular (σ−, ) E0√
2
(
1
−i
)
E0
(
1
0
)
Left handed circular (σ+, 	) E0√
2
(
1
i
)
E0
(
0
1
)
Table A.1: Simple polarization states with amplitude E0 > 0 in the linear and circular base. A
polarization state may have a common phase factor ei φ as an additional degree of freedom.
1Note, however, that the helicity, i.e. the projection of the photon’s angular momentum along the direction of
propagation is positive (σ+) for left circular polarization and negative (σ−) for right circular polarization.
To avoid confusion, the indices + and − stand for right and left circular polarization, respectively.
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A.1 Elliptical Polarization in the Circular System
Using these transformations the general ellipse in the circular system will be(
E+
E−
)
=
EA√
2
(
1 i
1 −i
)(
cosΘ + i η sinΘ
sinΘ− i η cosΘ
)
(A.8)
=
EA√
2
(
(1 + η)(cosΘ + i sinΘ)
(1− η)(cosΘ− i sinΘ)
)
(A.9)
=
EA√
2
(
(1 + η) e+iΘ
(1− η) e−iΘ
)
. (A.10)
If only the complex amplitudes E+ and E− of the circular components are known, one can
determine the amplitude EA, the ellipticity η, and the rotation angle Θ by solving (A.10). In
addition to the first three parameters, a common phase φ must now be considered, which is
caused by the space and time dependence of the wave, namely φ = ~k · ~x− ω t.
Θ =
1
2i
ln
E+/|E+|
E−/|E−| =
1
2
(argE+ − argE−) (A.11)
η =
|E+| − |E−|
|E+|+ |E−| (A.12)
EA =
1√
2
(|E+|+ |E−|) (A.13)
φ = argE± ∓Θ, (A.14)
where |z| = √z∗z is the modulus of a complex number z, and z∗ is the complex conjugate.
In polar coordinates it is then z = |z|ei arg z.
x
y
E =|E |+|E |A + -
E =|E |-|E |B + -
|E |+
|E |-
Figure A.2: Ellipticity induced through different mag-
nitudes of the circular components. Note, that the
modulus of the amplitudes has been scaled by
√
2.
This is due to the transformation from the circular
back to the linear system.
A geometrical interpretation of the ellipticity and the rotation angle is straightforward in
the circular system: While the electric field vectors of the left and the right component rotate
in time (with equal rotation frequency), two excellent states can be reached, namely when
both vectors are aligned parallel and when both vectors are antiparallel, as shown in fig. A.2.
In the first case the major half axis is reached, whereas in the latter case the minor half axis is
reached. The ratio of the minor to the major half axis is the ellipticity (eqn. A.12). As found
in (A.11), the rotation angle is just half of the phase difference of the two circular components
(see fig. A.3).
The application of the Kerr effect on the rotation and the ellipticity allows some useful
approximations for small Θ and η, so that algebraically simple terms can be found for the
complex indices of refraction n±.
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Figure A.3: Rotation induced by a phase shift between
the left and right circularly polarized components.
Both components rotate in opposite directions. The
phase difference between them is twice the rotation
angle.
x
y

arg E = ++  
arg E =-( -- ) 
A.2 Approximation of the Kerr Rotation
Like in section 3.4.2, the case of normal incidence is considered. Without loss of generality,
the incoming linear polarized wave can be chosen with vanishing y-component, i.e. ~E(i) =
(Ex, 0)T with the space and time dependence omitted. The reflected E-vector will then be
~E(r) = (rxEx, ryEx)T . Using (A.6) transformed to the circular eigenstates gives(
E
(r)
+
E
(r)
−
)
=
Ex√
2
(
r+
r−
)
=
Ex√
2
(
rx − i ry
rx + i ry
)
. (A.15)
Since the only interest lies in the reflected wave, the index (r) will be left out from now on.
The rotation angle can now be expressed in terms of the complex reflection coefficients r+
and r−. Introducing r := (r+/|r+|)/(r−/|r−|) in (A.11) gives
tanΘK =
1
i
tanh
(
1
2
ln r
)
(A.16)
=
1
i
e
1
2 ln r − e− 12 ln r
e
1
2 ln r + e−
1
2 ln r
(A.17)
=
1
i
eln r
1/2 − eln r−1/2
eln r1/2 + eln r−1/2
(A.18)
=
1
i
r1/2 − r−1/2
r1/2 + r−1/2
(A.19)
=
1
i
√
r+|r−|
r−|r+| −
√
r−|r+|
r+|r−|√
r+|r−|
r−|r+| +
√
r−|r+|
r+|r−|
(A.20)
=
1
i
√
r2+|r−|2 −
√
r2−|r+|2√
r2+|r−|2 +
√
r2−|r+|2
(A.21)
=
1
i
√
r2+r
∗
−r− −
√
r2−r
∗
+r+√
r2+r
∗
−r− +
√
r2−r
∗
+r+
(A.22)
=
1
i
√
r+r
∗
− −
√
r−r∗+√
r+r
∗
− +
√
r−r∗+
√
r+r
∗
− +
√
r−r∗+√
r+r
∗
− +
√
r−r∗+
(A.23)
=
1
i
r+r
∗
− + |r+||r−| − |r+||r−| − r−r∗+
r+r∗− + |r+||r−|+ |r+||r−|+ r−r∗+
. (A.24)
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For small ellipticity it is |r+| ≈ |r−|, which allows |r+|2 ≈ |r+||r−| and |r−|2 ≈ |r+||r−|:
tanΘK ≈ 1
i
r+r
∗
− − r−r∗+
|r+|2 + r+r∗− + r−r∗+ + |r−|2
(A.25)
=
1
2 i
(
r∗+r+ + r+r
∗
− − r−r∗+ − r∗−r−
r∗+r+ + r+r∗− + r−r∗+ + r∗−r−
−
− r
∗
+r+ + r
∗
+r− − r∗−r+ − r∗−r−
r∗+r+ + r+r∗− + r−r∗+ + r∗−r−
)
(A.26)
=
1
2 i
(
(r+ − r−)(r∗+ + r∗−)
(r+ + r−)(r∗+ + r∗−)
−
− (r+ + r−)(r
∗
+ − r∗−)
(r+ + r−)(r∗+ + r∗−)
)
(A.27)
=
1
2 i
(
r+ − r−
r+ + r−
− r
∗
+ − r∗−
r∗+ + r∗−
)
(A.28)
= Im
r+ − r−
r+ + r−
(A.29)
The Fresnel formula for normal incidence delivers the dependence of the reflection coefficients
on the complex index of refraction:
r± =
n± − 1
n± + 1
(A.30)
Finally, the Kerr rotation for small ellipticity is
tanΘK ≈ Im
n+−1
n++1
− n−−1n−+1
n+−1
n++1
+ n−−1n−+1
(A.31)
= Im
(n+ − 1)(n− + 1)− (n− − 1)(n+ + 1)
(n+ − 1)(n− + 1) + (n− − 1)(n+ + 1) (A.32)
= Im
n+n− + n+ − n− − 1− n+n− + n+ − n− + 1
n+n− + n+ − n− − 1 + n+n− − n+ + n− − 1 (A.33)
= Im
n+ − n−
n+n− − 1 . (A.34)
For small rotations (tanΘK = ΘK +O(Θ3K)), one can even write
ΘK ≈ tanΘK (A.35)
≈ Im r+ − r−
r+ + r−
(A.36)
= Im
n+ − n−
n+n− − 1 . (A.37)
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A.3 Approximation of the Kerr Ellipticity
According to (A.12) and (A.15) the ellipticity of the reflected wave is
ηK =
|r+| − |r−|
|r+|+ |r−| (A.38)
=
|r+|2 − |r−|2
|r+|2 + 2|r+||r−|+ |r−|2 . (A.39)
Be ϕ± = argE±, then for a small Kerr rotation (cos(ϕ+−ϕ−) = 1+O((ϕ+−ϕ−)2), one can
write
ηK ≈ |r+|
2 − |r−|2
|r+|2 + 2|r+||r−| cos(ϕ+ − ϕ−) + |r−|2 (A.40)
=
1
2
2|r+|2 − 2|r−|2
|r+|2 + |r+||r−|(ei(ϕ+−ϕ−) + e−i(ϕ+−ϕ−)) + |r−|2 (A.41)
=
1
2
( |r+|2 + |r+||r−|ei(ϕ+−ϕ−) − |r+||r−|e−i(ϕ+−ϕ−) − |r−|2
|r+|2 + |r+||r−|(ei(ϕ+−ϕ−) + e−i(ϕ+−ϕ−)) + |r−|2 +
+
|r+|2 − |r+||r−|ei(ϕ+−ϕ−) + |r+||r−|e−i(ϕ+−ϕ−) − |r−|2
|r+|2 + |r+||r−|(ei(ϕ+−ϕ−) + e−i(ϕ+−ϕ−)) + |r−|2
)
(A.42)
=
1
2
(
(|r+|ei ϕ+ − |r−|ei ϕ−)(|r+|e−i ϕ+ + |r−|e−i ϕ−)
(|r+|ei ϕ+ + |r−|ei ϕ−)(|r+|e−i ϕ+ + |r−|e−i ϕ−) +
+
(|r+|ei ϕ+ + |r−|ei ϕ−)(|r+|e−i ϕ+ − |r−|e−i ϕ−)
(|r+|ei ϕ+ + |r−|ei ϕ−)(|r+|e−i ϕ+ + |r−|e−i ϕ−)
)
(A.43)
=
1
2
( |r+|ei ϕ+ − |r−|ei ϕ−
|r+|ei ϕ+ + |r−|ei ϕ− +
|r+|e−i ϕ+ − |r−|e−i ϕ−
|r+|e−i ϕ+ + |r−|e−i ϕ−
)
(A.44)
=
1
2
(
r+ − r−
r+ + r−
+
r∗+ − r∗−
r∗+ + r∗−
)
(A.45)
= Re
r+ − r−
r+ + r−
. (A.46)
In analogy to the Kerr rotation this may be written in terms of the complex indices of
refraction n±:
ηK ≈ Re n+ − n−
n+n− − 1 (A.47)
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Appendix B
Calibration of the Long Electronic Delay
In section 3.7 it was already mentioned, that the coupling of the two fs-laser systems also allows
to electronically set the respective phase shift between the master and the slave system, but
that this “electronic delay” was not calibrated to a specific timescale. Because this electronic
delay could be set by a computer, it was self-evident to develop a calibration procedure, so
that the electronic delay might just be used like the mechanical delay line.
The basic idea of the calibration procedure is based on the assumption that at low pump-
probe energies, low temperatures and B = 1T the Larmor precession of the electron spins is
independent of the pump-probe delay, which is in pretty good agreement with the experimental
observations. So if the Larmor period is sufficiently known from high-resolution mechanical
delay line scans, a scan using the raw DAC values that set the electronic phase shift, just
like the one displayed in figure 3.24, may be calibrated. To obtain a universal calibration,
the zero crossings of two such curves have been extracted from high resolution scans and
linear interpolation of data points before and after the crossing. Since the total phase shift is
larger than the repetition interval, two zero-delay positions exists, where the pump and the
probe pulse coincide. Knowing that the zero crossings must be equally spaced with a distance
pi/ωL, a relation between the DAC values and the actual time delay could be established. To
compensate for the second zero delay overlap, one curve had to match before, while the other
was shifted towards larger ∆T to compensate for the second zero delay peak, and was then
taken as a reference. This is shown for the final calibration curve in figure B.1.
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Figure B.1: Calibration of the long
electronic delay. The green and the
red circles are the interpolated posi-
tions of the zero crossings obtained
from raw DAC scans. The top left
inset shows what happens when the
zero delay (marked by the arrow) is
being crossed with the green data.
The bottom right inset shows the
same for the blue data. After both
data sets have crossed the zero delay
condition, both are identical again.
The final calibration curve is repre-
sented by the red line.
The top left inset shows what happens when the green data set crosses a zero-delay condi-
tion, which is marked by the arrow. Because the Larmor precession is not complete, the data
points are shifted towards shorter DAC values, while the blue data set is continuous, as no
zero delay condition is crossed at that time. However, this has to happen a some other time
for the blue curve, and this is depicted in the lower right inset. Just after the zero delay for
the blue data set, both data sets are identical, because both have been shifted towards shorter
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DAC values by the same amount. Knowing this offset, one can easily correct for it to complete
the calibration over the whole phase shift interval. With the zero crossings corrected in that
way, an interpolation can be used to obtain values in between; here cubic spline interpolation
was used, as it is directly supported by the LabVIEW environment, that is also used for the
data acquisition program. Luckily, the DAC-∆t relation is monotonic, which also allows the
inversion of the calibration curve by easy means.
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Figure B.2: Comparison between a long electronic delay scan and three mechanical delay line
scans, taken with different offsets. The inset gives an estimate on the reproducability and
accuracy using the mechanical delay line.
To obtain some estimate of the accuracy and the repeatability of the new electronic delay,
several test measurements have been performed. One check is to compare a delay line scan
using the electronic delay, with several mechanical delay line scans, that have been offset by
less than the total scan length of 4 ns. This is shown in figure B.2. The inset shows some
uncertainties due to the mechanical delay line, which is expected1 to be on the order of 0.7 ps.
For the mechanical delay line, two different methods to change the delay are supported
by the data-acquisition software. During a so-called “sweep” the retro-reflector moves with
constant velocity, and the software reads the position on the fly, as it acquires other data,
like the signals from the lock-in amplifiers. In the “scan” mode the retro-reflector is moved
to a position, settles there, then the different instruments are read out, and after that, the
retro-reflector is moved to the next position. Figure B.3 shows, that the sweep produces the
largest scatter, while the reproducibility of electronic delay is best.
A lower bound on the resolution of the electronic delay can be obtained by looking at the
steepest slope of the calibration curve. The gives a smallest possible delay change larger than
500 fs, i.e. increasing the DAC value by one will cause a delay change of slightly more than
0.5 ps. In this worst case, the mechanical delay line with its spatial resolution of 100 nm,
which corresponds to 0.7 fs time resolution, is much better.
1This is based on the specifications provided by the manufacturer, that the maximum positional error of the
mechanical delay line, i.e. accuracy, repeatability, and backlash, is less than 100µm.
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Another estimate on the accuracy can be made, when comparing the laser repetition fre-
quency with the zero-delay interval. Such a comparison leads to the result, that the electronic
delay is about 1.6 ps too slow over the whole 16 ns interval. This is comparable to changes in
the index of refraction of air, due to different temperature (density) or humidity.
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Figure B.4: Systematic error of the
electronic delay caused by different
laser repetition frequencies.
However, the electronic delay exhibits a systematic error, whenever the repetition frequency
differs from that used in the calibration procedure. This effect is shown in figure B.4, and
finds its origin in the phase shifter itself, that is not frequency-independent. To get rid of the
effect, two approaches are possible. The direct one would be to use several calibration curves
across the whole repetition range, and to use a second interpolation between those curves.
However, this approach is very time consuming for the calibration itself. A second approach is
to upgrade the old (master) laser system, so that its cavity length can also be adjusted. This
would compensate the change in the repetition frequency of the master as the wavelength is
being tuned, and both systems would be at the same constant repetition frequency. So one
calibration would be sufficient, eliminating this problem.
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Appendix C
TTL-Mixer Design
In the double modulation experiment described in section 3.5, both the pump and the probe
beam are modulated at different frequencies. While the pump’s polarization state is being
modulated though a photoelastic modulator, demodulation using two lock-in amplifiers in
series is feasible. However, for static pump polarization, as needed to study the nuclear
polarization phenomena, where both beams are intensity modulated by mechanical choppers
operating in the low audio frequency regime, a different technique is required.
The double modulation of the pump and the probe beam can be viewed as a multiplication
of both events, when the light can pass each chopper. Just regarding the lowest frequency
components of these “on” and “off” cycles shows, that frequency sidebands appear at the sum
and difference frequencies. The basic mathematics follows from the multiplication theorems
of cosines (and sines):
2 cos(ωA t) cos(ωB t) = cos
(
(ωA + ωB) t
)
+ cos
(
(ωA − ωB) t
)
(C.1)
= cos(ωsum t) + cos(ωdiff t). (C.2)
The actual physics takes place at those two frequencies. In other words, only when the
pump is on and the probe is on the signal at the detector is really a pump-induced change in
polarization rotation measured by the probe beam.
In order to generate ωsum and ωdiff from the known ωA and ωB provided by the choppers,
a frequency mixer was developed and built. This section will give a quick overview of the
fundamental idea, the design, and the performance of this so called TTL-mixer1. Further
information regarding operation, calibration, and electronic schematics is provided in the
related manual [112].
Figure C.1: Basic design for frequency mixing two independent TTL signals.
The main issue of the TTL-mixer is to deliver a phase-locked reference signal to a lock-in
amplifier, which has a fixed correlation to the input frequencies. Simply measuring the input
frequencies and generating the sum and difference frequencies, i.e. by using voltage-controlled
oscillators (VCO), will not work, because the phases of the input and output will vary in time,
1The name stems from the fact that the choppers provide their references as TTL compatible signals, i.e.
square waves with a 50% duty cycle and with a transition from 0 to 5V.
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so the lock-in amplifier will average the signal to zero. The basic idea used for the TTL-mixer
is to invert the mathematics and to generate the outputs by mixing the fundamental input
frequencies, and the adding or subtracting the products:
sin(ωsum t) = sin
(
(ωA + ωB) t
)
(C.3)
= sin(ωA t) cos(ωB t) + cos(ωA t) sin(ωB t) (C.4)
sin(ωdiff t) = sin
(
(ωA − ωB) t
)
(C.5)
= sin(ωA t) cos(ωB t)− cos(ωA t) sin(ωB t). (C.6)
Figure C.1 shows this basic approach as a block diagram. The incoming TTL signals are first
converted into pure sine waves and a pi/2 retarded cosine wave. Those can then be mixed
(multiplied), added and subtracted, and then back-converted into TTL level signals.
In order to minimize user interaction during operation, or after the input frequencies have
changed, some additional effort has to be made. An overview of the complete design is given
in figure C.2. The preprocessing stages for the input signals are identical, thus inter-channel
phase shifts are minimized. Each input is high impedance (10MΩ), AC coupled with a cut-
off frequency of 10Hz, and protected against voltages exceeding safe operation limits. The
Schmidt trigger produces a well defined 50% duty cycle square wave, so that the TTL-mixer
can even be operated with sinusoidal input signals with amplitudes as low as 100mV. The
following high-pass filter just block any DC offset. The square wave is then integrated, to
obtain a true symmetric triangular shaped wave. In order to keep the triwave’s amplitude
constant, it’s output level is fed back into an voltage-controlled amplifier (VCA), which adjusts
the amplitude of the incoming square wave. The whole feedback loop operates continuously
on a frequency scale of about 10Hz, which allows accurate phase match of input and output
frequencies while being able to compensate for frequency drifts of the input frequencies. The
conversion from the triangular from to sinusoidal form is done by special analog integrated
circuits. The frequency mixing itself, i.e. the multiplication of the sine and cosine, is also
handled by commercially available analog components, as is the addition and subtraction.
The final steps incorporate signal conditioning though Schmidt triggers, which deliver TTL
level signals, and output buffering to drive even low impedance (50Ω) loads.
The TTL-mixer’s performance has been tested in comparison with the commercial chopper
SR540 from Stanford Research Systems. This chopper has unique blades with two concentric
sections of different divisions. The inner part has exactly 5/6 of the slots the outer part has.
It directly measures fouter and fouter/6 ≡ fdiff , while finner and fsum are generated internally
by the chopper controller through a phase-locked loop (PLL). The major disadvantage of this
chopper is that both beams must be spatially close, so that they pass through the same chopper
blade, one through the inner, the other through the outer part. Also, the frequency ratio is
fixed, while the experiments show that choosing pump and probe frequency independently
allows further noise reduction. The TTL-mixer does not have these limitations, but this leads
to smaller signal-to-noise (SNR) ratios at the difference frequency compared to the SR540.
The signal-to-noise measurements presented in figure C.3 were deliberately done in reflec-
tion, and in the wavelength region, where the SNR is problematic, to demonstrate the effect
of a good phase stability at the lock-in amplifier’s reference. The TTL-mixer performs equally
well for both, the sum and the difference frequencies, while the SR540 dominates in the dif-
ference regime, but is outperformed by the TTL-mixer in the sum regime. Usually, the sum
frequency is preferred, due to 1/f -noise contributions, so this behavior is not necessarily a
problem. In every-day laboratory work, it turned out that it is better to quickly switch the
outputs on the TTL-mixer than to completely change the optical paths so that the SR540
can be used, when the difference performs better.
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Figure C.3: Typical signal-to-
noise (S/N) performance of
the TTL-mixer compared to
the Stanford Research SR540
chopper, which only allows a
fixed frequency ratio. Solid
lines are guides to the eye
only.
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To summarize, the TTL-mixer obtains the phase-locked sum and difference frequencies of
the two chopper references, which can be used as references to a lock-in amplifier. Both
choppers may operated freely between 50Hz and 10 kHz, as long as the required output
frequency lies within 100Hz and 10 kHz. The location of the pump and probe beam path are
completely irrelevant, with is a big advantage over the SR540. Signal-to-noise ratios are good,
however the PEM setup with the two in-series lock-in amplifiers is still one to two orders of
magnitude better. Unfortunately, the TTL-mixer is required upon static pumping conditions.
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Appendix D
Mathematical Proofs
This appendix will deal with some elaborate mathematical proofs like the closed form of the
precession envelope for inhomogeneous dephasing or the closed form of the RSA formula.
D.1 Inhomogeneous Dephasing Envelope
This section will proof the integration
∞∫
−∞
e−a(ω−ω0)
2
cos (ω t) dω =
√
pi/a e−t
2/4a cos (ω0 t) . (D.1)
The first step will be to write the cosine as an exponential:
e−a(ω−ω0)
2
cos (ω t) =
1
2
(
e−a(ω−ω0)
2−i ω t + c.c.
)
(D.2)
where c.c. denotes the complex conjugate. The exponent can the be written as
−a (ω − ω0)2 − i ω t =
= −aω2 + 2 aω ω0 − aω20 − i ω t
= − (√aω)2 + 2 (√aω) (√aω0 − i t/2√a)− aω20
= − (√aω)2 + 2 (√aω) (√aω0 − i t/2√a)− (√aω0 − i t /2√a)2 +
+
(√
aω0 − i t /2
√
a
)2 − aω20
= − (√aω −√aω0 + i t/2√a)2 + aω20 − i ω0 t− t2/4a− aω20
= −
(
2 a (ω − ω0) + i t
2
√
a
)2
− i ω0 t− t2/4a
= −z2 − i ω0 t− t2/4a (D.3)
with
z :=
2 a (ω − ω0) + i t
2
√
a
and (D.4)
dz
dω
=
√
a ⇔ dω = dz√
a
, (D.5)
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then the integral becomes
1
2
∞∫
−∞
(
e−a(ω−ω0)
2−i ω t + c.c
)
dω =
=
1
2
∞∫
−∞
(
e−z
2−i ω0 t−t2/4a + c.c.
) dz√
a
=
1
2
√
a
e−t
2/4a
e−i ω0 t ∞∫
−∞
e−z
2
dz + c.c.
 . (D.6)
For
√
a > 0 and finite ω0 and t, the limits of z and z∗ for ω → ±∞ behave as if z were real
valued. The integral
∞∫
−∞
e−z
2
dz =
√
pi (D.7)
is non-trivial, but can be found in standard mathematical textbooks and integral tables, like
for example [113]. Equation (D.6) then evaluates to
∞∫
−∞
e−a(ω−ω0)
2
cos (ω t) dω =
√
pi/a e−t
2/4a 1
2
(
e−i ω0 t + ei ω0 t
)
=
√
pi/a e−t
2/4a cos (ω0 t) (D.8)
what was to proof. Taking a = 1/2σ2ω and a pre-factor of M0/
√
2piσω one gets eqn. (2.24).
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D.2 Excess Energy Distribution between Electron and Hole
Assuming parabolic bands near the Γ-point with effective masses m∗cb, m
∗
hh, and m
∗
lh for the
conduction, heave-hole, and light-hole band, respectively, the excess energy is
∆E(cb,hh,lh)(k) =
~2 k2
2m∗cb,hh,lh
. (D.9)
The total excess energy ∆E = h ν − Eg has to be equal to the contributions for the electron
and the respective hole, i.e. ∆E = ∆Ehhe +∆E
hh
h for the heavy-hole and ∆E = ∆E
lh
e +∆E
lh
h
for the light-hole transition.
Regarding the heavy-hole transition, the ratio between electron excess energy and total
excess energy then becomes
∆Ehhe
∆E
=
∆Ehhe
∆Ehhe +∆Ehhh
(D.10)
=
1
1 +∆Ehhh /∆Ehhe
(D.11)
=
1
1 + (~2k2/2m∗hh)/(~2k2/2m∗cb)
(D.12)
=
1
1 +m∗cb/m
∗
hh
(D.13)
=
m∗hh
m∗cb +m
∗
hh
. (D.14)
The hole excess energy ratio is then
∆Ehhh
∆E
=
∆E −∆Ehhe
∆E
(D.15)
= 1− m
∗
hh
m∗cb +m
∗
hh
(D.16)
=
m∗cb
m∗cb +m
∗
hh
. (D.17)
The ratios for the light-hole transition can be calculated the same way.
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D.3 Derivation of the van der Pauw Coefficient
In [83] van der Pauw shows that for the given sample and contact properties the following
relation is satisfied:
e−pi RAB,CD d/% + e−pi RBC,DA d/% = 1 (D.18)
To calculate % from equation (D.18), an ansatz is made in the form of
% =
pi d
ln 2
RAB,CD +RBC,DA
2
f. (D.19)
Using (D.19) in (D.18) and R1 := RAB,CD, R2 := RBC,DA leads to
e−
ln 2
f
2R1
R1+R2 + e−
ln 2
f
2R2
R1+R2 = 1 (D.20)
1 + e
2 ln 2
f
R1−R2
R1+R2 = e
ln 2
f
2R1
R1+R2 (D.21)
e
ln 2
f
R1−R2
R1+R2
(
e
ln 2
f
R1−R2
R1+R2 + e−
ln 2
f
R1−R2
R1+R2
)
= e
ln 2
f
2R1
R1+R2 (D.22)
2 cosh
(
ln 2
f
R1 −R2
R1 +R2
)
= e
ln 2
f
2R1−(R1−R2)
R1+R2 (D.23)
cosh
(
ln 2
f
R1 −R2
R1 +R2
)
=
1
2
eln(2
1/f ) (D.24)
ln 2
f
R1 −R2
R1 +R2
= arccosh
(
21/f−1
)
(D.25)
r − 1
r + 1
ln 2 = f arccosh
(
21/f−1
)
(D.26)
with r := R1/R2 ≡ RAB,CD/RBC,DA.
This implicit definition of f(r) cannot be solved analytically. However, it can be solved
graphically or numerically, because the left hand side of (D.26) only depends on r, while the
right hand side only depends on f .
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D.4 Closed Form of the RSA Formula
This section derives the closed form of the RSA formula that was used to fit the experimental
data to and that clearly shows the close affinity to the problem of optical diffraction for
a grating. The starting point is the simple superposition of exponentially damped Larmor
oscillations caused by preceding laser excitations at a fixed repetition interval Trep.
For a single excitation the time dependent magnetization component that can be measured
for an external magnetic field B is
MS(∆t, B) = Ae−∆t/T
∗
2 cos[ g µB B∆t/~] , (D.27)
with amplitude A, spin lifetime T ∗2 , electron g-factor g, Bohr magneton µB , and Plack’s
constant ~. Using the Larmor frequency ωL := g µB B/~ and summing up all previous
excitations one gets
MS(∆t, ωL) =
∞∑
n=1
Ae−(∆t+nTrep)/T
∗
2 cos[ωL (∆t+ nTrep)] . (D.28)
where the time delay is restricted to ∆t ∈ [−Trep; 0) and Trep > 0 without loss of generality.
This expression is very similar to the derivation of the interference spectrum of an optical
grating when going from a single slit to a multi-slit geometry [114]. There, one only has to
sum over the cosine terms of plane waves, whereas here, one also has to take the exponential
decay into account. The simplification works by writing the cosine term as exponentials and
regrouping the resulting expressions in a proper way.
cos[ωL (∆t+ nTrep)] =
1
2
(
ei ωL(∆t+nTrep) + e−i ωL(∆t+nTrep)
)
(D.29)
Substituting ξ = (1/T ∗2 + i ωL) and reordering of (D.28) leads to
MS(∆t, ωL) =
A
2
(
e−∆t ξ
∞∑
n=1
e−nTrep ξ + e−∆ tξ
†
∞∑
n=1
e−nTrep ξ
†
)
. (D.30)
For integer n ∈ N it is
e−n z = e−
∑n
i=1 z =
n∏
i=1
e−z = (e−z)n, (D.31)
with which (D.30) can be written as a sum of two geometrical series:
MS(∆t, ωL) =
A
2
(
e−∆t ξ
∞∑
n=1
(e−Trep ξ)n + e−∆ tξ
†
∞∑
n=1
(e−Trep ξ
†
)n
)
(D.32)
The geometrical series converges for |z| < 1, namely
∞∑
i=1
zi =
( ∞∑
i=0
zi
)
− 1 = 1
1− z − 1 =
z
1− z =
1
1/z − 1 . (D.33)
The convergence of the sums in (D.32) is guaranteed, because Trep/T ∗2 > 0 holds and also
|e−Trep ξ| = |e−Trep (1/T∗2 +i ωL)| = |e−Trep/T∗2 | |e−i Trep ωL |︸ ︷︷ ︸
=1
< 1. (D.34)
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Therefore, one can (D.32) write as
MS(∆t, ωL) =
A
2
(
e−∆t ξ
eTrep ξ − 1 +
e−∆ tξ
†
eTrep ξ
† − 1
)
=
A
2
e−∆t ξ(eTrep ξ
† − 1) + e−∆t ξ†(eTrep ξ − 1)
(eTrep ξ − 1)(eTrep ξ† − 1)
=
A
2
e−∆t ξ(eTrep ξ
† − 1) + e−∆t ξ†(eTrep ξ − 1)
eTrep(ξ+ξ
†) + 1− (eTrep ξ + eTrep ξ†) . (D.35)
Back substitution of ξ in (D.35) leads to
MS =
A
2
e−∆t/T
∗
2 [e−i ωL∆t(eTrep/T
∗
2−i ωL Trep − 1) + ei ωL∆t(eTrep/T∗2 +i ωL Trep − 1)]
e2Trep/T
∗
2 + 1− 2Re(eTrep/T∗2 +i ωL Trep)
=
A
2
e−∆t/T
∗
2 [eTrep/T
∗
2−i (∆t+Trep)ωL + eTrep/T
∗
2 +i (∆t+Trep)ωL − (ei ωL∆t + e−i ωL∆t)]
eTrep/T
∗
2 (eTrep/T∗2 + e−Trep/T∗2 )− 2 eTrep/T∗2 cos(ωL Trep)
=
A
2
e−∆t/T
∗
2 [eTrep/T
∗
2 2 cos[ωL (Trep +∆t)]− 2 cos(ωL∆t)]
eTrep/T
∗
2 [2 cosh(Trep/T ∗2 )− 2 cos(ωL Trep)]
=
A
2
e
−∆t+Trep
T∗2
cos(ωL∆t)− eTrep/T∗2 cos[ωL (∆t+ Trep)]
cos(ωL Trep)− cosh(Trep/T ∗2 )
. (D.36)
Thus, it was shown that
MS(∆t, ωL) :=
∞∑
n=1
Ae−(∆t+nTrep)/T
∗
2 cos[ωL (∆t+ nTrep)]
≡ A
2
e
−∆t+Trep
T∗2
cos(ωL∆t)− eTrep/T∗2 cos[ωL (∆t+ Trep)]
cos(ωL Trep)− cosh(Trep/T ∗2 )
with ∆t ∈ [−Trep; 0) and ωL = gµB~ B.
The closed form allows the interpretation of the distance between RSA peaks, which is
essentially determined by the Larmor frequency ωL and the laser’s repetition period Trep.
The peaks appear whenever the denominator gets small, i.e. cos(ωL Trep) ≈ cosh(Trep/T ∗2 ).
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D.5 RSA in the Time Domain
The RSA formula (3.89) can also be used in the time domain, which means that now the delay
∆t acts as the variable, while the amplitude A, the Larmor frequency ωL, the spin lifetime
T ∗2 , and the laser’s repetition rate Trep are parameters that are held constant. This section
will show that the RSA formula can then be written in from of the exponentially damped
cosine oscillation shifted by an additional phase ϕ.
First, (3.89) should be written with some simplifying substitutions, and with ∆t ∈ [0;Trep):
MRSA(∆t) = ARSA e−∆t/T
∗
2
cos[ωL (∆t− Trep)]− eTrep/T∗2 cos(ωL∆t)
cos(ωL Trep)− cosh(Trep/T ∗2 )
(D.37)
= A1 e−∆t/T
∗
2 [A2 cos(x+ ϕRSA)− cosx] , (D.38)
with
x := ωL∆t (D.39)
A1 :=
ARSA e
Trep/T
∗
2
cos(ωL Trep)− cosh(Trep/T ∗2 )
(D.40)
A2 := e−Trep/T
∗
2 (D.41)
ϕRSA := −ωL Trep. (D.42)
The delay scan model is
MDS(∆t) = ADS e−∆t/T
∗
2 cos(ωL∆t+ ϕDS) (D.43)
= A3A4 e−∆t/T
∗
2 cos(x+ ϕDS), (D.44)
with A3A4 := ADS.
Both (D.38) and (D.44) should be equivalent, which already yields A3 = A1 as a possible
solution. So the rest has to obey
MDS(∆t)
!= MRSA(∆t) (D.45)
A4 cos(x+ ϕDS)
!= A2 cos(x+ ϕRSA)− cosx (D.46)
A4 cosϕDS cosx−A4 sinϕDS sinx != A2 cosϕRSA cosx−A2 sinϕRSA sinx− cosx
A4 cosϕDS cosx−A4 sinϕDS sinx != (A2 cosϕRSA − 1) cosx−A2 sinϕRSA sinx.
Because sine and cosine are orthogonal for every x, one can write this as an equation system
depending on the coefficients only:(
A4 cosϕDS
A4 sinϕDS
)
!=
(
A2 cosϕRSA − 1
A2 sinϕRSA
)
. (D.47)
Its solution gives:
tanϕDS =
A2 sinϕRSA
A2 cosϕRSA − 1 (D.48)
A4 =
A2 sinϕRSA
sinϕDS
(D.49)
=
√
A22 − 2A2 cosϕRSA + 1. (D.50)
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The back substitution is now trivial:
tanϕDS =
sin(ωL Trep)
eTrep/T
∗
2 − cos(ωL Trep)
(D.51)
ADS =
√
e2Trep/T
∗
2 − 2 eTrep/T∗2 cosϕRSA + 1
cos(ωL Trep)− cosh(Trep/T ∗2 )
ARSA (D.52)
The relevance for the physical interpretation is therefore, that even if the spin lifetimes enter
the RSA region, i.e. T ∗2 & Trep, the lifetimes obtained from delay line scans are accurate, as
well as the Larmor frequency. However, amplitude and phase will change. Considering the
amplitude, this can already be seen from RSA peaks itself, because this their origin.
To obtain a more graphical approach of this phenomenon, equation (D.47) can be rewritten
going to the complex plane by multiplying the second row with i and adding it to the first
one:
A4 (cosϕDS + i sinϕDS)
!= A2 (cosϕRSA + i sinϕRSA)− 1 (D.53)
A4 e
i ϕDS != A2 ei ϕRSA − 1. (D.54)
This is a representation of the equation zDS = zRSA−1 with zDS, zRSA ∈ C and ϕ = arg z, A =
|z|. Figure D.1 illustrates this for different cases.
Figure D.1: Illustration of the relation be-
tween RSA and time domain representa-
tion, according to equation (D.54). Part
A shows the case ϕRSA = 0, where A4 =
|A2−1|. Part B is the case A2 = 1, which
implies ϕDS = ϕRSA/2 + pi/2. The gen-
eral case is shown in part C.
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Appendix E
Optical Components
Some fundamental optical components and alignment procedures will be described within this
appendix. It is intended mainly for the daily laboratory work, rather than giving new insight
into optics.
E.1 General Handling of Optics
In general, all of the optics used are high-end and therefore expensive components, so some
general rules should be observed when working with these components. In addition, the
appropriate safety regulations must be obeyed when working with the fs-laser system [96], in
order to protect not only the user, but also the coworkers that are present in the lab.
• Optics should be handled with care to avoid damage and fingerprints on the sensitive
surfaces. If delicate handling is required, appropriate gloves should be worn.
• Although fingerprints on lenses can be cleaned without problems, cleaning fingerprints
on mirrors usually introduces scratches on the soft metallic surfaces. Dielectric coatings,
like the intra-cavity laser mirrors, are generally more robust. However, gratings cannot
be cleaned from fingerprints, as the damage to the surface is disastrous, they may just
be dry blown with clean air.
• When cleaning optics, first the surfaces should be blown off with clean air to get rid of
larger dust particles. If the contermination is still not tolerable, high-purity water-free
solvents like spectroscopy-grade methanol or acetone should be used with lint-free lens
tissue. While acetone is best to remove oily dirt, like fingerprints, methanol is suited to
remove water marks, which may build up from condensation, or as a second run after
using acetone.
• When using solvents, special care has to be taken, when cleaning composite optics, like
beam splitter cubes, polarizers, or achromatic lenses. The cement is usually impassive to
methanol, but it may be soluble in acetone. If possible, only clean the required surfaces,
leaving out the glued areas.
• It is important to label new optics immediately. This can be done with a sharp pencil
writing on the ground side of the optics. The label should include the part number and
manufacturer, as well as the material type, i.e. for lenses it is important whether they
are made of BK7 or fused silica, because the latter one is transparent even in the soft
UV. For mirrors the coating type is important, as Al mirrors cause a donut-like beam
profile, when used for high-power fs-pulses, Ag coated mirrors should be used instead.
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E.2 Alignment Procedures
Before describing alignment procedures for the more complex systems, some general rules
shall be given here:
• Optics should be usually mounted so that the laser beam passes though the center.
This is especially important for the PEM, and retardation plates, as their respective
retardance is only specified for the center. Lenses introduce a larger aberration if not
passed though the center.
• Each interface the beam has to cross causes a back reflection. Especially when working
with fs-pulses, these reflections may be hazardous to the skin or the eye, and must be
blocked as soon as possible. This can be accomplished for example by slightly tilting
the optics, so that the reflection hits the black surface of a neighboring mount. When
working with prisms, beam splitters, or polarizers, there are numerous back reflections,
that need to be taken care of. The dumped beam from a polarized might be almost
as intense as the incoming beam, depending on the polarizer’s orientation. Also, the
optical table is highly reflective, so black cardboard or velvet should be used to cover
areas where a reflection hits the table.
• Tilting of optics should be as small as possible, as usually the optical performance
degrades, or may even fail; so have the polarizers only a small angle of acceptance.
• Photomultiplier tubes should not be exposed to direct light, as their performance may
severely degrade. Also, precautions must be made to avoid the direct coupling of a
high-intensity laser beam into the tube.
E.2.1 Mechanical Delay Line
Although the alignment of the mechanical delay line is not a very difficult task, it may take
some time to get experienced with it. The main goal in the alignment is, that the outgoing
ray does not move while the retro-reflector is being translated.
position
detector
mechanical delay line
frontback
retro-
reflector
steering
mirror
Figure E.1: Alignment of the mechanical delay line. The green beam shows the optimal
alignment, while the red beam is slightly tilted.
The retro-reflector that is mounted on the linear translation stage reflects any incoming ray
so, that the outgoing ray is parallel. However, the incoming ray must also be exactly parallel
to the line of travel, if the outgoing ray should be stable. This is shown in figure E.1, where
the green ray is perfectly aligned while the red ray is slightly tilted.
A position-sensitive detector (four-quadrant photodiode) can be used to simplify the align-
ment. It can be seen, that when the retro-reflector is closest to the detector, the beam is
closer to the final (stable) position, while it moves away from it as the reflector moves to the
back. Therefore the alignment procedure is to center the detector whenever the delay line
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is in front, and to move the beam into the center of the detector using the steering mirror,
whenever the delay line is in the back position. Iterating between these two positions will
approach the optimal alignment, in which the outgoing ray only moves by at most 1% of the
detector scale. The iteration process can be sped up a little, by moving the beam/detector
about one third farther across the center position.
E.2.2 Pump-Probe Overlap
Another critical task is the optimization of the pump-probe overlap on the sample, i.e. within
the optical cryostat. The alignment is already done outside the cryostat by routing the pump
and the probe beam onto a far wall before they pass through the focussing lens. The beams
must be parallel to achieve a good overlap at the focus. One aligns the beam separation in
the front and at the wall, so that the beams are as parallel as possible. It is also important
that both beams have as little beam divergence as possible. If these alignments have been
made, the next problem is to find the focus at the sample.
focus
ok
focus
too long
screen
pinhole
pumpprobe
focus
too short
Figure E.2: Searching for the pump-probe
focus: When the lens is being moved
from left to right, the pump beam will
appear first, if the focus is too long (left).
Both beam will appear simultaneously,
if the focus is all right (middle). If the
focus is too short, the probe beam will
appear first (right).
For this purpose, a pinhole is glued directly above the sample (cf. fig. 5.1 B), so only the
sample stick needs to be translated vertically. Once the pinhole has been found, the focus
can be determined as shown in figure E.2. A white card is placed behind the cryostat, and
the lens is being translated, say from the left to the right. If the lens is too far away from the
pinhole, the probe beam will appear first on the screen, if it is too close, the pump beam will
be first.
pinhole
A B C
D
Ø150µm
Figure E.3: Quality check of the
pump-probe overlap by observ-
ing the diffraction pattern of the
laser spots from the inner edge
of the pinhole on a screen out-
side the cryostat. Panel A shows
a case, where the overlap is not
satisfactory. If the overlap is
good, the diffraction patterns
are parallel, independent where
the laser spot hits the pinhole’s
edge (B through D).
To check the quality of the pump-probe overlap, diffraction from the inner edge of the
pinhole is quite useful. The pinhole must be in the focus, and then the lens is translated
vertically and horizontally, until both beams barely hit the edge. At that moment, a diffraction
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pattern like the ones shown in figure E.3 will appear. Each beam will cause a stripe-like
pattern, and both patterns will be horizontally displaced, due to the initial beam separation
before the focussing lens. If the diffraction patterns are parallel when moving along the whole
edge by moving the lens appropriately, the pump-probe overlap is good. If the patterns are
not parallel, one might try to slightly adjust only the pump beam (“pump steering”), so that
the patterns become parallel. However, this method only works, if the focus was ok. If not,
things only get messed up, so it is recommended to optimize the beam parallelism again.
Once the pinhole gave acceptable results, the sample stick may be translated so the desired
sample will be hit. Then, the rest of the probe steering after the sample should be performed
in order to get a signal on the lock-in amplifiers. Because the sample is not at the identical
position than the pinhole, the focus needs optimization, by obtaining a maximum signal on
the fast lock-in amplifier. When already using a magnetic field, it is recommended to adjust
the pump-probe delay so that a maximum in amplitude is obtained.
E.3 Spatial Filter and Beam Expander
f1

L1
PH
a
d1
L2
f2
d2
Figure E.4: Spatial filter and beam expander. The pinhole (PH) with an aperture diameter
a is located at the foci f1 and f2 of the lenses L1 and L2, respectively. Light that enters at
an angle α > αc with respect to the optical axis will be blocked by the pinhole.
Light passing through the sample or thick optical components like the photoelastic modula-
tor might have degraded properties caused by multiple scattering. To eliminate rays that are
not parallel to the optical axis, a spatial filter may be used, like the one sketched in figure E.4.
Rays entering at an angle greater than the critical angle αc will be blocked by the pinhole.
The critical angle is a function of the aperture of the pinhole (diameter a) and the focal length
f1 of the focussing lens:
tanαc =
a
2 f1
(E.1)
In order to make the emerging light parallel again, a second lens L2 is used. It is important
that the main ray is not diffracted by the pinhole, or its polarization state may degrade
considerably.
Choosing f2 allows for beam expansion/compression, as the expansion factor is
d2
d1
=
f2
f1
. (E.2)
In the case that no spatial filtering is needed, and the beam should be expanded, the
Galilean beam expander may be used (fig. E.5). Here, one of the convex lenses is replaced by
a concave lens, which allows a more compact setup.
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f1
L1
d1
L2
f2
d2
Figure E.5:When spatial filtering is not re-
quired, the size of the beam expander can
be decreased by 2f1 when using a con-
cave rather than a convex lens L1. This
type is also known as a Galilean beam
expander.
E.4 Photoelastic Modulator
The photoelastic modulator is in principle just a glass bar, that is exposed to a standing
sound wave at a fixed frequency by a piezo transducer, and this makes the glass birefingent.
The amplitude of the wave determines the maximum retardation that builds up at the center
of the aperture. The frequency depends on the actual material, e.g. fused silica (quartz)
and the geometry, and is fPEM = 42 kHz for the II/IS42 used in the experiments. The time
dependence of the retardation is therefore
δ(t) = δ0 sin(2pi fPEM t), (E.3)
where the amplitude δ0 can be chosen using the PEM90 controller. Although there is a
slight wavelength dependence of the retardation amplitude, it is usually chosen to be λ/4 for
λ = 800 nm, even if the laser wavelength is varied.
+
-
0
re
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
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linear right
circular
left
circular
linear linear

4

4
  (t)= sin( t)0 PEM
Figure E.6: Time dependence
of the photoelastic modula-
tor’s retardation δ for an
amplitude of a quarter of
the wavelength (δ0 = λ/4).
Note, that the linear polar-
ization changes continuously
via elliptical to circular (af-
ter [115]).
Figure E.6 schematically shows, how the oscillatory λ/4-retardation reaches the left and
right circular states by moving through states of linear polarization. So the PEM does not
switch from σ+ to σ− in an instant.
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Appendix F
Physical Constants
Description Symbol Value Unit
Bohr Magneton µB 9.274× 10−24 J/T
Boltzmann Constant kB 1.381× 10−23 J/K
Elementary Charge e 1.602× 10−19 C
Free Electron g-Factor g0 2.002
Free Electron Rest Mass me 9.109× 10−19 kg
Nuclear Magneton µN 5.051× 10−27 J/T
Permeability of Vacuum µ0 4pi × 10−7 Vs/Am
Permittivity of Vacuum ε0 8.854× 10−12 As/Vm
Planck Constant h 6.626× 10−34 Js
Planck Constant Reduced ~ 6.582× 10−16 eVs
Speed of Light in Vacuum c0 2.998× 108 m/s
Wave Resistance of Vacuum Z0 376.7 Ω
Table F.1: General physical constants (taken from [54]).
Description Symbol Value Unit
Binding Energy of Si Donor ED(Si) 5.839 meV
Critical Si Concentration for MIT nc 1.5× 1016 cm−3
Direct Band Gap (T = 0) EG(Γ) 1.519 eV
Effective Electron Mass m∗cb(Γ6) 0.067 me
Effective Heavy Hole Mass m∗hh(Γ8) 0.51 me
Effective Light Hole Mass m∗lh(Γ8) 0.082 me
Lattice Parameter a 5.65 A˚
LO Phonon Energy ELOph 36 meV
Spin-Orbit Splitting Parameter η 0.224
Split-Off Energy ∆SO 0.341 eV
Static Dielectric Constant εr(ω = 0) 12.515
Table F.2: Properties of GaAs (compiled from [19, 29, 54]).
199

Appendix G
Acronyms
2DEG Two-Dimensional Electron Gas
BAP Bir-Aronov-Pikus (spin dephasing mechanism)
BK7 Crown glass type
CCD Charge-Coupled Device (imaging detector)
DNP Dynamic Nuclear Polarization
DOS Density of States
DP D’yakonov-Perel’ (spin dephasing mechanism)
ESR Electron Spin Resonance
EY Elliott-Yafet (spin dephasing mechanism)
FFT Fast Fourier Transform
FWHM Full-Width at Half-Maximum
GMR Giant Magneto-Resistance
GPIB General Purpose Interface Bus (also known as IEEE 488)
LED Light Emitting Diode
LIA Lock-In Amplifier
MIT Metal-Insulator Transition
NHC Nuclear Hyperfine Coupling
NMR Nuclear Magnetic Resonance
PEM Photoelastic Modulator
PL Photoluminescence
PLL Phase-Locked Loop
PMT Photomultiplier Tube
PZT Lead-Zirconate-Titanate (PbZrTiO3, piezo material)
RF Radio Frequency
SHG Second Harmonic Generation (optical frequency doubling)
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Appendix G Acronyms
SNR Signal-to-Noise Ratio
TRFR Time-Resolved Faraday Rotation
TRKR Time-Resolved Kerr Rotation
UV Ultra-Violet (radiation)
VCA Voltage-Controlled Amplifier
VCO Voltage-Controlled Oscillator
VGF Vertical Gradient Freeze (crystal growth technology)
VTI Variable Temperature Insert
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