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In a wireless communication system, minimization of the sum power is a major 
concern. In this work, we consider power minimizing algorithms in two situations: 
multiple sources transmit information to multiple destinations with and without 
source cooperations. Our schemes are based on superposition coding. 
In the first part of our work, we consider how to minimize the sum power when 
allocating multiple users to several access points in a wireless communication system. 
We propose an optimal superposition coding scheme and a very simple sub-optimal 
scheme. Then, we compare them with time-sharing schemes. Simulation results show 
that the superposition coding schemes perform much better than the time-sharing 
schemes because they use much less transmit power at the same outage probability. 
In addition, the sub-optimal superposition coding scheme is close to the optimal 
superposition coding scheme in performance but with a lower complexity. 
In the second part of our work, we investigate the source-cooperated transmission 
in a wireless cluster network, which has wireless links between each pair of nodes. 
Nodes are divided into two groups, namely source nodes and destination nodes. Each 
destination requires a certain amount of information which is only available at one 
of the source nodes. The source may transmit directly or via another source node 
to its destinations. If it chooses another source node as relay, we call this source-
i 
cooperated. We consider frequency-division multiplexing operations in which each 
source node broadcasts in different frequency bands. The simulation results indicate 
that by using our algorithm to select cooperate nodes, the performance is almost as 
good as the selection result by total enumeration. Furthermore, our transmission 
protocol is much better than the non-cooperated case. In addition, our algorithm 
has a low complexity compared to the enumeration method and a high effectiveness 
in both smaller and larger networks. 
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在無錢通訊系統中，如何把總能量減到最少是人們很關心的一個問題。 
在本論文裏，我們在兩種情形中考慮了一些將能量減到最少的算法。這兩 
種情形是，多個源節點（source node)通過協作（cooperative)或者非協作的 
方式，將訊息傳遞到多個目標節點（destinationnode) °我們的算法採用了養 
力口編石馬機制(superposition coding scheme)� 
論文的第一個主要部分考慮在一個下行鏈路的無錢通訊系統（downlink 
wireless communication sys tem)中，如何在將多個用戶分配到幾個接入點 
(access point)時將總能量減到最少。我們提出了 一個最優的養加編碼機制以 
及一個非常簡單的次優叠加編碼機制。然後，我們將這些叠加編碼機制與 
時分機制（time-sharing scheme)作比較。仿真結果顯示叠加編碼機制比時分 
機制性能優越很多，因爲它們在同樣的中斷概率（outage p robab i l i ty )的情 
况下使用的傳送能量相對要少很多。另外，次優的叠加編碼機制與最優的 
機制在性能方面相近，並且複雜度很低。 
論文的第二個主要部分研究無錢集群網絡（wireless duster network)中的 
源節點協作傳输(source-cooperated t ransmiss ion)問題° 在這個網絡中，每 
一對節點都有無綫鍵路（wireless link)相連。所有的節點被分成兩組，分別 
叫傲源節點和目標節點。每一個目標節點需要的訊息只能由某一個源節點 
擁有。源節點可以直接或者經由另一個源節點發送訊息到它的目標節點。 
如果它選擇另一個源節點作爲中繼（relay)，我們把這個叫傲源節點協作。 
我們使用頻分復用（frequency-divisionmultiplexing)操作，每一個源節點通 
過不同的頻率帶寬（frequency band)傳播訊息。仿真結果顯示，用我們的 
算法來選擇協作的源節點，性能幾乎與窮舉（enumeration)的辦法性能一樣 
好。並且，我們的傳輸協議（transmission protocol)比非協作的協議性能要 
好很多。我們的算法與窮舉的辦法相比很簡單並且高效。 
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Chapter 1 
In t roduc t ion 
In this thesis, we propose power minimizing algorithms based on superposition coding 
in two situations. In the first situation, the users' information is available at all the 
source nodes, while in the other, each user's information is only available at one 
source. In the second situation, the source nodes can cooperate to help each other 
transmit information to the destinations, but the transmission only requires one 
relay. We aim to find out the transmission strategies that minimize the sum power 
given users' rate requirements. 
In this chapter, we introduce some important concepts and techniques in this 
thesis, namely Rayleigh fading channels, transmission schemes and cooperative com-
munications. 
1.1 Rayleigh Fading 
Fading is a very important phenomenon in wireless communications. There are 
two types of fading effects that characterize mobile communications: large-scale and 
small-scale fading. 
Large-scale fading represents the average signal power attenuation or path loss 
which results from moving through large areas. Both path loss and shadowing belong 
to large-scale fading. Path loss means power loss during the transmission of signal 
1 
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between the source and the destination, while shadowing is the attenuation of the 
signal power due to the presence of fixed obstacles in the transmission path [1]. 
Small-scale fading means the dramatic changes in signal amplitude and phase 
that result from small changes (as small as a half-wavelength) in transmission process 
from the source to the destination. When signal travels through multiple paths to 
the receiver after encountering the effects of reflection, scattering and diffraction 
and there are a large number of paths and no line-of-sight signal component, small-
scale fading is also called Rayleigh fading. The envelope of the received signal is 
statistically described by a Rayleigh pdf，which is given by [1] 
, � 钟P(-吞） f o r r > 0 
p ( r ) = 0 otherwise 
where r is the amplitude of the received signal's envelope and is the predetected 
mean power of the multi-path signal. 
1.2 Transmission Schemes 
1.2.1 Frequency Division Multiple Access(FDMA) 
Frequency division multiple access(FDMA) systems make use of frequency-multiplexing. 
Fig. 1.1 shows that each user is allocated a unique frequency band or channel. In a 
certain period, one channel can only be used by one user. The channel can be reused 
by other user in the next period. Prom Fig. 1.1 we can see that, in the same time 
domain, many channels are concurrently in use. However, in the frequency domain, 
they are separated from each other. FDMA is common in narrow-band systems be-
cause the bandwidths of FDMA channels have to be narrow as each one supports 
only one user in one time period. 
Compared to other systems, FDMA systems have many advantages. Firstly, 
FDMA doesn't need many bits to serve as overhead as TDMA. Futhermore, the 
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Figure 1.1: FDMA where different channels are assigned different frequency bands 
complexity of FDMA is lower than TDMA. In addition, most FDMA systems are 
narrow-band ones. The signals have large symbol time compared to the average 
delay spread, which means little or no equalization is required [2]. 
The disadvantage of FDMA is that it wastes resources when one channel is not 
used by its appointed user, it cannot be used by others too [2]. 
1.2.2 Time Division Multiple Access (TDMA) 
Time division multiple access (TDMA) systems make use of time- multiplexing. In 
each slot only one user is allowed to either transmit or receive, and each occupies 
the whole frequency. Fig. 1.2 shows that time domain is divided into many slots 
and each user occupies one time slot. Time slots are cyclically repeating, therefore, a 
channel is a particular time slot that reoccurs every frame. A frame can be composed 
of N time slots [2]. 
Compared to other systems, TDMA systems have many advantages. To begin 
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Figure 1.2: TDM A where different channels are assigned different frequency bands 
with, data transmission occurs in bursts, but not continuously. This could save a 
lot of power because the transmitter can be turned off when not in use. Moreover, 
in idle time slots, listening for other base stations becomes easier for the hand-off 
processes. Thirdly, duplexes are not required since TDM A system can transmit in 
one time slot and receive in another. Last but not least, adjusting bandwidth for 
different users is possible since TDMA system allows allocating different number of 
time slots to different user [2]. 
TDMA systems also have some problems such as large overheads and interference 
among channels. Moreover, adaptive equalization is necessary in TDMA systems, 
since compared to FDMA systems, they have much higher transmission rates [2]. 
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1.2.3 Code Division Multiple Access(CDMA) 
In code division multiple access (CDMA) systems, there is a very important tech-
nique called spread spectrum. Using spread spectrum technique, a narrow band 
message signal is multiplied by a pseudo-noise code sequence called spreading sig-
nal, which has a very large bandwidth and high chip rate. Different from users in 
TDMA and FDMA systems, users in CDMA systems occupy the same frequency 
and time period. However they use different pseudo-random codewords, which are 
approximately orthogonal to others. Fig. 1.3 describes the system. In order to ex-
tract the desired signal, the receiver side need to do correlation. The receiver knows 
in advance the codeword of the channel from which it wants to extract signals. It 
uses the codeword to correlate the received signals. In this way, the desired signal 
is detected, while signals from other channels can be filtered out since their results 
seem to be noise [2]. 
CDMA systems have some nice features. For example, the spread spectrum tech-
nique helps to reduce multi-path fading significantly. Moreover, it has soft capacity 
limit [2], 
CDMA system also has problems such as self-jamming and near-far problem 
which need to be noticed. In addition, since PN sequences have low auto-correlation, 
multi-path which is delayed more than a chip will appear as noise. Rake receiver can 
be use to avoid this problem [2]. 
1.2.4 The Broadcast Channel 
A system with broadcast channel has one sender and two or more receivers. Fig. 
1.4 illustrates the channel. Capacity region is a basic problem regarding broadcast 
channel [3). 
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Figure 1.4: Broadcast Channel 
Definition 
Definition: A broadcast channel consists of an input alphabet and two output 
alphabets 匆 and 呢 and a probability transition function p{yi,y2\x). The broadcast 
channel will be said to be memoryless if piVi, 2/2 PiVn, y2i\Xi) [3]. 
Degraded Broadcast Channel 
Definition 1： A broadcast channel is said to be physically degraded if p{yi,y2\x)= 
Piyi\x)piy2\x) [31. 
Definition 2: A broadcast channel is said to be stochastically degraded if its 
conditional marginal distributions are the same as that of a physically degraded 
broadcast channel, i.e., if there exists a distribution p{y2\yi) such that p iy^ lx )= 
Ey,p{yi\x)p {y2\yi) [3]. 
Gaussian broadcast channel is a broadcast channel that has Additive White Gaus-
sian Noise on each channel. All Gaussian broadcast channels belong to the class of 
degraded broadcast channels [3]. 
CHAPTER 1. INTRODUCTION 8 
Consider a system with two Gaussian Broadcast channels, whose fixed channel 
gains are Zi and Z2. Suppose that user 2 has a better channel than user 1. Therefore 
user 2 can decode whatever user 1 can decode. The transmitter sends signal which 
is the superposition of the signals of the two users over the channel. At the receiver 
side, the signal of user 2 appears as noise to user 1. Therefore, user 1 only decodes 
its own data from 饥.User 2 can decode both signals. User 2 siibstracts the signal 
of user 1 from 仍 and decode the data left. Suppose that the total transmit power is 
尸，transmit power for user 1 is Pi and transmit power for user 2 is /V The capacity 
region for the channels is [4]: 
风 + 释 /丑么 （1.1) 
R2 < log (l + bits/s/Hz (1.2) V No J 
The results have natural extensions to the general K-usev situation. If the order-
ing is 1211 < \z2\ < . . . < \zk\, the boundary of the capacity region of the Gaussian 
Broadcast channel is given by [4] 
Rk = log (l + M I I ^f'^l-]，A; = 1，…’ K, (1.3) 
where P = Ylk=i 尸fc is the power split among the users. 
Superposition Coding 
In [5], Cover proposed the use of superposition coding and found the achievable rate 
region and this rate region is proved by Bergmans [6] to be the optimal capacity for 
Additive White Gaussian Noise broadcast channels. With superposition coding, the 
source creates two different messages, namely the basic message and the superposed 
message [7). If the messages are broadcasted to two receivers, the receiver that has a 
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better channel can decode both the messages while the receiver with a worse channel 
can only decode the basic one. This idea can be generalized to n receivers. 
1.3 Cooperative Transmissions 
During the process of cooperative transmission in wireless communications, the chan-
nels' conditions are affected by multi-path fading. Occasionally, the performance is 
seriously affected when the user experiences a very bad channel. Cooperative diver-
sity is used to combat multi-path fading. The broadcasting nature of the wireless 
channel is exploited by using cooperative transmission. In a cooperative system, 
other users receiving the signal act as relays which decode the received information 
and help to forward to the destination. In this way, channels are provided diversity 
and their performance is improved. 
Consider the classic network in Fig. 1.5. The node S is sending messages to node 
D. If the channel between these two nodes is good, D will successfully receive the 
messages. However, in wireless communication systems, the channel conditions are 
affected by multi-path fading. Therefore, there is also a chance that the transmission 
will experience a very bad channel. In this situation, the node D receives poor copies 
of the messages. 
If cooperative diversity is used, the result will be much different. When node S 
sends messages to node D, node R in the network also receives the messages due to 
the broadcast nature of wireless communications. When R helps to forward copies to 
D, it is taking a cooperative action and a diversity is provided at D. Node D receives 
two copies of the same messages through two independent channels. Therefore, from 
mathematical view, the chance that both signals are poor is quite low. This method 
effectively improve the performance. 
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1.3.1 Relaying Protocols 
In the cooperative diversity system, the relaying protocol is a crucial component to 
achieve diversity. Each protocol has its own tradeoffs among performance, complex-
ity and data transmission rate. There are several relaying protocols such as fixed, 
selection and incremental relaying, etc. There are different types of processing at 
the relay nodes and different types of combining techniques at the destinations. The 
protocols can choose suitable processing and combining techniques to compose effec-
tive strategies. Selection relaying builds on fixed relaying by allowing transmitting 
nodes to select a suitable cooperative (or non-cooperative) action according to the 
measured SNR between them. Incremental relaying is better than fixed and selection 
relaying in that it improves the efficiency by exploiting limited feedback from the 
destination and relaying only when necessary [8]. 
A. Fixed Relaying 
Basically, there are two kinds of fixed relaying protocols. For a fixed relaying 
protocol, the relay node can either amplify and forward the signal or decode and 
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forward it. 
1) Amplify-and-Forward 
Using this method, the relay node receives the information and multiplies it by a 
coefficient, which depends on the fading coefficient between the source and relay. In 
addition, the result should take the relay's power constraint into consideration.This 
scheme can be viewed as repetition coding from two separate transmitters, except 
that the relay transmitter amplifies its own receiver noise [8]. 
2) Decode-and-Forward 
DF relaying uses relays that demodulate and decode the transmitted signal from 
the source and then re-encode and retransmit it toward the destination. At the 
destination, the receiver can employ various diversity combining techniques to benefit 
from the multiple signal replicas available from the relays and the source [8]. 
The relay can use several decoding methods. For example, the relay might use 
symbol-by-symbol decoding and leave the full decoding to the destination, or it 
might fully decode. The algorithms can make a tradeoff between performance and 
complexity at the relay node by using these options. Also, the destination can employ 
a variety of combining techniques. Notice that our work use full decoding. 
The classic work of Cover and El Gamal [9] proves that the DF strategy can 
achieve the capacity for a class of degraded relay channels. 
B. Selection Relaying 
According to [8], Ofs, represents the effects of path-loss, shadowing, and frequency 
non-selective fading between sources and relays. In selection relaying, if |as，r|2 is 
lower than a certain threshold, the source does direct transmission with repetition 
or other codes. If is above the threshold, the relay uses either amplify-and-
forward or decode-and-forward to relay the information to destination. 
C. Incremental Relaying 
Fixed and selection relaying has one problem. Since the relay repeats all the times, 
both protocols may not be using the degrees of freedom of the channel efficiently, 
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especially for high rates. Therefore, incremental relaying protocol is proposed. This 
protocol can exploit limited feedback from the destination node. For example, it can 
use a single bit to indicate whether the direct transmission is successful or not. This 
feature results in great improvement in spectral efficiency over fixed and selection 
relaying. 
In our work, we are making use of the DF relaying protocol. 
1.4 Outline of Thesis 
The rest of the thesis is organized as follows: Chapter 2 reviews the literature about 
superposition coding, cooperative transmission and power minimization in code-
multiplexing, frequency-multiplexing and time-multiplexing systems. In Chapter 3, 
a superposition coding scheme for sum power minimization is proposed. In Chapter 
4，an algorithm involving source cooperation is proposed to minimize the sum power 
in a multiple-source-multiple-destination system. Chapter 5 gives out conclusions 
and talks about the future work. 
• End of chapter. 
Chapter 2 
Background Study 
2.1 Superposition Coding 
In [5], Cover introduced the broadcast channel (see also [10], [3]). It is demonstrated 
that compared to time-share or other orthogonal division of the channel, simulta-
neous transmission to multiple users is more efficient. Furthermore, supperposition 
coding scheme is proposed and the achievable rate region is found. Ref. [6] demon-
strates that this rate region is the optimal capacity for Additive White Gaussian 
Noise broadcast channels. 
Ref. [11] obtains the capacity region of a multi-user fading broadcast channel 
with minimum rates. It further reveals that the minimum-rate capacity region is 
achievable by superposition coding with successive decoding. 
In [12], [13] and [14], the authors used superposition coding to improve system 
throughput. In [12], the author made use of superposition coding to improve the 
throughput of the forward link in a CDMA cellular system using orthogonal spreading 
sequences. By merging the application of superposition coding into the transmission 
to different users on a single spreading sequence, the system can reach a larger num-
ber of users. Similarly, [13] is concerned with the application of superposition coding 
in TDMA system forward link packet data transmission with adaptive modulation 
13 
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and coding. It is shown that the average sector throughput had been significantly 
increased for a multi-cell scenario. Ref. [14] proposes two-level superposition cod-
ing based relaying schemes and multiple user jointly decoding at the receiver side. 
Different from fixed decoding order, it views two-levels of signals as virtual users in 
a two-user multiple access channel. The strategy results in improvement in power 
saving compared with fixed rate and single level coding approach. 
The authors of [15] concerned about the end-to-end distortion. Ref. [15] focuses on 
media transmission, whose design requirements are generally different from those of 
data transmission. Multimedia transmission are loss-tolerant, but sometimes delay-
sensitive when there are voice or video applications. Therefore, instead of concerning 
about the bit-error probability, multimedia transmission does its best to optimize the 
overall quality. To meet the needs of media transmission, an algorithm is suggested 
to minimize the end-to-end distortion using superposition coding. 
Ref. [14] and [7] both propose cooperative transmission schemes that utilize su-
perposition coding. However, the achieved spectral efficiency of the former is limited 
by the fact that the transmission time of the source is equal to the transmission time 
of the relay. Noticing this problem, ref. [7] introduces a novel transmission scheme 
based on superposition coding. The scheme consists of two steps. In step 1, the 
source creates a message using superposition coding and then broadcast it. In step 
2 this message is relayed. The transmission rate is adapted by the relay here, re-
garding the link quality toward the destination. The signal format in two steps can 
be chosen such that the receiver can combine what it receives simply, which makes 
the scheme special. Compared with the conventional multi-hop transmission with 
adaptive modulation, the proposed scheme achieves much higher spectral efficiency 
and has a performance comparable to the information theoretic optimal scheme. 
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2.2 Cooperative Transmission 
Signal fading is one of the key problems in wireless communications.In order to pro-
vide reliable and power-efficient operation transmission, cooperative transmission is 
proposed to combat the mulipath fading by providing transmit diversity [16]. For-
merly, in a wireless system, when one user is sending information to its destination, 
other receivers will discard the messages because the messages are not intended for 
them, which is a wasteful behavior. Cooperative transmission exploit the broadcast-
ing nature by making the other receivers help to relay the messages which are not 
for them. This kind of behavior provides a diversity at the destination by offering 
multiple copies of the original messages. ” 
2.2.1 Single Source Single Destination 
Some of the current papers focus on systems with a single source and a single destina-
tion. For example, ref. [7,17,18] analyze the system with one relay, while ref. [19,20] 
study the system with multiple relays. The classical cooperative network in [7,17,18] 
is the three-node relay network involving one source, one destination and one relay. 
The source can transmit to both the relay and the destination, while the relay can 
transmit to the destination. Ref. [17] proves several capacity theorems for the relay 
channel. Ref. [7] introduces a new two-step relaying scheme based on superposition 
coding, during these two steps, the transmission rate can be different. This scheme 
brings a more significant gain in spectral efficiency than the conventional multi-
hop transmission with adaptive modulation. Ref. [18] describes an algorithm which 
provides cooperative diversity by an half-duplex cooperative transmission. The al-
gorithm utilizes the channel state information, which is available at the source and 
the destination, to optimize both the flows on the direct link from the source to the 
destination and the indirect link which goes through a delay. In [19]，the problem of 
optimal number of relays and relay selection is addressed, and a cooperative trans-
mission scheme with multiplexing-diversity trade-off is proposed. Ref. [20] studies 
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about how can the detection error at the relay can affect the performance of a sys-
tem, who uses decode-and-forward relaying protocol. A relay selection protocol is 
proposed to lower the error floor, therefore the impact of the detection error at the 
relay can be minimized. In addition, this new protocol nearly achieve full diversity 
order. 
2.2.2 Multiple Sources Single Destination 
Some papers study about multiple-source-one-destination system. Ref. [21] focuses 
on system with multiple relays, while ref. [22] focuses on system with one relay. The 
kind of systems can often be seen in multiple access system. In ref. [21], users are 
divided into groups, where users in the same group help each other to transmit their 
information. To get the terminals with good inter-user channels is an important 
issue for a cooperative group. However, how to develop an efficient algorithm is a 
concern in practical situation. To solve the problem, the paper introduces a partner 
assignment algorithm for cooperative diversity in mobile communication systems. 
The performance of the algorithm is comparable to the partner assignment algo-
rithm using exhaustive search. Furthermore, when the number of users increases, 
the probability of cooperative transmission also increases. This may help practical 
implementation in mobile system. Ref. [22] makes use of multiuser detection(MUD) 
and network coding to develop cooperative transmission protocol. The proposed 
MUD cooperative transmission wins the traditional protocol with single user detec-
tion, because the improvement of one user's link benefits not only itself, but other 
users too. Moreover, since relaying nodes use MUD, network coding can be applied. 
The new protocols have many merits such as high spectral efficiency, diversity order 
and coding gain. 
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2.2.3 Single Source Multiple Destinations 
Ref. [23] and [24] are concerned with single-source-multiple-destination system, which 
can be usually seen in broadcasting systems. Ref. [23] is concerned about how to 
improve energy efficiency in a wireless sensor network. It analyzes how a coopera-
tive form of broadcast called the Opportunistic Large Arrays (OLA) saves energy, 
compared with traditional non-cooperative multi-hop networks. Furthermore, it in-
troduces the optimal energy allocation policy and some less complex sub-optimal 
solutions for the OLA network.Ref. [24] proposes a cooperative multicast protocol 
to combat multi-path fading in wireless multicasting. There are two consecutive, 
identical phases in the transmission. In the first phase, the source finds out the 
subset users with best channels to the source and then transmits message to them. 
In the second phase, these users re-encode the data, and use distributed space-time 
codes [25] to relay it. 
2.2.4 Multiple Sources Multiple Destinations 
Authors of [26] considered cooperative transmission between two source-and-destination 
pairs. For each source node, it can transmit directly to its destination or via the 
other source to the destination. The paper turns its research problem into a simple 
one by dividing the bandwidth into two parts, and each is occupied by one source. In 
this way, the channel does not need to suffer from the interference and the problem 
reduces to an allocation problem for two independent broadcast channels. Further-
more, by dividing the bandwidth into orthogonal sub-channels, the paper can make 
use of the results of parallel broadcast channels. 
Ref. [27] develops Diversity-Multiplexing Tradeoff analysis to understand if the 
multiple-source-multiple-destination system provides any MIMO benefits. The re-
sults show that even for clustered systems with full-duplex relays, the system is not 
comparable to MIMO, because it has multiplexing gain limitations. 
Ref. [28] proposes a multi-source multi-relay coding scheme for wireless networks 
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with multiple sources, multiple destinations possibly involving multicast, and multi-
ple relays. It is shown that in relay channels, decode-and-forward and its variants can 
achieve the same feasible region. However, backward decoding can achieve superior 
rates when there are multiple sources and routes that intersect. 
Since ref. [28] mentions network with multicast, it will remind us of network 
coding [29,30] where information flows of different directions can be combined at 
the intermediate nodes. The intermediate nodes receive information, encode it and 
transmit it to the output link. In this way, they help to improve the throughput. 
The second part of our work focuses on networks involving both multiple sources 
and multiple destinations. Our network is more complicated than that of [26]. The 
relay nodes in our system are those source nodes that are not only transmitting their 
own information, but also forwarding other sources' information in a decode-and-
forward (DF) mode. In our situation, a destination's information is only available 
in one of the sources. Each destination's information is transmitted either directly 
from its source or through one of the other sources (relays). The nodes in the system 
are divided into two groups, one consists of source nodes while the other consists of 
destination nodes. Each source transmits using superposition coding, in which we 
can divide the information into distinct flows (one flow represents the information 
required by one destination). 
2.3 Power Minimization 
Power minimization is one of the major targets of system design. Many systems base 
their transmission schemes on code-multiplexing, time-multiplexing or frequency-
multiplexing. In this section, we are going to study the strategies used to minimize 
the power in different transmission systems. 
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2.3.1 Power Minimization in Code-Multiplexing System 
The authors of [31] studied about problems of power control and rate assignment 
for CDMA systems. They paid special attention to the minimum total transmitted 
power and the maximum total rate conditions. The authors developed closed form 
solutions for the total power minimization problem. However they did not consider 
the downlink case and the case is limited to single cell situation. In [32], the authors 
considered both uplink and downlink case of power-controlled multimedia CDMA 
systems. They investigated the transmit power minimization model for the above 
systems, studied the sufficient and necessary condition for the existence of feasible 
solutions, and gave the optimal solution. Ref. [33] focuses on power-controlled mul-
timedia CDMA systems in multiple cell environments. It investigates the received 
power minimization and proposes an analytical model to study the performance for 
the above systems, assuming that the average of channel holding time of new calls 
is different from that of the hand-off calls. 
2.3.2 Power Minimization in Frequency-multiplexing System 
Ref. [34] focuses on a downlink OFDM A wireless system. It finds an optimal sub-
carrier and power allocation strategy, and tries to minimize the total power under the 
contraints of BER and different transmission rates required by users. The proposed 
simple algorithms perform well. Ref. [35] proposes an air interface scheme using 
adaptive resource allocation method, which is outstanding due to its high spectral 
efficiency and high power efficiency. In the paper, there is an interesting concept 
named "virtual cell", which is formed by dividing the normal cells and reorganizing 
parts of them. An adaptive resource allocation method is used in each "virtual cell" 
of the downlink multi-cell OFDMA system. 
Both ref. [34] and [35] assume the transfer functions of all users channels as 
being known to the base station. Instead, ref. [36] considers the situation that 
due to a high degree of user mobility, the base station is assumed to have only 
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a statistical knowledge of the users' channels. Ref. [36] also focuses on OFDMA 
based downlink cellular wireless communications. It proposes total transmit power 
minimizing allocation strategy, which requires only channel statistics knowledge and 
users' rate requirements. The paper also conducts an extension and a performance 
analysis of the algorithm. 
2.3.3 Power Minimization in Time-Multiplexing System 
Ref. [37] develops resource allocation algorithms for TDMA fading channels in the 
power-limited regime based on full channel state information (CSI). There are two 
consecutive steps. In the first step, the power is minimized under a weighted sum av-
erage rate constraint. Then it is minimized under individual average rate constraint. 
However, it is showed that in both cases the optimal allocations can be obtained by 
greedy water-filling approaches. 
Ref. [38] aims to minimize the total transmit power for a TDMA multiuser MIMO 
antenna system in Rayleigh block-fading channel. It is a downlink system where 
the transmitter has knowledge only about the channel statistical information and 
each user has an outage probability constraint. The algorithm can achieve a joint 
optimization of user's power and time allocation. 
Our work uses superposition coding, which is motived by Bergmans and Cover's 
work [10,39]. They demonstrated that transmitters can use superposition coding 
to send messages at rates strictly dominating those in time-multiplexing, frequency-
multiplexing schemes and any other type of coding and spectrum sharing, which 
means we can use less power to achieve certain rate requirements. 
• End of chapter. 
Chapter 3 
Sum Power Minimizat ion wi th 
Superposi t ion Coding 
In this chapter, we consider allocating access points in a wireless communication 
system in the fading Gaussian broadcast channel. We consider an area covered by 
several access points. To limit interference, adjacent access points transmit at differ-
ent bands of frequencies. Users are distributed in the area with different distances 
between different users and access points. The goal is to minimize the total trans-
mission power under certain rate requirements of the users. In [40], with which we 
want to compare, optimal and sub-optimal time-sharing schemes are proposed to 
minimize the overall transmission power, given the rate requirements of individual 
users. The authors consider a general multi-carrier system, in which orthogonal 
codes are assigned to users for data transmission. If these codes are viewed as code 
channels, multiple users can time-share these code channels in the time domain. For 
comparison, we make use of this idea to get similar optimal and sub-optimal time-
sharing schemes, in which the users time-share the access points. We propose an 
optimal superposition coding scheme and a very simple sub-optimal scheme. Then, 
we compare them with time-sharing schemes. Since the optimal scheme can become 
complicated when the number of access points and the number of users get larger, we 
21 
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also propose a simpler sub-optimal scheme. We compare the superposition schemes 
with the time-sharing schemes by evaluating the outage probability. The content of 
this chapter is published in [41]. 
3.1 System Model 
We consider a multi-user wireless system with N access points and K simultaneous 
users, where N is less than K. 
Suppose the nth (for n = 1,2，...，A/") access point is sending a signal Sn{t), and 
the kth (for k = 1,2,... ,K) user receives the signal 
rk,n{t) 二 9k,nSn{t)ak,n + nk,n{t) (3.1) 
where gk,n accounts for the large scale path loss, ak,n accounts for the overall effects 
of phase shift and fading for the channel from the nth access point to the kth user, 
and nk,n{t) represents AWGN on the corresponding channel. The fading coefficients 
are assumed to vary slowly so that their values can be accurately estimated. 
We assume that the kth user requires a data rate of Rk, and the bandwidth of 
each signal is W. From (3.1), we know that the power gain from the kth user to the 
nth access point is Zk,n = \gk,nak,n\'^ -
3.2 Superposition Coding Scheme 
3.2.1 Optimal Superposition Coding Scheme 
It can be shown that the capacity region of the broadcast channel corresponding to 
the zth user is given by [3] 
风’“独 ( 1 + … 尸 f i - i p ) (3-2) 
\ /VoH/ + Zi,n ？K’n J 
where z = 1 , 2 , . . . , Kn, n = 1 ,2 , . . •，iV, and 尸i’„ is the transmission power for the zth 
user served by the nth access point. W is signal bandwidth, the unit is nats/s/Hz. 
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USER 1，1 
A P 1 ^ USER 1, Ki c 
: USERn, 1 
A P n USERn,K„ 
A P N USERN，KN 
Figure 3.1: One Possible Access Point Selection 
Suppose that all the K users have been assigned to the N access points as shown 
in Fig. 3.1. We consider the nth access point transmitting to K^ users in fading 
channels with AWGN of Nq. The power gain of the path from the access point to 
the ？ith user in the K^ users is given by � ’ „ (for i = 1，2,...， n = 1,2，...，iV). 
We assume that the users are indexed according to their power gains such that 
Zl,n > Z2,n > > ZKn,n-
Proposition: Let Si�n = Pi,nl{NoW) be the normalized power. We denote the 
total transmission power of the nth access point as Sn{ f o r n = 1 , 2 , . . . , iV), then we 
have 
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Sn > - ( e ^ - 1 ) + E e ^ . (3.3) 
'^Kn.n \ z 么二 1 力\ / 
Therefore, the total transmission power of all the access points is given l)y 
E > E — - 1 ) + E — ^ ^ - 1 ) ^ w 卜 r (3-4) 
n=l n=l � i=l �� , / 
where Ki is the number of users using the zth access point, and K = + +... + 
Kn. 
Proof. From 3.2，we can write 
‘ 〉 - 1) (3.5) 
Hence, we have 
i i—1 
y^ Sk’n — Si’n + Sk,n 
fc=l fc=l 
> 1 + � I ： 二 ‘ ( e 架 - l ) + i S ’ n (3.6) 
知 ^ — ) 
(e w — 1 ) + e-^. 
From 3.6，we get 
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Kn 
Sn — Sk,n 
k=l 
〉丄(6’ - 1) + f g V ) e ^ 
>丄 — 1) + (丄 ( e ^ - i ) + f g ) M > 
� … 
1 / RKn.n \ 1 ( ^Kn-l.n \ 1 k^.n ( «1.„ \ > e ^ - 1 M e H' e - 1 + . . . H e ^ ^ e ^ - 1) 
、 乂 、 ) Zi^n 乂 ) 
=丄(e^ - i ) + 丄 ( e ^ - 1) . _ (3.7) 
• 
General Case: Generally, we assume that we do not know which user is assigned 
to which access point. Therefore, our optimal scheme can be described as follows. 
^^ 1 S-K „.n -^mfe nfimfc n 
Min ^ ^ e h 沖 1 … ( e ^ _ i ) 
n=i fc二 1 么爪 Subject to 
iv (3.8) 
y ^ Jk’n = 1 f o r a l l k 
n二 1 
„ 二 0 or 1 for all k and n 
where Jk’n is a binary variable. Jk,n = 1 means that the nth access point is chosen 
by the kth user. Otherwise, it is not chosen. mk,n labels all the users. It means the 
k th user among all the users assigned to the n th access point, and its range is from 
1 to K. We assume that the users are indexed according to their power gains such 
that 2；叫,„’n > ^m2.n,n > > 么mK,n，n- is also B binary variable. J � ’ n = 1 
means that the mk,n th user is actually assigned to the n th access point. Otherwise, 
it is not assigned. 
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The users served by the different access points do not interfere with one another 
because the access points are using different bands of frequencies. Once we have the 
users' choices of the access points, the users are indexed according to their power 
gains and then the power can be determined. Different selections of users result in 
different values of sum power. Our objective is to find the lowest sum power and 
the corresponding selection. To find the optimal performance, we have to search all 
possible users' selections of access points. 
Suppose that we have a system with 2 access points and 4 users. Each user could 
choose either access point. Then, there would be different selections. In general, 
for a system with N access points and K users, the number of different selections 
we have to consider is N ^ . 
Low Rate Regime 
By Taylor's Expansion, we have e"" « 1 + a; for sufficiently small x. Therefore, under 
low-rate regime, we have 
gZvj=fc+i w (g w ——1) 
1 ^ v^ K Jmj.,„’rti^ mj,„,n Jmfc,„ ’n Jm ,n Rm j ,n 
= w g w —— w^ ] 
�� ^ ^ ^ ^ ^ ( i t l ^ ^ ) ) 
— W . 
(3.9) 
Therefore, equation 3.8 becomes a linear integer programming problem as follows. 
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Min Y^ 1 
n=l fc=l Z〜，n II 
Subject to 
iv (3.10) 
\ n = 1 for all k 
n=l 
Jk,n = 0 or 1 for all k and n. 
Then we can get the optimal solution: 
1. If Zk’i > Z k j , then = 1 Jk,j = 0.(z = 1，...n, j = 1，...n, for all i + j) 
We know that for each user, it can choose the access point it wants. Here, the 
result means that if each user picks the access point that has the path with highest 
power gain to it, the sum power would be minimized. 
Example 
Fig. 3.2 is one example with 2 sources and 2 destinations. Suppose the power gains 
are described as in the figure. We use the above method to find the optimal solution. 
Fig. 3.3 shows the result. Ui chooses AP2 to serve it while U2 transmits directly to 
APi. 
3.2.2 Sub-optimal Superposition Coding Scheme 
As mentioned before, if we want to find the optimal solution, we have to consider 
NK selections. The complexity can be very high especially for large K and N. 
So, we propose a sub-optimal superposition coding scheme. This scheme is of low 
complexity with performance close to the optimal superposition coding scheme. 
The idea of the sub-optimal superposition coding scheme is as follows. On one 
hand, we tend to allow each user to choose the access point with the best channel 
state (the biggest power gain). On the other hand, we try to avoid the situation 
that one access point supports too many users while other access points are not in 
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H ： 
0 - ® 
Zm 2 = 0 . 4 ^ ^ 
Figure 3.2: An Example for Low Rate Situation 
^ � ’ 2 = 0 . 4 ^ 
Figure 3.3: Result for the Previous Low Rate Case 
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service. So, for a compromise, we restrict that, the number of users supported by 
each access point cannot surpass q =「务. 
To further simplify the problem, we make use of a linear programming approach. 
Our scheme is as follows. 
1) Each user can only be assigned to one access point, and each access point can 
support no more than q users. 
2) Compute the required power of each user as if the access point is serving this 
user alone. Find the assignment that minimizes the sum of the required power of all 
users. 
3) Use the assignment in the last step and compute the true required power 
according to equation 3.4. 
Notice that step (2) is essentially a linear programming problem as follows. 
fc=l n=l 
Subject to 
N 
Y^ Jk,n = 1 for all k (3.11) 
n=l K 
Y^ Jk,n < q for all n 
fc=i 
Jk’n = 0 or 1 for all k and n 
where Jk,n is a binary variable. Jk,n = 1 means that the nth access point is chosen 
by the kth user. Otherwise, it is not chosen. 
We assign the users to the access points according to the value of Jk,n- In the 
last step, we use 3.4 to calculate St as the sum power of all the access points in the 
system. Notice that, in 3.4, we have K^ = Jk，n-
As an example, there are 3 access points and 4 users in a system. According to 
our scheme, each access point can support at most 2 users. We may get a possible 
assignment table like the following. 
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Table 3.1: Possible Assignment for a 3-AP-4-User System 
APi AP2 APS 
0 1 0 
X2 1 0 0 
1 0 0 
K^ 0 0 I 
According to the table , we assign user 1 and user 4 to AP2 and APS respectively, 
and assign user 2 and user 3 to API. 
3.3 Performance Evaluation 
We try to simulate the multi-cell situations. Suppose that there are two cells adjacent 
to each other. Each cell is a equilateral hexagon. These two cells have a common 
edge, whose length is of one unit. The first situation is depicted in Fig. 3.4. The 
users are uniformly distributed in both cells and there is one access point at the 
center of each cell. The second situation is depicted in Fig. 3.5. We consider 60° 
sectorized cells. The users are uniformly distributed in the parallelogram formed by 
the two triangles. The large scale path loss gk,n (for k = 1,2,..., K, n = 1 , 2 , . . . , TV) 
is inversely proportional to the square of the distance from the user to the access 
point so that the power of the signal decays as the fourth power of the distance. The 
fading coefficients ak,n (for k = 1 , 2 , . . . , iC, n = 1,2,…，TV) are independent and 
identically distributed (i.i.d) complex Gaussian random variables of zero mean and 
unit variance. In the simulations, we set the total rate of the system to a constant 
value, and each user's rate requirement Rk,n {for k = 1 , 2 , . . . , AT, n = 1’ 2 , . . . , iV) 
is equal to the total rate divided by the total number of users in the system. 
We set Rk’n = R (for k = 1 , 2 , . . . , /C, n = 1 ,2 , . . . ,iV) and r = e桑一1 for 
simplicity. Then 3.4 becomes 
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MISm 
Figure 3.4: Distribution of Users in Two Equilateral Hexagonal Cells 
Figure 3.5: Distribution of Users in 60�Sectorized Cells 
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N N Kn-l , NXn-i 
= 知 . （3.12) 
n=l n=l 权"’" i=l � 
To see how the superposition coding schemes perform, we compare them with 
the optimal and the sub-optimal time sharing schemes similar to those in [40]. In 
the time-sharing schemes, the system allows multiple users to time-share one access 
point. The transmission time of the nth access point is divided into some sub-
intervals, 力i’n，艺2’n,...，tk,n,. ••，^x.n, where tk,n coiTesponds to the case that the nth 
access point serves the kth user. Without loss of generality, we set each access point's 
total transmission time to be one unit. In the time interval tk,n, the data rate of the 
kth user being served by the nth access point is rk’n. 
According to [40], the optimal time-sharing problem in our situation can be de-
scribed as follows. 
k=l n=l 之、介 \ ‘ 
Subject to 
N 
y ] rk，nh’n = Rk for all k 
t ^ i (3.13) 
K 
^ tk,n < 1 for all n 
k=l 
tk,n > 0 for all k and n 
rk,n > 0 for all k and n. 
The authors of [40] proposed an interior point algorithm to approximately obtain 
the optimal solution, and a sub-optimal scheme to reduce the complexity. Both 
time-sharing schemes are more complex than our sub-optimal scheme. 
In Fig. 3.6, we consider the case where the total system rate is 5 nats/s/Hz. 
Each user's required rate is = -^W. We consider 2 access points serving 8 users. 
Users are uniformly distributed in 2 hexagonal cells. The optimal superposition 
coding scheme performs better than both timesharing schemes. The sub-optimal 
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superposition coding scheme is comparable to the optimal time-sharing scheme and 
is much better than the sub-optimal time-sharing scheme. The gap between the 
sub-optimal schemes is nearly 5 dB when the outage probability is 10"^. 
In Fig. 3.7, the users are uniformly distributed in 2 sectors. The sub-optimal 
superposition scheme beats the optimal time-sharing scheme, as well as the sub-
optimal time-sharing scheme. It appears that the superposition coding schemes 
perform better in sectors than in hexagonal cells. 
In Fig. 3.8, we consider the case where the total system rate is increased to 6 
nats/s/Hz. Compared to Fig. 3.6，the superposition coding schemes beat the time 
sharing schemes by bigger margins. The sub-optimal superposition coding scheme 
is close to the optimal superposition coding scheme, and they both beat the optimal 
time-sharing scheme. The gap between the sub-optimal superposition coding scheme 
and the sub-optimal time-sharing scheme is nearly 6 dB when the outage probability 
is 10—3. Similar trends can be observed in Fig. 3.9. 
In Fig. 3.10 and Fig. 3.11，we consider the case where the number of users 
is increased to 20. The sub-optimal superposition coding scheme beats both time-
sharing schemes. In Fig. 3.11，the sub-optimal superposition scheme beats the 
optimal time-sharing scheme by 2 dB and the sub-optimal time-sharing scheme by 
more than 6 dB when the outage probability is 10"^. 
3.4 Assignment Examples for Superposition Coding Scheme 
To understand more about the assignment method of superposition coding scheme, 
the following examples are provided. The settings are the same as those in the 
section of Performance Evaluation. There exits a system with 2 APs and 6 users, 
and each user's required rate is 二 ； I f the users are uniformly distributed in 
2 hexagon cells, and the power gains are listed as in Table. 3.2. The assignment 
result for the optimal and sub-optimal superposition coding are presented in Table. 
3.3. Furthermore, if the users are uniformly distributed in 2 sectorized cells, and the 
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N=2, K=8 Compare super-opt/super-sub/time-sub/time-nearopt(when R=5*W/K) 
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Figure 3.6: Users Distributed in Hexagonal Cells Ar = 2,X = 8,i? = 5* W/K 
power gains are listed as in Table. 3.4. The assignment result for the Optimal and 
Sub-optimal Superposition Coding are presented in Table. 3.5. 
• End of chapter. 
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N=2, K=8 Compare super-opt/super-sub/time-sub/time-nearopt(when R=5*W/K) 
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Figure 3.7: Users Distributed in Sectorized Cells N = 2,K = 8,R=5* W/K 
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N=2, K=8 Compare super-opt/super-sub/time-sub/time-nea「opt(when R=6*W/K) 
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Figure 3.8: Users Distributed in Hexagonal Cells N = 2,K^S,R = Q* W/K 
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N=2, K=8 Compare super-opt/super-sub/time-sub/time-nearopt(when R=6*W/K) 
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Transmission Power Limit P(in dB) Figure 3.9: Users Distributed in Sectorized Cells N = 2,K = 8,R^6* W/K 
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N=2^ K=20 Compare super-sub/time-sub/time-nearopt(when R=6*W/K) 
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Figure 3.10: Users Distributed in Hexagonal Cells N = 2, K = 20, R = 6 * W/K [ 
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N=2, K=20 Compare super-sub/time-sub/time-nearopt(when R=6*W/K) 
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Figure 3.11: Users Distributed in Sectorized Cells TV = 2, K = 20’ 二 6 * WjK 
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Table 3.2: Power Gain in Hexagon-Cell System 
APi AP2 
Ki 0.0253 0.6061 
K2 99.7537 0.0290 
Kz 33.5540 0.7617 
Ka 6.5064 0.0044 
Kz 1.2344 0.4548 
0.0016 3.5407 
Table 3.3: Assignment Result for Superposition Coding Scheme (Hexagon) 
Optimal Sub-optimal 
APi AP2 APi AP2 
Ki 0 1 0 1 
K2 1 0 1 0 
K3 1 0 0 1 
K^ 1 0 1 0 
Kz 1 0 1 0 
Ke 0 1 0 1 
CHAPTER 3. SUM POWER MINIMIZATION WITH SUPERPOSITION CODING 41 
Table 3.4: Powergain in Sectorized-Cell System 
APi AP2 
Ki 34.9121 1.4541 
K2 0.0391 1.0206 
Ks 5.1006 1.0128 
K4 0.2304 6.2766 
Kz 0.3107 0.9632 . 
Ke 0.8053 4.3812 
Table 3.5: Assignment Result for Superposition Coding Scheme (Sector) 
Optimal Sub-optimal 
APi AP2 APi AP2 
Ki 1 0 1 0 
K2 0 1 0 1 
Kz 1 0 1 0 
Ka 0 1 0 1 
X5 1 0 0 1 
0 1 1 0 
Chapter 4 
Source-cooperated Transmission in 
a Wireless Cluster 
In this chapter, we investigate the source-cooperated transmission in a wireless clus-
ter network, which has wireless links between each pair of nodes. Nodes are divided 
into two groups, namely source nodes and destination nodes. Each destination re-
quires a certain amount of information which is only available at one of the source 
nodes, which is different from the situation in last chapter. In the system of last 
chapter, each user's information is available at all the sources. The source may 
transmit directly or via another source node to its destinations. If it chooses an-
other source node as relay, we call this source-cooperated. The relay forwards other 
sources' information in a decode-and-forward(DF) mode. We consider frequency-
division multiplexing operations in which each source node broadcasts in different 
frequency bands. The content is published in [42]. 
4.1 System Model 
We consider a wireless cluster network which has wireless links between each pair of 
nodes [43]. As a result, cooperation among sources is possible. There are N sources 
42 
CHAPTER 4. SOURCE-COOPERATED TRANSMISSION IN A WIRELESS CL USTERbO 
Flow transmission between 
—� each pair of sources is 
/'" � \ possible 
N g ) . W , 
Figure 4.1: A wireless cluster with N sources and M destinations. 
{SU - • •, Sn) and M destinations ( D i , . . . , Dm) in the network. The sets of sources 
and destinations are denoted by S and V respectively. Fig. 4.1 shows this network. 
The channels are assumed to be bandpass Gaussian with one-sided noise spectral 
density Nq. Also, the channels are suffering from slow fading so that the channel 
gains can be estimated. We further assume that each source only has the channel 
state information of its outgoing channels. Each node transmits over a channel which 
is orthogonal to each other throughout the same transmission time slot. For sim-
plicity, we consider frequency-division multiplexing and assume that each node has 
a transmission bandwidth denoted by W. This assumption can be easily generalized 
to the case where different nodes have different bandwidths. 
In our network, each destination requires a certain amount of information which 
is only available at one of the sources. Mathematically, we represent the relationship 
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between the sources and the destination using the following mapping [44] 
f-.v-^s. 
For the destinations with information available at the same source, say S“ i.e. those 
j giving f[Dj) = Si, we name them as , • • •, A,Mi, where 风 is the number 
of destinations requiring the information that is available at Si. Hence, we have 
M = TZi Mi. 
Suppose Si is broadcasting the signal Xi{t), the corresponding received signal at 
node j in the time domain (战)•⑷）is represented as 
UiM = ai’jXi{fi + ni，jif), 
where ai，j and ni^j{t) are the Rayleigh fading coefficient and the additive white Gaus-
sian noise for the channel from Si to j respectively [45]. We denote the corresponding-
channel power gain by Zij = [46]. In the following computations, we need to 
know the order of the channel gains of the outgoing channels of each source, such that 
之iui 1 — • • •—之 iui n+m-1 ‘ where {wi，i,. .，Wj.at+m-i} = («S\{S'j})UP for f = 1 , . . . , iV. 
Furthermore, we use the notation Pi to denote the total transmit power of Si. 
The corresponding normalized transmit power is denoted by Ti = The spectral 
efficiency transmitted from i to j is denoted by Uj (in nats/s/Hz). The required 
spectral efficiency by Di,j is denoted by Rij . 
4.2 Selection Protocol 
In this section, we first describe our protocol. Then, we formulate a optimization 
problem which aims at minimizing the total transmit power. After that, we propose 
an algorithm for the problem. 
4.2.1 Protocol Description and Problem Formulation 
As described previously, the flow for a destination can be transmitted either directly 
by its source to that destination or via one of the other sources. As a result, the 
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problem involves the selection of sources for each flow (destination). Our objective 
is to minimize the total transmit power required to transmit the given amounts 
of information to all the destinations. Therefore, we write the following integer 
optimization problem: 
N 
Minimize ^ Fj 
i= l Mi 
rjDi.k = Tis^  Vz, j and i + j 
k=l 
Mi 
= Vz 
Subject to jeSi i=i -N 
� r j D , , , € {0, Ri^k} 
where 
N+M-l 1 
E i —1 ^ (e'^-i.i - 1). 
Ti is the total transmit power for Si and is proved in [47]. The physical meaning of 
the four constraints are discussed as follows: 
• The first constraint states that if Si chooses Sj {i — j) to help it forward 
information to A.fc, Sj will forward all the information received from Si to 
Di,k-
• The second constraint states that the total spectral efficiency from Si to Sj 
(i + j) and A,：/ ( j = 1, • • •,风）equals the total spectral efficiency required by 
Dij ( j = l , . . . , M i ) . 
• The last two constraints state that the information required by a destination 
is received from only one of the sources. 
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By combinatorics [48], the number of feasible solutions for this integer programming 
problem is TV气 
Example 
Figs. 4.2 and 4.3 explain the constraints in more details. For example, Si has 
the information required by Di’k {k = 1,2,3,4) while Sj has the information for 
Dj^i as shown in Fig. 4.2. If Si chooses Sj to help to transmit information to 
Di’3 and A,4, the spectral efficiency which goes from Si to Sj is represented as 
TiSj =开i’3 +风’4. Since Sj does not help to forward any information to Di’i and A,2, 
we have r^m,! = rjDi’2 = 0. Therefore, we have r j ^ j +� / ? i ’2 + +� jD�头=ViSj. 
The cooperation between Si and Sj is illustrated in Fig. 4.3. 
Furthermore, Figs. 4.4 and 4.5 explain that one source can work as a relay for 
multiple sources. For example, Sk help both Si and Sj to transmit information to 
their destinations. 
But it has to be noticed that one source can not use more than one other source as 
its relays and there is no more than one relay between a source and its destinations. 
4.2.2 Distributed Selection Algorithm 
Our algorithm operates in a round robin fashion. We simply assign an order for the 
destination nodes. For each destination node, its corresponding source will make its 
best decision (i.e. updating the partner for each of its flows^) which decreases the 
total transmit power the most. This process is an iteration. For the next destination 
node, the algorithm goes to the next iteration. We define the following notations 
during the iteration of a flow of Si： 
iPor simplicity, if a flow of Si is transmitted directly without cooperation, we say the partner of the flow 
to be Si. 
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Figure 4.2: Transmission without source cooperation (Simple Case). 
Sk = current partner, 
= original total transmit power for Si 
- n e w total transmit power for Si 
by choosing Sj as the partner, 
= new total transmit power for Sj 
by forwarding Si's flow 
—original total transmit power for Sj, 
A-^ ^ = original total transmit power for Sk 
— n e w total transmit power for Sk 
by not forwarding SiS flow. 
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Figure 4.3: Transmission involving source cooperation (Simple Case). 
Then, we model our problem using the revenue-and-cost concept [49]. For the 
iteration of Si which decides whether Sj is chosen to be the partner for the flow to 
Di with current partner Sk. When i, j and k are all different, we define 
Profit Revenue Cost 
When i = j and i ^ k,we define 
Pji = Ag) - Ag) • 
^ "V^ ^ ^ 
Profit Revenue Cost 
When i = k and j + i, we define 
A P - A g ) . ^ ^ ^ ^ ^ ^ 
Profit Revenue Cost 
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1 1 © — 
Figure 4.4: Transmission without source cooperation (Complicated Case). 
For completeness, when j = k, we have Pji = 0. 
Suppose that Si, Sj and Sk are three different nodes. At the beginning of each 
iteration (say Si's decision for one of its flows), Si computes A-j^ for all j, then it 
requests A � f r o m Sj for all j and 八② from Sk. For the case when Si, Sj and Sk 
are not exactly three different nodes, the idea is similar but the distribution process 
may be simpler. 
During each iteration, we are solving the following profit-maximization problem: 
max Pji. 
The complexity of each iteration is then 0{N). The following procedure summaries 
our algorithm: 
If there are more than one best decisions and one of the decision is the current 
partner, we do not switch the partner. If all decisions are new, we simply randomly 
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Figure 4.5: Transmission involving source cooperation (Complicated Case). 
pick one. For the terminating condition, we have two possibilities: 
1. All NM possibilities are considered, OR 
2. In a consecutive M decision processes, the decision remains unchanged (i.e. no 
updating throughout a cycle). 
4.2.3 Low Rate Regime 
Proposition: When the users' required rates R i j are sufficiently small, we have 
N N N+M-\ 1 
= E E 厂 w 
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Algorithm 1 Distributed Selection Algorithm 
1： procedure A L G O R I T H M ~ 
2: Initialization: Each flow requires no cooperation. 
3： while Terminating Condition NOT reached do 
4: for all the flow for Di (available at Si) do 
5： select new partner: 
6: k e OlPjl > Pml Vm^j}. 
7： end for 
8： end while 
9： end procedure 
Proof. First, we write 
N+M-l 1 
Fi = ^ (e�"i , j — 1) 
j=i 么〜 
N+M-l 1 E l ( y-N+M-l y-N + M-1 \ 
I *"t,i _ �tii,j J 
By Taylor's Expansion, we have e"" « 1 + a; for sufficiently small x. Therefore, under 
low-rate regime (i.e. Ri’k is very small for all i, k), we have 
N+M-l 1 ( N+M-l A^+M-1 \ 
r^ ^ E — (1+ E r�>-(1+ E r � 
J=1 \ 1=3 /=j + l ) 
N+M-l 1 
j=l 力饥id 
• 
Then, we let Mh{o) = a and Muia, b) = TXT and get the following optimal 
a + 6 solution: 
1. If i^Di.fc > MH[ZiSj,ZjDi’k) (for all j + i ) , then Vio,^ ^ = Ri,k and r^ D .^^  = 0. 
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2. If MniZiSj^ZjDiJ > 叫,k and M ^ f e , , > MniZiSi, zid^^J (for all I + i 
and I — j), then rjDi,k = Ri，k and r � i . t = 0. 
We already know that for each flow, it can be transmitted either directly to the 
destination or via one of the other sources. Here, the results mean that under low-
rate regime, the flow is transmitted via the path that gives the highest “ modified" 
harmonic mean(M//) of the power gains of the links involved in the path. In other 
words, it is the same as a shortest-path problem, where the link cost of the link 
{Si,j){j e Si) is given by 念. 
Example 
Fig. 4.6 is one example with 2 sources and 2 destinations. Each source has a 
destination. Suppose the power gains are described as in the figure. We use the 
above method to find the optimal solution. Since all the power gains are independent 
of each other, and F^  = j ^ U m j , to minimize Fi, we can minimize 
and 厂2 separately. We consider first. Since A^ //(之i_S2，幻z?i,i) = ^ + ^ and 
之i’Di,i =為，we have MHizis2, Z2DI,I) < -Si.Di.i- According to the algorithm, we 
know that in order to minimize Fi, the optimal solution is = 0 ,如i.i = Ri,i-
Similarly, in order to minimize r^，the optimal solution is = 0，T2D2’i =丑2’i. 
Fig. 4.7 shows the result. Si chooses S^ help it transmit information to Z)i，i while 
S2 transmits directly to 1)2,1-
4.3 Simulation Results 
In this section, we evaluate the performance of our protocol and the proposed algo-
rithm. 
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N = 2.0 , ^ ^ ^ 
^ =50 ^ =0.3 
Figure 4.6: An Example for Low Rate Situation. 
4.3.1 Simulation Configuration 
We use Monte Carlo simulation in this section. We model Zij as independent and 
identically distributed (i.i.d.) exponential random variables with unit mean. It is 
the same as modeling the channels as independent Rayleigh fading channels with 
unit average power gain [46]. 
4.3.2 Cases with a Smaller Feasible Solution Set 
For integer programming problem, one method to solve it is by using total enumer-
ation [50]. First, we consider the cases where the number of feasible solutions is not 
very large, i.e. N and M are small. We analyze the performance by considering the 
convergence and optimality. 
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Figure 4.7: Result for the Previous Low Rate Case 
Convergence analysis 
By total enumeration, a total number of N ^ — 1 decision steps are required. As 
a result, we consider the proportion of the number of iteration by our algorithm 
relative to that by total enumeration. That is, 
Number of iterations until convergence by our algorithm 
N^ -I . 
The smaller the ratio, the higher the improvement by our algorithm over total enu-
meration is. 
Optimality analysis 
The idea of our algorithm is by using alternative optimization. However, due to 
the nature of integer programming problem, our algorithm may not converge to the 
global optimal solution in some cases. Therefore, we consider the proportion of 
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Figure 4.8: Proportion of the number of iteration by our algorithm relative to that by total 
enumeration. 
realization reaching global optimality. That is, 
Number of realizations giving the global optimal solution 
Total number of realizations ‘ 
The results for the above two measures are given by Figs. 4.8 and 4.9. From 
Fig. 4.8, we see that the improvement in convergence becomes more significant as 
the number of feasible solution get larger. According to Fig. 4.9, for most cases we 
considered, over 99% of realizations reach the global optimal solution by using our 
algorithm. For the rest, over 96% of realizations achieve the global optimality. These 
results show that this algorithm gives a good performance in cases with a smaller 
number of feasible solutions. 
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Figure 4.9: Proportion of realization reaching global optimality. 
4.3.3 Cases with a Larger Feasible Solution Set 
When N or M (or both) are large, the previous ratio on measuring the convergence 
will be very small. Therefore, we consider the problem in an outage probability point 
of view. Outage probability is defined to be Pr{rT > P}, where IV is the minimum 
total transmit power required to support the given rates and T is the total transmit 
power supported by the system. We compare three schemes, namely the global 
optimal of our selection protocol using the method of total enumeration [50], the 
selection result using our suggested algorithm and the non-cooperative case. For the 
non-cooperative case, we assume all sources use cooperative broadcast to transmit 
the information. This gives a lower bound on the outage probability for all other 
orthogonal transmissions [10]. 
Besides, we employ the method in [51] and plot the outage probability function 
as a function of iterations for our algorithm. The transmit power of the proposed 
protocol after each iteration can be represented using a sequence < 卞 [44], 
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where is the transmit power obtained after the zth iteration. For simplicity, we 
denote 7 = l i m “ o o 7i to be the value at convergence. For the outage probability cor-
responding to /c-iteration, we define it in a similar way, which is Pr{7fc > F}. Hence, 
the outage probability corresponding to the convergent case is given by Pr{7 > P}. 
In the simulation, we consider the following networks: 
1. eight sources with one destination per source^, 
2. five sources with two destinations per source, 
3. four sources with three destinations per source. 
For the rate requirement, we assume each source is required to transmit a total 
spectral efficiency of Ibi t /s /Hz to its destinations. Figs. 4.10, 4.11 and 4.12 show the 
outage performances of the different schemes under the above 3 network topologies. 
For the cases we considered, our algorithm gives a result that is close to the opti-
mal solution obtained by total enumeration. When compared to the non-cooperated 
protocol, our algorithm obtains a higher diversity order. At the outage probability 
of 10—2, the improvement of our protocol with respect to the non-cooperated pro-
tocol is 17.3dB, 16dB and 15dB in cases 1)，2) and 3) respectively. In the cases we 
considered, the outage probability of our algorithm after around 10 to 15 iterations 
already give a result which is close to the optimal one. So, our algorithm gives a large 
improvement in performance in the cases with a larger number of feasible solutions. 
• End of chapter. 
^L destinations per source means each source contains the information required by L of the destinations. 
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Figure 4.10: Results for a network with 8 sources with 1 destination per source. 
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Figure 4.11: Results for a network with 5 sources with 2 destinations per source. 
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Figure 4.12: Results for a network with 4 sources with 3 destination per source. 
Chapter 5 
Conclusion and Fu tu re Work 
5.1 Conclusion 
In this thesis, we study about two situations. In one situation, users' information 
is available at all the source nodes. We think about how to assign the users to 
different source nodes so that the total transmission power is minimized. In the 
other situation, each user's information is available at only one source node. Since 
there are wireless links between each pair of nodes, we can consider the cooperation 
between the source nodes. Our strategy allows the source transmit directly or via 
another source node to its destinations, therefore we are able to minimize the total 
transmission power. 
In chapter 3, we have proposed an optimal superposition coding scheme for sum 
power minimization in the access point selection. To reduce the complexity, we 
propose a very simple sub-optimal scheme. To see how the superposition coding 
schemes perform, we compare them with the time-sharing schemes in [40]. We 
perform simulations in two kinds of situations. In one situation, users are uniformly 
distributed in two adjacent equilateral hexagonal cells with one access point at the 
center of each cell. In another situation, users are uniformly distributed in two 
adjacent sectorized cells with one access point at center of each cell. The simulation 
61 
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results show that in both situations the superposition coding schemes outperform 
the time-sharing ones. Through the performance evaluation, we also see that when 
the number of users becomes larger or when total system rate becomes larger, the 
superposition coding schemes outperform time-sharing schemes by larger gaps. 
In chapter 4, we investigate a source-cooperated transmission protocol in a wire-
less cluster network. Apart from transmitting to destinations directly, the source 
may select another source node to totally forward the information to that destina-
tion. Besides, we propose a selection algorithm for choosing another source node 
to be relay. For cases with a smaller number of feasible solution, simulation re-
sults indicate that our algorithm is efficient compared to total enumeration. Also, 
a majority of over 96 percent of realizations achieve global optimality by using our 
algorithm. For cases with a larger number of feasible solution, simulation results 
show that source-cooperated method performs far much better than noncooperated 
cases in terms of outage probability. Also, around 10 to 15 iterations can already 
give a performance very close to the optimal one. These show that our algorithm 
can be used efficiently and effectively under both smaller and larger networks. 
5.2 Future Work 
Our work may have extensions in the following areas: 
5.2.1 Fairness 
We only consider how to minimize the total transmission power, however, in the real 
situation, there may be some source nodes whose channels to the user nodes are 
better than other source nodes. In this case, they may be over burdened by the large 
number of user nodes assigned to them or the large number of source nodes who 
choose it as partner. So the reduction of total transmission power is based on the 
unfairness of some over-burdened source nodes. There may be some methods which 
can make some tradeoff to reach the balance between fairness and low transmission 
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power. 
5.2.2 Distributed Algorithm 
Our algorithms are centralized algorithms which a network control center computes 
all the paths. Maybe it is a good direction of developing algorithms that allow the 
user nodes to choose the source nodes or the source nodes to choose their partners. 
This kind of algorithm may be of much lower complexity. 
5.2.3 Game Theory 
In Chapter 4, we assume all the nodes are willing to help whenever other source 
nodes choose them as partners. However, in real situation, the source nodes may 
have a power limit due to practical situations. Prices for choosing partners may be 
introduced in the cooperation. Game theory can be a good tool to study the moti-
vation and behavior of nodes in wireless network, however it is basically introduced 
in Ad Hoc networks, which are different from our system models. But the idea may 
still be useful. 
5.2.4 Distributed Information 
In our second part of work, the information of certain destination is only available at 
one destination. For future research, a network where a destination's information is 
partitioned and each part is available at one of the sources can be a possible solution. 
• End of chapter. 
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