We consider problems where a solution is evaluated with a couple. Each coordinate of this couple represents the utility of an agent. Due to the possible conflicts, it is unlikely that one feasible solution is optimal for both agents. Then a natural aim is to find a tradeoff. We investigate tradeoff solutions with worst case guarantees for the agents. The focus is on discrete problems having a matroid structure and the utility of an agent is modeled with a function which is either additive or weighted labeled. We provide polynomial-time deterministic algorithms which achieve several guarantees and we prove that some guarantees are not possible to reach.
Introduction
This paper deals with the existence and the computation of a solution s which is common to two agents. The interest of agent i ∈ {1, 2} over the set of possible solutions is captured by a utility function u i . When these functions are conflicting, it is unlikely that a feasible solution s, such that u 1 (s) and u 2 (s) are both nearly optimal, exists. So, one has to make a tradeoff.
A natural way to cope with several functions is to aggregate them in a weighted sum. For example, which solution s maximizes the utilitarian function f λ (s) := λu 1 (s) + (1 − λ)u 2 (s) for some λ ∈ [0, 1]? Unfortunately, this approach has two issues. The first issue is about computation: finding a solution which optimizes f λ may be puzzling when u 1 and u 2 , though separately solvable, require completely different algorithms. The second issue is that an optimum to f λ may lead to unbalanced solutions. If s speaking, each element x of the matroid has a label (or a color) L(x) among a set of available labels {ℓ 1 , . . . , ℓ p } and each label ℓ has a non-negative gain g(ℓ) ≥ 0. This weighted labeled function measures the global gain of labels used in the solution. For instance, if a solution {x 1 , x 2 , x 3 } is such that L(x 1 ) = L(x 2 ) = ℓ 1 and L(x 3 ) = ℓ 2 with g(ℓ 1 ) = 2 and g(ℓ 2 ) = 1, then its weighted labeled gain is g(ℓ 1 ) + g(ℓ 2 ) = 3 although color ℓ 1 has been used twice. We also study the special case of unweighted labeled gain, i.e. g(ℓ) = 1 for every label ℓ. In this case, the utility of the second agent takes into account the number of colors used in the solution.
A typical example of the instances covered in this article is the following: 
(a). On the other hand, the tourists' viewpoint is different since they want to maximize ℓ∈{L(a): a∈A} g(ℓ).

Here, we assume that a tourist's utility increases when he does an activity of a new kind (no activity with the same label was done before).
The tourist/travel-agency problem has a matroid structure usually called tranversal which is explained below.
Related work
We study bicriteria approximations on a labeled matroid where the utility of the two agents are in conflict. Hence, it is unlikely that the best solution for the first agent is also optimal for the second agent, as illustrated by the tourist/travel-agency problem. One way of tackling this problem is to approximate the Pareto set i.e., the set of non-dominated solutions 1 . This point of view has been studied in the literature in several papers [28, 30, 27, 32, 2] . Approximating the Pareto set with a unique solution is similar in spirit to the notion of max-min fairness. The goal is to maximize the satisfaction of the least happy agent. The individual utility of every agent is normalized in order to lie on the same scale [21, 3] . An (α, β)-approximation gives the satisfaction of the two agents, so the satisfaction of the least happy agent is min{α, β}.
In this article, we extend a result of [14] which deals with two agents having additive utility functions and willing to build a common spanning tree (a particular matroid problem). In our case, we consider a general matroid and two agents such that the utility of one agent is additive while the utility of the second one is related to labeled optimization. Labeled optimization consists, given an instance where the elements are colored (labeled), in finding a solution optimizing the number of colors used in the solution. It has been studied in several papers for spanning trees, paths, Hamiltonian cycles, cuts, etc. [4, 23, 7, 5, 9, 36, 31] . The generalization where the colors have a non-negative cost often aims to minimize the sum of the costs of colors used (also known as the chromatic price in [24] ). It is dealt with in [20, 24] for several connectivity graph problems or matroids.
Organization of the paper
The problem studied in this paper is presented in Section 2: we give some definitions on matroids in Section 2.1, Section 2.2 presents the model while Section 2.3 gives the kind of approximation and instances that we manipulate. In Section 3, we propose a (1/2, 1/4)-approximation algorithm (also a (1/3, 1/3)-approximation) called ALT-GREEDY which simulates a natural process where two agents build a common solution. In Section 3.1, we consider the subcase of additive utilities (corresponding to the case where each label appears exactly once) and we present a x x+y , y x+y+xy -approximation algorithm for all x, y ∈ IN (not both zero) whenever a feasible 1 A non-dominated solution is such that any improvement on one objective induces a deterioration on another objective. solution contains at least p(x + y) elements, for some integer p > 0. This algorithm generalizes ALT-GREEDY for additive utilities. The general computational complexity is mentioned in Section 4 and followed by an algorithm that finds a particular lexicographic optimum. In Section 5, we study a special case of the problem called the unweighted-label case (corresponding to g(ℓ i ) = 1 for every i), and we show the following results: on the one hand, we produce a
k -approximation within polynomial-time for any positive integer k given as the input, and on the other hand, we exhibit some instances without any (α, 1 − α)-approximation for any α ∈ (0, 1) with α / ∈ k−1 k : k is a positive integer }. Some open questions are indicated in Section 6.
The setting
Before presenting the problem studied in this paper, let us introduce the structure of matroids on which our model is defined.
Matroids
Matroids play an important role in combinatorial optimization and graph theory. We briefly mention some basic definitions, properties and algorithms on matroids and refer the reader to [29, 22, 26] for deeper expositions.
A matroid M = (X, F ) consists of a finite set X of m elements and a collection F of subsets of X such that:
By induction, (iii) is equivalent to
The elements of F are called independent sets, and the elements of 2 X \ F are dependent sets. Inclusionwise minimal dependent sets are called circuits and inclusionwise maximal independent sets are called bases. All the bases of a matroid M have the same cardinality r(M), defined as the rank of M.
Given a matroid M = (X, F ) and a subset X ′ ⊂ X, the restriction of M to X ′ , denoted by M|X ′ , is the structure (X ′ , F ′ ) where
It is well-known that M|X ′ and M/X ′ are matroids. Actually, the contraction is defined in the literature for any X ′ ⊂ X, and when X ′ ∈ F the definition is similar to the one given in this paper.
Typical examples of matroids are the following:
• The forests (set of edges which do not admit a cycle) of a multigraph G form a matroid usually called the graphic matroid of G. A base in this matroid is a spanning tree if G is connected.
• Given k disjoint sets X 1 , . . . , X k which form a ground set X = k i=1 X i and k nonnegative integers b i (i = 1, ..., k), the sets F ⊆ X satisfying |F ∩ X i | ≤ b i form a matroid usually called the partition matroid.
• Given k (not necessarily disjoint) sets X 1 , . . . , X k , subsets of a ground set X, a partial transversal is a set T ⊆ X such that there exists an injective map Φ :
T is a partial transversal of X} is a matroid usually called the transversal matroid.
Returning to Example 1, let X = {a 1 , ..., a m } be a set of activities and X i ⊆ X the subset of activities available on day i, i = 1, ..., n. A set of activities T ⊆ X is feasible if there exists an injective mapping Φ : T → [1..n] assigning at most one activity of X i to day i, i = 1, ..., n.
We often use a convenient shorthand notation for set operations: let F be a set and e an element. Then F + e and F − e refer to F ∪ {e} and F \{e}, respectively.
A matroid is said to be simple if no single element, or pair of elements, is a circuit [26] . For example, the forests of a simple graph define a simple matroid. When every element e ∈ X has a weight w(e) ∈ IR + , a typical optimization problem consists in computing a base B ∈ F that maximizes e∈B w(e). This problem is solved by the GREEDY algorithm [10] given in Algorithm 1.
Note that the execution of GREEDY on a graphic matroid coincides with Kruskal's algorithm for maximum weight spanning trees.
The time complexity of matroid algorithms depends on the difficulty of testing if a set is independent. This building block is usually done by a dedicated subroutine called the independence oracle. In this article, we always assume that this subroutine runs in polynomial time.
Let B denote the set of bases of a matroid. Matroids satisfy the bases exchange property [6] : let B 1 , B 2 ∈ B with B 1 = B 2 . Then for every e 1 ∈ B 1 \ B 2 , there exists e 2 ∈ B 2 \ B 1 such that B 1 − e 1 + e 2 and B 2 − e 2 + e 1 are in B. This result can be extended to the strong bases exchange property defined on the set B w = {B ∈ B : B maximizes e∈B w(e)} of optimal bases for w. Proof. Since B w ⊆ B, we know by the bases exchange property that B 1 − e 1 + e 2 ∈ B and B 2 − e 2 + e 1 ∈ B. B 1 belongs to B w , so w(B 1 − e 1 + e 2 ) ≤ w(B 1 ) which is equivalent to w(e 2 ) ≤ w(e 1 ). For similar reasons, w(B 2 − e 2 + e 1 ) ≤ w(B 2 ) implies w(e 2 ) ≥ w(e 1 ). In conclusion, w(e 2 ) = w(e 1 ). Hence, w(B 1 − e 1 + e 2 ) = w(B 1 ) and w(B 2 − e 2 + e 1 ) = w(B 2 ), which means that B 1 − e 1 + e 2 and B 2 − e 2 + e 1 are both in B w . ✷
The bases of a matroid also satisfy the following characterization. Given two matroids (X, F 1 ) and (X, F 2 ) defined over the same set of elements X, there are algorithms (more elaborate than GREEDY) to solve the following problems in polynomial time [11, 15] :
• find an independent set F ∈ F 1 ∩ F 2 of maximum cardinality;
• when every element e ∈ X has a weight w(e) ∈ IR + , find an independent set F ∈ F 1 ∩ F 2 that maximizes e∈F w(e).
The model: two agents on a matroid
Let M = (X, F ) be a matroid and let {ℓ 1 , . . . , ℓ p } be a set of p labels. We consider the following functions:
• w : X → IR + , where w(x) is called the weight of x ∈ X;
• L : X → {ℓ 1 , . . . , ℓ p }, where {ℓ 1 , . . . , ℓ p } is the set of labels and L(e) the label of e;
• g : {ℓ 1 , . . . , ℓ p } → IR + , where g(ℓ) is the gain of label ℓ.
For ease of presentation, we often write g(x) instead of g(L(x)) for x ∈ X. The labels of a set X ′ ⊆ X form a set denoted by L(X ′ ) and defined as x∈X ′ {L(x)}. In the tourist/travel-agency problem, the labels {ℓ 1 , . . . , ℓ p } are the activity types.
We study a model where F is the set of feasible solutions. The first and second agent's utilities are w and g, respectively. A set F ∈ F is evaluated with two objective functions: w(F ) = x∈F w(x) and g(F ) = l∈L(F ) g(l) which should be maximized. An instance is then a tuple M, w, L, g . Note that w is said to be additive while g is a special submodular function.
As previously mentioned, GREEDY finds a base F 1 that maximizes w(F 1 ). Finding F 2 that maximizes g(F 2 ) can be done in polynomial time by searching for a solution with maximum cost in the intersection of two matroids. The first matroid is M = (X, F ). The second matroid M ′ = (X, F ′ ) is a partition matroid defined by the labels of X:
. Use any appropriate algorithm to compute a maximum cost independent set in F ∩ F ′ (see [22, 29] ) and complete it into a base of M if necessary. It is not difficult to show that the resulting base maximizes g. The same approach was proposed in [24] for maximizing the number of labels in a base. Their result is a consequence of Theorem 5 that will be shown in Section 4 when all elements of X have the same weight.
Non-trivial approximation
When focusing on an agent i, we say that an algorithm A is ρ-approximate if, for every instance, A returns a solution s satisfying
is called the approximation ratio or the performance guarantee [33] .
When dealing with k ≥ 2 agents, we say that an algorithm A is (ρ 1 , . . . , ρ k )-approximate if, for every instance, A returns a solution s satisfying
is often called the ideal point [13] since it is the image of an unlikely feasible solution where optimality is reached for all agents. In this paper, we propose algorithms which approximate this point.
Obviously, returning a solution that maximizes w (g resp.) gives a (1, 0)−approximation ((0, 1)−approximation resp.). However, we expect α and β to be positive so that the solution constitutes a non-trivial tradeoff. The next examples show, for the general model considered in this article (described in Section 2.2), that there is no hope for a non-trivial (α, β)-approximate tradeoff (such that α > 0 and β > 0) if we consider the whole class of matroids.
Example 2 Consider the matroid
The rank is 1.
Example 3 Consider the matroid
In both examples, for every independent set F , min{w(F ), g(F )} = 0 while max
This means that either α = 0 or β = 0 for every feasible solution. However, one can overcome this issue by considering a notion which generalizes the notion of simple matroid.
The matroids of Examples 2 and 3 are not labeled-simple. More generally, a simple matroid is labeled-simple and when every label appears once, these two notions coincide.
As shown in the next section, excluding matroids which are not labeled-simple makes the existence of a nontrivial approximation possible. We also suppose that the rank r(M) of the matroid M is at least 2.
A general greedy algorithm
We propose to analyze an extension of GREEDY which builds a tradeoff solution. This extension, called ALT-GREEDY, simulates a simple and natural process for the construction of a tradeoff. ALT-GREEDY is described in Algorithm 2.
We denote by the weight agent, the one who tries to maximize w(F ) and by the label agent the one who tries to maximize g(F ). At the beginning, F = ∅ and the agents alternatively add an element e to F such that F + e ∈ F until F becomes a base. If it is the weight agent's turn, then we assume that he selects e that maximizes w(F + e). In a symmetric way, the label agent chooses e that maximizes g(F + e) during his turn. We suppose that the weight agent plays first. Since the weight agent selects the element e i that maximizes w(F + e i ) and because this agent's utility function is additive, we deduce that w(e i ) ≥ w(ê) ≥ w(e w i ) for every odd index i ≤ r. Combining this inequality for all values of i, we get that
Algorithm 2: ALT-GREEDY
where the nonnegativity of an element's weight is used.
Observe that w(e
Now, consider the label agent who adds an element to the solution at each even step. Let B g be a base with maximum gain g. Let E be the set of elements of B g whose label does not appear in the solution returned by ALT-GREEDY i.e., E = {e ∈ B g : L(e) / ∈ L(B)}. We suppose that the first ν = |L(E)| elements of E have distinct labels and they are sorted by nonincreasing gain:
Suppose that during an even step of ALT-GREEDY, the label agent can not add an element with a new label to the current solution F . We know that F ∈ F because F ⊆ B. If |F | < |E| then by property (iii) of matroids, one can add an element with a new label to F , contradiction. We deduce that |F | ≥ |E|. Hence F has at least |L(E)| = ν elements.
Let i ≤ ν be any even integer. Let B 
The label agent selects the element e i with a new label and maximizes g(F + e i ), so g(e i ) ≥ g(ẽ) ≥ g(e g i ), for every even index i ≤ ν. Since {e 1 , ..., e ν } ⊆ B,
The first ν elements of E being sorted by nonincreasing gain, we know that g(e
, we deduce that
If
Otherwise, {e 1 , e g 1 } ∈ F because r(M) ≥ 2 and M is labeled-simple (see Definition 1). In addition, g(e 2 ) ≥ g(e g 1 ) by property (iii) of matroids and because the label agent selects an element that maximizes g. In both cases, we get that
Use Inequalities (3) and (4) to derive
By the definition of E, L(B) contains the labels of
) − g(E) that we add to Inequality (5) and we obtain 4g(B) ≥ g(B g ). Thus, ALT-GREEDY is (·, 1/4)-approximate if, during an even step of ALT-GREEDY, the label agent could not add an element with a new label to the current solution F . If the label agent was able to add an element with a new label at each even step then the solution would be better from his point of view. Indeed, rename the first
). By property (iii) of matroids, we have g(e i ) ≥ g(e g i ) for i ≤ ξ and even. We deduce that
Since the first ξ elements of B g are sorted by nonincreasing gain, we know that
Using (6) and (7), we obtain 2g(B) ≥ g(B g ) − g(e g 1 ). Since Inequality (4) holds, we deduce that 3g(B) ≥ g(B g ) which is better than 4g(B) ≥ g(B g ).
In conclusion, ALT-GREEDY is (1/2, 1/4)-approximate. ✷
The next example shows that the analysis of ALT-GREEDY is tight.
Example 4
Consider the graphic matroid defined on a graph G = (V, E) represented in Figure 1 .
Each edge e has a pair (w(e), L(e)). We suppose that g(ℓ 2 ) = 0 and g(ℓ i ) = 1 for any i = 2. The tree . This tree has weight 2 and its gain is 1.
(1, ℓ 3 ) Figure 1 : Tightness of ALT-GREEDY for labeled-simple matroids.
If we apply ALT-GREEDY by inverting the roles of the agents (even steps are for the weight agent and odd steps are for the label agent), then we can prove that ALT-GREEDY is (1/3, 1/3)-approximate for simple matroids.
Theorem 3 By inverting the roles of the agents, ALT-GREEDY is
Suppose that during an odd step of ALT-GREEDY, the label agent can not add an element with a new label to the current solution F . We know that |F | ≥ |E| and F has at least ν elements (see the proof of Theorem 2). By property (iii) of matroids, we know that g(e i ) ≥ g(e g i ) holds for every odd i between 1 and ν. It follows that
The first ν elements of E being sorted by nonincreasing gain, we know that 2
. Since {e 1 , ..., e ν } ⊆ B, we deduce that
Recall that g(B) ≥ g(B g ) − g(E), so by summing it to the last inequality, we get that 3g(B) ≥ g(B g ).
Now
, suppose that the label agent adds an element with a new label during every odd step. By property (iii) of matroids, g(e i ) ≥ g(e g i ) for i ≤ ξ and odd where
Since the first ξ elements of B g are sorted by nonincreasing gain, we know that 2
. By combining the two inequalities, we obtain 2g(B) ≥ g(B g ) which is better than 3g(B) ≥ g(B g ).
Consider the weight agent. Each element of B with even index is inserted by the weight agent who maximizes w. Let i ≤ r be any even integer. By the same arguments as in Theorem 2, w(e i ) ≥ w(e 
If w(e 1 ) = w(e w 1 ) then w(B) ≥ w(e w 1 ), otherwise {e 1 , e w 1 } ∈ F because the matroid is simple. Let e 2 be the second element inserted into B (by assumption r(M) ≥ 2). Since the weight agent selects e 2 in order to maximize w({e 1 , e 2 }) then w(e 2 ) ≥ w(e w 1 ). In both cases, w(B) ≥ w(e w 1 ). By adding it to Inequality (8), we finally get that 3w(B) ≥ w(B w ). ✷
The tightness of the above result can be seen in Example 5. Figure 2 . The gain of every label is 1. The tree
Example 5 Consider the graphic matroid of the simple graph described in
} has a maximum gain of 6 and the tree
} has a maximum weight of 3.
ALT-GREEDY begins with the label agent followed by the weight agent. The algorithm may take the edges in the following order:
) and (v 6 , v 7 ). The gain is 2 and the weight is 1. 
Additive utilities
Now, we suppose that each element of X has a distinct label i.e., |L(X)| = |X|. The second agent's utility amounts to summing the gain of all elements of an independent set, so g becomes additive.
We propose a generalization of ALT-GREEDY such that the elements of the resulting base are chosen by alternatively adding x elements that maximize w and y elements that maximize g for some integers x, y ≥ 1. If x = 0 or y = 0 (not both of them to be meaningful), this amounts to apply GREEDY for (M, g) or (M, w), respectively. We suppose that r(M) ≥ x + 1 because otherwise there is no guarantee. Without loss of generality, we suppose that r(M) = p(x + y) for some integer p ≥ 1. If it is not true (i.e. r(M) > p(x + y)), we complete the partial solution B (B is here an independent set of p(x + y) elements) with a set of elements R in such a way that B ∪ R is a base. Because the utilities are non-negative, we conclude that w(B ∪ R) ≥ w(B) and g(B ∪ R) ≥ g(B). This algorithm is called GENERALIZED ALT-GREEDY.
We also give a definition that generalizes the notion of simple matroids:
Definition 2 A matroid is called k-simple for some integer k ≥ 1 if every subset of at most k elements is independent.
Note that a matroid is simple if and only if it is 2-simple.
We get the following result.
Theorem 4 GENERALIZED ALT-GREEDY is
x x+y , y x+y+xy -approximate for every (x + 1)-simple matroid M satisfying r(M) = p(x + y) for some integers p, x, y ≥ 1, and such that each label appears at most once. Since the weight agent selects the set X i of size x that maximizes w(F ∪ X i ) and because this agent's utility function is additive, we deduce that w(X i ) ≥ w(A) ≥ w(X w i ), for every i ∈ {1, ..., p}. Hence,
Since B w is sorted by nonincreasing order of w, and x, y ≥ 1, we get that yw(X 
Thus, GENERALIZED ALT-GREEDY is ( g are sorted by nonincreasing order of g. Since g is also additive, we get that (see above),
Since B g is sorted by nonincreasing order of g, and x, y ≥ 1, we have xg(
Let e g 1 be the element of X g 1 which is maximum for g. Since B g is sorted by nonincreasing order of g, we get that
If there exists e ∈ X 1 such that g(e) = g(e Definition 2) . Let e 1 be the first element inserted into B after X 1 (by assumption, r(M) ≥ x + 1). Since the second agent (label agent) selects e 1 in order to maximize g(X 1 ∪ {e 1 }) then g(e 1 ) ≥ g(e g 1 ). In any case, we get that g(B) ≥ g(e g 1 ), so
By summing (12) and (13), we get that
). Thus, GENERALIZED ALT-GREEDY is Note that by setting x = y = 1, this amounts to apply ALT-GREEDY to get a (1/2, 1/3)-approximation for simple matroids. This approximation is tight as shown in Example 6.
Example 6
We present an instance of the graphic matroid defined over a simple connected graph G = (V, E) and illustrated by Figure 3 .
(w(e), g(e)), ∀e ∈ E ( g(B) ).
In addition, this approximation is the best one because there is no tree
B ′ of G such that w(B ′ ) ≥ w(B), g(B ′ ) ≥ g(B) and (w(B ′ ), g(B ′ )) = (w(B),
General computational complexity and a particular solution
Theorem 2 is a constructive proof that every labeled-simple instance of the model admits a ( Π generalizes the minimal spanning tree problem with a side constraint which was shown NP-complete [1] , see also [12] for matroids. Actually, by considering the graphic matroid where each edge e has a distinct label e, the problem addressed in this article is the maximization version of the minimal spanning tree problem with a side constraint.
Though Π is NP-complete in general, the next result (Theorem 5) states that a particular Pareto optimal solution can be computed in polynomial time. Within the set of optimal solutions for w, let F * w,g be one which maximizes g. Let B be the set of bases of M and B w ⊆ B be the set of all bases which are optimal for w : X → IR + . Then F * w,g consists in solving max B∈Bw g(B) . In other words, F * w,g is an optimal base of the matroid with respect to w (i.e. a base of maximum weight) which maximizes the gain of the labels used (the chromatic price). For instance, if the matroid is the graphic one in a weighted connected graph G = (V, E; w), we seek a spanning tree T maximizing the chromatic price ℓ∈L(T ) g(ℓ) among the maximum weighted spanning trees.
Let us make some observations:
• If w(e) = 1 for every edge e ∈ E and g(ℓ) = 1 for every label ℓ, we look for a spanning tree with a maximum number of labels i.e., finding max T ∈T |L(T )| where T is the set of spanning trees. This problem has already been proved polynomial in [4] . More generally, as it is noticed in [24] , finding a base B of a matroid M = (X, F ) maximizing the chromatic price ℓ∈L(B) g(ℓ) can be easily reduced to a matroid intersection problem; thus, this problem is polynomial time solvable and it corresponds to finding F * w,g in the special case where w(x) = 1 for every element x ∈ X. Below, we propose to solve this latter problem in the general case.
• The complexity of finding a base of a matroid M = (X, F ) with minimum weight which maximizes the chromatic price (solving max B∈B − w g(B) where B − w is the set of minimum weight bases) is polynomially equivalent to finding F * w,g by setting w
′ (e) = w max − w(e), for all e ∈ X where w max = max e∈X w(e).
• On the other side, the problem of seeking a base of maximum weight of the matroid which minimizes the chromatic price i.e., min B∈Bw g(B) is much harder (problem 3 page 1962 in [24] ). This problem is proved to be ln r(M)-approximable in [24] where r(M) is the rank of the matroid M. This approximation is tight and can not be improved.
Note that F * w,g is a lexicographic Pareto optimal solution.
Theorem 5 F * w,g can be computed in polynomial time.
Proof. Let B w ⊆ B be the set of all bases which are maximum for w in the matroid M = (X, F ). The collection B w satisfies the strong bases exchange property (see Property 1). Using Theorem 1, we observe that B w is the collection of bases of the matroid M w = (X, F w ) where
be a partition matroid where F ∈ F ′ if and only if F ⊆ X and |L(F )| = |F |. We want to findF ∈ F w ∩ F ′ such that g(F ) is maximized. Since M w and M ′ are two matroids defined over the same set of elements X, the intersection of M w and M ′ such that g is maximized can be done in polynomial time [15] . CompleteF into a baseB in a greedy manner with elements of X sorted by nonincreasing weight (like in GREEDY). We conclude thatB = F * w,g because g(B) = g(F ),F maximizes g and it contains a maximum number of labels. ✷
The complexity of the algorithm that finds F * w,g depends on the matroid intersection algorithm which runs in O(|X| 4 + θ * |X| 3 ) time where θ is the complexity of the independence oracle [22] . θ is not given explicitly, it depends on the matroid under consideration. In our study, we suppose that θ is a polynomial (see Section 2.1) .
An open question is to know the complexity of finding the other extremal Pareto optimal solution F * g,w which corresponds to max B∈Bg w(B) where B g is the set of all bases which are maximum for g. In other words, F * g,w is a base B of M with maximum chromatic price that maximizes the weight w(B) = e∈B w(e).
The unweighted-label subcase
In this section, we consider a special case, called unweighted-label, where g(ℓ) = 1 for every label ℓ. In fact, g(F ) = |L(F )| holds in this case, so the label agent's goal is to maximize the number of distinct labels. As previously mentioned, finding a base B L that maximizes |L(B L )| can be done in polynomial time. In the following, L denotes |L(B L )|. In this section, we do not assume that the matroid is labeled-simple.
One can analyze ALT-GREEDY and show that it is
-approximate for any matroid M = (X, F ) in the unweighted-label subcase. It is noteworthy that we do not need to restrict ourselves to labeled-simple matroids anymore. The proof is skipped because it follows the line of Theorem 2's proof and we are able to propose another algorithm, called 3-PHASES, with better guarantees. Indeed, we will prove that 3-PHASES is
k -approximate for every positive integer k given as a part of the input. Therefore, k = 2 gives a 3-PHASES starts with an empty solution F then the weight agent adds ⌊ k−1 k L⌋ elements in a greedy manner (trying to maximize the weight). Afterwards, the label agent adds to F a set of at most ⌊ L k ⌋ new elements so that the number of new labels (i.e. the labels that are not present in the first phase) is maximized. During the last phase, the weight agent completes F in a greedy way by adding elements according to their weight until a base is obtained. In the following, B j denotes the elements inserted during phase j. Hence, 3-PHASES returns the base
The first and third phases of the algorithm are both greedy and clearly polynomial. Only the second phase of the algorithm is not greedy. It consists in finding an independent set of limited cardinality (at most ⌊L/k⌋ elements) in the intersection of two matroids.
In the second phase, the first matroid is obtained as follows: consider the contraction of M by B 1 denoted by M/B 1 , and the restriction of M/B 1 to X ′ defined as
} defines a matroid because the contraction and the restriction of a matroid is also a matroid [29] . So, M 1 is the first matroid. The second matroid
is the partition matroid of X ′ induced by the labels. Assume that L(X) = {ℓ 1 , . . . , ℓ p } and let X i = {x ∈ X : L(x) = ℓ i } (i = 1, ..., p) be the set of elements with label ℓ i . Then
Find a set S of maximum cardinality in F 1 ∩ F 2 (this can be done in polynomial time [11] ). If |S| > ⌊L/k⌋ then retain a subset of only ⌊L/k⌋ elements of S. By property (ii) of a matroid, the resulting set is independent. Thus, the second phase of 3-PHASES runs in polynomial time.
Theorem 6 Let k be a positive integer given as the input. Then 3-PHASES is
Proof. The algorithm is clearly (0, 1)-approximate when k = 1 because no element is picked during the first phase and during the second phase one can insert ⌊L⌋ = L elements with distinct labels.
From now on, suppose k ≥ 2. Let B = {e 1 , . . . , e r } be the base returned by 3-PHASES. The indices of elements of B follow the order by which they are inserted in the solution.
Let us first focus on the ratio 
The elements of B w being sorted by nonincreasing weight, we also have
B 2 is the set of elements added during the second phase by the label agent and |B 2 | ≤ ⌊L/k⌋. Since
so that every one contains at least |B 2 | elements. Using Inequality (15), we have
w(e w j ) for t = 1, ..., k − 1
Summing up these inequalities gives
w(e w j ).
By summing (14) and (16), we get that
Concerning the third phase of the algorithm, Property (iii) of matroids implies that
that we plug in (17) to get that
w(e 
The second phase of the algorithm consists in adding to B 1 , at most ⌊L/k⌋ elements with labels that do not appear in L(B 1 ).
We denote by t the number of labels that B 1 and E L share. We have |L(
k L⌋ = ⌈L/k⌉ − t elements with new labels are added during the second phase. Indeed on the one hand, by Property (iii ′ ), there exists A ⊆ E \ B 1 with
On the other hand, A is an independent set of the partition matroid
Thus, A is a feasible solution of the intersection of matroids M 1 and M 2 . So, |L(B 2 )| ≥ |L(A)|. Now, because |L(B 1 )| ≥ t, at least |L(B 1 ∪ B 2 )| = |L(B 1 )| + |L(B 2 )| ≥ |L(B 1 )| + |L(A)| = ⌈L/k⌉ ≥ L/k labels appear at the end of the second phase. The elements added during the last phase can only increase the number of labels so we know that in every case 3-PHASES is (·, 1/k)-approximate.
In conclusion, 3-PHASES is (
The next lemma shows that the guarantees of 3-PHASES are essentially Pareto optimal. Proof. We prove this result for the graphic matroid, but the result holds for general matroids. Let α > 0 and β > 0.
(a) Suppose that α + β ≥ 1 and α = k−1 k for every positive integer k. There is a unique integer L ≥ 2 such that
Consider the multigraph G L , instance of the unweighted-label case for the graphic matroid, illustrated by Figure 4 . The multigraph G 2 admits two different spanning trees T 1 = {(v 0 , v 1 ), (v 1 , v 2 ) above} and T 2 = {(v 0 , v 1 ), (v 1 , v 2 ) below} with utilities (0, 2) and (2, 1), respectively. So, the ideal point is (2, 2). There is no feasible solution with positive weight and such that the number of labels is greater than 2β > 2 * 1/2 = 1. ✷ Item (b) of Lemma 1 shows that β = 1/2 is a tradeoff on the number of labels that we can reach if some positive guarantee on the weight is achieved. Hence, Theorem 6 gives the best result that we can hope.
Conclusion and future directions
For the general case, we have proposed a polynomial-time (1/2, 1/4)-approximation for labeled-simple matroids. A (1/3, 1/3)-approximation exists for simple matroids also by inverting the agents' role. An important question consists in improving these approximations. We believe that a (1/2, 1/3)-approximation exists and that it offers Pareto optimal guarantees i.e., there are small instances without any (α, β)-approximation such that α ≥ 1/2 and β ≥ 1/3 with at least one strict inequality.
For the unweighted-label subcase, we proposed polynomial-time deterministic algorithms which achieve several tradeoffs and we proved that some tradeoffs are not possible. Note that the complexity result of Section 4 does not hold for the unweighted-label subcase, so its exact complexity is open. A first step in this direction would be to consider the open problem of computing F * g,w (a Pareto optimal solution with maximum weight among solutions of maximum gain).
Another perspective is to work with a more general class of objective functions. Suppose both utility functions are of type "gain of label" so that the labels of the first utility function are independent of those of the second one. Then a suitable revision of ALT-GREEDY provides a ( If the first utility function is "gain of label" and the second one is "number of labels", we can deduce a However, if the first utility function is "number of labels" and the second one is "gain of label", we do not think that we can improve the ( )-approximation with our algorithms. In all cases, it is better to choose the utility function "number of labels" in second position, because our algorithms (ALT-GREEDY and 3-PHASES) allow to guarantee an additional label.
The case of additive functions is studied in [14] for the graphic matroid. We generalize this result and provide ( x x+y , y x+y+xy )-approximations for (x + 1)-simple matroids where x, y ≥ 1 are integers. For general matroids, as mentioned in the paper, there is no constant approximation for additive utilities, however an approximation depending on a parameter is given for any number of agents [17] .
Finally, it would be interesting to study the problem under general submodular functions (or coverage function which generalize "gain of labels" [8] ).
