In [6] R. Pindyck introduced a model where uncertainty arise from the unknown amount of investments needed to complete a project. In this paper, we obtain an explicit solution for this problem.
conditions is called an admissible control. Let us denote the class of admissible controls by U. Nonnegativity of the investment rate means that we cannot take back any part of our money once we have invested. The maximal value of the investment rate I max is specified by two factors. The first one is that an investor can put his money only with a bounded rate. For example, a company cannot invest in a project more than 1$ a year. Besides that there can be external limitations on the investment rate. For example, construction works cannot be completed within certain time limit or research on a new drug cannot be speeded up by additional investments.
Let F (x, I) denote a utility functional:
where E x is the mathematical expectations w.r.t. X 0 = x, τ = inf{t : X t = 0}, V = const > 0 -the value of the project upon completion, which is known in advance, r = const ≥ 0 -investment rate. The utility function is the way to measure the mathematical expectation of "gain from the project minus the investments". The time τ is the time of finishing the project (X τ = 0). The integral in (2) denotes the discounted investment in the project, and the second summand is the discounted gain from the project.
Let us introduce a profit function
We consider F (x) as a criterium for investment optimality. Note, that if the set of admissible control values was unbounded (i.e. I max = ∞), then the optimal strategy is to invest immediately all the capital needed to complete the project.
Further note that F (x, I, V ) = I max F (x/I max , I/I max , V /I max ). Thus we can put I max = 1 without loss of generality.
In this paper we want to find an optimal strategy of investmentĨ =Ĩ(x) and the profit function F = F (x). Generally, problems of this type (see [8] , [5] ) are solved in the following way. Using heuristic arguments one finds a strategy which is suspected to be optimal. Then one computes the corresponding value of the utility functional. Finally, one proves that the strategy is optimal and that the function constructed is indeed the profit function. We prove that the following strategy is optimal: if the capital needed to complete the project is less than a certain value x * , then we should invest at the maximal rate; if at any moment the capital needed to complete the project exceeds x * , we should stop investing in a project.
Pindyck [6] has found the solution for the case of technical uncerainty when the interest rate is equal to zero (r = 0). We obtain an explicit solution for the general problem when r > 0. It is interesting to note that in the case of input cost uncertainty and in the presence of two uncertainties the optimal strategy will be to not invest at all, but to wait while the project is completed "by itself"! Indeed, here the time is "free" (r = 0) and the probability that the process (1) with I t ≡ 0 hits zero in finite time (the probability of completing the project in finite time) is equal to 1.
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Finding the solution

Formulating Stefan problem with a free boundary
The value function F = F (x) is the criterium of optimality in our model:
Here U = {I : 0 ≤ I t ≤ 1}, τ = inf{t : X t = 0}. One can easily see from (4) that F (0) = V and F (x) ≤ V for all x ≥ 0. Let us assume that there exists a functionF =F (x) and a controlĨ =Ĩ(x) such that the Bellman equation is satisfied.
Let us introduce operators L 1 and L 2 acting on functions
( where x * ∈ (0, ∞) ) according to the formula
Let us write the Bellman equation
As one can see equation (6) is linear in the control I. Therefore we may assume that the optimal control is the following:Ĩ
In this way we obtain that for those x, whereĨ(x) = 1, the following equation is satisfied
and for those x, whereĨ(x) = 0, the following equation holds
Taking into account intuitive considerations on the structure of the optimal control, we assume that there exists a constant x * , such thatĨ(x) = 1 for x < x * , andĨ(x) = 0 for x ≥ x * (i.e. we must invest at maximal rate if the cost of the project is "reasonable", and abandon the project when it becomes too "expensive"). In other words we have to solve the following free boundary Stefan problem: find a number x * and a smooth functionF (x) such that
Solution to the Stefan problem
One can easily check that the following conditions are sufficient and necessary forF (x), x ≥ x * to be a solution for the Stefan problem for
Indeed, the general solution of (13) is c 1 x 1−b + c 2 x b . It follows from (11), that c 2 = 0. We can obtain c 1 from (12) with x = x * . Note that the case γ = 0 may be considered as an asymptotic by letting γ → 0. Consider the following differential equation:
Suppose u 1 (x) and u 2 (x) are linearly independent solutions of (15), such that u 1 (0) = 1, u 2 (0) = 0. The following condition is necessary and sufficient forF (x) with 0 ≤ x ≤ x * to be a solution to the Stefan problem on [0, x * ]
where Θ(x) and x * are obtained from the following conditions
Substituting (16) in (17) and (18) we get
Note that using (15) and (5), one can write
Thus, we can rewrite (19) as
We shall obtain x * as the minimal positive root of the equation Φ(x) = 0, where
We shall show further that x * is also the minimal positive root of the equation
.
To find an explicit solution in terms of special functions we have to consider the cases of technical uncertainty, input cost uncertainty, and the case of the presence of two uncertainties separately. As equation (15) is an equation of type 2.1.2.166 in [7] , we can write down its explicit solutions u 1 (x) and u 2 (x). To find an explicit expression for Θ(x) and Φ(x), we shall use identities from Appendices A, B, C for eq.(20) (21) in the cases of technical unceratinty, input cost unceratinty and in the case of the presence of both uncertainties respectively.
The case of technical uncertainty Let c = 1 + 2/β 2 . Replace z by z = 2rx/β 2 . We find
where I ν (x), K ν (x) are modified Bessel functions of the first and the second type respectivetly (see Appendix A). Note that L 1 u i − ru i = 0, i = 1, 2, since γ = 0. Thus we can write down the expression for Φ(z)
The case of input cost uncertainty Let z = r b(b−1) x. Then
where M (a, b, x) and U (a, b, x) are confluent hypergeometic functions of the first and the second type (see Appendix B). Use (50) and (51) to compute the first and the second derivatives from u 1 (z) and u 2 (z). Substitute the expressions for the derivatives in (20). Then (52) and (53) give
dz , i = 1, 2 as β = 0. Take derivatives using (50) and (51) to obtain
The case of two uncertainties Let z = c−1
where F (a, b; c, x) are hypergeometric functions (see Appendix C). Using (58) and (59) we compute the first and the second derivatives of u 1 (z) and u 2 (z). Then we substitute the expressions for the derivatives in (20). Thus from (62) and (63) we obtain
Using (64) and the expression for the first and the second derivatives of u i (z), i = 1, 2, it is not difficult to obtain expressions for L 1 u i (z), i = 1, 2. Substituting the obtained expressions in (21) we get
Now we can summarize the results in the following theorem:
Theorem 2.1 In the model described above the optimal controlĨ =Ĩ(x) and the value function F = F (x) are the following:
where b = 
The proofs
In this section we prove theorem 2.1. We shall need two lemmas. Therefore, Φ = Φ(z) is a continuous function, the Bessel, confluent hypergeometric and hypergeometric functions are continuous. Taking the asymptotic representation of corresponding special functions we get that Φ(0) = V r > 0 and Φ(+∞) = −1 < 0. By the theorem from analysis there is a value z * where Φ(z * ) = 0.
Lemma 3.2 The following inequalities hold
Proof of the lemma. Let us prove (35). For γ = 0 we have
Now let us prove (34) separately for each type of unceratainty.
Then in the case of technical uncertainty we have
Take the derivative of Ψ(z). Note that I c−1 (2 √ z) > 0, for c > 1. By corrolary 7.1 from Appendix D we obtain the inequality
Thus, Ψ(z) is a strictly decreasing continuous function for z < z * . Moreover, by asymptotic properties of modified Bessel functions we have Ψ(0) = V r. Also from the conditions of the lemma we have Ψ(z * ) = 0. Thus, Ψ(z) > 0 for z < z * .
In the case of input cost uncertainty we have:
Let us consider the difference Ψ(z) − Φ(z). By corrolary 7.2 from Appendix D we have
But for z < z * we have Φ(z) > 0, as Φ(0) = V r > 0 and z * is the minimal positive root of Φ(z) = 0. Therefore, Ψ(z) > Φ(z) > 0.
In the case of two uncertainties we have:
In order to prove that Ψ(z) is positive for z < z 
Thus, Ψ(z) > Φ(z) > 0 for z < z * . Now suppose b − c > 0. First we note, that
where
Let us take the derivative of N (z) using (61),(60). By corrolary 7.3 from Appendix D we obtain:
Thus, we have proved that N (z) and (1 + z) −b are strictly decreasing functions for z < z * . Therefore Ψ(z) is a strictly decreasing function for z < z * . Besides that, Ψ(0) = V r > 0 and Ψ(z * ) = 0.
Thus, Ψ(z) > 0 for z < z * .
Proof of the theorem. To prove the theorem we need to check if the verification properties hold. According to the standard technique of stochastic optimal control the verification properties are the following: Let us notice that by lemma 3.2 we have for any admissible control I
Taking the mathematical expectation E x of e −rtF (X t ), by (36) we obtaiñ
Note, that the stochastic integrals in (37) are martingales. Therefore the mathematical expectation of those integrals is equal to zero. Letting t go to infinity in (37) we obtainF (x) ≥ F (x, I), as e −r(t∧τ )F (X t∧τ ) → V e −rτ . Indeed, if τ < ∞ thenF (X τ ) = V . And if τ = ∞ thenF (X t ) is bounded, e −r(t∧τ ) → 0 and V e −r(t∧τ ) →, t → ∞. Thus it follows from (37) thatF (x) ≥ F (x, I), i.e. the property (A) holds.
Let us check the property (B) similary. Applying Ito formula to e −rtF (X t ) and taking mathematical expectation we have: 
