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K U R Z FA S S U N G
Die drahtlose Vernetzung des Fahrzeugs mit seiner unmittelbaren Umge-
bung kann zukünftigen Fahrzeuggenerationen eine neue Dimension inno- VANETs auf Basis
von ETSI ITS-G5vativer Dienste und Assistenzfunktionen eröffnen. Ein großes Potential zur
Erhöhung der Verkehrssicherheit bieten kooperative Sicherheitsanwendun-
gen, die auf einer periodischen Broadcast-Übertragung von Statusnachrichten
durch Fahrzeug-zu-Fahrzeug-Kommunikation basieren. In Europa bildet die
von ETSI standardisierte, auf dem WLAN-Standard IEEE 802.11 beruhende
Funktechnologie ITS-G5 die favorisierte technische Grundlage zur Realisie-
rung von Fahrzeug-zu-Fahrzeug-Kommunikationsnetzen, die als Vehicular
Ad-Hoc Networks (VANETs) bezeichnet werden.
Gegenstand der vorliegenden Dissertation ist die Bewertung der netzlast-
abhängigen Dienstgüte periodischer Broadcast-Kommunikation in VANETs Netzlastabhängige
Dienstgüte-
bewertung
auf Basis von ETSI ITS-G5. Die zu diesem Zweck durchgeführten Untersu-
chungen stützen sich sowohl auf Labor- und Feldtests als auch auf extensive
Simulationsstudien.
Nach einer kurzen Einleitung im ersten Kapitel fasst das zweite Kapitel der
Arbeit zunächst die für ihren weiteren Verlauf relevanten Grundlagen der Einleitung,
Grundlagen und
verwandte Arbeiten
Fahrzeug-zu-Fahrzeug-Kommunikation zusammen. Das dritte Kapitel gibt
anschließend einen Überblick über verwandte Forschungsarbeiten zur Leis-
tungsbewertung und Überlaststeuerung in VANETs.
Da die Validität der aus Simulationsstudien hervorgehenden Ergebnisse
maßgeblich von der Qualität des ihnen zugrunde liegenden Simulationsmo- Modellierung
dells abhängt, widmet sich das vierte Kapitel der Dissertation vertieft der Mo-
dellierung periodischer Broadcast-Kommunikation in VANETs. Dabei wird
eine Messumgebung für Labor- und Feldtests vorgestellt, die es erlaubt, empi-
risch validierte Modelle für die simulationsgestützte Leistungsbewertung zu Messumgebung und
Labortestsgewinnen. Mit ihrer Hilfe wird in Labortests zunächst die datenratenabhän-
gige Empfängerempfindlichkeit der verwendeten IEEE 802.11 Interfacekarten
bestimmt, um dem Simulationsmodell diesbezüglich realitätsnahe Schwellen-
werte zugrunde legen zu können.
Im Folgenden wird der Fokus auf die Modellierung des Funkkanals ge-




von Feldtests die in der Realität gegebenen Ausbreitungsbedingungen von
Fahrzeug-zu-Fahrzeug-Kommunikation auf Autobahnen empirisch ermittelt.
Aus den Ergebnissen der Feldtests wird, motiviert durch die diesbezüglichen
Schwächen bisher verfügbarer Simulationsmodelle, ein Ausbreitungsmodell
für die simulationsgestützte Leistungsbewertung in Autobahnszenarien abge-
leitet, das die realen Ausbreitungsverhältnisse mit hinreichender Genauigkeit
abbildet.
Nach einer Einführung individuell an die Bedürfnisse der weiteren Un-
tersuchungen angepasster Performanzmetriken wird das vierte Kapitel ab- Simulations-
umgebunggeschlossen durch die Vorstellung eines umfangreichen Simulationsmodells
v
und einer darauf aufbauenden Simulationsumgebung zur Leistungsbewer-
tung in VANETs, die im Rahmen der vorliegenden Arbeit entwickelt wur-
den. Die Simulationsarchitektur nutzt eine Kopplung von Netzwerksimulati-
on und mikroskopischer Verkehrsflusssimulation auf Basis der SimulatorenNetzwerk- und Ver-
kehrsflusssimulation OMNeT++ und SUMO, um eine realistische Modellierung sowohl des Kom-
munikationsnetzes als auch der Teilnehmermobilität sicherstellen zu können.
Das Simulationsmodell bildet die relevanten Teile der europäischen ITS-Pro-
tokollarchitektur detailgetreu ab und stützt sich zur realitätsnahen Modellie-
rung des Funkkanals auf das empirisch validierte Ausbreitungsmodell für
Autobahnszenarien. Durch die Implementierung einer komplexen Auswer-
tungsmethodik ermöglicht die Simulationsumgebung eine detaillierte Eva-
luation des Verhaltens und der Performanz von VANETs. Im Ergebnis steht
damit ein leistungsfähiges Werkzeug für eine effiziente und aussagekräfti-
ge Dienstgütebewertung von Fahrzeug-zu-Fahrzeug-Kommunikationsnetzen
zur Verfügung.
Das fünfte Kapitel der Dissertation widmet sich der simulationsgestütz-
ten Leistungsbewertung periodischer Broadcast-Kommunikation in VANETsLeistungsbewertung
durch Simulation anhand extensiver Simulationsstudien, die auf dem entwickelten Modellie-
rungs- und Simulationskonzept basieren. Den Untersuchungsgegenstand bil-
det dabei ein Autobahnszenario, dem zur Untersuchung netzlastabhängi-
ger Effekte unterschiedliche Verkehrsdichten zugrunde gelegt werden, wo-
bei jedes Fahrzeug periodisch Statusnachrichten erzeugt und als Single-Hop-
Broadcast unter Verwendung von ITS-G5 überträgt.
Die Simulationsstudien werden eingeleitet durch eine Untersuchung grund-
legender Skalierbarkeitseffekte. Dabei wird aufgezeigt, dass sich die Netz-Untersuchung
grundlegender
Skalierbarkeitseffekte
last maßgeblich auf die Dienstgüte des Netzes auswirkt und Multi-User-In-
terferenzen in Überlastsituationen zu inakzeptablen Beeinträchtigungen der
Dienstgüte führen.
Im Anschluss wird evaluiert, welchen Einfluss die Ausbreitungsmodellie-




güte hat. Die Ergebnisse zeigen erhebliche Auswirkungen sowohl des zu-
grunde gelegten Pfadverlustmodells als auch der Fading-Intensität. Anhand
substanzieller Abweichungen gegenüber dem empirisch validierten Ausbrei-
tungsmodell für Autobahnszenarien wird die Notwendigkeit einer realitäts-
nahen Ausbreitungsmodellierung dokumentiert. Mithilfe weiterer Simulatio-
nen wird ferner herausgearbeitet, dass die Nutzung von Physical Layer Cap-
ture (PLC) eine signifikante Verbesserung der erzielbaren Dienstgüte bewirkt
und daher durch das Simulationsmodell abgebildet werden muss.
Nachfolgend setzt sich die Arbeit mit unterschiedlichen Möglichkeiten zur
Quantifizierung der Netzlast in VANETs auseinander, indem verschiedene zuQuantifizierung der
Netzlast diesem Zweck in Betracht kommende Metriken und ihre Interdependenzen
untersucht werden.
Den Schwerpunkt und Abschluss des fünften Kapitels bildet schließlich
eine eingehende Untersuchung der netzlastabhängigen Auswirkungen ver-Vermeidung von
Überlast schiedener konfigurierbarer Kommunikationsparameter auf die Performanz
des Netzes. Im Rahmen umfangreicher Simulationsstudien werden die Para-
meter Sendeleistung, Nachrichtenerzeugungsrate, Datenrate, Carrier-Sense-
vi
Schwellenwert und Größe des Contention Windows betrachtet und ihr jewei-
liges Potential zur Bewältigung von Skalierbarkeitsproblemen und zur Ver-
meidung von Überlastsituationen in VANETs bewertet.
Das sechste und letzte Kapitel schließt die Dissertation mit einer Zusam-
menfassung ihrer Ergebnisse und einem kurzen Ausblick ab.
Schlagwörter: Fahrzeug-zu-Fahrzeug-Kommunikation, VANET, ITS-G5.
A B S T R A C T
Wireless networking between vehicles and their immediate environment can
provide a new dimension of innovative services and assistance functions to fu- VANETs based on
ETSI ITS-G5ture vehicle generations. Cooperative safety applications, relying on periodic
broadcasts of status messages using vehicle-to-vehicle communication, offer
great opportunities to improve traffic safety. In Europe, ETSI ITS-G5, which
is derived from the IEEE 802.11 standard for wireless LANs, is the favored
wireless networking technology to realize vehicle-to-vehicle communication
networks, commonly referred to as Vehicular Ad-Hoc Networks (VANETs).
In this dissertation, periodic broadcast communication performance in load-dependent
performance
evaluation
VANETs based on ETSI ITS-G5 is evaluated dependent on network load. The
research conducted for this purpose relies on laboratory and field tests as
well as on extensive simulation studies.
Following a short introduction in the first chapter, the second chapter sum-
marizes fundamentals of vehicle-to-vehicle communication that are conside- introduction,
fundamentals and
related work
red relevant for the remainder of the thesis. Afterwards, the third chapter
gives an overview of related work on performance evaluation and congestion
control in VANETs.
As the validity of results acquired from simulation studies is substantially
affected by the quality of the underlying simulation model, the fourth chap- modeling
ter of this dissertation thoroughly addresses modeling periodic broadcasts in
VANETs. A measurement system for laboratory and field tests is presented,
which allows obtaining empirically validated models for simulation-based measurement system
and laboratory testsperformance evaluation. With the aid of this measurement system, the recei-
ver sensitivity of the employed IEEE 802.11 network interface controllers is
quantified as a function of data rate in laboratory tests. The results are used to
provide the simulation model with realistic threshold values regarding frame
reception.
Subsequently, the thesis focuses on radio propagation modeling. Using




in reality are determined empirically by means of vehicle-to-vehicle commu-
nication field tests on highways. Motivated by the weaknesses of simulation
models available to date, a propagation model for simulation-based perfor-
mance evaluation in highway scenarios is derived from the field test results
that reflects real propagation conditions adequately accurate.
After introducing performance metrics that are individually adapted to
the needs of the following performance studies, the fourth chapter is com- simulation
environment
vii
pleted by the presentation of a comprehensive simulation model and a cor-
responding simulation environment for performance evaluation in VANETs,
which have been developed for the purpose of this thesis. In order to ensu-
re realistic modeling of both the communication network and the mobility
of its users, the simulation architecture relies on an interconnection of net-network and traffic
simulation work simulation and microscopic traffic simulation based on the simulators
OMNeT++ und SUMO. The simulation model reproduces relevant details of
the European ITS protocol architecture true to the detail and utilizes the em-
pirically validated propagation model for highway scenarios to realistically
reflect radio propagation. By implementing an elaborate functionality for da-
ta collection, aggregation and analysis, the simulation environment enables
a detailed investigation of the behavior and performance of VANETs. As a
result, a powerful tool for efficient and insightful performance evaluation in
vehicular networks is provided.
The fifth chapter of this dissertation is devoted to simulation-based perfor-
mance evaluation of periodic broadcasts in VANETs by means of extensivesimulation-based
performance
evaluation
simulation studies, which are based on the developed modeling and simulati-
on concept. The object of investigation is a highway scenario, which involves
variable traffic densities in order investigate effects dependent on network
load. The scenario assumes that each vehicle periodically generates status
messages and transmits these as single-hop broadcast using ITS-G5.
The simulation studies start with an investigation of fundamental scalabi-
lity effects. It illustrates that the level of network load substantially affectsinvestigation of
fundamental
scalability effects
network performance and that multi-user interference causes unacceptable
performance impairments when the network is congested.
Subsequently, the impact of propagation modeling on simulation-based
performance evaluation is evaluated. The results show a significant influenceimpact of
propagation
modeling and PLC
of both the employed path loss model and the fading severity. In view of
substantial deviations from the empirically validated propagation model for
highway scenarios, it is documented that realistic propagation modeling is
indispensable for acquiring accurate results using simulation studies. Addi-
tional simulations disclose that physical layer capture (PLC) considerably im-
proves the achievable performance and therefore has to be reflected by the
simulation model.
Afterwards, the thesis examines several alternatives for network load quan-
tification in VANETs. Different metrics that can be applied for this purposenetwork load
quantification are compared and interdependencies between them are identified.
The fifth chapter is completed by an in-depth investigation that quanti-
fies the impact of different configurable communication parameters on load-congestion
avoidance dependent network performance. By means of comprehensive simulation stu-
dies, the parameters transmission power, message generation rate, data rate,
carrier sense threshold and contention window size are examined, and their
suitability to overcome scalability problems and to avoid network congestion
in VANETs is evaluated.
The sixth and final chapter concludes the dissertation with a summary of
its results and a short outlook.
Keywords: Vehicle-to-Vehicle Communication, VANET, ITS-G5.
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1
E I N L E I T U N G
Als Carl Benz am 29. Januar 1886 beim Kaiserlichen Patentamt die Ertei-
lung eines Patents für das von ihm erfundene „Fahrzeug mit Gasmotorenbe- Entwicklung des
motorisierten
Straßenverkehrs
trieb“ [10] beantragte, konnte er nicht voraussehen, welche Entwicklung der
motorisierte Straßenverkehr bis in das 21. Jahrhundert nehmen und welche
sozioökonomische Bedeutung ihm für die Mobilitätsgesellschaft der heutigen
Zeit zukommen würde. Im Jahr 2013 wurden in der Europäischen Union of-
fiziellen Statistiken zufolge 4672 Milliarden Personenkilometer mit dem Pkw
zurückgelegt und Güter im Umfang von 1719 Milliarden Tonnenkilometern
mithilfe des straßengebundenen Güterverkehrs transportiert. Dies entspricht
einer Zunahme von 18,7% bzw. 33,4% gegenüber dem Jahr 1995, wie Abbil-



































































Abbildung 1: Entwicklung der jährlichen Verkehrsleistung des in Personenkilome-
tern (pkm) gemessenen PKW-Verkehrs und des in Tonnenkilome-
tern (tkm) gemessenen Straßengüterverkehrs in der Europäischen
Union zwischen 1995 und 2013 [36, 37].
Die sichere und effiziente Bewältigung dieser enormen Verkehrsleistung ist
mit erheblichen Herausforderungen verbunden: Trotz der großen Fortschritte,
die in den letzten Jahrzehnten im Bereich der Verkehrssicherheit erzielt wer-
den konnten, ereigneten sich im Jahr 2013 in der EU noch immer mehr als
1,054 Millionen Straßenverkehrsunfälle mit Personenschäden und 25938 Men-
schen verloren dabei ihr Leben [37]. Staus innerhalb des Straßennetzes der
EU verursachen nach Schätzungen der Europäischen Kommission volkswirt-
schaftliche Kosten in Höhe von 1% des Bruttoinlandsproduktes [29].
Vor diesem Hintergrund können kooperative Systeme, die auf einer Vernet-
zung des Fahrzeugs mit seiner Umwelt basieren, aufgrund ihres vielfältigen Kooperative Systeme
Anwendungspotentials einen wertvollen Beitrag dazu leisten, den Straßenver-
kehr der Zukunft sicherer, effizienter und komfortabler zu gestalten. Die Nut-
1
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zung dieses Potentials ist daher seit einigen Jahren fester Bestandteil der po-
litischen Agenda: Die Europäische Kommission etwa hat bereits im Jahr 2008
einen Aktionsplan zur Einführung intelligenter Verkehrssysteme1 vorgestellt,
der die Verbesserung von Sicherheit, Effizienz und Umweltverträglichkeit des
Güter- und Personenverkehrs in der EU als politische Hauptziele definiert
und die Entwicklung kooperativer Systeme als wichtiges Mittel zur Errei-
chung dieser Ziele hervorhebt [38].
Die technische Grundlage solcher kooperativen Systeme bildet die draht-
lose Kommunikation zwischen Fahrzeugen (Fahrzeug-zu-Fahrzeug), in derV2V- und V2I-
Kommunikation englischsprachigen Literatur als Vehicle-to-Vehicle (V2V) bezeichnet, sowie
zwischen Fahrzeugen und der sie umgebenden Infrastruktur (Fahrzeug-zu-
Infrastruktur), im Englischen Vehicle-to-Infrastructure (V2I) genannt [69, 89, 98,
149, 183].
Die Kommunikation des Fahrzeugs mit seiner unmittelbaren Umgebung
lässt ein sich selbst organisierendes Ad-hoc-Netz entstehen, das zwar durchVehicular Ad-Hoc
Network (VANET) Infrastrukturelemente, etwa in Form sogenannter Roadside Units (RSUs), er-
gänzt werden kann, zu dessen Steuerung und Betrieb jedoch grundsätzlich
keine feste Infrastruktur benötigt wird. Da es sich somit um einen Spezial-
fall eines Mobile Ad-Hoc Networks (MANET) [6, 125, 129, 168] handelt, wird
für diese Form eines Kommunikationsnetzes der Begriff Vehicular Ad-Hoc Net-
work (VANET) verwendet [69, 89, 149, 183].
In den letzten Jahren haben sich Wireless Local Area Networks (WLANs)
nach dem Standard IEEE 802.11 als favorisierte Technologie für die Vernet-IEEE 802.11 im
5,9GHz
Frequenzband
zung von Fahrzeugen mit ihrer Umgebung herauskristallisiert [41, 81, 89].
Die vorliegende Arbeit konzentriert sich auf die Untersuchung von Fahrzeug-
zu-Fahrzeug-Kommunikation in VANETs, welche ohne Nutzung einer orts-
festen Kommunikationsinfrastruktur auskommen und auf einer Anwendung
der IEEE 802.11 Funktechnologie im 5,9GHz Frequenzband basieren [55, 76,
77].
1.1 motivation für die vorliegende arbeit
Die drahtlose Vernetzung des Fahrzeugs mit seiner Umwelt kann dem Fah-
rer in zukünftigen Fahrzeuggenerationen eine neue Dimension innovativer
Dienste und Assistenzfunktionen eröffnen. Um diese Vernetzung mithilfe
von VANETs realisieren zu können, müssen allerdings erhebliche technische
Herausforderungen bewältigt werden.
Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs ist mit überaus diffi-
zilen Voraussetzungen für eine zuverlässige Datenübermittlung verbunden,Herausfordernde
Kommunikations-
bedingungen
auf deren Ursachen im weiteren Verlauf dieser Arbeit näher eingegangen
wird.2 Hierzu zählen eine hochdynamische Netztopologie, ungünstige Funk-
ausbreitungseigenschaften sowie eine Reihe von Einschränkungen, die aus
der Broadcast-Natur sicherheitsrelevanter Fahrzeug-zu-Fahrzeug-Kommuni-
1Im Englischen ist die Bezeichnung Intelligent Transport Systems (ITS) für diese Systeme
gebräuchlich, daher wird der deutsche Begriff intelligente Transportsysteme im weiteren Verlauf
dieser Arbeit synonym verwendet.
2Siehe diesbezüglich insbesondere Abschnitt 2.3.
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kation auf Basis der IEEE 802.11 Funktechnologie resultieren. Eine hervor-
zuhebende Bedeutung kommt in diesem Zusammenhang dem unvermeid-
baren Auftreten von Multi-User-Interferenzen zwischen Übertragungen ver- Interferenzen und
Kollisionenschiedener Nutzer des gemeinsam genutzten Übertragungsmediums zu. Mul-
ti-User-Interferenzen rufen Übertragungskollisionen hervor, welche die Zu-
verlässigkeit der Datenübermittlung erheblich beeinträchtigen und daher ei-
nen limitierenden Faktor für die Performanz des VANETs darstellen kön-
nen [111, 139, 147, 170].
Diesen anspruchsvollen und herausfordernden Bedingungen stehen aus
Anwendungsperspektive hohe Anforderungen an die Dienstgüte des Netzes Hohe Dienstgüte-
anforderungengegenüber. In besonderem Maße gilt dies für kooperative Sicherheitsanwen-
dungen, die auf einem periodischen Austausch von Broadcast-Statusnachrich-
ten zwischen benachbarten Fahrzeugen basieren. Um das große Potential die-
ser Anwendungen zur Erhöhung der Verkehrssicherheit, aus dem ein wesent-
licher Anreiz für die weltweit angestrebte Markteinführung von Fahrzeug-zu-
Fahrzeug-Kommunikationssystemen resultiert, in vollem Umfang nutzen zu
können, ist eine zuverlässige Nachrichtenübermittlung bei geringer Verzöge-
rung über möglichst große Distanzen notwendig [40, 89, 146].
Von elementarer Bedeutung für die Entwicklung effektiver und zuverläs-
siger kooperativer Sicherheitsanwendungen ist daher eine belastbare Bewer- Netzlastabhängige
Bewertung der
Dienstgüte
tung der Leistungsfähigkeit des zugrunde liegenden Kommunikationsnetzes.
Dieses grundlegende Erfordernis motiviert die in der vorliegenden Dissertati-
on vorgestellten Untersuchungen: Ihr Ziel ist eine umfassende, netzlastabhän-
gige Bewertung der unter realitätsnahen Bedingungen erzielbaren Dienstgüte
periodischer Broadcast-Kommunikation in VANETs. Im Zentrum des Interes-
ses steht dabei die Gewinnung von Erkenntnissen über die Auswirkungen
der gegebenen Netzlast und des durch sie bestimmten Interferenzniveaus
auf die Dienstgüte des Netzes.
Hieraus lassen sich insbesondere direkte Rückschlüsse auf die Skalierbarkeit
von VANETs ziehen, welche einen limitierenden Faktor für die Leistungsfä- Skalierbarkeit von
VANETshigkeit dieser Netze darstellen kann. Den Begriff der Skalierbarkeit definiert
B. Clifford Neuman für verteilte Systeme in folgender Weise [116]: „A system
is said to be scalable if it can handle the addition of users and resources wi-
thout suffering a noticeable loss of performance or increase in administrative
complexity.“ In Anlehnung an diese Definition ist ein VANET als skalierbar
anzusehen, soweit es das Hinzufügen von Nutzern ohne Beeinträchtigung
der Performanz erlaubt.
Um die netzlastabhängige Dienstgüte und die Skalierbarkeit von Fahrzeug-
zu-Fahrzeug-Kommunikation in VANETs umfassend beurteilen zu können,
ist es erforderlich, eine Vielzahl unterschiedlicher Netzkonfigurationen unter
realitätsnahen und reproduzierbaren Bedingungen zu bewerten. Der Natur
des Untersuchungsgegenstands entsprechend sind dabei Szenarien mit einer
sehr großen Anzahl von Stationen in die Untersuchung und Bewertung ein-
zubeziehen.
Zu diesem Zweck herangezogene analytische Modelle müssen aufgrund
der Komplexität der realen Prozesse in VANETs grundsätzlich von signifi- Notwendigkeit von
Simulationenkant vereinfachenden Annahmen ausgehen. Feldtests hingegen bieten in die-
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sem Zusammenhang zwar grundsätzlich die Möglichkeit zur Ableitung und
Validierung geeigneter Modelle, sie erlauben jedoch mit vertretbarem Auf-
wand keine umfassende Bewertung netzlastabhängiger Effekte und weisen
außerdem Schwächen in Bezug auf die Reproduzierbarkeit ihrer Bedingun-
gen auf. In methodischer Hinsicht stellt daher die Leistungs- und Dienstgü-
tebewertung auf Basis von Simulationen ein unverzichtbares Werkzeug zur
Erreichung der mit der vorliegenden Arbeit verfolgten Ziele dar.
Die Belastbarkeit der Ergebnisse, die auf diesem Wege gewonnen werden
können, hängt jedoch maßgeblich von der Qualität des zugrunde liegendenEntwicklung eines
realitätsnahen
Simulationsmodells
Simulationsmodells ab. Daher wurde im Rahmen dieser Arbeit eine Simula-
tionsumgebung zur Leistungsbewertung von VANETs entwickelt, die auf ei-
ner Kopplung von Netzwerksimulation und mikroskopischer Verkehrsfluss-
simulation beruht, um eine realitätsnahe Modellierung sowohl des Kommu-
nikationsnetzes als auch der Teilnehmermobilität zu gewährleisten. Mithilfe
von Feldtests konnte außerdem ein empirisch validiertes Ausbreitungsmodell
für Fahrzeug-zu-Fahrzeug-Kommunikation in Autobahnszenarien abgeleitet
werden, welches in die Simulationsumgebung integriert wurde. Im Ergebnis
ist somit eine Bewertung der Leistungsfähigkeit und Dienstgüte anhand eines
detailgetreuen und realitätsnahen Simulationsmodells möglich.
Aufbauend auf dieser Basis stellt die vorliegende Arbeit die Ergebnisse
einer umfassenden, auf extensive Simulationsstudien gestützten Leistungsbe-
wertung von Fahrzeug-zu-Fahrzeug-Kommunikation in AutobahnszenarienExtensive
Simulationsstudien vor. Neben einer grundlegenden Bewertung der netzlastabhängigen Perfor-
manz steht dabei insbesondere eine quantitative Bewertung der Auswirkun-
gen unterschiedlicher Modellierungs- und Kommunikationsparameter auf
die Dienstgüte des Netzes im Vordergrund. Besondere Aufmerksamkeit wird
diesbezüglich der Frage gewidmet, ob und in welchem Maße sich eine An-
passung der untersuchten Kommunikationsparameter zur Überwindung von
Skalierbarkeitsproblemen eignet und welche Parametrierungen hierzu zweck-
mäßig sind.
Die auf diese Weise gewonnenen Erkenntnisse dienen insbesondere der
Entwicklung, Parametrierung und Optimierung effektiver Methoden undÜberlaststeuerung
Verfahren zur Vermeidung und Bewältigung übermäßig hoher Netzlast so-
wie der damit verbundenen negativen Auswirkungen auf die Dienstgüte des
Netzes. Der Entwurf von Algorithmen oder Mechanismen zur Überlaststeue-
rung ist hingegen nicht Gegenstand der vorliegenden Arbeit.
Im Rahmen des Forschungsprojektes „C3World – Connected Cars in a Con-
nected World“, das vom Niedersächsischen Ministerium für WissenschaftForschungsprojekt
C3World und Kultur gefördert wurde, arbeiteten in den Jahren 2007 bis 2012 Wis-
senschaftler der Leibniz Universität Hannover, der Technischen Universität
Braunschweig und des Oldenburger Instituts für Informatik OFFIS in enger
Kooperation mit der Konzernforschung der Volkswagen AG zusammen, um
die Entwicklung leistungsfähiger Systeme zur Vernetzung von Fahrzeugen
mit ihrer Umwelt voranzutreiben. Das Institut für Kommunikationstechnik
der Leibniz Universität Hannover war dabei verantwortlich für die Untersu-
chung und Bewertung von Protokollen für die Fahrzeug-zu-Fahrzeug- und
Fahrzeug-zu-Infrastruktur-Kommunikation auf Basis von IEEE 802.11. Die
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Grundlagen für die in dieser Dissertation vorgestellten Ergebnisse wurden
durch die Mitarbeit des Verfassers im C3World-Projekt und die wertvolle Zu-
sammenarbeit mit den beteiligten Wissenschaftlern geschaffen.
1.2 aufbau der arbeit
Das unmittelbar auf diese Einleitung folgende zweite Kapitel der Dissertation
fasst zunächst die für ihren weiteren Verlauf relevanten Grundlagen der Fahr- Grundlagen
zeug-zu-Fahrzeug-Kommunikation zusammen. Dabei wird einführend auf die
vielfältigen Anwendungen von VANETs eingegangen, bevor ihre technische
Basis, zugehörige Protokollarchitekturen und deren Standardisierung erläu-
tert werden, um ausgehend hiervon die wesentlichen Herausforderungen, die
mit der Realisierung von Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs
verbunden sind, ableiten zu können. Auf dieser Basis werden schließlich die
konkrete Zielsetzung der vorliegenden Arbeit sowie die in ihrem Rahmen zu
beantwortenden Fragestellungen herausgearbeitet und dargelegt.
Im Anschluss gibt das dritte Kapitel einen Überblick über verwandte For-
schungsarbeiten. Die Darstellung konzentriert sich dabei zum einen auf Simu- Verwandte Arbeiten
lationsstudien und analytische Modelle zur Leistungsbewertung periodischer
Broadcasts in VANETs, zum anderen auf in der Literatur vorgestellte Ansätze
zur Überlaststeuerung in diesen Netzen.
Das vierte Kapitel widmet sich der Modellierung periodischer Broadcast-Kom-
munikation in VANETs. Zu Beginn des Kapitels wird eine Messumgebung Modellierung
für Labor- und Feldtests vorgestellt, die der Gewinnung empirisch validier-
ter Modelle für die simulationsgestützte Leistungsbewertung dient. Nach ei-
ner Zusammenfassung mithilfe dieser Messumgebung durchgeführter Labor-
tests zur Bestimmung der Empfängerempfindlichkeit und ihrer Ergebnisse
konzentriert sich das Kapitel auf die Modellierung des Funkkanals. Dabei
wird im Detail auf die für die Zwecke dieser Arbeit durchgeführten Feld-
tests zu Fahrzeug-zu-Fahrzeug-Kommunikation auf Autobahnen eingegan-
gen und aus ihren Ergebnissen das empirisch validierte Ausbreitungsmodell
für Autobahnszenarien abgeleitet. Im Anschluss an die Einführung der im
weiteren Verlauf der Untersuchungen verwendeten Metriken wird das vierte
Kapitel abgeschlossen durch eine detaillierte Beschreibung der Simulations-
umgebung zur Leistungsbewertung in VANETs, die im Rahmen der vorlie-
genden Arbeit entwickelt wurde, und des ihr zugrunde liegenden Simulati-
onsmodells.
Den Gegenstand des fünften Kapitels bildet eine simulationsgestützte Leis-
tungsbewertung periodischer Broadcast-Kommunikation in VANETs auf der Leistungsbewertung
durch SimulationGrundlage extensiver Simulationsstudien, welche auf dem in Kapitel 4 be-
schriebenen Modellierungs- und Simulationskonzept basieren. Nach einer
Vorstellung des Simulationsszenarios werden zunächst grundlegende Skalier-
barkeitseffekte untersucht, bevor der Fokus auf ausgewählte Modellierungs-
aspekte und ihre Auswirkungen auf die Simulationsergebnisse gerichtet wird.
Im Anschluss setzt sich das Kapitel mit verschiedenen Möglichkeiten zur
Quantifizierung der Netzlast in VANETs auseinander und stellt hierzu in
Betracht kommende Metriken gegenüber. Den Schwerpunkt des fünften Ka-
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pitels bilden schließlich eine eingehende Untersuchung der netzlastabhängi-
gen Auswirkungen verschiedener konfigurierbarer Kommunikationsparame-
ter auf die Performanz des Netzes sowie eine Bewertung ihres Potentials zur
Bewältigung und Vermeidung von Skalierbarkeitsproblemen und Überlastsi-
tuationen.
Das sechste und letzte Kapitel schließt die Arbeit mit einer Zusammenfas-
sung ihrer Ergebnisse und einem kurzen Ausblick ab.
2
G R U N D L A G E N D E R FA H R Z E U G - Z U - FA H R Z E U G -
K O M M U N I K AT I O N
Dieses Kapitel gibt einen Überblick über Grundlagen der Fahrzeug-zu-Fahr-
zeug-Kommunikation in VANETs und dient zugleich als Einführung in den
Untersuchungsgegenstand der vorliegenden Arbeit.
Abschnitt 2.1 beginnt mit einer kurzen Übersicht über Anwendungen zur
Erhöhung von Sicherheit, Verkehrseffizienz und Fahrkomfort, deren Realisie- Aufbau des Kapitels
rung durch VANETs ermöglicht wird und daher die Motivation für die Ent-
wicklung dieser Netze bildet. Dabei werden ausgewählte Anwendungsfälle
(Use Cases) exemplarisch vorgestellt.
Aufgrund des hohen potentiellen Nutzens der vielfältigen Anwendungen
widmen sich nicht nur verschiedene Forschungsgruppen und Entwicklungs-
abteilungen weltweit der Untersuchung von V2V- und V2I-Kommunikati-
on, sondern internationale Standardisierungsgremien haben in den letzten
Jahren die Spezifikation entsprechender Protokollarchitekturen weit vorange-
trieben. Auf die relevanten Aspekte dieser Protokollarchitekturen und der
VANETs zugrunde liegenden Kommunikationstechnik geht Abschnitt 2.2 nä-
her ein.
Die wesentlichen mit der Realisierung von Fahrzeug-zu-Fahrzeug-Kommu-
nikation einhergehenden Herausforderungen skizziert Abschnitt 2.3, bevor
Abschnitt 2.4 zum Abschluss dieses Kapitels die im Rahmen der vorliegenden
Arbeit untersuchten Fragestellungen und die damit verbundene Zielsetzung
zusammenfasst.
2.1 anwendungen
Die Vernetzung von Fahrzeugen in VANETs erlaubt die Realisierung einer
Vielzahl von Anwendungen, die sich in drei verschiedene Anwendungsklas- Anwendungsklassen
sen einteilen lassen [8, 24, 40, 89, 98, 149]:
1. Anwendungen zur Erhöhung der Verkehrssicherheit
2. Anwendungen zur Erhöhung der Verkehrseffizienz
3. Mehrwertdienste
Die Nutzung einer bestimmten Anwendung in einer speziellen Situation oder
in einem speziellen Szenario wird als Use Case (Anwendungsfall) bezeich- Use Cases
net [40]. Die Implementierung einer Anwendung kann daher einen oder meh-
rere Use Cases abdecken. Obwohl die im Rahmen dieser Arbeit untersuchten
Fragestellungen Anwendungen zur Erhöhung der Verkehrssicherheit fokus-
sieren, werden im Folgenden ausgewählte Use Cases aller drei Anwendungs-
klassen exemplarisch skizziert. Eine umfassendere Darstellung der Vielzahl
von Use Cases kann z. B. den Quellen [40] oder [89] entnommen werden.
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2.1.1 Verkehrssicherheit
Die Klasse der Anwendungen zur Erhöhung der Verkehrssicherheit umfasst
sämtliche Use Cases, die eine Verhinderung von Verkehrsunfällen oder eine
Milderung ihrer Auswirkungen bezwecken [89]. Der Informationsaustausch
des Fahrzeugs mit seiner Umgebung mittels V2V- und V2I-Kommunikation
dient in diesem Kontext der Realisierung kooperativer aktiver Sicherheitssys-
teme, die es ermöglichen, eine bevorstehende Gefahrensituation frühzeitig
zu erkennen und geeignete Gegenmaßnahmen einzuleiten, indem der Fah-
rer gewarnt oder in das Verhalten des Fahrzeugs eingegriffen wird. VANETs
erlauben demnach eine räumliche und zeitliche Erweiterung des Wahrneh-
mungshorizonts des Fahrers [169]. Im weiteren Verlauf der vorliegenden Ar-
beit werden diese Anwendungen auch als kooperative Sicherheitsanwendungen
bezeichnet. Exemplarisch seien folgende Use Cases genannt [8, 24, 40, 89]:
Cooperative Forward Collision Warning: Dieser Use Case dient der Verhin-
derung von Fahrzeugkollisionen, insbesondere von Auffahrunfällen, durchCooperative
Forward Collision
Warning
die Erkennung kollisionsgefährdeter Fahrzeugtrajektorien. Zu diesem Zweck
tauschen ausgerüstete Fahrzeuge kontinuierlich fahrzeugbezogene Statusin-
formationen wie ihre aktuelle Position, Geschwindigkeit, Fahrtrichtung und
Beschleunigung miteinander aus und erlangen so Kenntnis über die Trajek-
torien der Fahrzeuge in ihrer Umgebung. Falls dabei eine kritische Annähe-
rung erkannt wird, kann der Fahrer frühzeitig gewarnt und so eine Kollision
vermieden werden.
Intersection Collision Warning: Eine drohende Kollision zwischen Fahrzeu-
gen, die sich aus unterschiedlichen Richtungen einer Kreuzung annähern,Intersection
Collision Warning kann ebenfalls erkannt werden, indem die sich annähernden Fahrzeuge kon-
tinuierlich ihre Positions- und Bewegungsdaten aussenden, sodass die Fah-
rer bei Kollisionsgefahr frühzeitig gewarnt werden können. Dieser Use Ca-
se weist insbesondere an unübersichtlichen Kreuzungen ein großes Potential
zur Verbesserung der Verkehrssicherheit auf, da auch ohne bestehende Sicht-
verbindung Gefahrensituationen erkannt werden können. Eine Erhöhung der
Kommunikationsreichweite ist hier durch Einbeziehung von Roadside Units
in unmittelbarer Kreuzungsnähe realisierbar.
Hazardous Location Notification: Dieser Use Case dient der Warnung vor lo-
kalen Gefahrenstellen wie etwa einer glatten Fahrbahn. Erkennt ein FahrzeugHazardous Location
Notification eine solche Gefahrenstelle, z. B. anhand der Aktivierung der elektronischen
Fahrdynamikregelung (ESP), erzeugt es entsprechende Warnnachrichten und
informiert auf diese Weise in der Nähe befindliche Fahrzeuge, deren Fahrer
entsprechend gewarnt werden können.
Emergency Electronic Brake Lights: Leitet ein vorausfahrendes Fahrzeug ei-
nen Notbremsvorgang im Sinne eines Bremsvorgangs mit außergewöhnlichEmergency
Electronic Brake
Lights
hoher Verzögerung ein, kann das betroffene Fahrzeug entsprechende Warn-
nachrichten aussenden und so den nachfolgenden Verkehr informieren. Im
Vergleich zu konventionellen Bremsleuchten ermöglicht dieser Use Case eine
deutlich frühere Reaktion des Fahrers auf eine drohende Gefahrensituation,
da eine Sichtverbindung nicht notwendig ist.
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2.1.2 Verkehrseffizienz
Anwendungen zur Erhöhung der Verkehrseffizienz bezwecken eine Optimie-
rung des Verkehrsflusses durch eine verbesserte Koordination und Steuerung
des Fahrzeugverkehrs [8, 40, 89, 144].
Ein typischer Use Case dieser Anwendungsklasse wird als Green Light Op-
timal Speed Advisory bezeichnet.1 Nähert sich ein Fahrzeug einer mit einer Green Light
Optimal Speed
Advisory
Lichtsignalanlage ausgerüsteten Kreuzung, erhält es Nachrichten, die von ei-
ner mit der Lichtsignalanlage verbundenen Roadside Unit erzeugt werden
und Informationen zu ihrer Position und zum Signalplan enthalten, darun-
ter die verbleibende Zeit bis zum nächsten Signalwechsel. Aus diesen Daten
kann das Fahrerassistenzsystem eine optimale Geschwindigkeit zum Errei-
chen der Kreuzung während der Freigabezeit (Grünphase) berechnen und
diese dem Fahrer empfehlen, sodass unnötige Beschleunigungs- und Brems-
vorgänge vermieden und die Anzahl von Fahrzeughalten verringert werden
können.
Der Use Case Cooperative Adaptive Cruise Control dient der Erweiterung kon-
ventioneller, auf Umfeldsensoren wie Radar und Lidar basierender Adaptive Cooperative
Adaptive Cruise
Control
Cruise Control (ACC) Systeme und erlaubt eine genauere und zuverlässi-
gere Längsregelung unter Berücksichtigung vorausfahrender Fahrzeuge, die
zu diesem Zweck kontinuierlich Nachrichten mit ihren Positions- und Bewe-
gungsdaten aussenden.
Im Rahmen des Use Cases Enhanced Route Guidance and Navigation werden
dem Fahrer aktuelle Verkehrsinformationen und Routenempfehlungen zur Enhanced Route
Guidance and
Navigation
Verfügung gestellt. Die Gewinnung der Verkehrsinformationen kann sich da-
bei neben anderen Datenquellen auf dezentral innerhalb des VANETs erho-
bene Daten stützen.
2.1.3 Mehrwertdienste
Die Anwendungsklasse der Mehrwertdienste fasst eine Vielzahl von Use Ca-
ses zusammen, die nicht unmittelbar der Steigerung der Straßenverkehrssi-
cherheit oder -effizienz dienen. Als typische Beispiele können die Benachrich-
tigung über lokale Orte von Interesse (Point of Interest Notification), der Daten-
austausch zu Zwecken des Flottenmanagements (Fleet Management), die auf
drahtlose Kommunikation gestützte Fahrzeugdiagnose aus der Entfernung
(Remote Diagnosis) und ganz allgemein die Bereitstellung eines mobilen Inter-
netzugangs genannt werden [8, 40, 89].
2.2 kommunikationstechnik und standardisierung
Die auf V2V- und V2I-Kommunikation basierende drahtlose Vernetzung von
Fahrzeugen mit ihrer Umgebung bildet die Grundlage zur Schaffung koope-
rativer intelligenter Transportsysteme, deren Entwicklung in den letzten Jahren
1Teilweise wird auch die gleichbedeutende Bezeichnung Traffic Light Optimal Speed Adviso-
ry verwendet.
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durch eine Vielzahl von Forschungsprojekten weltweit vorangetrieben wor-Kooperative
intelligente
Transportsysteme
den ist und noch immer intensiv vorangetrieben wird. Die aus diesen Projek-
ten gewonnenen Ergebnisse fließen in verschiedene Standardisierungsaktivi-
täten ein, die der Sicherstellung einer herstellerübergreifenden Interoperabi-
lität der Systeme dienen. Hervorzuheben sind in diesem Kontext die unter-
schiedlichen Standardisierungsprozesse in Europa, den USA und Japan.
Die vorliegende Arbeit konzentriert sich auf die europäische Protokollar-
chitektur, deren Standardisierung vom Technischen Komitee für ITS des Eu-ETSI ITS
ropäischen Instituts für Telekommunikationsnormen2 (ETSI) in Zusammen-
arbeit mit weiteren Standardisierungsgremien verantwortet wird [61, 71]. Im
weiteren Verlauf dieses Abschnitts werden daher relevante Aspekte der von
ETSI spezifizierten Protokollarchitektur für kooperative ITS in Europa zusam-
mengefasst [41].
Gleichwohl sind wesentliche Teile der im Rahmen dieser Arbeit gewonne-
nen Ergebnisse aufgrund weitreichender Gemeinsamkeiten zwischen euro-
päischer und US-amerikanischer Standardisierung, welche insbesondere die
MAC-Teilschicht und die Bitübertragungsschicht betreffen, auf die als Wire-
less Access in Vehicular Environments (WAVE) bezeichnete US-Protokollarchi-Wireless Access in
Vehicular Environ-
ments (WAVE)
tektur übertragbar [81]. Aus diesem Grund wird im Folgenden zunächst ein
kurzer Überblick über WAVE gegeben.
Auf die Entwicklungs- und Standardisierungsaktivitäten auf dem Gebiet
der V2V- und V2I-Kommunikation in Japan wird nicht weiter eingegangen,
da sie keine direkte Bedeutung für die im Kontext dieser Arbeit durchgeführ-
ten Untersuchungen haben.
2.2.1 Wireless Access in Vehicular Environments
Unter dem Oberbegriff Wireless Access in Vehicular Environments (WAVE) wird
eine US-amerikanische Protokollarchitektur für V2V- und V2I-Kommunika-
tion zusammengefasst, die vom Institute of Electrical and Electronics Engineers
(IEEE) in der Standardfamilie IEEE 1609 [81] und der Standarderweiterung
IEEE 802.11p [77] spezifiziert wird.
Im Jahr 1999 hat die für die Frequenzregulierung in den USA zuständige
Federal Communications Commission (FCC) ein 75 MHz breites Frequenzband
Frequenzregulierung
in den USA
zwischen 5,850GHz und 5,925GHz für die exklusive Nutzung durch die in
diesem Zusammenhang als Dedicated Short Range Communications (DSRC) be-
zeichnete V2V- und V2I-Kommunikation freigegeben [59]. Während am un-
teren Rand des Frequenzbands ein Schutzabstand von 5MHz vorgesehen ist,
wird das übrige Frequenzband in sieben Kanäle mit einer Bandbreite von
jeweils 10MHz für die Nutzung durch sicherheitsrelevante und nicht-sicher-
heitsrelevante Applikationen unterteilt. Neben verschiedenen Service Chan-
nels (SCHs) ist ein Control Channel (CCH) zwischen 5,885GHz und 5,895GHz
vorgesehen, der insbesondere der Übertragung von Signalisierungsdaten und
sicherheitsrelevantem Datenverkehr hoher Priorität dient. Die WAVE-Proto-
kollarchitektur ist auf die Nutzung dieses Frequenzbands ausgerichtet.
2European Telecommunications Standards Institute (ETSI).
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Die im Jahr 2010 veröffentlichte Standarderweiterung IEEE 802.11p [77],
auf die in Abschnitt 2.2.5 gemeinsam mit dem europäischen Standard ITS-G5 IEEE 802.11p
näher eingegangen wird, spezifiziert Anpassungen der MAC-Teilschicht und
der Bitübertragungsschicht des WLAN-Standards IEEE 802.11 an die beson-
deren Anforderungen von VANETs. Inzwischen wurden die in IEEE 802.11p
enthaltenen Standarderweiterungen in die aktuelle, im Jahr 2012 veröffent-
lichte Revision des Standards mit der Bezeichnung IEEE 802.11-2012 auf-
genommen [78]. Um die Besonderheiten der Anwendung von IEEE 802.11
WLANs für die V2V- und V2I-Kommunikation in VANETs hervorzuheben,
wird allerdings ungeachtet dieser Tatsache Bezug auf den als IEEE 802.11-
2007 bezeichneten Basisstandard von 2007 [76] und die Standarderweiterung
IEEE 802.11p [77] genommen.
Höhere Schichten des WAVE-Protokollstacks werden durch die Standard-
familie IEEE 1609 spezifiziert. Einen Überblick über die WAVE-Protokollar- IEEE 1609
chitektur enthält der Standard IEEE 1609.0 [81], während in IEEE 1609.2 Si-
cherheitsmechanismen wie Authentifizierung und Verschlüsselung erläutert
werden [82]. IEEE 1609.3 beschreibt die Vermittlungsschicht (Network Lay-
er) sowie die Transportschicht (Transport Layer) des OSI-Referenzmodells in-
nerhalb des WAVE-Protokollstacks und definiert in diesem Rahmen das für
eine einfache und effiziente Nachrichtenübermittlung in VANETs ausgelegte
WAVE Short Message Protocol (WSMP) [79]. Der Standard IEEE 1609.4 stellt
eine Erweiterung der MAC-Teilschicht dar und beinhaltet insbesondere Me-
thoden zur Koordination des Mehrkanalbetriebs [80].
Um auch Stationen mit nur einer Transceiver-Einheit die parallele Nutzung
von CCH und SCHs zu ermöglichen, definiert IEEE 1609.4 ein zeitlich koordi- Koordiniertes
Kanalwechselschema
in WAVE
niertes Kanalwechselschema und Mechanismen für die dadurch notwendige
Zeitsynchronisation. Dabei wird die Zeit in alternierende CCH- und SCH-In-
tervalle unterteilt. Einen mit einem Verlassen des CCHs verbundenen Wech-
sel auf einen der SCHs erlaubt IEEE 1609.4 nur für die Dauer des SCH-In-
tervalls. Während des CCH-Intervalls hingegen müssen sämtliche Stationen
den als Rendezvous-Kanal dienenden CCH abhören, damit ihnen der Emp-
fang von Signalisierungsdaten und sicherheitsrelevanten Nachrichten hoher
Priorität möglich ist [80]. Hierin besteht ein wesentlicher Unterschied zur eu-
ropäischen Protokollarchitektur [55], wie in Abschnitt 2.2.5 näher ausgeführt
wird.
Zur Gewährleistung einer herstellerübergreifenden Interoperabilität ist au-
ßerdem eine Standardisierung der Nachrichtenformate der verschiedenen auf
IEEE 802.11p und IEEE 1609 basierenden V2V- und V2I-Applikationen not-
wendig. Die Verantwortung hierfür hat die Society of Automotive Engineers
(SAE) übernommen [133].
2.2.2 Europäische ITS-Protokollarchitektur
Im Folgenden werden für die vorliegende Arbeit relevante Aspekte der euro-
päischen ITS-Protokollarchitektur für V2V- und V2I-Kommunikation erläu-
tert. Diese ist derzeit Gegenstand mit hoher Intensität verfolgter und noch
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andauernder, jedoch bereits weit fortgeschrittener Standardisierungsaktivitä-
ten.
Der vom CAR 2CAR Communication Consortium [24] initiierte europäi-
sche Standardisierungsprozess wird in Zusammenarbeit mit weiteren Stan-
dardisierungsgremien von dem zu ETSI gehörenden Technischen Komitee
für ITS (TC ITS) verantwortet und verwertet die Ergebnisse einer Vielzahl
internationaler Forschungsprojekte [61, 71]. Wesentlich geprägt wurde die
resultierende Protokollarchitektur dabei durch das Projekt COMeSafety, ein
von der Europäischen Kommission gefördertes Kooperationsprojekt, in des-
sen Rahmen die Ergebnisse verschiedener Forschungs- und Entwicklungs-
projekte aggregiert und in die Spezifikation einer Basis-Kommunikationsar-
chitektur für kooperative intelligente Transportsysteme in Europa aufgenom-
men wurden [8].
Abbildung 2 zeigt die Referenzarchitektur einer ITS-Station, wie sie durch
den europäischen Standard ETSI EN 302 665 spezifiziert wird [41]. Die Ar-ITS-
Referenzarchitektur chitektur orientiert sich am Open Systems Interconnection (OSI) Referenzmo-
dell der International Organization for Standardization (ISO) [84] und erweitert
dieses um eine Einbeziehung der verschiedenen ITS-Applikationen (Appli-
cations), die exemplarisch bereits in Abschnitt 2.1 zusammengefasst wurden.
Insgesamt umfasst die Referenzarchitektur vier horizontale Schichten und















Abbildung 2: Referenzarchitektur einer ITS-Station [41].
Eine besondere Rolle innerhalb der ITS-Referenzarchitektur kommt dem
Facilities Layer zu, welcher die Schichten 5 bis 7 des OSI-Modells repräsentiert.Facilities Layer
Trotz der großen Anzahl unterschiedlicher Anwendungsszenarien von V2V-
und V2I-Kommunikation weisen viele Use Cases, insbesondere solche zur
Erhöhung der Verkehrssicherheit, sehr ähnliche Anforderungen im Hinblick
auf die benötigten Funktionen, Dienste und Informationen auf. Dazu gehören
etwa die Bereitstellung der Position, Geschwindigkeit und Fahrtrichtung be-
nachbarter Fahrzeuge sowie des eigenen Fahrzeugs und damit von Daten, die
einerseits durch Auswertung empfangener Nachrichten sowie andererseits
durch lokale Sensoren gewonnen werden. Der Facilities Layer übernimmt in-
nerhalb der ITS-Architektur daher die Funktion einer Middleware, die den
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verschiedenen Applikationen einen einheitlichen Zugriff auf die benötigten
Funktionen, Dienste und Informationen ermöglicht [41, 98, 158].
Neben einer Vielzahl weiterer Funktionalitäten, deren detaillierte Beschrei-
bung den entsprechenden Literaturquellen [40, 41, 56, 98] entnommen wer-
den kann, bestehen wichtige Aufgaben des Facilities Layers darin, zum ei-
nen die im Rahmen kooperativer Anwendungen in VANETs ausgetauschten
Nachrichten zu erzeugen und zur Übermittlung an die unteren Schichten
zu übergeben, zum anderen die Nachrichten nach ihrem Empfang zu deco-
dieren und die enthaltenen Nutzdaten zu verarbeiten [56]. Dabei sind zwei
grundlegende Nachrichtentypen mit besonderer Bedeutung für kooperative Nachrichtentypen
Sicherheitsanwendungen zu unterscheiden:
• Cooperative Awareness Message (CAM): CAMs sind Statusnachrichten, die
periodisch von jedem entsprechend ausgerüsteten Fahrzeug generiert Cooperative
Awareness Message
(CAM)
und gesendet werden und Informationen zum gegenwärtigen Status so-
wie zu verschiedenen Attributen des sendenden Fahrzeugs beinhalten.
Dazu gehören z. B. die Position und der Bewegungszustand des Fahr-
zeugs. Der Facilities Layer übernimmt dabei nicht nur die Erzeugung
der Nachrichten, sondern auch ihre Auswertung sowie die Verarbei-
tung und Bereitstellung der enthaltenen Daten für die verschiedenen
ITS-Applikationen. Das Ziel des Austausches dieser Daten ist die Her-
stellung eines als Cooperative Awareness bezeichneten Zustands inner-
halb des VANETs, in welchem jedes ausgerüstete Fahrzeug über den
aktuellen Status der Fahrzeuge in seiner Umgebung informiert ist. Auf
Cooperative Awareness wird in Abschnitt 2.2.3 näher eingegangen [54].
• Decentralized Environmental Notification Message (DENM): DENMs sind




Gefahrenstelle oder Anomalie des Straßen- bzw. Verkehrszustands be-
inhalten. Diese Informationen umfassen z. B. die Position und Art der
erkannten Gefahrenstelle. Im Gegensatz zu CAMs wird die Erzeugung
von DENMs durch bestimmte und vom jeweiligen Use Case abhängige
Ereignisse ausgelöst (event-driven). Dabei ist die zugeordnete Applikati-
on für die Erkennung des Ereignisses, wie etwa des Auftretens von Eis-
glätte oder Nebel, verantwortlich und veranlasst daraufhin die Erzeu-
gung entsprechender DENMs durch den Facilities Layer. Die während
der Dauer des Bestehens der Anomalie ggf. periodisch wiederholten
Nachrichten werden in der Regel an die Fahrzeuge in einem bestimm-
tem geographischen Zielgebiet, für das die erkannte Anomalie relevant
ist, weitergeleitet. Nach Empfang und Auswertung einer DENM durch
den Facilities Layer werden die enthaltenen Daten der jeweiligen Appli-
kation zur Verfügung gestellt, sodass dem Fahrer eine geeignete War-
nung signalisiert werden kann [50].
Die Aufgabe des Networking & Transport Layers der ITS-Referenzarchitek-
tur, der den Schichten 3 und 4 des OSI-Modells zuzuordnen ist, besteht im Networking &
Transport LayerEnde-zu-Ende Transport der Daten von ihrer Quelle bis zu ihrer Senke und
dem zu diesem Zweck notwendigen Routing und Forwarding der Datenpake-
te. Während für nicht sicherheitsrelevante Anwendungen auch die Nutzung
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von Protokollen der Internetprotokollfamilie (insbesondere IPv6, TCP und
UDP) vorgesehen ist, stützen sich kooperative Sicherheitsanwendungen auf
ITS-spezifische Protokolle des Networking & Transport Layers.
Von besonderer Bedeutung ist in diesem Kontext das von ETSI ITS stan-
dardisierte GeoNetworking-Protokoll, das auf die besonderen AnforderungenGeoNetworking
des Ad-hoc-Charakters von V2V- und V2I-Kommunikation in VANETs aus-
gerichtet ist. GeoNetworking ermöglicht die Multi-Hop Weiterleitung von
Datenpaketen zwischen ITS-Stationen auf Basis geographischer Adressierung
und geographischen Routings und unterstützt sowohl Point-to-Point als auch
Point-to-Multipoint Vermittlung. Von besonderer Bedeutung, insbesondere
für Anwendungen zur Erhöhung der Verkehrssicherheit wie z. B. Hazardous
Location Notification, ist die Übermittlung von Paketen an sämtliche Statio-
nen (GeoBroadcast) oder eine beliebige einzelne Station (GeoAnycast) in ei-
nem bestimmtem geographischen Gebiet. Da im Rahmen der vorliegenden
Arbeit keine Multi-Hop Weiterleitung von Paketen, sondern ausschließlich
Single-Hop-Broadcast (SHB) (siehe Abschnitt 2.2.3) untersucht wird, sei für
weitere Details an dieser Stelle auf die genannten Literaturquellen verwie-
sen [44, 45, 46, 48, 98].
Der Access Layer der ITS-Referenzarchitektur umfasst die Bitübertragungs-
und Sicherungsschicht (Schicht 1 und 2) des OSI-Modells. Neben der Ad-Access Layer
hoc-Vernetzung auf Basis von IEEE 802.11 und ITS-G5 (siehe Abschnitte 2.2.4
bis 2.2.8) sieht die Referenzarchitektur zur Kommunikation des Fahrzeugs
mit seiner Umwelt ergänzend einen Rückgriff auf zellulare Mobilfunknetze
(GSM/GPRS, UMTS) und sonstige zellulare Funktechnologien (IEEE 802.11
im Infrastruktur-Modus, IEEE 802.16/WiMAX) vor [41, 46, 55, 98, 158]. Im
Rahmen der vorliegenden Arbeit wird jedoch ausschließlich Fahrzeug-zu-
Fahrzeug-Kommunikation in VANETs ohne Nutzung einer ortsfesten Kom-
munikationsinfrastruktur unter Verwendung von IEEE 802.11 bzw. ITS-G5
untersucht [55, 76, 77]. Auf diese Funkstandards, insbesondere auf Aspekte
der Medienzugriffssteuerung, wird daher in den Abschnitten 2.2.4 und 2.2.5
näher eingegangen.
ITS-Anwendungen weisen aufgrund ihrer Auswirkungen auf den Straßen-
verkehr besondere Anforderungen an die zu gewährleistende Informationssi-Security Layer
cherheit auf. Für die Erfüllung dieser Anforderungen ist der vertikal angeord-
nete Security Layer der ITS-Referenzarchitektur verantwortlich (siehe Abbil-
dung 2). Der Security Layer dient der Sicherstellung des in Abhängigkeit der
jeweiligen Anwendung notwendigen Grades an Vertraulichkeit (Confidentia-
lity), Authentizität (Authenticity), Integrität (Integrity), Zurechenbarkeit (Ac-
countability) und Verfügbarkeit (Availability) der V2V- und V2I-Kommuni-
kation in VANETs [41, 43]. Wesentliche Teile des Security Layers stimmen
mit dem Standard IEEE 1609.2 des WAVE-Protokollstacks überein (siehe Ab-
schnitt 2.2.1) [47, 51, 82].
Die im Rahmen der vorliegenden Arbeit fokussierten Cooperative Awa-
reness Messages (CAMs) erfordern ebenso wie Decentralized Environmental
Notification Messages (DENMs) die Authentifizierung und Autorisierung der
sendenden Station sowie die Integrität der übermittelten Daten, nicht jedoch
deren Vertraulichkeit, da diese an sämtliche Fahrzeuge in der Umgebung
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zu verteilende Informationen betreffen. Zu diesem Zweck werden die Nach-
richten von der sendenden Station signiert, wobei den Nachrichten neben
der Signatur ein beglaubigtes Zertifikat hinzugefügt wird. Der dadurch ver-
ursachte Security-Overhead ist nicht zu vernachlässigen und kann für eine
einzelne Nachricht mehrere hundert Bytes betragen [20, 51, 52, 60].
Der ebenfalls vertikal angeordnete Management Layer (siehe Abbildung 2)
ist neben anderen Aufgaben insbesondere für die Konfiguration der ITS-Sta- Management Layer
tion und den Cross-Layer Austausch von Informationen zwischen den ver-
schiedenen horizontalen Schichten innerhalb der ITS-Referenzarchitektur ver-
antwortlich [41, 46].
Im Folgenden wird auf ausgewählte Aspekte der ITS-Referenzarchitektur
mit besonderer Bedeutung für die vorliegende Arbeit näher eingegangen.
2.2.3 Cooperative Awareness durch periodische Broadcasts
Der Begriff Cooperative Awareness bezeichnet einen durch kooperative ITS an-
gestrebten Zustand, in dem die verschiedenen Verkehrsteilnehmer über die Cooperative
Awarenessaktuelle Position, den gegenwärtigen Bewegungszustand sowie weitere Ei-
genschaften und Attribute der Verkehrsteilnehmer in ihrer Umgebung infor-
miert sind. Cooperative Awareness bildet eine essenzielle Grundlage vieler
kooperativer ITS-Anwendungen zur Erhöhung der Sicherheit und Effizienz
des Straßenverkehrs (siehe Abschnitt 2.1) [54].
Der Herstellung von Cooperative Awareness in VANETs dient die regel-
mäßige Übermittlung von Statusnachrichten, welche innerhalb der europäi-
schen ITS-Architektur als Cooperative Awareness Messages (CAMs) bezeich-
net werden. Wie bereits in Abschnitt 2.2.2 kurz dargestellt wurde, werden
CAMs von jedem entsprechend ausgerüsteten Fahrzeug periodisch erzeugt Periodische
Erzeugung von
CAMs
und an benachbarte Stationen übertragen.3 Die mit einem Zeitstempel verse-
henen Nachrichten enthalten Daten zur gegenwärtigen Position, Geschwin-
digkeit, Fahrtrichtung und Beschleunigung des sendenden Fahrzeugs sowie
darüber hinaus grundlegende Fahrzeugattribute und Sensorinformationen.
Für die Erzeugung und Verarbeitung von CAMs ist der zum Facilities Lay-
er der ITS-Referenzarchitektur (siehe Abschnitt 2.2.2) gehörende Cooperative
Awareness Basic Service verantwortlich, dessen Implementierung für jede ITS-
Station verbindlich vorgeschrieben ist [54, 56].
In periodischen Intervallen, deren Länge in Verbindung mit der durch sie
bestimmten CAM-Erzeugungsrate unter Berücksichtigung der Fahrzeugdy-
namik (z. B. Änderungen von Position, Geschwindigkeit und Fahrtrichtung)
festzulegen ist, beschafft der Cooperative Awareness Basis Service die zu
übermittelnden Daten über verschiedene fahrzeuginterne Schnittstellen, er-
zeugt unter Verwendung dieser Nutzdaten die CAM und übergibt diese zur
Übertragung an die darunterliegenden Schichten. Obgleich die ITS-Architek-
3Grundsätzlich beschränkt sich die Erzeugung von CAMs nicht auf Kraftfahrzeuge im
Straßenverkehr (PKW, LKW, Motorräder), sondern schließt auch Infrastrukturelemente wie
Roadside Units ein und kann durch die Verwendung geeigneter mobiler Endgeräte auch Fahr-
radfahrer und Fußgänger einbeziehen [54]. Im Rahmen der vorliegenden Arbeit wird jedoch
nur die Erzeugung von CAMs durch Kraftfahrzeuge betrachtet.
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tur vorsieht, dass für die Übermittlung der Nachrichten grundsätzlich auf un-
terschiedliche Lösungen innerhalb des Networking & Transport Layers und
des Access Layers (siehe Abbildung 2) zurückgegriffen werden kann, stellt
die Übertragung mithilfe der auf diesen Verwendungszweck ausgerichteten
und im Rahmen der vorliegenden Arbeit untersuchten ITS-G5-Funktechnolo-
gie (siehe Abschnitte 2.2.4 bis 2.2.8) den Regelfall dar [46, 54, 56, 62].
Da die enthaltenen Statusdaten grundsätzlich für alle Fahrzeuge in der di-
rekten Umgebung des Senders relevant sind, werden CAMs als Single-Hop
Broadcast übermittelt, d. h. eine durch das GeoNetworking-Protokoll ermög-Single-Hop
Broadcast lichte Multi-Hop-Weiterleitung der die CAMs beinhaltenden Pakete erfolgt
nicht und die korrespondierenden ITS-G5-Frames werden mit der Broadcast-
Empfängeradresse versehen, sodass ihre Inhalte von sämtlichen in Funkreich-
weite befindlichen Empfängern verarbeitet werden [54]. Abbildung 3 veran-
schaulicht das Aussenden einer CAM an Fahrzeuge in der Umgebung des
Senders als Single-Hop Broadcast [54].
Abbildung 3: Aussenden einer Cooperative Awareness Message (CAM) als Single-
Hop Broadcast.
Nach erfolgreichem Empfang einer CAM extrahiert der Cooperative Awa-
reness Basis Service des Facilities Layers der empfangenden ITS-Station die
enthaltenen Nutzdaten. Die dadurch gewonnenen Informationen über den
Zustand des sendenden Fahrzeugs werden im Anschluss entweder direkt
den jeweiligen Applikationen zur Verfügung gestellt oder einer als Local Dy-Local Dynamic Map
namic Map (LDM) bezeichneten Datenbank zugeführt, die ebenfalls Bestand-
teil des Facilities Layers ist. Die LDM stellt dabei eine aggregierte Repräsen-
tation der Fahrzeugumgebung bereit. Neben den aus empfangenen CAMs
und DENMs gewonnenen dynamischen Positions- und Zustandsdaten be-
nachbarter ITS-Stationen kann die LDM auch statische Daten digitaler Kar-
ten, allgemeine Verkehrsdaten wie z. B. Signalpläne von Lichtsignalanlagen
oder aktuelle Verkehrsflussdaten und Kontextinformationen etwa zu Witte-
rungsbedingungen beinhalten [54, 56].
Die vorhandenen Informationen können den verschiedenen ITS-Applika-
tionen auf diese Weise in einheitlicher und aggregierter Form für eine weitere




weise durch einen Vergleich seiner eigenen Trajektorie mit den Positions- und
Bewegungsdaten benachbarter ITS-Stationen in die Lage versetzt, ein dro-
hendes Kollisionsrisiko frühzeitig zu erkennen und den Fahrer in geeigneter
Weise zu informieren, um einen Unfall zu verhindern [54].
Der durch den Facilities Layer gesteuerte Austausch von CAMs sowie
der auf diese Weise erzeugte Zustand von Cooperative Awareness innerhalb
des VANETs dient somit insbesondere der Erfüllung von Anforderungen
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unterschiedlicher ITS-Anwendungen zur Erhöhung von Verkehrssicherheit
und -effizienz. Darüber hinaus werden die durch die periodische CAM-Über-
mittlung gewonnenen Positions- und Bewegungsdaten benachbarter Statio-
nen ebenfalls im Rahmen der GeoNetworking-Funktionalität des Networking
& Transport Layers für die Multi-Hop Weiterleitung von Paketen verwen-
det [41, 48]. Hierauf wird an dieser Stelle jedoch nicht näher eingegangen, da
sich die vorliegende Arbeit auf die Untersuchung der für CAMs charakteris-
tischen Übertragung als Single-Hop Broadcast konzentriert.
2.2.4 IEEE 802.11
Bei der Entwicklung von Protokollarchitekturen für V2V- und V2I-Kommu-
nikation kommt der zugrunde liegenden Funktechnologie eine besondere Be-
deutung zu. Im Hinblick auf die in Abschnitt 2.2.2 vorgestellte europäische
ITS-Referenzarchitektur (siehe Abbildung 2) betrifft dies die konkrete Ausge-
staltung des Access Layers und damit der Bitübertragungs- und Sicherungs-
schicht des OSI-Referenzmodells.
Unbeschadet der Tatsache, dass die ITS-Referenzarchitektur ergänzend die
Nutzung anderer Technologien wie z. B. zellularer Mobilfunknetze vorsieht,
hat sich in den letzten Jahren die von ETSI standardisierte Funktechnologie
ITS-G5 als favorisierte Lösung herauskristallisiert, um mithilfe von VANETs
kooperative Anwendungen zur Erhöhung von Sicherheit und Effizienz des
Straßenverkehrs zu realisieren. ETSI ITS-G5 basiert auf dem IEEE-Standard
802.11 für Wireless Local Area Networks (WLANs) und ist eng an dessen
Erweiterung IEEE 802.11p angelehnt [42, 55, 76, 77].
Wegen ihrer besonderen Relevanz für die im Rahmen der vorliegenden
Arbeit durchgeführten Untersuchungen, die sich auf Fahrzeug-zu-Fahrzeug-
Kommunikation unter Verwendung der ITS-G5-Funktechnologie konzentrie-
ren, werden daher im weiteren Verlauf dieses Abschnitts zunächst der WLAN-
Standard IEEE 802.11 und im darauffolgenden Abschnitt 2.2.5 die Besonder-
heiten von ETSI ITS-G5 und IEEE 802.11p zusammenfassend erläutert.
IEEE 802.11 spezifiziert die Bitübertragungsschicht (Physical Layer, kurz
PHY), die für die Steuerung des Medienzugriffs (Medium Access Control, kurz 802.11 spezifiziert
PHY, MAC und
MAC-Management
MAC) verantwortliche MAC-Teilschicht sowie Protokolle und Dienste für das
Management der MAC-Teilschicht (MAC-Management), z. B. zur Authentifi-
zierung und Assoziierung von Stationen. Um höheren Schichten eine ein-
heitliche Schnittstelle bereitstellen zu können, ist darüber hinaus vorgese-
hen, dass IEEE 802.11 in Verbindung mit einer dem IEEE-Standard 802.2
entsprechenden und oberhalb der MAC-Teilschicht angeordneten LLC-Teil-
schicht (Logical Link Control) verwendet wird [75, 76, 126].
Die erste Version des Standards IEEE 802.11 wurde bereits im Jahr 1997
veröffentlicht. Seitdem wurden dem Standard durch eine Vielzahl von Er-
weiterungen (Amendments) verschiedene Funktionalitäten und leistungsfä-
higere Übertragungstechnik zur Verwendung in unterschiedlichen Frequenz-
bändern hinzugefügt. Die im Jahr 2010 veröffentlichte Standarderweiterung
IEEE 802.11p [77], auf die in Abschnitt 2.2.5 näher eingegangen wird, spezi-
fiziert Anpassungen an die besonderen Anforderungen von VANETs. Diese
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wurden inzwischen in die aktuelle, im Jahr 2012 veröffentlichte Revision des
Standards mit der Bezeichnung IEEE 802.11-2012 übernommen [78]. Unge-
achtet dieser Tatsache wird im Rahmen dieser Arbeit allerdings weiterhin Be-
zug auf den als IEEE 802.11-2007 bezeichneten Basisstandard von 2007 [76]
und die Standarderweiterung IEEE 802.11p [77] genommen, um die Beson-
derheiten der Verwendung von IEEE 802.11 in VANETs hervorzuheben.4
2.2.4.1 Übertragungstechnik
In seiner ursprünglichen Version aus dem Jahr 1997 spezifizierte der Stan-
dard neben der MAC-Teilschicht lediglich drei unterschiedliche PHY-Varian-PHY-Evolution und
Datenraten ten mit Brutto-Datenraten in Höhe von 1Mbps sowie 2Mbps und sah da-
bei neben einem in der Praxis bedeutungslosen Infrarot-Übertragungsverfah-
ren zwei Frequenzspreizverfahren, Frequency Hopping Spread Spectrum (FHSS)
und Direct Sequence Spread Spectrum (DSSS), für den Betrieb im 2,4GHz ISM-
Frequenzband5 vor. Die Erweiterung 802.11b erhöhte die mittels DSSS im
2,4GHz Band erzielbare Datenrate bereits auf 11Mbps [76].
Mit der Erweiterung 802.11a wurde das Modulationsverfahren Orthogonal
Frequency Division Multiplexing (OFDM) für die Verwendung im 5GHz Fre-
quenzband eingeführt und später durch 802.11g auch für das 2,4GHz Band
umgesetzt. 802.11a bildet die Basis der Übertragungstechnik von ITS-G5 und
802.11p und ist aus diesem Grund von besonderer Relevanz für die vorliegen-
de Arbeit. Auf diese PHY-Variante wird daher in Abschnitt 2.2.5 erneut ein-
gegangen. Während 802.11a und 802.11g die Realisierung einer maximalen
Datenrate von 54Mbps ermöglichen, konnte durch den Rückgriff auf Multi-
ple Input Multiple Output (MIMO) Antennentechnologie und weitere Maßnah-
men mit der im Jahr 2009 fertiggestellten und inzwischen in die Standardrevi-
sion IEEE 802.11-2012 aufgenommenen Erweiterung 802.11n die theoretisch
erzielbare Datenrate auf 600Mbps erhöht werden [78].
2.2.4.2 Netzarchitektur und MAC-Management
Die Netzarchitektur von IEEE 802.11 beinhaltet im Wesentlichen folgende
Komponenten, auf die an dieser Stelle kurz eingegangen werden soll: dieKomponenten der
IEEE 802.11
Netzarchitektur
Station (STA), den Access Point (AP), das Basic Service Set (BSS), das Extended
Service Set (ESS), das Distribution System (DS) sowie verschiedene Dienste (Ser-
vices) [76, 126].
Als Station (STA) wird im engeren Sinne ein standardkonformes Netzwerk-
interface (Network Interface Controller) bzw. eine entsprechende Interface-
karte bezeichnet. Im weiteren Sinne umfasst der Begriff jedoch auch einen
Host, der über ein IEEE 802.11 Netzwerkinterface verfügt.
Einen elementaren Bestandteil eines IEEE 802.11 WLANs bildet das Basic
Service Set (BSS), welches eine Gruppe untereinander kommunizierender Sta-
tionen beschreibt. Dabei wird zwischen zwei verschiedenen Arten von Basic
4Die Bezeichnungen „der Standard 802.11“ und „der Basisstandard“ beziehen sich daher,
soweit nicht anders gekennzeichnet, auf die Standardrevision IEEE 802.11-2007 [76].
5Industrial, Scientific and Medical Band (ISM-Band).
2.2 kommunikationstechnik und standardisierung 19
Service Sets unterschieden, dem Independent BSS (IBSS) und dem Infrastruc-
ture BSS. Die einfachste Form einer 802.11 Netztopologie wird durch das Independent Basic
Service Set (IBSS)IBSS repräsentiert, in welchem die zu demselben IBSS gehörenden Statio-
nen direkt, d. h. ohne Nutzung einer Relaisstation, miteinander kommunizie-
ren. Aufgrund der Ausbreitungsbedingungen ist es dabei allerdings möglich,
dass sich nicht jede zu einem bestimmten IBSS gehörende Station innerhalb
der Kommunikationsreichweite jeder anderen zu demselben IBSS gehören-
den Station befindet. IBSS dienen der spontanen und zeitlich begrenzten Ver-
netzung, z. B. im Rahmen von Konferenzen oder Besprechungen [65, 76, 126].
Obwohl der Standard den auf einem Zusammenschluss von Stationen in
einem IBSS beruhenden Betrieb eines WLANs als Ad-hoc-Netz bezeichnet und
in diesem Zusammenhang häufig der Begriff des IEEE 802.11 Ad-hoc-Mo-
dus verwendet wird, darf diese Form der Vernetzung nicht mit dem durch
IEEE 802.11p und ITS-G5 spezifizierten Betriebsmodus für die Kommunikati-
on in VANETs verwechselt werden, der grundlegende Unterschiede aufweist,
auf die in Abschnitt 2.2.5 eingegangen wird.
Der auch Infrastruktur-Modus genannte Zusammenschluss der Stationen in
einem Infrastructure BSS stellt die am weitesten verbreitete Form der Netzor-
ganisation in 802.11 WLANs dar. Kennzeichnendes Merkmal eines Infrastruc-
ture BSS ist das Vorhandensein einer als Access Point (AP) bezeichneten Basis- Infrastruktur-
Modus mit Access
Points (APs)
station, welche die Funktion einer Relaisstation übernimmt. Im Infrastruktur-
Modus erfolgt jegliche Form der Kommunikation über den AP. Auch zur
Datenübermittlung von einer Station (der Quelle) zu einer anderen Station
(der Senke) innerhalb desselben BSS sendet die Quelle den zu übermitteln-
den Frame zunächst an den AP, welcher den Frame daraufhin an die Senke
weiterleitet.
Darüber hinaus kann das BSS durch einen AP mit einem Distribution Sys-
tem (DS) verbunden werden, das in herkömmlichen WLAN-Netzen üblicher- Distribution System
(DS) und Extended
Service Set (ESS)
weise als kabelgebundenes lokales Netz (z. B. IEEE 802.3 Ethernet) ausgeführt
ist und zur Verbindung mehrerer APs und damit verschiedener BSS sowie
zur Anbindung an andere Netze dient. Der Standard lässt die Art der Imple-
mentierung des DS jedoch offen und beschreibt lediglich die zur Verfügung
zu stellende Funktionalität. Dabei kommt dem AP die Funktion einer Bridge
zu: Für jeden Datenframe, den der AP aus dem BSS oder dem DS empfängt,
überprüft dieser, ob der Frame an das BSS oder an das DS weiterzuleiten
ist. Diese Form der Vernetzung mehrerer BSS über ein DS wird als Extended
Service Set (ESS) bezeichnet [65, 76, 126].
Für detaillierte Informationen zu den verschiedenen Diensten (Services),
die von Stationen und APs zu erbringen sind, sei an dieser Stelle auf den
Standard verwiesen [76].
Jedes BSS kann anhand der ihm zugeordneten Basic Service Set Identifica-
tion (BSSID) eindeutig identifiziert werden, die das Format einer 48 bit lan- BSSID und
Adressfilterunggen MAC-Adresse aufweist. Während die BSSID im Infrastruktur-Modus der
MAC-Adresse des APs entspricht, wird sie in einem IBSS von der das IBSS
initiierenden Station unter Verwendung eines zufallsbasierten Verfahrens fest-
gelegt.
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Eine wichtige Rolle kommt der BSSID insbesondere bei der durch die
MAC-Teilschicht jeder Station und jedes APs durchgeführten Adressfilterung
zu, da IEEE 802.11 den parallelen Betrieb mehrerer BSS auf einem Kanal er-
laubt. Aus diesem Grund wird in den MAC-Header der Frames neben der
MAC-Adresse der Datenquelle (Source Address) und der MAC-Adresse der
Datensenke (Destination Address) zusätzlich die BSSID des BSS eingefügt, zu
dem die sendende bzw. empfangende Station gehört. Bei der Entscheidung,
ob ein empfangener Frame ausgewertet oder verworfen werden soll, wertet
die MAC-Teilschicht sowohl die Destination Address als auch die BSSID in
den Adressfeldern des Headers aus. Für ein anderes BSS bestimmte Frames
werden dabei ebenso verworfen wie an einen anderen Empfänger gerichtete
Frames. Von besonderer Bedeutung ist die Einbeziehung der BSSID in die
Adressfilterung für den Empfang von Multicast- und Broadcast-Frames, um
den Empfänger nicht übermäßig mit der Verarbeitung irrelevanter Daten zu
belasten [76, 126].
Damit eine Station sich einem BSS anschließen kann, muss es ihr möglich
sein, in Reichweite befindliche BSS aufzufinden. Eine wichtige Rolle spielenBeacon-Frames
in diesem Zusammenhang die als Beacons bezeichneten Management-Frames,
die periodisch innerhalb des BSS ausgesendet werden. Im Infrastruktur-Mo-
dus übernimmt diese Aufgabe der AP. In einem IBSS setzen die Stationen
ein dezentrales, zufallsgesteuertes und wettbewerbsbasiertes Verfahren ein,
um zu bestimmen, welche Station im nächsten Beacon-Intervall für das Aus-
senden des Beacon-Frames verantwortlich ist, sodass alle Stationen gleichmä-
ßig mit dem damit einhergehenden Overhead belastet werden. Die Beacon-
Frames enthalten eine Reihe für eine Assoziierung mit dem BSS notwendi-
ger Informationen, darunter der bis zu acht Bytes lange Service Set Identifier
(SSID), welcher das ESS bzw. IBSS identifiziert. Darüber hinaus werden Be-
acon-Frames für Energiesparfunktionen im Rahmen des Power Managements
genutzt und dienen der Zeitsynchronisation unter den zu einem BSS gehö-
renden Stationen, welche durch die Timing Synchronization Function zur Ver-
fügung gestellt wird [76, 126].
Um in Reichweite befindliche APs oder IBSS aufzufinden, verwenden IEEE
802.11 Stationen ein als Scanning bezeichnetes Verfahren, das aktiv oder pas-Scanning
siv durchgeführt werden kann.
Beim aktiven Scanning wechselt die Station auf einen der zur Verfügung
stehenden Kanäle und sendet einen als Probe Request bezeichneten Frame, in
welchem optional, sofern nach einem bestimmten Netz gesucht werden soll,
ein SSID spezifiziert werden kann. Im Infrastruktur-Modus antworten dar-
aufhin diejenigen APs, die denselben Funkkanal und, falls im Probe-Request-
Frame spezifiziert, denselben SSID verwenden, mit einem Probe Response ge-
nannten Frame, der sämtliche zur Assoziierung mit dem BSS notwendigen
Informationen beinhaltet. In einem IBSS übernimmt diese Aufgabe diejenige
Station, welche den letzten Beacon-Frame gesendet hat. Während des Ver-
bleibs auf dem gewählten Funkkanal verarbeitet die den Scanning-Prozess
durchführende Station, bevor sie entweder auf den nächsten Kanal wechselt
oder das Scanning beendet, die aus sämtlichen empfangenen Probe-Respon-
se- und Beacon-Frames gewonnenen Informationen, um nach Abschluss des
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Scannings eine Entscheidung über die Assoziierung mit einem der verfügba-
ren BSS treffen zu können.
Das Verfahren des passiven Scannings unterscheidet sich von dem des ak-
tiven Scannings lediglich dahingehend, dass die Station während ihres Ver-
bleibs auf dem gewählten Funkkanal nur passiv den Kanal nach Beacon- und
Probe-Response-Frames abhört, aber keine eigenen Probe-Request-Frames
sendet.
Nach Abschluss des Scanning-Verfahrens verfügt die Station über die not-
wendigen Informationen, um sich einem der verfügbaren BSS anschließen zu Join, Authentication
und Associationkönnen. Bei dem als Join bezeichneten Vorgang übernimmt die Station zu-
nächst eine Reihe von Parametern des gewählten BSS, darunter die BSSID,
und synchronisiert ihre lokale Zeit mit der des BSS. Falls es sich bei dem ge-
wählten BSS um ein Infrastructure BSS handelt, muss die Station daraufhin
zunächst eine Authentifizierung (Authentication) und anschließend eine Asso-
ziierung (Association) mit dem AP durchführen, bevor sie innerhalb des BSS
Datenframes senden darf. Für IBSS ist die Authentifizierungsprozedur optio-
nal und eine Assoziierungsprozedur nicht vorgesehen [76, 126].
Die Authentifizierungsprozedur besteht im einfachsten Fall, der offenen
Authentifizierung (Open System Authentication), nur aus einem Zwei-Wege-
Handshake, bei dem keinerlei Berechtigungsprüfung der Station und damit
keine echte Authentifizierung stattfindet. Darüber hinaus sind verschiede-
ne fortgeschrittenere Verfahren vorgesehen, die eine tatsächliche Authenti-
fizierung der Station beinhalten. Details können den Standards IEEE 802.11-
2007 [76] oder IEEE 802.11-2012 [78], dort insbesondere Abschnitt 8 bzw. Ab-
schnitt 11, entnommen werden.
Die Assoziierungsprozedur besteht ebenfalls aus einem Zwei-Wege-Hand-
shake. Zu diesem Zweck sendet die Station zunächst einen als Association
Request bezeichneten Frame an den AP. Der Frame enthält verschiedene die
Fähigkeiten der Station betreffende Informationen, wie beispielsweise unter-
stützte Datenraten, auf deren Grundlage der AP eine Entscheidung darüber
trifft, ob eine Assoziierung gewährt werden kann. Mit einem Association Res-
ponse genannten Frame informiert der AP schließlich die Station über Erfolg
oder Scheitern der Assoziierung [65, 76, 126].
Als Ergebnis der durch den Standard vorgesehenen Authentifizierungs-
und Assoziierungsprozedur können drei Zustände einer Station unterschie-
den werden, wie Abbildung 4 veranschaulicht. Ausgehend von dem vor einer




on durch eine erfolgreiche Authentifizierung mit einem BSS in Zustand 2 und
durch eine erfolgreiche Assoziierung in Zustand 3 übergehen. Der Zustand
der Station beschränkt die Art der Frames, welche die Station innerhalb des
BSS senden darf: So sind in Zustand 1 nur Frames der Klasse 1 zugelassen,
die beispielsweise Probe-Request-Frames und die für den Übergang in Zu-
stand 2 notwendigen Authentication-Frames umfasst.6 Ebenfalls zur Klasse 1
gehören in einem IBSS gesendete Datenframes, da die Authentifizierungs-
prozedur hier optional und eine Assoziierungsprozedur nicht vorgesehen ist.
6Details zu den im jeweiligen Zustand zugelassenen Frametypen können Abschnitt 11.3
des Standards 802.11-2007 entnommen werden [76].
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Abbildung 4: Assoziierung, Authentifizierung und korrespondierende Zustände ei-
ner IEEE 802.11 Station [76].
Association-Request-Frames hingegen gehören der Klasse 2 an und dürfen
somit erst in Zustand 2 gesendet werden, während Datenframes im Infra-
strukturmodus der Klasse 3 zugeordnet werden und somit ausschließlich in
Zustand 3 nach erfolgreicher Assoziierung mit dem BSS zugelassen sind. Da-
bei sieht der Standard zwar vor, dass eine Station mit mehreren BSS gleich-
zeitig authentifiziert (Zustand 2) sein kann, eine Assoziierung (Zustand 3) ist
jedoch stets nur mit einem BSS zur gleichen Zeit möglich [65, 76, 126].
2.2.4.3 Medienzugriffssteuerung
Im Vergleich zu kabelgebundenen Netzen bringt die drahtlose Kommunikati-
on sowohl in herkömmlichen WLANs als auch insbesondere in VANETs eineHerausforderungen
Reihe von Herausforderungen mit sich, welche durch die sich grundlegend
unterscheidenden Eigenschaften des verwendeten Übertragungsmediums be-
dingt sind. So sind drahtlose Kommunikationsnetze deutlich ungünstigeren
und im Zeitverlauf variierenden Ausbreitungsbedingungen ausgesetzt (vgl.
Abschnitt 4.3). Die damit verbundene geringere Reichweite und Zuverlässig-
keit geht einher mit einer wegen der Mobilität der Stationen dynamischen
Netztopologie und einer unvollständigen Konnektivität des Netzes [76].
Gleichzeitig führt die nicht klar begrenzte Ausbreitung des Funksignals zu
Interferenzen mit anderen Nutzern des gemeinsam genutzten Übertragungs-Interferenzen und
Kollisionen mediums (Multi-User-Interferenzen). Übersteigen die Interferenzen während
der Übertragung eines Frames ein tolerierbares Niveau, kann der Empfänger
den Frame nicht fehlerfrei decodieren - es kommt zu einer Kollision. Durch
Frameverluste infolge von Kollisionen wird die Zuverlässigkeit des Netzes
weiter herabgesetzt.
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IEEE 802.11 begegnet diesen Herausforderungen mit der Distributed Coor-
dination Function (DCF), die den Kern der MAC-Teilschicht bildet.7 Die DCF
stellt eine dezentral organisierte, wettbewerbsbasierte Steuerung des Medien- Distributed
Coordination
Function (DCF)
zugriffs auf der Grundlage eines als Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) bezeichneten Zugriffsverfahrens zur Verfügung, das in
ähnlicher Form bereits deutlich früher in kabelgebundenen AppleTalk-Netz-
werken eingesetzt wurde [150]. Viele Prinzipien der DCF sind an das durch
IEEE 802.3 Ethernet verwendete Medienzugriffsverfahren Carrier Sense Mul-
tiple Access with Collision Detection (CSMA/CD) angelehnt. Insbesondere sieht
auch CSMA/CA vor, dass eine Station vor dem Senden den Belegungszu-
stand des gemeinsam genutzten Übertragungsmediums prüft und mit der
Übertragung nur dann beginnt, wenn das Medium nicht als belegt erkannt
wurde [94]. Die Besonderheiten des drahtlosen Übertragungsmediums lassen
jedoch eine direkte Übertragung von CSMA/CD auf IEEE 802.11 nicht zu.
So erlaubt CSMA/CD im kabelgebundenen Ethernet die Erkennung von
Kollisionen, indem die Stationen während ihrer eigenen Übertragung gleich-
zeitig das über das gemeinsam genutzte Übertragungsmedium empfangene
Signal überwachen und mit dem gesendeten Signal vergleichen. Aufgrund
der deutlich höheren Dämpfung lässt sich ein gleichzeitiges Senden und
Empfangen in drahtlosen Netzen jedoch nur durch komplexe und teure
Transceiver realisieren. Darüber hinaus führen die Ausbreitungsbedingungen
des drahtlosen Mediums dazu, dass weder eine Kollision an der sendenden
Station zwangsläufig eine Kollision an der empfangenden Station impliziert
noch umgekehrt. Eine sendende Station könnte daher durch lokale Überwa-
chung des Übertragungsmediums ohnehin nicht zuverlässig erkennen, ob
eine Kollision an der empfangenden Station stattgefunden hat. Die Kollisi-
onserkennung von CSMA/CD wurde daher nicht in die DCF aufgenommen.
Motiviert durch die fehlende Kollisionserkennung und die aufgrund der
Ausbreitungsbedingungen (vgl. Abschnitt 4.3) ohnehin deutlich geringere Bestätigung von
Unicast-Frames
durch ACK-Frames
Zuverlässigkeit der drahtlosen Datenübertragung sieht die DCF vor, dass
sämtliche an eine individuelle Zieladresse gerichteten Frames, sogenannte
Unicast-Frames, vom Empfänger unmittelbar bestätigt werden. Zu diesem
Zweck verwendet der Empfänger eines fehlerfrei decodierten Frames eine po-
sitive Bestätigung in Form eines an den Sender gerichteten Acknowledgment-
Frames (ACK-Frames). Bleibt eine Bestätigung aus, wird die Übertragung vom
Sender wiederholt. War die Übertragung auch nach einer bestimmten An-
zahl wiederholter Übertragungsversuche nicht erfolgreich, wird der Frame
verworfen [65, 76, 126].
In Ermangelung einer individuellen Zieladresse ist eine Bestätigung von
Multicast- und Broadcast-Frames und die damit einhergehende Übertragungs-
wiederholung im Fehlerfall allgemein nicht möglich. Eine Ausnahme bilden
hier lediglich an einen AP gesendete Frames im Infrastrukturmodus, die wie-
7Darüber hinaus definiert IEEE ein als Point Coordination Function (PCF) bezeichnetes Ver-
fahren, das eine zentrale Koordination des Medienzugriffs mit wettbewerbsfreien Phasen vor-
sieht [76]. Hierauf wird nicht näher eingegangen, da die PCF keinerlei Bedeutung für die
vorliegende Arbeit aufweist.
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derum nach erfolgreichem Empfang vom AP bestätigt werden und bei Aus-
bleiben einer Bestätigung vom Sender wiederholt werden können [76].
Einer Erhöhung der Erfolgswahrscheinlichkeit bei der Übertragung länge-
rer Frames dient die durch IEEE 802.11 zur Verfügung gestellte MöglichkeitFragmentierung von
Unicast-Frames der Fragmentierung. Diese sieht vor, dass die MAC-Teilschicht Frames, deren
Länge einen konfigurierbaren Schwellenwert überschreitet, in Fragmente auf-
teilt, die anschließend separat übertragen und bestätigt werden. Auch diese
Funktionalität steht allerdings allgemein nur für Unicast-Frames, mit Ausnah-
me von an einen AP gerichteten Übertragungen jedoch nicht für Multicast-
und Broadcast-Frames zur Verfügung [76].
Um die Zuverlässigkeit der Erkennung laufender Übertragungen zu stei-
gern, verwendet CSMA/CA sowohl physikalisches als auch virtuelles CarrierPhysikalischer und
virtueller Carrier-
Sense-Mechanismus
Sensing. Dabei erachtet die MAC-Teilschicht das Übertragungsmedium nur
dann als frei, wenn dessen Zustand durch beide Mechanismen als frei er-
kannt wird. Meldet einer der beiden Mechanismen ein belegtes Medium,
muss die Station von einem Medienzugriff absehen.
Im Rahmen des physikalischen Carrier Sensings prüft die Bitübertragungs-
schicht das Übertragungsmedium auf empfangene Signale und trifft üblicher-
weise in Abhängigkeit der empfangenen Leistung anhand eines Carrier-Sense-
Schwellenwerts eine Entscheidung darüber, ob der MAC-Teilschicht ein freies
(idle) oder belegtes (busy) Übertragungsmedium gemeldet wird.
Der virtuelle Carrier-Sense-Mechanismus hingegen wird von der MAC-
Teilschicht selbstständig ausgeführt und basiert auf dem von jeder Station
vorgehaltenen Network Allocation Vector (NAV). Dem NAV kommt die Funkti-
on eines Timers zu, welcher der Station die verbleibende Belegungsdauer des
Übertragungsmediums anzeigt. Dabei wird die gesamte gegenwärtig übertra-
gene Framesequenz inkl. ausstehender ACK-Frames berücksichtigt. Zu die-
sem Zweck nutzt die DCF das im MAC-Header der IEEE 802.11 Frames ent-
haltene Duration-Feld, mit dessen Hilfe die sendende Station die Belegungs-
dauer angibt, sodass sämtliche Stationen in Reichweite des Senders eine Ak-
tualisierung ihrer lokalen NAV-Instanz durchführen können [65, 76, 126].
Die Verwendung des virtuellen Carrier Sensings dient insbesondere da-
zu, dem Auftreten sogenannter Hidden Stations, die sich nicht in Carrier-Sen-RTS/CTS-Verfahren
se-Reichweite des Senders befinden, entgegenzuwirken. Um vor Beginn ei-
ner Datenübertragung eine Aktualisierung des NAV sowohl für Stationen in
Reichweite des Senders als auch für solche in Reichweite des Empfängers
zu bewirken, sieht die DCF ein optionales Handshake-Verfahren vor. Die-
ses beinhaltet die Übertragung eines als Request to Send (RTS) bezeichneten
Steuerframes, der vom Empfänger mit einem Clear to Send (CTS) genannten
Steuerframe beantwortet wird [13, 76, 91, 150]. Auf Hidden Stations und das
RTS/CTS-Verfahren wird in Abschnitt 2.2.4.4 näher eingegangen.
Eine wichtige Rolle bei der Koordinierung des Medienzugriffs im Rahmen
des CSMA/CA-Verfahrens spielen die als Interframe Space (IFS) bezeichne-
ten Zeitintervalle, welche den mindestens einzuhaltenden zeitlichen AbstandInterframe Space
(IFS) zwischen zwei Frameübertragungen spezifizieren. Bevor eine Station den Re-
geln von CSMA/CA entsprechend mit der Übertragung eines Frames begin-
nen darf, muss sie für die Dauer eines Interframe Spaces sowohl auf Grundla-
2.2 kommunikationstechnik und standardisierung 25
ge des physikalischen als auch des virtuellen Carrier-Sense-Mechanismus oh-
ne Unterbrechung ein freies Übertragungsmedium erkannt haben. Der Priori-
sierung verschiedener Frametypen dienen dabei Interframe Spaces verschie-
dener Länge, die unter anderem durch die vom verwendeten PHY abhängige
Dauer Tslot eines IEEE 802.11 Zeitschlitzes bestimmt wird [76, 126]:
• Short Interframe Space (SIFS): Der SIFS stellt den kürzesten IFS dar und
ist daher mit der höchsten Priorität des Medienzugriffs verbunden. Er
wird für die Übertragung von ACK- und CTS-Frames sowie im Falle ei-
ner fragmentierten Frameübertragung für dem ersten Fragment folgen-
de Fragmente verwendet, um eine bestehende Belegung des Mediums
zu erhalten.
• PCF Interframe Space (PIFS): Der PIFS ist um die Dauer eines Zeitschlit-
zes Tslot länger als der SIFS, aber kürzer als die übrigen IFS-Typen. Er
wird zur Priorisierung im Rahmen wettbewerbsfreier Phasen bei zen-
traler Koordination des Medienzugriffs (PCF), im Zusammenhang mit
der Ankündigung eines Kanalwechsels und für verschiedene Zwecke
im Kontext der Standarderweiterung IEEE 802.11n verwendet.
• DCF Interframe Space (DIFS): Die Dauer eines DIFS übersteigt die eines
SIFS um den zweifachen Wert von Tslot. Der DIFS wird für die Übertra-
gung von Daten- und Management-Frames im wettbewerbsbasierten
Medienzugriff der DCF verwendet.
• Arbitration Interframe Space (AIFS): Der AIFS tritt bei Verwendung des
mit der Standarderweiterung IEEE 802.11e eingeführten Enhanced Dis-
tributed Channel Access (EDCA) an Stelle des DIFS und wird für die un-
terschiedliche Priorisierung von Frames verschiedener Prioritätsklassen
verwendet. Die Dauer eines AIFS hängt von der jeweiligen Prioritäts-
klasse ab, entspricht aber mindestens der eines DIFS.
• Extended Interframe Space (EIFS): Der EIFS wird als längster IFS vor jeder
Übertragung verwendet, die im direkten Anschluss an einen fehlerhaf-
ten Frameempfang erfolgt. Die Länge des EIFS übersteigt die eines DIFS
um einen SIFS und die Übertragungsdauer eines mit der niedrigsten
vorgesehenen Datenrate übertragenen ACK-Frames, um eine Kollision
mit einem möglicherweise auf den fehlerhaft empfangenen Frame fol-
genden ACK-Frame einer anderen Station zu verhindern.
Den Kern des CSMA/CA-Verfahrens bildet gemeinsam mit dem Carri-
er-Sense-Mechanismus die als Binary Exponential Backoff (BEB) bezeichnete Binary Exponential
Backoff (BEB)Backoff-Prozedur. Diese dient dazu, die Wahrscheinlichkeit eines gleichzeiti-
gen Übertragungsbeginns mehrerer Stationen und damit die Kollisionswahr-
scheinlichkeit zu reduzieren, indem jede Station eine zufällig gewählte Zeit-
dauer ermittelt, während derer sie trotz eines als frei erkannten Übertra-
gungsmediums vom Zugriff auf das Medium absieht.
Erkennt die Station vor dem Beginn ihrer Übertragung anhand des (physi-
kalischen und virtuellen) Carrier-Sense-Mechanismus für die Dauer des zu-
gehörigen IFS (DIFS, AIFS oder EIFS) ohne Unterbrechung ein freies Übertra-
gungsmedium und hat sie die Backoff-Prozedur noch nicht begonnen, d. h.
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ihr Backoff-Timer hat den Wert Null, so kann sie der IEEE 802.11 Standardspe-
zifikation entsprechend unmittelbar im Anschluss an den IFS mit der Über-
tragung des Frames beginnen [76, 126].
Meldet der Carrier-Sense-Mechanismus jedoch zu Beginn des Zugriffsver-
fahrens ein bereits belegtes Übertragungsmedium, so sieht das CSMA/CA-Contention Window
und Backoff-Timer Verfahren vor, dass die MAC-Teilschicht die Backoff-Prozedur beginnt. Zu
diesem Zweck ermittelt die Station zunächst auf Grundlage einer diskreten
Gleichverteilung eine ganzzahlige Zufallszahl aus der Menge {0,1, . . . , CW},
wobei CW als Contention Window bezeichnet wird. Die so ermittelte Zufalls-
zahl bildet den Startwert des Backoff-Timers, der die verbleibende Backoff-Zeit
in Einheiten der Dauer eines Zeitschlitzes Tslot misst [76].
Die Grenzen des Contention Windows CW werden durch die Parameter
CWmin und CWmax bestimmt, die von dem zugrunde liegenden PHY und bei
Verwendung von EDCA außerdem von der Prioritätsklasse des Frames ab-
hängen. Der Wert des Contention Windows wird dabei zunächst mit CW =
CWmin initialisiert. Erkennt die Station anhand einer ausbleibenden Bestä-
tigung einen fehlgeschlagenen Übertragungsversuch, wird das Contention
Window exponentiell nach der Formel
CW = min
(
CWmax, (CWmin + 1) · 2i − 1
)
(2.1)
vergrößert, bis CW = CWmax gilt. Dabei bezeichnet i die Anzahl aufein-
anderfolgend fehlgeschlagener Übertragungsversuche. Das Contention Win-
dow wird auf den Wert CWmin zurückgesetzt, sobald die Übertragung des
Frames erfolgreich war, angezeigt durch den Empfang einer Bestätigung,
oder der Frame nach Erreichen der maximalen Anzahl von Übertragungs-
versuchen verworfen wurde [76].
Die Vergrößerung des Contention Windows nach dem BEB-Algorithmus,
der einer Reduzierung der Kollisionswahrscheinlichkeit im Falle einer ho-
hen Auslastung des Netzes dient, kann jedoch nur bei der Übertragung von
Frames erfolgen, die vom Empfänger bestätigt werden. Für die Übertragung
von Multicast- und Broadcast-Frames, deren Fehlschlagen vom Sender in Er-
mangelung einer Bestätigung nicht erkannt werden kann, gilt daher stets
CW = CWmin.
Sobald für die Dauer des für die Übertragung relevanten IFS (DIFS, AIFS
oder EIFS) kontinuierlich ein freies Übertragungsmedium erkannt wurde, be-Dekrementieren des
Backoff-Timers und
Übertragungsbeginn
ginnt die Station nach den Regeln des CSMA/CA-Verfahrens, den Backoff-Ti-
mer herunterzuzählen. Für jeden Zeitschlitz der Dauer Tslot, währenddessen
der Carrier-Sense-Mechanismus kontinuierlich ein freies Medium erkennt,
wird in der Folge der Backoff-Timer um eine Einheit dekrementiert. Sobald
das Medium als belegt erkannt wird, unterbricht die Station das Herunter-
zählen des Timers und fährt damit erst fort, wenn erneut für die Dauer eines
DIFS, AIFS bzw. EIFS kontinuierlich ein freies Übertragungsmedium detek-
tiert wurde. Erreicht der Backoff-Timer den Wert Null, beginnt die Station
mit der Übertragung ihres Frames. Abbildung 5 veranschaulicht den Medi-
enzugriff nach den Regeln des CSMA/CA-Verfahrens [76, 126].
Trotz der zufallsgesteuerten Backoff-Prozedur des CSMA/CA-Verfahrens
kann eine Kollision entstehen, wenn mehrere Stationen denselben ZeitschlitzCSMA-Kollisionen
2.2 kommunikationstechnik und standardisierung 27
für einen Übertragungsbeginn wählen. Eine solche Kollision wird im weite-











Abbildung 5: Medienzugriff nach dem CSMA/CA-Verfahren von IEEE 802.11.
AIFS[i] und AIFS[j] bezeichnen die AIFS unterschiedlicher Prioritäts-
klassen i und j. Beispielhaft ist die Übertragung eines Frames der nied-
riger priorisierten Klasse j gezeigt [76].
Der Standard IEEE 802.11 schreibt im Anschluss an jede erfolgreiche Über-
tragung eines Frames ebenfalls die Durchführung der oben beschriebenen
Backoff-Prozedur vor, welche in diesem Zusammenhang üblicherweise als
Post-Backoff bezeichnet wird. Im Unicast-Fall beginnt diese Backoff-Prozedur Post-Backoff
nach dem Empfang einer Bestätigung, im Multicast- oder Broadcast-Fall be-
ginnt sie direkt nach dem Ende der Frameübertragung, da eine Bestätigung
nicht vorgesehen ist. Auch im Anschluss an eine fehlgeschlagene Übertra-
gung, angezeigt durch das Ausbleiben eines ACK-Frames, muss die MAC-
Teilschicht die Backoff-Prozedur beginnend mit dem Ablauf des entsprechen-
den Timers erneut absolvieren [76].
Durch die Standarderweiterung IEEE 802.11e aus dem Jahr 2005 wurde
der WLAN-Standard mit Enhanced Distributed Channel Access (EDCA) um eine Enhanced
Distributed Channel
Access (EDCA)
weiterentwickelte Variante der DCF ergänzt. EDCA dient der Bereitstellung
einer differenzierten Dienstgüte oder Quality of Service (QoS) und definiert zu
diesem Zweck vier verschiedene als Access Categories (ACs) bezeichnete Prio-
ritätsklassen. Diesen Prioritätsklassen werden für eine Übertragung vorgese-
hene Frames in Abhängigkeit ihrer QoS-Anforderungen zugeordnet [76].8
Dabei wird eine unterschiedliche Priorisierung der verschiedenen ACs zu-
geordneten Frames erreicht, indem jeder AC individuelle EDCA-Parameter
zugewiesen werden, welche die Länge eines AIFS sowie die Grenzen des
Contention Windows CWmin und CWmax umfassen. Darüber hinaus erlaubt
EDCA den Stationen im Rahmen einer Transmission Opportunity (TXOP) die
aufeinanderfolgende Übertragung mehrerer Frames in einem Burst, dessen
Länge durch einen weiteren EDCA-Parameter mit der Bezeichnung TXOP
Limit begrenzt wird. Je niedriger AIFS, CWmin sowie CWmax und je höher
der Parameter TXOP Limit gewählt werden, desto höher ist die resultierende
Priorität der Frames [76].
Für die vier ACs hält die MAC-Teilschicht vier separate Warteschlangen
bereit, die als voneinander unabhängige Instanzen auf Grundlage ihrer indi-
viduellen EDCA-Parameter im CSMA/CA-Verfahren um den Medienzugriff
konkurrieren. Dabei kann es zu internen Kollisionen zwischen den Frames
8Darüber hinaus wurde durch IEEE 802.11e ein weiteres, als HCF Controlled Channel Access
(HCCA) bezeichnetes Verfahren eingeführt, das in Anlehnung an die PCF eine zentrale Koor-
dination des Medienzugriffs vorsieht [76]. Da HCCA keinerlei Bedeutung für die vorliegende
Arbeit aufweist, wird hierauf nicht näher eingegangen.
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verschiedener ACs kommen, die zugunsten des Frames der höher priorisier-
ten AC aufgelöst werden [76].
2.2.4.4 Hidden und Exposed Stations
Im vorangegangenen Abschnitt 2.2.4.3 wurde bereits erläutert, dass trotz der
zufallsgesteuerten Backoff-Prozedur des CSMA/CA-Verfahrens die Entste-
hung von Kollisionen möglich ist, wenn mehrere Stationen denselben Zeit-
schlitz für einen Übertragungsbeginn wählen. Eine weitere wichtige Kollisi-
onsursache ergibt sich durch das sogenannte Hidden-Station-Problem, welches
im Folgenden erläutert wird [167].
Abbildung 6 veranschaulicht eine beispielhafte Hidden-Station-Situation:
Station A befindet sich außerhalb der Carrier-Sense-Reichweite dcs von Stati-Hidden-Station-
Problem on C und umgekehrt, sodass aufgrund einer zu geringen Leistung des emp-
fangenen Signals keine der beiden Stationen in der Lage ist, anhand des phy-
sikalischen Carrier-Sense-Mechanismus eine laufende Übertragung der an-
deren Station zu erkennen. In diesem Fall ist Station A eine Hidden Station
aus Perspektive von Station C, ebenso ist Station C eine Hidden Station aus
Perspektive von Station A. Dabei geht das Beispiel vereinfachend davon aus,
dass die Carrier-Sense-Reichweite dcs der Kommunikationsreichweite der Sta-
tionen entspricht. Demnach wäre im interferenzfreien Fall eine erfolgreiche
Frameübertragung von Station A an Station B ebenso möglich wie von Stati-






Abbildung 6: Schematische Darstellung des Hidden-Station-Problems: Da Station C
sich nicht innerhalb der Carrier-Sense-Reichweite dcs von Station A
befindet (und umgekehrt), beginnt C mit der Übertragung von Frame 2
an Station B, obwohl A bereits Frame 1 an B überträgt, sodass es zu
einer Kollision kommt.
Es sei angenommen, dass im gezeigten Beispiel Station A mit der Übertra-
gung des an Station B gerichteten Frames 1 begonnen hat. In dieser Situation
besteht die Gefahr, dass Station C während der laufenden Übertragung von
Frame 1 mit der Übertragung des ebenfalls an Station B gerichteten Frames 2
beginnt, da Station C irrtümlich von einem freien Übertragungsmedium aus-
geht. Tritt dieser Fall ein, kommt es zu einer Kollision an der empfangenden
Station B und damit zum Verlust mindestens eines der beiden Frames. Im Ge-
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gensatz zu der zuvor beschriebenen CSMA-Kollision besteht das mit einem
Übertragungsbeginn von Station C verbundene Kollisionsrisiko hier während
der gesamten Dauer der Frameübertragung von Station A. Hidden Stations
führen somit zu einem Versagen des Carrier-Sense-Mechanismus und kön-
nen daher einen signifikanten Einfluss auf die Kollisionshäufigkeit und damit
auf die Dienstgüte des Netzes ausüben.
Der Bereich, in dem andere Stationen mithilfe des physikalischen Carrier-
Sense-Mechanismus eine Übertragung des Senders erkennen können, ist in
Abbildung 6 zu Darstellungszwecken zwar als Kreis um den Sender mit dem
Radius einer konstanten Carrier-Sense-Reichweite dcs visualisiert, dies stellt
jedoch eine erhebliche Abstraktion realer Bedingungen dar. In der Realität
führen die Mobilität des Senders, Mehrwegeausbreitung sowie das damit
zusammenhängende Small-Scale und Large-Scale Fading des Signals (siehe
Abschnitt 4.3) dazu, dass die Carrier-Sense-Reichweite dcs signifikanten Än-
derungen im Zeitverlauf sowie in Abhängigkeit der Sender- und Empfänger-
position unterworfen ist. Daher ist unter realen Ausbreitungsbedingungen
eine exakte Begrenzung des Bereichs, in welchem mit dem Auftreten von
Hidden Stations zu rechnen ist, kaum möglich.
Die DCF von IEEE 802.11 wirkt dem Hidden-Station-Problem unter Zuhil-





und Empfänger vor der Übertragung eines Datenframes in einem Handshake-
Verfahren die Steuerframes Request to Send (RTS) und Clear to Send (CTS) aus-
tauschen, wie Abbildung 7 veranschaulicht [13, 76, 91, 150]. Das RTS/CTS-
Verfahren erlaubt eine Aktualisierung des NAV sowohl für Stationen in Reich-






















Abbildung 7: Framesequenz bei Anwendung des IEEE 802.11 RTS/CTS-Verfahrens
mit aus RTS- und CTS-Frames entnommenen Werten des NAV benach-
barter Stationen. Ausbreitungsverzögerungen sind aus Darstellungs-
gründen vernachlässigt. An Stelle der AIFS können ebenso DIFS oder
EIFS treten [76].
Zu diesem Zweck führt die sendende Station zunächst das im vorange-
gangenen Abschnitt 2.2.4.3 dargestellte Medienzugriffsverfahren durch, wie
es die DCF bzw. ihre Erweiterung EDCA für die Übertragung eines Daten-
frames vorschreibt, d. h. es sind entweder DIFS, AIFS oder EIFS und ggf. die
Backoff-Prozedur zu berücksichtigen. Nach Abschluss dieses Verfahrens be-
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ginnt die Station mit der Übertragung eines RTS-Frames, der an den Empfän-
ger der zu übermittelnden Nutzdaten gerichtet wird. Dieser antwortet nach
erfolgreichem Empfang des RTS-Frames mit einem CTS-Frame, wobei dessen
Übertragung bereits unmittelbar nach einem SIFS beginnt. Nach dem Emp-
fang des CTS-Frames beginnt der Sender, wiederum im direkten Anschluss
an einen SIFS, mit der Übertragung des Datenframes, welcher vom Empfän-
ger nach einem SIFS mit einem ACK-Frame bestätigt wird [76, 126].
Sowohl der RTS- als auch der CTS-Frame enthalten in ihrem MAC-Header
das bereits in Abschnitt 2.2.4.3 beschriebene Duration-Feld, das die verbleiben-
de Belegungsdauer des Übertragungsmediums angibt und dabei die gesamte
Framesequenz mit CTS-, Daten- und ACK-Frames berücksichtigt. Auf dieser
Basis können nicht nur sämtliche Stationen in Reichweite des Senders an-
hand des RTS-Frames ihren NAV aktualisieren, sondern es werden darüber
hinaus sämtliche Stationen in Reichweite des Empfängers in die Lage ver-
setzt, eine Aktualisierung ihres NAVs anhand des CTS-Frames durchzufüh-
ren. Dies erlaubt die Erkennung einer laufenden Übertragung auf Grundlage
des virtuellen Carrier-Sense-Mechanismus auch im Falle einer Hidden-Stati-
on-Situation und reduziert das Kollisionsrisiko auf die vergleichsweise kurze
Übertragungsdauer des RTS-Frames [76, 126].
Obwohl die Länge der RTS- und CTS-Frames erheblich geringer ist als die
übliche Länge eines IEEE 802.11 Datenframes, ist der RTS/CTS-Austausch
mit zusätzlichem Overhead verbunden und kann daher mittels eines konfigu-
rierbaren Schwellenwerts entweder für kurze Datenframes oder vollständig
deaktiviert werden [76, 126].
Die Anwendung des RTS/CTS-Verfahrens ist jedoch ebenso wie die An-
wendung des IEEE 802.11 Bestätigungsverfahrens (vgl. Abschnitt 2.2.4.3) auf
die Übertragung von Unicast-Frames beschränkt. In Ermangelung einer indi-
viduellen Zieladresse ist ein RTS/CTS-Handshake vor der Übertragung vonRTS/CTS
beschränkt auf
Unicast-Frames
Multicast- und Broadcast-Frames allgemein nicht möglich, eine Ausnahme
bilden auch hier lediglich an einen AP gesendete Frames im Infrastruktur-
modus [76].
Abbildung 8 veranschaulicht das in IEEE 802.11 Netzen ebenfalls auftre-
tende Exposed-Station-Problem. Es sei angenommen, dass Station B mit derExposed-Station-
Problem Übertragung von Frame 1 begonnen hat, einem an Station A adressierten
Unicast-Frame, und Station C zu diesem Zeitpunkt Frame 2, einen an Stati-
on D adressierten Unicast-Frame, übertragen möchte. Da die Entfernungen
zwischen Station B und Station A sowie zwischen Station C und Station D
gering sind im Vergleich zu den Entfernungen zwischen Station B und Stati-
on D sowie zwischen Station C und Station A, würde eine zeitlich parallele
Übertragung von Frame 1 und Frame 2 nur geringe Interferenzen für die
Empfänger der beiden Frames verursachen und keine Kollision hervorrufen.
Dennoch beginnt Station C in dieser Situation nicht mit der Übertragung von
Frame 2 an Station D, da sie sich innerhalb der Carrier-Sense-Reichweite dcs
von Station B befindet. Die Folge ist eine suboptimale Auslastung des Übertra-
gungsmediums und eine Reduzierung des erzielbaren Durchsatzes [13, 91].
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Abbildung 8: Schematische Darstellung des Exposed-Station-Problems: Station B
überträgt Frame 1 an Station A. Da Station C sich innerhalb der Carri-
er-Sense-Reichweite dcs von Station B befindet, beginnt Station C nicht
mit der Übertragung von Frame 2 an Station D, obwohl dadurch keine
Kollision hervorgerufen würde.
Das Exposed-Station-Problem ist jedoch nur von Bedeutung, wenn weder
der Inhalt von Frame 1 für Station C noch der Inhalt von Frame 2 für Station B
relevant ist. Handelt es sich bei den in Abbildung 8 zu übertragenden Frames
hingegen nicht um Unicast-, sondern um Broadcast-Frames, so muss deren
zeitlich überlappende Übertragung ohnehin vermieden werden, da Station B
sonst nicht in der Lage wäre, den für sie relevanten Frame von Station C zu
empfangen und umgekehrt.
2.2.5 ETSI ITS-G5 und IEEE 802.11p
Die von ETSI als Teil der ITS-Referenzarchitektur (siehe Abbildung 2 in Ab-
schnitt 2.2.2) standardisierte Funktechnologie ITS-G5 [42, 55] hat sich in den ETSI ITS-G5
letzten Jahren als bevorzugte Lösung für V2V- und V2I-Kommunikation zur
Erhöhung von Sicherheit und Effizienz des Straßenverkehrs in Europa her-
auskristallisiert und steht daher im Zentrum des Interesses der vorliegenden
Arbeit. ETSI ITS-G5 spezifiziert den Access Layer der ITS-Referenzarchitek-
tur, der die Bitübertragungs- und Sicherungsschicht des OSI-Referenzmodells
umfasst [41, 84].
Zu diesem Zweck greift ITS-G5 auf bestehende Standards und insbeson-
dere auf den im vorherigen Abschnitt dargestellten WLAN-Funkstandard
IEEE 802.11 dahingehend zurück, dass sowohl die Bitübertragungsschicht
als auch die MAC-Teilschicht aus der Standarderweiterung IEEE 802.11p [77]
übernommen werden.9 Sämtliche Ausführungen zu IEEE 802.11p in diesem
Abschnitt gelten daher auch unmittelbar für die im weiteren Verlauf dieser
Arbeit fokussierte Funktechnologie ETSI ITS-G5 .
Im Hinblick auf die oberhalb der MAC-Teilschicht angeordnete LLC-Teil-
schicht schreibt ITS-G5 außerdem vor, dass die Stationen den im Standard
IEEE 802.2 spezifizierten verbindungslosen, unbestätigten Übertragungsmo-
dus unterstützen müssen [75]. Darüber hinaus sind als Decentralized Conges-
tion Control (DCC) bezeichnete Methoden zur Überlaststeuerung vorgesehen,
9Die in IEEE 802.11p enthaltenen Standarderweiterungen wurden inzwischen in die aktu-
elle Revision des Standards mit der Bezeichnung IEEE 802.11-2012 [78] übernommen, welche
gleichzeitig die Grundlage für ETSI ITS-G5 [42, 55] bildet.
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wie sie innerhalb der ETSI Technical Specification (TS) 102 687 [49] definiert
werden [42, 55]. Hierauf wird in Abschnitt 2.2.6 kurz eingegangen.
IEEE 802.11p ist eine im Jahr 2010 nach mehrjähriger Entwicklungsdau-
er veröffentlichte Erweiterung der 802.11 Standardspezifikation, die konzi-IEEE 802.11p
piert wurde, um den besonderen Anforderungen der Funkkommunikation
zwischen Fahrzeugen und ihrer Umgebung mit dem Ziel einer Erhöhung
von Verkehrssicherheit und -effizienz gerecht zu werden. Die Vernetzung
von Fahrzeugen in VANETs unterscheidet sich maßgeblich vom originären
Verwendungszweck der WLAN-Technologie, die ursprünglich lediglich auf
nomadenhafte Teilnehmermobilität ausgerichtet war. Da VANETs hingegen
eine hochdynamische Netztopologie mit einer außerordentlich hohen Mobi-
lität der Stationen aufweisen, stehen der Ad-hoc-Charakter der Vernetzung
und die damit verbundene geringe Toleranz gegenüber Verzögerungen im
Vordergrund der mit 802.11p vorgenommenen Ergänzungen des Standards.
2.2.5.1 Medienzugriffssteuerung und MAC-Management
Von wesentlicher Bedeutung für die Funktionsweise der auf IEEE 802.11 ba-
sierenden Fahrzeug-zu-Fahrzeug- und Fahrzeug-zu-Infrastruktur Kommuni-
kation ist die mit IEEE 802.11p eingeführte Möglichkeit zur KommunikationOutside the Context
of a BSS (OCB) Outside the Context of a BSS (OCB), die sowohl im Zentrum von IEEE 802.11p
als auch von ETSI ITS-G5 steht. Eine Station wird dabei durch Setzen des
Flags dot11OCBActivated, eines zu diesem Zweck vorgesehenen Attributs ih-
rer Management Information Base (MIB), in den OCB-Modus versetzt.10 Da-
durch wird der Standard in Ergänzung zu den ursprünglich vorgesehenen,
in Abschnitt 2.2.4.2 dargestellten Möglichkeiten der Kommunikation in ei-
nem IBSS (Ad-hoc-Modus) oder über einen Access Point (AP) innerhalb eines
BSS (Infrastruktur-Modus) um einen dritten Betriebsmodus erweitert, wel-
cher den Stationen einen Datenaustausch unabhängig von der Zugehörigkeit
zu einem BSS ermöglicht [55, 76, 77].
Verwendet eine Station den OCB-Modus, so ist es ihr erlaubt, ohne vorheri-





als auch sämtliche sonstigen zur Kommunikation mit ihrer Umgebung not-
wendigen Frametypen zu übertragen. Die in Abschnitt 2.2.4.2 (siehe Abbil-
dung 4) dargestellte Verwaltung des entsprechenden Zustands der Station
sowie die damit verbundenen Beschränkungen entfallen demnach [55, 76, 77].
Aufgrund des vollständigen Fehlens der Assoziierungs- und Authentifizie-
rungsprozedur11 wird bei Verwendung des OCB-Modus auf weitere Features
des in Abschnitt 2.2.4.2 dargestellten MAC-Managements verzichtet: So nut-
zen die Stationen weder aktives noch passives Scanning und es erfolgt keine
Übertragung von Beacon-Frames. Dies hat zum einen zur Folge, dass der
Station der zu verwendende Kanal im Voraus bekannt sein muss, zum ande-
10Innerhalb des Amendments IEEE 802.11p wurde das MIB-Attribut ursprünglich als
dot11OCBEnabled bezeichnet [77].
11Die Authentifizierungsprozedur entfällt bei Verwendung des OCB-Modus lediglich in-
nerhalb der MAC-Teilschicht von IEEE 802.11. Da die Vernetzung von Fahrzeugen in VANETs
allerdings dessen ungeachtet eine Authentifizierung der Stationen erfordert, übernimmt diese
Aufgabe der Security Layer der ITS-Referenzarchitektur (vgl. Abschnitt 2.2.2).
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ren stehen im OCB-Modus aus diesem Grund weder die auf Grundlage der
Beacon-Frames realisierte Timing Synchronization Function noch die Power
Management Funktionalitäten des IEEE 802.11 Standards zur Verfügung. Um
dennoch eine Synchronisierung der Stationen zu ermöglichen, wurde mit
IEEE 802.11p ein zu diesem Zweck geeigneter Timing Advertisement Frame
eingeführt. Eine Nutzung der im IEEE 802.11 Standard vorgesehenen Me-
thoden zur Datenverschlüsselung ist im OCB-Modus ebenfalls nicht mög-
lich [55, 76, 77].
Durch diese Maßnahmen können die mit der Notwendigkeit eines Beitritts
zu einem BSS verbundenen Verzögerungen durch Scanning, Authentifizie- Reine Ad-hoc-
Vernetzungrung und Assoziierung eliminiert werden, womit der geringen Verzögerungs-
toleranz aufgrund der hochdynamischen Netztopologie von VANETs Rech-
nung getragen wird. Der Charakter der auf IEEE 802.11 basierenden Fahr-
zeug-zu-Fahrzeug- und Fahrzeug-zu-Infrastruktur-Kommunikation im OCB-
Modus wird dabei auf eine reine Ad-hoc Vernetzung reduziert. Diese unter-
scheidet sich grundlegend von den ursprünglich zur Verfügung stehenden
Betriebsmodi des Basisstandards, insbesondere darf der OCB-Modus nicht
mit der üblicherweise als Ad-hoc-Modus bezeichneten Kommunikation in
einem IBSS verwechselt werden.
Darüber hinaus sieht die ITS-G5-Standardspezifikation die Bereitstellung
einer nach Prioritätsklassen differenzierten Quality of Service (QoS) unter Quality of Service
auf Basis von EDCAVerwendung des in Abschnitt 2.2.4.3 (siehe Seite 27) dargestellten EDCA-Ver-
fahrens vor. Zu diesem Zweck werden in Abhängigkeit der als Access Cate-
gory bezeichneten Prioritätsklasse des zu übertragenden Frames die EDCA-
Parameter AIFSN, CWmin und CWmax angepasst. Die Dauer eines AIFS ergibt
sich dabei in Abhängigkeit des Parameters AIFSN12 als
AIFS [AC] = AIFSN [AC] · Tslot + SIFS , (2.2)
wobei die Dauer eines SIFS im Fall der von ITS-G5 verwendeten Übertra-
gungstechnik TSIFS = 32µs beträgt und Tslot = 13µs die Dauer eines IEEE
802.11 Zeitschlitzes bezeichnet. Die ebenfalls durch EDCA zur Verfügung
gestellten Transmission Opportunities (TXOPs) für die aufeinanderfolgende
Übertragung mehrerer Frames werden von ITS-G5-Stationen hingegen nicht
verwendet, der Parameter TXOP Limit hat daher stets den Wert Null.
AC CWmin CWmax AIFSN TXOP Limit
AC_VO 3 7 2 0
AC_VI 7 15 3 0
AC_BE 15 1023 6 0
AC_BK 15 1023 9 0
Tabelle 1: EDCA-Parameter von ITS-G5 und IEEE 802.11p [55, 77].
Tabelle 1 zeigt die Standardwerte der EDCA-Parameter von ITS-G5 für die
vier nach fallender Priorität geordneten Access Categories (ACs) Voice (VO),
Video (VI), Best Effort (BE) und Background (BK) [55, 76, 77].
12Arbitration Interframe Space Number (AIFSN).
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Die Priorisierung auf Grundlage von EDCA ist für die vorliegende Arbeit
jedoch nur von untergeordneter Bedeutung, da eine Betrachtung der Aus-
wirkungen unterschiedlicher Prioritätsklassen nicht Gegenstand der durch-
geführten Untersuchungen ist, sondern sämtliche zu übertragenden Frames
derselben Access Category zugeordnet werden.
Abbildung 9 zeigt den Aufbau des aus sieben Feldern bestehenden MAC-
Headers eines ITS-G5-Datenframes im OCB-Modus unter Angabe der Län-Aufbau des MAC-
Headers von ITS-G5 ge des jeweiligen Feldes in Oktetten (Bytes). Das Feld Frame Control besteht
aus mehreren Subfeldern und enthält unter anderem die exakte Angabe des
Frametyps, im Falle eines ITS-G5-Datenframes QoS Data, sowie die Flags
ToDS und FromDS, die nur bei Verwendung eines Access Points gesetzt wer-
den und im OCB-Modus daher stets den Wert Null aufweisen. Details zum
Aufbau des Frame Control Feldes können den Standardspezifikationen ent-
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Abbildung 9: Aufbau des MAC-Headers eines ITS-G5-Datenframes und Länge der
einzelnen Felder [55, 76].
Das bereits in Abschnitt 2.2.4.3 beschriebene Feld Duration gibt die verblei-
bende Belegungsdauer des Übertragungsmediums unter Berücksichtigung
der gesamten Framesequenz an und wird für den virtuellen Carrier-Sen-
se-Mechanismus verwendet. Mithilfe des Sequence Control Feldes wird der
Frame mit einer Sequenznummer versehen und außerdem, sofern Fragmen-
tierung verwendet wird, eine Fragmentnummer vergeben. Das Feld QoS Con-
trol wird zur Bereitstellung einer differenzierten Quality of Service im Rah-
men des EDCA-Verfahrens verwendet und enthält Angaben über die Priori-
tätsklasse des Frames sowie zu dem verwendeten Bestätigungsmodus. Dabei
nutzt ITS-G5 das herkömmliche, in Abschnitt 2.2.4.3 dargestellte Verfahren
zur Einzelbestätigung von Unicast-Frames, während Multicast- und Broad-
cast-Frames nicht bestätigt werden. Eine Verwendung der mit der Standarder-
weiterung IEEE 802.11e eingeführten Block Acknowledgments sieht ITS-G5
hingegen nicht vor [42, 55, 76].
Der MAC-Header eines ITS-G5-Datenframes enthält darüber hinaus drei
Adressfelder: Das Feld Address 1 beinhaltet die MAC-Adresse des Empfän-Adressfelder des
MAC-Headers gers13, das Feld Address 2 entspricht der MAC-Adresse des Senders14 und
das Feld Address 3 ist für die BSSID des BSS vorgesehen, zu dem die sen-
dende Station gehört. Beim Empfang eines Datenframes wird die im Feld
Address 3 enthaltene BSSID von der empfangenden Station in die Adressfilte-
rung einbezogen (vgl. Abschnitt 2.2.4.2). Ist der OCB-Modus aktiviert, wird
das Feld Address 3 daher mit der sogenannten Wildcard-BSSID versehen, die
13Receiver Address, im OCB-Modus identisch mit der Destination Address [42, 76, 77].
14Transmitter Address, im OCB-Modus identisch mit der Source Address [42, 76, 77].
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mit der Broadcast-MAC-Adresse identisch ist15, um eine Auswertung des
Frames durch sämtliche designierten Empfänger sicherzustellen [42, 55, 76].
2.2.5.2 Übertragungstechnik
Der Physical Layer (PHY) von ITS-G5 basiert auf der mit der Standarder-
weiterung IEEE 802.11a in den WLAN-Standard eingeführten Übertragungs- IEEE 802.11a
technik. Wie bereits in Abschnitt 2.2.4.1 kurz dargelegt wurde, erweiterte
IEEE 802.11a dem Standard um eine auf das Mehrträger-Modulationsverfah-
ren Orthogonal Frequency Division Multiplexing (OFDM) gestützte PHY-Vari- OFDM
ante, die für den Frequenzbereich von näherungsweise 5,2GHz bis 5,8GHz
vorgesehen war.
Das Mehrträgerverfahren OFDM teilt die zur Verfügung stehende Band-
breite des Kanals auf mehrere orthogonale Subträger auf und erzeugt aus
dem zu übertragenden Datenstrom hoher Datenrate mehrere Subdatenströ-
me niedriger Datenrate, die jeweils einem Subträger zugeordnet und zeitlich
parallel übertragen werden. Dabei wird jeder einzelne Subträger unter Ver-
wendung eines herkömmlichen digitalen Modulationsverfahrens moduliert.
IEEE 802.11a sieht zu diesem Zweck mit BPSK (Binary Phase Shift Keying),
QPSK (Quadrature Phase Shift Keying) sowie 16- und 64-QAM (Quadratu-
re Amplitude Modulation) vier Verfahren unterschiedlicher Wertigkeit und
Robustheit vor [55, 76].
Die parallele Übertragung über eine Vielzahl schmalbandiger Subträger er-
möglicht im Vergleich zu Einträgerverfahren gleicher Bandbreite und Daten- Vermeidung von
Intersymbol-
Interferenz
rate eine Vervielfachung der Symboldauer. OFDM ist daher vergleichsweise
robust gegenüber dem in drahtlosen Kommunikationsnetzen auftretenden
Phänomen der Intersymbol-Interferenz (ISI), welches durch eine ausgeprägte
Dispersion des Signals (Delay Spread) und frequenzselektives Fading in Folge
von Mehrwegeausbreitung hervorgerufen wird. Einer weiteren Erhöhung der
Robustheit gegenüber Delay Spread und der Vermeidung von ISI dient das
Einfügen von Guard-Intervallen zwischen aufeinanderfolgenden Symbolen.
Diese Guard-Intervalle der Länge TG enthalten eine zyklische Erweiterung
(Cyclic Prefix) des Kernsymbols. Die Gesamtsymboldauer erhöht sich damit
auf TS + TG, wobei TS die Kernsymboldauer bezeichnet [66, 88, 159].
Die Orthogonalität der OFDM-Subträger wird erreicht, indem der Sender
einen rechteckförmigen Grundimpuls verwendet und der Subträgerabstand
zu ∆ f = 1/TS gewählt wird. Die Subträger eines OFDM-Signals können da-
her im Frequenzbereich überlappen, ohne miteinander zu interferieren. Eine
OFDM-Übertragung mit den beschriebenen Eigenschaften lässt sich effizient
durch Nutzung der Schnellen Fourier-Transformation (Fast Fourier Transform,
FFT) realisieren, indem eine inverse FFT auf der Senderseite in Verbindung
mit einer FFT auf der Empfängerseite eingesetzt wird [88, 113, 159].
IEEE 802.11a teilt die Bandbreite des Kanals auf insgesamt 52 Subträger
auf, wobei vier Pilot-Subträger und 48 Daten-Subträger vorgesehen sind. Daten- und Pilot-
SubträgerDie zu übertragenden Datenbits werden dabei mithilfe von Interleaving und
15Die IEEE 802 Broadcast-MAC-Adresse entspricht einer 48 bit langen Folge von binären
Einsen, hexadezimal FF-FF-FF-FF-FF-FF.
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Faltungscodes (Convolutional Codes) unter Verwendung unterschiedlicher
Coderaten redundant auf die Daten-Subträger verteilt, sodass Forward Error
Correction (FEC) ermöglicht wird. Der Standard spezifiziert drei verschiedene
Betriebsmodi für Kanäle mit einer Bandbreite (Abstand der Mittenfrequen-
zen) von 20MHz, 10MHz oder 5MHz [76].
Grundsätzlich ist Fahrzeug-zu-Fahrzeug-Kommunikation im Zusammen-
hang mit der Nutzung des zu diesem Zweck vorgesehenen Frequenzbereichs
bei 5,9GHz besonders ausgeprägter Mehrwegeausbreitung ausgesetzt (siehe
Abschnitte 2.2.7 und 4.3). Dies verursacht das Auftreten hoher Delay Spreads,
welche wiederum zu einer Anfälligkeit der Übertragung gegenüber ISI füh-
ren. So wurden im Rahmen von Messkampagnen für verschiedenste Szenari-
en auf Autobahnen, Landstraßen und im Innenstadtbereich RMS (Root Mean
Square) Delay Spreads empirisch ermittelt, deren Mittelwerte in einem Be-
reich zwischen 20 und 400ns liegen, während die entsprechenden Maximal-
werte in einzelnen Szenarien sogar 900ns überschreiten. Die gemessenen Ma-
ximum Excess Delays, definiert als Differenz zwischen kleinster und größter
Verzögerung des durch Mehrwegeausbreitung aufgespreizten Signals, errei-
chen dabei die Größenordnung mehrerer Mikrosekunden [12, 27, 108, 114,
121].
Während herkömmliche IEEE 802.11 WLANs üblicherweise Kanäle mit ei-




motiviert durch die zuvor beschriebenen Ausbreitungseigenschaften, auf den
als half-clocked bezeichneten Betrieb mit einer Bandbreite von 10MHz zurück.
Durch diese Maßnahme verdoppeln sich im Vergleich zur Verwendung des
herkömmlichen Kanalabstands sowohl die Kernsymboldauer als auch die
Länge des Guard-Intervalls auf TS = 6,4µs und TG = 1,6µs, sodass eine
größere Robustheit gegenüber ISI erreicht wird. Der resultierende Subträger-
abstand beträgt ∆ f = 1/TS = 156,25kHz [55, 76].
IEEE 802.11a definiert insgesamt acht verschiedene Modulations- und Ko-
dierschemata (Modulation and Coding Schemes, MCS), deren DatenratenMCS und
Datenraten von
ITS-G5
von der verwendeten Kanalbandbreite B abhängen. Diese MCS werden
durch ETSI ITS-G5 unverändert übernommen, wobei für ITS-G5-Statio-
nen B = 10MHz gilt. Bei 48 Daten-Subträgern und einer Symbolrate pro
Subträger in Höhe von 1/(TS+TG) = 125 · 103 Symbole/s erlaubt ITS-G5 in
Abhängigkeit der Wertigkeit des eingesetzten Subträger-Modulationsver-
fahrens (zwischen einem und sechs bit pro Symbol) und der verwendeten
Koderate (zwischen 1/2 und 3/4) somit Datenraten Rb von 3Mbps bis zu
27Mbps [55, 76].
Tabelle 2 fasst die verschiedenen MCS und die resultierenden Datenraten
zusammen. Obligatorisch ist für jede ITS-G5-Station dabei die Unterstützung
der drei MCS, die den Datenraten 3Mbps, 6Mbps und 12Mbps entspre-
chen [55, 76].
ETSI ITS-G5 ist ebenso wie die auf IEEE 802.11p basierende WAVE-Archi-
tektur für den Betrieb in einem reservierten Frequenzband bei Trägerfrequen-5,9GHz
Frequenzband zen von rund 5,9GHz vorgesehen. Während jedoch in den USA für WAVE-
Systeme ein insgesamt 75MHz breites Band freigegeben wurde, steht in Euro-
pa für sicherheitsbezogene ITS-Anwendungen auf Basis von ITS-G5 zunächst
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MCS Rb [Mbps]
Modulation Koderate B = 10 MHz B = 20 MHz
BPSK 1/2 3 6
BPSK 3/4 4,5 9
QPSK 1/2 6 12
QPSK 3/4 9 18
16-QAM 1/2 12 24
16-QAM 3/4 18 36
64-QAM 2/3 24 48
64-QAM 3/4 27 54
Tabelle 2: Datenraten Rb von IEEE 802.11 bei Verwendung von OFDM im 5GHz Fre-
quenzband in Abhängigkeit des Modulations- und Kodierschemas (MCS)
für verschiedene Kanalbandbreiten B. Für ITS-G5 gilt B = 10MHz [55, 76].
nur eine Bandbreite von 30MHz zur Verfügung (siehe hierzu Abschnitte 2.2.1
und 2.2.7).
2.2.6 Decentralized Congestion Control
Eine übermäßig hohe Netzlast kann in auf ITS-G5 basierenden VANETs aus
mehreren Gründen zu signifikanten Beeinträchtigungen der Dienstgüte füh- Herabsetzung der
Dienstgüte im
Überlastfall
ren. Die durch zeitlich überlappende Übertragungen verschiedener Statio-
nen verursachten Multi-User-Interferenzen rufen Framekollisionen hervor,
welche die Zuverlässigkeit der Nachrichtenübermittlung maßgeblich beein-
flussen. Mit wachsender Netzlast induziert außerdem die CSMA/CA-Medi-
enzugriffsprozedur erhöhte Verzögerungen, die dazu führen können, dass
zu übertragende Frames vor Übertragungsbeginn verworfen werden (Frame
Drops). Diese netzlastabhängigen Effekte werden im weiteren Verlauf der
vorliegenden Arbeit, insbesondere in Kapitel 5, ausführlich erläutert.
In Überlastsituationen kann es dazu kommen, dass die Dienstgüte des
Netzes so weit herabgesetzt wird, dass diese den Mindestanforderungen be-
stimmter ITS-Anwendungen nicht mehr genügt. Dies gilt in besonderem Ma-
ße für kooperative Sicherheitsanwendungen. Die Gewährleistung einer zuver-
lässigen und verzögerungsarmen Nachrichtenübermittlung in VANETs erfor-
dert daher Maßnahmen zur Begrenzung der Netzlast.
Zu diesem Zweck definiert die ETSI Technical Specification (TS) 102 687 für
ITS-G5-Stationen verschiedene Mechanismen zur dezentralen Überlaststeue-
rung, welche einen Bestandteil des Access Layers der ITS-Referenzarchitektur
bilden und allgemein unter dem Oberbegriff Decentralized Congestion Control Decentralized
Congestion Control
(DCC)
(DCC) zusammengefasst werden [49]. Ausgewählte DCC-Mechanismen wer-
den außerdem durch ETSI TS 102 724 im Zusammenhang mit der für ITS-G5
vorgesehenen europäischen Kanalallokation (siehe Abschnitt 2.2.8) detaillier-
ter spezifiziert [53].
Zur Quantifizierung der von jeder Station individuell wahrgenommenen
Netzlast (Channel Load) sieht DCC die Verwendung der lokal messbaren
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Metrik Channel Busy Time (CBT) vor.16 Von der ermittelten CBT werden ver-Quantifizierung der
Netzlast schiedene DCC-Zustände (Relaxed, Active, Restrictive) abgeleitet, welche die
Auslastung des Netzes qualitativ repräsentieren. Über- oder unterschreitet
die von der Station in einem Zeitfenster festgelegter Länge gemessene CBT
bestimmte Schwellenwerte, wird ein Zustandswechsel ausgelöst.
In Abhängigkeit des aktuellen DCC-Zustands nimmt der Access Layer eine
Anpassung verschiedener Kommunikationsparameter an die Belastung desDCC-Mechanismen
des Access Layers Netzes vor. Dazu definiert ETSI TS 102 687 folgende Mechanismen:
• Transmit Power Control (TPC) reduziert mit steigender Netzlast die Sen-
deleistung;
• Transmit Rate Control (TRC) reduziert mit steigender Netzlast die Nach-
richtenerzeugungsrate, indem das minimal zulässige Zeitintervall zwi-
schen aufeinanderfolgenden Frameübertragungen derselben Station
verlängert wird;
• Transmit Datarate Control (TDC) erhöht mit steigender Netzlast die für
die Frameübertragung verwendete Datenrate und verringert dadurch
die Dauer der Kanalbelegung;
• DCC Sensitivity Control (DSC) erhöht mit steigender Netzlast den Carri-
er-Sense-Schwellenwert, um Frame Drops zu vermeiden.
Darüber hinaus wird durch einen Transmit Access Control (TAC) genannten
Mechanismus der Zugriff auf die unterschiedlich priorisierten EDCA-Warte-
schlangen beschränkt [49].
Die ETSI-Spezifikationen der europäischen ITS-Referenzarchitektur definie-
ren somit bereits relativ umfangreiche und zugleich vielversprechende Maß-
nahmen zur Handhabung von Überlastsituationen in VANETs.
Gleichzeitig liegen jedoch keine hinreichend validierten Erkenntnisse dar-
über vor, wie eine konkrete Parametrierung von Sendeleistung, Datenrate,
Nachrichtenerzeugungsrate und Carrier-Sense-Schwellenwert zu wählen ist,




VANETs auch bei hoher Netzlast sicherzustellen. Gleiches gilt für die Quanti-
fizierung der in diesem Zusammenhang tolerierbaren Netzlast und die Fest-
legung entsprechender Schwellenwerte.
Den daraus resultierenden Fragestellungen widmet sich die simulationsge-
stützte Leistungsbewertung in Kapitel 5 der vorliegenden Arbeit.
2.2.7 Frequenzallokation für ITS in Europa
Im März des Jahres 2008 verabschiedete das Electronic Communications
Committee (ECC) der Europäischen Konferenz der Verwaltungen für Post
und Telekommunikation17 (CEPT) eine Entscheidung zugunsten der harmo-
nisierten Verwendung des Frequenzbands von 5,875GHz bis 5,925GHz für
16Zur Definition der Channel Busy Time siehe Abschnitt 4.4.4.
17Conférence Européenne des Administrations des Postes et des Télécommunicati-
ons (CEPT).
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sicherheitsbezogene ITS-Anwendungen. Den Frequenzbereich von 5,905GHz
bis 5,925GHz sieht die ECC-Entscheidung allerdings lediglich als zukünfti-
ge Erweiterung des Frequenzbands vor, sodass für sicherheitsbezogene ITS-
Anwendungen zunächst eine Bandbreite von 30MHz im als ITS-G5A be- ITS-G5A
zeichneten Teilband zwischen 5,875GHz und 5,905GHz zur Verfügung steht.
Zwar sind derartige ECC-Entscheidungen für die CEPT-Mitgliedstaaten nicht
bindend, gleichwohl hat ein überwiegender Anteil der 48 nationalen Verwal-
tungsbehörden die Entscheidung bereits umgesetzt [33].
Ebenfalls zu Beginn des Jahres 2008 beschloss das ECC außerdem eine
Empfehlung an die nationalen Verwaltungsbehörden der CEPT-Mitgliedstaa-
ten zur Freigabe des Frequenzbandes von 5,855GHz bis 5,875GHz, welches
als ITS-G5B bezeichnet wird, für nicht sicherheitsbezogene ITS-Anwendun- ITS-G5B
gen [34].
Auf Empfehlung des ECC hat darüber hinaus die Europäische Kommission
im August 2008 eine Entscheidung zugunsten der harmonisierten Nutzung
von Funkfrequenzen im Frequenzband von 5,875GHz bis 5,905GHz (ITS-
G5A) für sicherheitsbezogene ITS-Anwendungen erlassen. Diese ist bindend
für sämtliche EU-Mitgliedsstaaten [39].
Frequenzbereich [GHz] Bezeichnung Verwendungszweck
5,875 bis 5,905 ITS-G5A Sicherheitsbezogene ITS-Anwendungen
5,905 bis 5,925 ITS-G5D Zukünftige Erweiterung des Frequenzbands
für sicherheitsbezogene ITS-Anwendungen
5,855 bis 5,875 ITS-G5B Nicht sicherheitsbezogene ITS-Anwendungen
Tabelle 3: Frequenzallokation für ITS in Europa [33, 34, 39, 55].
Tabelle 3 fasst die Frequenzallokation für ITS in Europa zusammen.18 Um
Gleichkanal- und Nachbarkanalinterferenzen (Co-Channel Interference und
Adjacent-Channel Interference) zu begrenzen, sieht die europäische Regulie-
rung für die drei genannten Frequenzbereiche eine maximal zulässige spek- Zulässige
Sendeleistungtrale Leistungsdichte von 23 dBm/MHz bezogen auf die äquivalente isotrope
Sendeleistung (EIRP) vor. Darüber hinaus gilt für die Bereiche ITS-G5A und
ITS-G5D eine Beschränkung der insgesamt abgestrahlten Sendeleistung auf
maximal 33dBm EIRP [33, 34, 39].
2.2.8 Kanalallokation für ITS-G5
Die in Abschnitt 2.2.7 dargestellte europäische Frequenzallokation ist zur
Nutzung durch ITS-Systeme auf Grundlage der im Zentrum des Interesses
der vorliegenden Arbeit stehenden Funktechnologie ETSI ITS-G5 vorgesehen.
Die ITS-G5-Standardspezifikation schreibt den Stationen dabei für die Kom-
munikation innerhalb der Teilbänder ITS-G5A, ITS-G5B und ITS-G5D die Ver-
wendung des in Abschnitt 2.2.5.1 erläuterten OCB-Modus vor [55].
18Auf das als ITS-G5C bezeichnete Band zwischen 5,470GHz bis 5,725GHz wird an dieser
Stelle nicht näher eingegangen, da dieses Band keine Bedeutung für die Ad-hoc-Vernetzung
in VANETs hat [55].
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Die von ETSI spezifierte Kanalallokation für ITS-G5, welche Tabelle 4 zu-
sammengefasst, teilt den zur Verfügung stehenden Frequenzbereich zu die-Kanalallokation für
ETSI ITS-G5 sem Zweck in verschiedene physikalische Kanäle mit einer Bandbreite von
jeweils 10MHz auf. Vorgesehen ist neben mehreren Service Channels (SCHs)
ein insbesondere zur Nutzung durch sicherheitsbezogene Anwendungen ho-
her Priorität bestimmter Control Channel (CCH) mit einer Mittenfrequenz
von 5,9GHz. Wie aus der Tabelle erkennbar ist, lässt die ETSI-Spezifikation
zur Verringerung von Interferenzen auf einigen Kanälen deutlich geringere
maximale Sendeleistungen und Leistungsdichten zu als die europäische Fre-
quenzallokation [55].
Kanal Mittenfrequenz Max. Sendeleistung Max. Leistungsdichte
G5-CCH 5,900 GHz 33 dBm 23 dBm/MHz
G5-SCH2 5,890 GHz 23 dBm 13 dBm/MHz
G5-SCH1 5,880 GHz 33 dBm 23 dBm/MHz
G5-SCH3 5,870 GHz 23 dBm 13 dBm/MHz
G5-SCH4 5,860 GHz 0 dBm −10 dBm/MHz
Tabelle 4: Kanalallokation für ITS-G5 in Europa. Im Rahmen einer zukünftigen Er-
weiterung (ITS-G5D) sind darüber hinaus zwei weitere Service Channels
vorgesehen. Die angegebenen Sendeleistungen und Leistungsdichten sind
EIRP-Werte [55].
Im Gegensatz zur in Abschnitt 2.2.1 skizzierten WAVE-Architektur schreibt




mer dann auf dem CCH empfangsbereit sein müssen, wenn sie nicht gera-
de mit einer eigenen Übertragung innerhalb der Frequenzbänder ITS-G5A
oder ITS-G5B beschäftigt sind. Ausgenommen von dieser Vorgabe sind ledig-
lich diejenigen Stationen, die keine sicherheitsbezogenen ITS-Anwendungen
unterstützen. Dadurch entfällt die Notwendigkeit eines aufwändigen Kanal-
wechselschemas, wie es IEEE 1609 definiert [80]. Gleichzeitig impliziert dies
jedoch, dass nur solche Stationen die vorhandenen SCHs von ITS-G5 nutzen
können, die grundsätzlich fähig sind, auf zwei Kanälen gleichzeitig Daten zu
empfangen, sodass entsprechend aufwändige Empfängerstrukturen erforder-
lich sind. Darüber hinaus schreibt die Spezifikation vor, dass ausnahmslos
alle ITS-G5-Stationen imstande sein müssen, auf dem CCH zu senden [42].
Die europäische ITS-Architektur sieht vor, dass die Stationen für die Über-
tragung der in den Abschnitten 2.2.2 und 2.2.3 beschriebenen Cooperati-Nutzung des CCH
für Übertragung
von CAMs
ve Awareness Messages (CAMs) ausschließlich den ITS-G5 Control Chan-
nel (CCH) verwenden, da diesen Nachrichten eine besondere Bedeutung für
die Sicherheit des Straßenverkehrs zukommt [23, 53]. Die vorliegende Arbeit
widmet sich der Untersuchung periodischer CAM-Broadcasts in VANETs
und konzentriert sich in ihrem weiteren Verlauf daher auf die Betrachtung
des ITS-G5 Control Channels, welcher den einzigen in diesem Kontext rele-
vanten Kanal darstellt.
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2.3 anforderungen und herausforderungen
Die Vernetzung von Fahrzeugen mit ihrer Umwelt ermöglicht die Realisie-
rung einer Vielzahl verschiedenster Anwendungen (vgl. Abschnitt 2.1), die
mit unterschiedlichen Anforderungen an das zugrunde liegende Kommu-
nikationsnetz einhergehen. Dabei sind mit der Realisierung von kooperati-
ven Sicherheitsanwendungen naturgemäß besonders hohe Anforderungen an
die Dienstgüte des Netzes und vornehmlich die Zuverlässigkeit der Nach-
richtenübermittlung verbunden. Dies betrifft insbesondere auch die in Ab-
schnitt 2.2.3 beschriebene und in der vorliegenden Arbeit fokussierte Herbei-
führung von Cooperative Awareness mithilfe periodischer CAM-Broadcasts.
Cooperative Awareness dient der proaktiven Vermeidung von Verkehrsun-
fällen durch eine räumliche und zeitliche Erweiterung des Wahrnehmungs- Anforderungen
periodischer CAM-
Broadcasts
horizonts des Fahrers. Die Erfüllung dieses Zwecks setzt möglichst aktuelle,
fehlerfreie und vollständige Informationen über die Positionen und Bewe-
gungszustände benachbarter Fahrzeuge voraus. Ist ein Fahrzeug A für län-
gere Zeit nicht in der Lage, einem bestimmten anderen Fahrzeug B, das sich
in seiner näheren Umgebung befindet, durch die erfolgreiche Übermittlung
einer CAM aktualisierte Informationen über seine Position und seinen Bewe-
gungszustand zur Verfügung zu stellen, so kann im Falle einer Gefahrensi-
tuation eine drohende Kollision zwischen Fahrzeug A und Fahrzeug B nicht
zuverlässig verhindert werden.
Aus diesem Grund erfordert Cooperative Awareness eine Nachrichtenüber-
mittlung mit möglichst hoher Empfangswahrscheinlichkeit an eine möglichst
große Anzahl benachbarter Fahrzeuge. Dabei sind die Relevanz der in einer
CAM enthaltenen Informationen und die damit verbundenen Anforderungen
an die Zuverlässigkeit der Übermittlung umso höher, je geringer die Entfer-
nung zwischen Sender und Empfänger ist. Da in VANETs sehr hohe Rela-
tivgeschwindigkeiten der Stationen auftreten können, ist jedoch gleichzeitig
eine möglichst hohe Kommunikationsreichweite anzustreben, um hinreichen-
de Vorwarnzeiten beim Erkennen einer Gefahrensituation zu gewährleisten.
Darüber hinaus sind bei der periodischen Übermittlung von CAMs nur gerin-
ge Verzögerungen tolerierbar, da die notwendige Aktualität der Statusdaten
anderenfalls nicht sichergestellt werden kann [40, 89, 111, 139, 146].
Die Erfüllung dieser anspruchsvollen Anforderungen wird erschwert durch
besonders herausfordernde Bedingungen für eine zuverlässige Datenüber- Herausforderungen
für zuverlässige
Datenübermittlung
mittlung, die sich zum einen aus den äußeren Gegebenheiten von Fahrzeug-
zu-Fahrzeug-Kommunikation in VANETs im Allgemeinen, zum anderen aus
den Besonderheiten periodischer Broadcast-Kommunikation unter Verwen-
dung der Funkstandards IEEE 802.11 und ITS-G5 ergeben. Die Ursachen
hierfür werden im Folgenden in der gebotenen Kürze zusammenfassend dar-
gestellt.
Zunächst einmal bewirken die hohen Relativgeschwindigkeiten der Statio-
nen in VANETs eine hochdynamische Netztopologie und eine unvollständi- Hochdynamische
Netztopologiege sowie zeitlich variable Konnektivität des Netzes. Eine erfolgreiche Frame-
übertragung ist unter diesen Bedingungen in vielen Fällen nur für die Dauer
sehr kurzer Zeitfenster möglich.
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Fahrzeug-zu-Fahrzeug-Kommunikation ist darüber hinaus ungünstigen
Ausbreitungseigenschaften ausgesetzt, die sich in ausgeprägter Mehrwege-Ungünstige Ausbrei-
tungseigenschaften ausbreitung und damit verbundenem Small-Scale Fading des Signals, Ab-
schattungen und einem hohen Pfadverlust im vorgesehenen Frequenzbereich
bei 5,9GHz manifestieren [108, 114]. In Abschnitt 4.3 wird auf die Eigenschaf-
ten des Funkkanals näher eingegangen.
Des Weiteren wohnt auf Fahrzeug-zu-Fahrzeug-Kommunikation basieren-
den kooperativen Sicherheitsanwendungen die gemeinsame Eigenschaft inne,Broadcast-Natur
sicherheitsrelevanter
Kommunikation
dass die zu diesem Zweck erzeugten Nachrichten in der Regel sicherheitsrele-
vante Informationen enthalten, die potentiell für sämtliche Empfänger in der
näheren Umgebung des Senders von Bedeutung sind. Dies gilt insbesondere
für CAMs. Daher werden diese periodisch generierten Nachrichten grund-
sätzlich als Broadcast-Frames übertragen und somit von jeder empfangenden
Station verarbeitet, ohne dass innerhalb der MAC-Teilschicht eine Adressfil-
terung stattfindet. Stattdessen bewertet der Facilities Layer der empfangen-
den Station die Relevanz der Nutzdaten sämtlicher empfangenen CAMs und
führt auf dieser Grundlage eine Aggregation der Daten durch. Diese Broad-
cast-Natur sicherheitsrelevanter Nachrichten und des für die Frameübertra-
gung vorgesehenen ITS-G5 Control Channels (siehe Abschnitt 2.2.8) führt aus
verschiedenen Gründen, die nachfolgend kurz zusammengefasst werden, zu
besonderen Herausforderungen im Hinblick auf die Übertragungszuverläs-
sigkeit [55, 76, 139, 158, 172].
Zunächst entfällt aufgrund der Broadcast-Adressierung der gesendeten Da-
tenframes das auf Acknowledgment-Frames (ACK-Frames) gestützte Bestäti-Keine Übertragungs-
wiederholung bei
Frameverlust
gungsverfahren von IEEE 802.11 und infolgedessen, da Übertragungsfehler
vom Sender nicht erkannt werden können (vgl. Abschnitt 2.2.4.3), die Mög-
lichkeit zur Wiederholung fehlgeschlagener CAM-Übertragungen. Die Zuver-
lässigkeit der Nachrichtenübermittlung wird dadurch im Vergleich zur Über-
tragung von Unicast-Frames herabgesetzt. Eine Übertragungswiederholung
periodischer CAM-Broadcasts wäre aber ohnehin nur eingeschränkt zweck-
mäßig, da sich die damit verbundenen Verzögerungen negativ auf die Ak-
tualität der gesendeten Statusdaten auswirken und spätestens mit der Erzeu-
gung der nächsten CAM die Nutzdaten der fehlgeschlagenen Übertragung
veraltet und somit aus Anwendungssicht wertlos sind.
Im Zusammenhang mit der unbestätigten Broadcast-Übertragung kann au-
ßerdem keine Vergrößerung des Contention Windows (CW) durchgeführtKeine Vergrößerung
des Contention
Windows
werden, wie sie das in Abschnitt 2.2.4.3 erläuterte Binary Exponential Back-
off Verfahren als Reaktion auf fehlgeschlagene Übertragungsversuche von
Unicast-Frames vorsieht. Bei der Übertragung von CAMs und anderer sicher-
heitsrelevanter Nachrichten in VANETs gilt daher für die Größe des Conten-
tion Windows stets CW = CWmin. Somit steht der einzig wirksame Mecha-
nismus, den die DCF vorsieht, um einer Überlastung des Netzes entgegen-
zuwirken, für periodische CAM-Broadcasts nicht zur Verfügung. Um Ska-
lierbarkeitsproblemen in VANETs zu begegnen, muss daher eine Anpassung
des Contention Windows an die Netzlast – sofern sich diese Maßnahme als
zweckmäßig erweist – ebenso wie die Anpassung weiterer Parameter in Ab-
hängigkeit anderer messbarer Einflussfaktoren erfolgen.
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Zudem folgt aus der Broadcast-Natur der übermittelten Nachrichten, dass
in Ermangelung einer individuellen Zieladresse das RTS/CTS-Verfahren, wel- Kein RTS/CTS-
Handshakeches dazu dient, dem Hidden-Station-Problem entgegenzuwirken, nicht ange-
wendet werden kann (vgl. Abschnitt 2.2.4.4). Periodische Broadcast-Kommu-
nikation in VANETs weist daher im Vergleich zu herkömmlichen IEEE 802.11
Netzen eine höhere Anfälligkeit gegenüber durch Hidden Stations verursach-
ten Interferenzen und daraus resultierenden Framekollisionen auf.
Das ebenfalls in Abschnitt 2.2.4.4 kurz erläuterte Exposed-Station-Pro-
blem, welches die Performanz von Unicast-Kommunikation in herkömmli-
chen IEEE 802.11 WLANs einschränkt, hat in VANETs hingegen keinerlei
Relevanz, sofern ausschließlich Broadcast-Frames übertragen werden. Dies
folgt aus der dem Exposed-Station-Problem zugrunde liegenden Annahme,
dass eine zeitlich parallele Frameübertragung zweier Stationen zweckmäßig
ist, wenn die dabei infolge von Kollisionen verlorenen Frames für die betrof-
fenen Empfänger ohnehin nicht von Bedeutung sind. Diese Annahme gilt
jedoch nicht für die Übertragung von Broadcast-Frames, die per Definition
für sämtliche Empfänger relevant sind [158].
Wie bereits in Abschnitt 2.2.4.3 dargelegt wurde, sieht die IEEE 802.11 Stan-
dardspezifikation vor, dass jede Station im direkten Anschluss an eine eigene Post-Backoff
Broadcast-Übertragung eine Backoff-Prozedur durchführt, welche in diesem
Fall als Post-Backoff bezeichnet wird. Dies gilt auch dann, wenn zum Zeit-
punkt des Übertragungsendes kein weiterer Frame derselben Station auf ei-
ne Übertragung wartet. Ist der Post-Backoff vor der Ankunft des nächsten
zu übertragenden Frames abgeschlossen und erkennt die Station nach An-
kunft dieses nächsten zu übertragenden Frames für die Dauer eines AIFS ein
freies Medium, erlaubt der Standard einen direkten Übertragungsbeginn oh-
ne erneute Durchführung der Backoff-Prozedur. Diese Situation, in der ein
Medienzugriff ohne unmittelbar vorangegangene Backoff-Prozedur erfolgt,
kann eine Erhöhung der Kollisionswahrscheinlichkeit zur Folge haben. Ihr
Auftreten ist in Verbindung mit periodischen CAM-Broadcasts aufgrund der
vergleichsweise großen zeitlichen Abstände zwischen den Erzeugungszeit-
punkten aufeinanderfolgender Nachrichten besonders wahrscheinlich.
Darüber hinaus ergeben sich aus der hohen Variabilität der Verkehrsdichte
besondere Herausforderungen im Hinblick auf die Dienstgüte und Perfor-
manz von Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs. So muss eine Variabilität der
Verkehrdichtezuverlässige Frameübertragung sowohl auf einer wenig befahrenen Kreisstra-
ße als auch bei sehr dichtem Verkehr auf einer Autobahn mit mehreren Rich-
tungsfahrstreifen möglich sein.
Der erstgenannte Fall impliziert eine geringe Netzlast und erfordert eine
möglichst hohe Kommunikationsreichweite, sodass eine hohe Sendeleistung,
ein robustes Modulations- und Kodierschema sowie eine hohe Nachrichtener-
zeugungsrate zweckmäßig erscheinen. Der zweite genannte Fall hingegen ist
mit deutlich abweichenden Anforderungen verbunden, denn zur Erzielung
eines möglichst hohen Sicherheitsgewinns ist mittelfristig ein möglichst gro-
ßer Anteil mit entsprechenden Kommunikationssystemen ausgerüsteter Fahr-
zeuge im Straßenverkehr anzustreben. Geht man von einem solchen Zustand
aus, ergibt sich im zweiten genannten Fall eine hohe Belastung des Kommu-
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nikationsnetzes in Verbindung mit einem vergleichsweise geringen Abstand
zwischen benachbarten Stationen. Unter diesen Bedingungen erscheinen da-
her eine geringere Sendeleistung, eine höhere Datenrate sowie eine geringere
Nachrichtenerzeugungsrate zweckmäßig, um eine Entlastung des Netzes her-
beizuführen, Interferenzen zu reduzieren und Kollisionen zu vermeiden.
Das Technische Komitee für ITS des Europäischen Instituts für Telekommu-
nikationsnormen (ETSI) hat die Notwendigkeit einer Begrenzung der Netz-
last in VANETs erkannt und für ITS-G5-Stationen mit der in Abschnitt 2.2.6
dargestellten ETSI Technical Specification (TS) 102 687 [49] eine Reihe von
Maßnahmen zur dezentralen Überlaststeuerung (DCC) als Teil der ITS-Refe-
renzarchitektur spezifiziert. Neuere Simulationsstudien zeigen jedoch, dass
die in ETSI TS 102 687 definierten Mechanismen in Verbindung mit der vor-
gesehenen Parametrierung von Sendeleistung, Erzeugungsintervall, Datenra-
te und Carrier-Sense-Schwellenwert bei hoher Auslastung des Netzes keine
zufriedenstellenden Ergebnisse liefern [30].
2.4 zielsetzung der arbeit
Die Untersuchung der zuvor skizzierten Skalierbarkeitsproblematik in VANETs,
deren negative Auswirkungen sich insbesondere bei hoher Netzlast manifes-Skalierbarkeits-
problematik in
VANETs
tieren, steht im Zentrum des Interesses der vorliegenden Arbeit. Die Entwick-
lung effektiver Mechanismen zur Bewältigung von Überlastsituationen erfor-
dert zunächst ein möglichst detailliertes Verständnis und insbesondere eine
belastbare und möglichst exakte Quantifizierung netzlastabhängiger Effekte,
welche sich auf die Dienstgüte des Kommunikationsnetzes auswirken.
Ein unverzichtbares Hilfsmittel für die Gewinnung entsprechender Er-
kenntnisse über die Performanz von VANETs stellt die simulationsgestützte
Bewertung verschiedener Netzkonfigurationen dar. Die Validität der dabei
gewonnenen Ergebnisse hängt jedoch maßgeblich von der Qualität des zu-
grunde liegenden Simulationsmodells ab.
Nach einer Diskussion verwandter Forschungsarbeiten im nächsten Kapitel
befasst sich das vierte Kapitel der vorliegenden Arbeit daher mit der Mo-
dellierung periodischer Broadcast-Kommunikation in VANETs. Das wesentliche
Ziel des vierten Kapitels und der darin vorgestellten Arbeitsergebnisse ist




wertung des Netzes relevanten Bedingungen und Charakteristika von Fahr-
zeug-zu-Fahrzeug-Kommunikation realitätsnah abbildet, sowie einer darauf
aufbauenden Simulationsumgebung, die eine aussagekräftige und reprodu-
zierbare netzlastabhängige Leistungsbewertung erlaubt. Im Zentrum des In-
teresses stehen dabei
• die Ableitung eines empirisch validierten Ausbreitungsmodells für die
im weiteren Verlauf der Untersuchungen fokussierte Fahrzeug-zu-Fahr-
zeug-Kommunikation in Autobahnszenarien,
• die Modellierung der Teilnehmermobilität in Form des Fahrzeugver-
kehrs,
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• die Definition von Metriken für eine umfassende Leistungsbewertung
des Kommunikationsnetzes und
• die Implementierung einer Simulationsumgebung, welche eine realitäts-
nahe Modellierung mit einer leistungsfähigen Auswertungsmethodik
verbindet.
Unter Verwendung des im vierten Kapitel vorgestellten Modellierungs-
und Simulationskonzeptes widmet sich das fünfte Kapitel dieser Arbeit an-
schließend der simulationsgestützten Leistungsbewertung periodischer Broad-
cast-Kommunikation in VANET-Autobahnszenarien. Fokussiert werden ins-
besondere Skalierbarkeitsaspekte und netzlastabhängige Effekte unterschied-
licher Modellierungs- und Kommunikationsparameter. Dabei stehen folgen-
de Forschungsfragen im Vordergrund:
• Wie leistungsfähig sind auf ETSI ITS-G5 basierende VANETs im Zusam-
menhang mit der Übermittlung periodischer CAM-Broadcasts?
• Wie wirkt sich die gegebene Netzlast quantitativ auf Empfangswahr-
scheinlichkeiten, Verzögerungen und sonstige Metriken zur Charakteri-
sierung der Dienstgüte aus?
• Welchen Einfluss haben das zugrunde liegende Ausbreitungsmodell
und andere Modellierungsaspekte auf die Simulationsergebnisse?
• Welche netzlastabhängigen Auswirkungen haben konfigurierbare Kom-
munikationsparameter wie Sendeleistung, Datenrate, Nachrichtener-
zeugungsrate, Carrier-Sense-Schwellenwert und Größe des Contention
Windows auf die Performanz des Netzes?
• In welchem Maße eignet sich eine Anpassung dieser unterschiedlichen
Kommunikationsparameter zur Bewältigung von Skalierbarkeitsproble-
men und welche Parametrierung ist dazu zweckmäßig?
Das sechste und letzte Kapitel schließt die vorliegende Arbeit mit einer
Zusammenfassung der Ergebnisse und einem kurzen Ausblick ab.

3
V E RWA N D T E A R B E I T E N
In diesem dritten Kapitel wird ein Überblick über verwandte Forschungsar-
beiten gegeben. Die Darstellung konzentriert sich dabei auf ausgewählte Li-
teraturquellen, die einen besonderen inhaltlichen Bezug zu den im Rahmen
der vorliegenden Arbeit fokussierten Fragestellungen aufweisen. Von hervor-
zuhebender Bedeutung sind in diesem Kontext Untersuchungen periodischer
Single-Hop-Broadcasts in VANETs auf Basis von ITS-G5 und IEEE 802.11p, ih-
re netzlastabhängige Leistungsbewertung sowie die Beurteilung und Hand-
habung von Überlastsituationen, insbesondere im Hinblick auf die in Kapi-
tel 5 betrachteten Autobahnszenarien.
3.1 leistungsbewertung periodischer broadcasts in vanets
Eine Reihe von Arbeiten widmet sich der Dienstgütebewertung und der Un-
tersuchung der Leistungsfähigkeit von Fahrzeug-zu-Fahrzeug-Kommunika-
tion unter Verwendung der Funkstandards ETSI ITS-G5 bzw. IEEE 802.11p.
Grundsätzlich stehen zu diesem Zweck drei verschiedene Ansätze zur Ver-
fügung: Analytische Modelle, Feldtests und Simulationen. Während jedoch
analytische Modelle wegen der komplexen Wechselwirkungen zwischen ho-
her Teilnehmermobilität, Funkausbreitung und Medienzugriffsverfahren in
VANETs deren Gegebenheiten nur signifikant vereinfacht beschreiben kön-
nen, erlauben Feldtests insbesondere die Gewinnung von aussagekräftigen
Erkenntnissen über netzlastabhängige Effekte nicht mit vertretbarem Auf-
wand. In der Literatur wird daher überwiegend auf Simulationsstudien zu-
rückgegriffen.
3.1.1 Simulationsstudien
Von wegweisendem Charakter für die Leistungsbewertung auf IEEE 802.11
basierender Fahrzeug-zu-Fahrzeug-Kommunikation sind die Simulationsstu- Torrent Moreno
et al.dien von Torrent Moreno et al. [141, 170, 171, 172, 174, 176], welche sich
auf die Untersuchung von IEEE 802.11p in Autobahnszenarien konzentrie-
ren. Die Autoren nutzen zur Durchführung der Simulationen den Netzwerk-
simulator NS-2, wobei die Implementierung der IEEE 802.11 betreffenden
Module des Simulators signifikant überarbeitet wurde, um die Realitätsnähe
des Simulationsmodells zu verbessern [25]. Die dem Verkehr auf deutschen
Autobahnen nachempfundene Teilnehmermobilität wird durch Verkehrstra-
jektorien nachgebildet, die zuvor von einem mikroskopischen Verkehrsfluss-
simulator erzeugt wurden.
Torrent Moreno et al. verwenden zur Quantifizierung der Performanz peri-
odischer Single-Hop-Broadcasts in Autobahnszenarien die Metriken Channel
Busy Time (CBT), Channel Access Time (CAT) sowie insbesondere die distanzab-
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hängige Packet Delivery Rate (PDR)1, auf deren Auswertung ein wesentlicher
Schwerpunkt liegt, und untersuchen den Einfluss von Fading, Sendeleistung,
Nachrichtenerzeugungsrate und Verkehrsdichte2. Die Ergebnisse der Simula-
tionsstudien offenbaren bei erhöhter Netzlast eine maßgebliche Beeinträchti-
gung der Leistungsfähigkeit des Netzes durch Framekollisionen. In diesem
Zusammenhang zeigen die Autoren auch die Existenz einer robusten Reichwei-
te gegen Hidden Stations auf, welche sich deutlich auf die PDR auswirkt, und
leiten aus diesen Erkenntnissen einen signifikanten Einfluss von Hidden Stati-
ons auf die Kollisionshäufigkeit ab. Darüber hinaus kommen Torrent Moreno
et al. zu dem Ergebnis, dass im Falle erhöhter Netzlast durch eine Reduzie-
rung der Sendeleistung die Zuverlässigkeit der Datenübermittlung erheblich
gesteigert werden kann [141, 170, 171, 172, 174, 176].
ElBatt et al. [32] präsentieren eine detaillierte Simulationsstudie auf Grund-
lage des Netzwerksimulators QualNet [127], in der sie die Leistungsfähig-ElBatt et al.
keit von IEEE 802.11p unter Fokussierung des Use Cases Cooperative For-
ward Collision Warning (siehe Abschnitt 2.1.1) bewerten. Zu diesem Zweck
wird ein Autobahnszenario mit vier Fahrstreifen je Fahrtrichtung untersucht,
wobei eine Konfiguration mit einer äußerst hohen Verkehrsdichte von annä-
hernd 1200 Fz./km im Zentrum des Interesses steht und sämtliche Fahrzeu-
ge periodisch Statusnachrichten mit einer vergleichsweise geringen Länge
von 100Bytes als Single-Hop-Broadcast übertragen. Betrachtet werden insbe-
sondere der Einfluss verschiedener Sendeleistungen und Nachrichtenerzeu-
gungsraten [32].
Um die Performanz der Nachrichtenübermittlung aus Applikationssicht
zu veranschaulichen, verwenden ElBatt et al. eine als Packet Inter-Reception
Time (IRT) bezeichnete Metrik und werten diese in Abhängigkeit der Simu-
lationszeit aus. Die IRT beschreibt den zeitlichen Abstand zwischen dem er-
folgreichen Empfang zweier Statusnachrichten eines ausgewählten Senders
durch einen ausgewählten Empfänger und spiegelt somit sowohl die Auswir-
kungen der Nachrichtenerzeugungsrate als auch der Häufigkeit von Paket-
verlusten wider. Aufgrund der Anforderungen des betrachteten Use Cases
beschränken sich die Auswertungen dabei auf Nachrichten, die von einem in
Fahrtrichtung gesehen unmittelbar benachbart zum Empfänger positionier-
ten Sender und somit aus sehr geringer Distanz empfangen wurden [32].
Die auf diese Weise gewonnenen Simulationsergebnisse offenbaren erwar-
tungsgemäß, dass durch eine Reduzierung der Nachrichtenerzeugungsra-
te oder der Sendeleistung das Interferenzniveau verringert und somit die
Wahrscheinlichkeit eines erfolgreichen Frameempfangs erhöht werden kann.
Darüber hinaus zeigen die Autoren, dass aufgrund der negativen Korre-
lation zwischen Erzeugungsverzögerung und Kollisionshäufigkeit eine op-
timale Nachrichtenerzeugungsrate existiert, die eine Minimierung der IRT
bewirkt [32].
1Zur Definition dieser und weiterer Metriken siehe Abschnitt 4.4.
2Als Verkehrsdichte ρ wird im Kontext der vorliegenden Arbeit nicht etwa die Dichte des
Datenverkehrs, sondern stets die in Fahrzeugen pro Kilometer (Fz./km) gemessene Dichte des
Fahrzeugverkehrs bezeichnet.
3.1 leistungsbewertung periodischer broadcasts in vanets 49
Eichler [31] untersucht unter Verwendung verschiedener EDCA-Prioritäts-
klassen die Performanz von IEEE 802.11p bzw. WAVE (vgl. Abschnitt 2.2.1) Eichler
im Hinblick auf den erzielbaren Durchsatz sowie Kollisionswahrscheinlich-
keiten und Ende-zu-Ende Delays bei unterschiedlicher Netzlast. Zu diesem
Zweck wird einerseits ein einfaches analytisches Modell, andererseits eine Si-
mulationsstudie auf Basis von OMNeT++ genutzt. Im Ergebnis stellt Eichler
in Anbetracht hoher Verzögerungen und Kollisionswahrscheinlichkeiten fest,
dass WAVE trotz EDCA-Priorisierung bei hoher Teilnehmerdichte ohne wei-
tergehende Maßnahmen nicht in der Lage ist, eine zuverlässige Übermittlung
sicherheitsrelevanter und zeitkritischer Nachrichten sicherzustellen [31].
Jiang et al. [86] stellen eine als Communication Density (Kommunikations-
dichte) bezeichnete Metrik zur Quantifizierung der Netzlast bei periodischer Jiang et al.
Broadcast-Kommunikation in VANETs vor, welche als Produkt aus Verkehrs-
dichte, Nachrichtenerzeugungsrate und Kommunikationsreichweite definiert
wird. In einer Simulationsstudie auf Basis des Netzwerksimulators NS-2 un-
tersuchen die Autoren periodische Single-Hop-Broadcasts unter Nutzung
von IEEE 802.11p in einem einfachen, eindimensionalen und statischen Sze-
nario für verschiedene Parameterkombinationen bei konstanter Größe der
übertragenen Frames. Die Ergebnisse offenbaren zum einen, dass sich aus
Parameterkombinationen, die durch gleiche Werte der Communication Den-
sity gekennzeichnet sind, gleiche Verteilungen der CAT ergeben. Zum an-
deren resultiert aus Konfigurationen mit gleicher Communication Density,
sofern diese darüber hinaus in der verwendeten Sendeleistung und damit in
der sich ergebenden Kommunikationsreichweite übereinstimmen, auch ein
identischer distanzabhängiger Verlauf der PDR [86].
In einer weiteren auf NS-2 basierenden Simulationsstudie widmen sich
Jiang et al. der wichtigen Frage der optimalen Wahl der Datenrate bei pe-
riodischer IEEE 802.11p Broadcast-Kommunikation [87]. Dazu verwenden
die Autoren wie zuvor ein eindimensionales, statisches VANET-Szenario und
greifen wiederum auf das Konzept der Communication Density zurück, um
die Netzlast zu quantifizieren. Untersucht werden die im Standard definier-
ten Datenraten von 3Mbps bis 12Mbps (vgl. Tabelle 2 in Abschnitt 2.2.5) im
Hinblick auf den Distanzverlauf der PDR bei unterschiedlicher Nachrichten-
länge und Communication Density. Die Auswirkungen der Datenrate auf die
Netzlast werden dabei durch eine Anpassung der Sendeleistung kompensiert,
d. h. bei einer Erhöhung der Datenrate wird gleichzeitig die Sendeleistung so
weit erhöht, dass sich ceteris paribus ein identisches Interferenzniveau ergibt.
Zu diesem Zweck wird das Interferenzniveau anhand der innerhalb einer
Gruppe von Referenzstationen beobachteten PDR bewertet, wobei die Kon-
figuration der Referenzstationen unverändert bleibt. Die Auswertungen der
Simulationen zeigen, dass für die überwiegende Mehrheit der betrachteten
Konfigurationen eine Datenrate von 6Mbps zu den besten Ergebnissen führt.
Lediglich im Falle sehr niedriger bzw. sehr hoher Netzlast resultiert aus einer
Datenrate von 4,5Mbps bzw. 9Mbps eine noch höhere PDR [87].
Zu beachten ist in diesem Zusammenhang, dass die Erkenntnisse von Jiang
et al. nur in sehr eingeschränktem Maße Rückschlüsse darüber erlauben, ob
und inwiefern sich eine Anpassung der Datenrate zur Überlaststeuerung in
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VANETs eignet. Die Autoren weisen zwar darauf hin, dass durch eine Erhö-
hung der Datenrate das gegebene Interferenzniveau grundsätzlich verringert
wird - dieser Entlastungseffekt wird im Rahmen der von den Autoren gewähl-
ten Methodik jedoch durch eine Erhöhung der Sendeleistung kompensiert
und ist somit nicht Bestandteil der Auswertung [87]. Dies gilt in umgekehr-
ter Form auch für eine Reduzierung der Datenrate, welche bei geringer Netz-
last zweckmäßig sein kann. Die Auswirkungen unterschiedlicher Datenraten
auf das Interferenzniveau und die Zuverlässigkeit periodischer Broadcasts in
VANETs werden daher in Abschnitt 5.5.3 dieser Arbeit näher untersucht.
Schmidt-Eisenlohr konzentriert sich in späteren Arbeiten [139, 140] auf die
simulationsbasierte Bewertung der Leistungsfähigkeit von Fahrzeug-zu-Fahr-Schmidt-Eisenlohr
zeug-Kommunikationsnetzen bei der periodischen Verbreitung von Broad-
cast-Statusnachrichten unter besonderer Berücksichtigung des Einflusses von
Multi-User-Interferenzen. Zur Quantifizierung der Leistungsfähigkeit wird
dabei die Metrik lokale Broadcast-Kapazität CLB (Rb, ρ, r, p) eingeführt. Diese
wird definiert als maximale Datenmenge pro Zeiteinheit, die jede einzelne
Station in einem Szenario mit einer Verkehrsdichte ρ unter Verwendung ei-
ner Brutto-Datenübertragungsrate Rb auf das gemeinsam genutzte Medium
unter Einhaltung der Nebenbedingung übertragen darf, dass mindestens der
Anteil p aller innerhalb einer Awareness Range genannten Entfernung r gesen-
deten Nachrichten erfolgreich empfangen werden kann.3
Die extensive Simulationsstudie von Autobahnszenarien verschiedener
Verkehrsdichten, die Schmidt-Eisenlohr in [139] vorstellt, stützt sich auf
den Simulator NS-2 und beinhaltet eine Sensivitätsanalyse bzgl. verschie-
dener Konfigurationsparameter (Nachrichtenlänge, Nachrichtenerzeugungs-
rate und Sendeleistung) im Hinblick auf verschiedene Metriken wie CAT und
PDR. Dabei werden erfolgreich und nicht erfolgreich empfangene Frames je-
weils verschiedenen Unterkategorien zugeordnet, die einen detaillierteren
Einblick in das Verhalten des Netzes erlauben. Darüber hinaus ermittelt
Schmidt-Eisenlohr aus sämtlichen Parameterkombinationen aller Simulati-
onsruns die maximal erreichbare lokale Broadcast-Kapazität CLB, welche
zum Vergleich der Performanz der verschiedenen Konfigurationen dient, da
sie die zulässige erzeugte Netzlast unter Wahrung der Zuverlässigkeitsan-
forderungen der Anwendung quantifiziert. Eine Maximierung der lokalen
Broadcast-Kapazität wird daher gleichgesetzt mit einer optimalen Nutzung
des Netzes.
Im Ergebnis stellt Schmidt-Eisenlohr unter anderem fest, dass Multi-User-
Interferenz die Zuverlässigkeit des Netzes durch das Auftreten von Frame-
kollisionen in erheblichem Maße herabsetzt. Als Ursache für hohe Kollisions-
wahrscheinlichkeiten werden insbesondere zu hohe Sendeleistungen bei ho-
her Netzlast sowie die Auswirkungen des ausgeprägten Fadings in VANETs
auf den Carrier-Sense-Mechanismus angeführt [139, 140].
Auf Grundlage der Simulationsergebnisse von Schmidt-Eisenlohr [139,
140] führen An et al. [2] eine weitergehende Sensitivitätsanalyse bezüglichAn et al.
3Bei der Darstellung verwandter Arbeiten werden diejenigen Formelzeichen verwendet,
welche auch in den übrigen Abschnitten dieser Arbeit Verwendung finden und welche von
den in der referenzierten Quelle verwendeten Formelzeichen abweichen können.
3.1 leistungsbewertung periodischer broadcasts in vanets 51
der Auswirkungen von Verkehrsdichte, Nachrichtenerzeugungsrate, Sende-
leistung, Paketlänge und Fading-Intensität auf die PDR durch. Dabei stellen
die Autoren einen signifikanten Einfluss bereits geringfügiger Änderungen
der untersuchten Parameter auf die PDR insbesondere dann fest, wenn das
Netz an der Grenze seiner Belastbarkeit betrieben wird oder die Entfernung
zwischen Sender und Empfänger annähernd der maximalen Kommunikati-
onsreichweite entspricht.
Kloiber et al. bewerten die Auswirkungen unterschiedlicher Verkehrs-
dichten und Nachrichtenerzeugungsraten auf die periodische Verbreitung Kloiber et al.
von Single-Hop Broadcast-Statusnachrichten in einem Autobahnszenario auf
Grundlage des Update Delays [95, 96]. Diese bereits in [131] in ähnlichem
Zusammenhang vorgeschlagene Metrik wird definiert als zeitlicher Abstand
zwischen dem Empfang zweier Nachrichten eines bestimmten Senders aus
Sicht eines Empfängers und ist somit eng verwandt mit der von ElBatt et
al. [32] verwendeten Packet Inter-Reception Time (siehe Seite 48). Die Ver-
wendung von Update Delays bezweckt die Quantifizierung der Aktualität
der lokal verfügbaren Statusinformationen über die Umgebung des Emp-
fängers, wobei sowohl Einflüsse variierender Nachrichtenerzeugungsraten
als auch variierender Paketverlusthäufigkeiten widergespiegelt werden. In
Abschnitt 4.4 wird näher auf Definition und Eigenschaften dieser Metrik
eingegegangen.
Mittag [109, 112] stellt eine von ihm entwickelte Simulationsumgebung
vor, welche die Modellierung des Funkkanals, der Bitübertragungsschicht Mittag
(PHY) und der Medienzugriffsteuerung (MAC) von IEEE 802.11p in sich ver-
eint, und präsentiert darauf aufbauend eine umfassende Simulationsstudie
zur Leistungsbewertung periodischer Broadcasts in VANETs. Ein wesentli-
cher Schwerpunkt liegt dabei auf einer detaillierten Abbildung des PHYs:
Im Gegensatz zu herkömmlichen Netzwerksimulatoren stellt nicht das ein-
zelne Paket bzw. der einzelne Frame die kleinste Einheit der Untersuchung
dar, sondern das übertragene Signal wird als Folge von diskreten, komplexen
Abtastwerten (Samples) modelliert, welche die Amplitude und Phase des Si-
gnals beschreiben. Ein einzelnes OFDM-Symbol wird dabei durch eine Fol-
ge von 80 Zeitsamples repräsentiert. Die Implementierung basiert auf dem
Netzwerksimulator NS-3 [117] und der Kanalmodellierung, Signalverarbei-
tung und weitere Aspekte der PHY-Simulation umfassenden C++Bibliothek
IT++ [85].
Dieser Ansatz erlaubt Mittag eine Modellierung der Signalverarbeitung in-
nerhalb des PHYs und damit die Realisierung eines in diesem Bereich zuvor
nicht gekannten Detaillierungsgrades. Gleiches gilt für die Modellierung der
Funkausbreitung: Neben herkömmlichen Pfadverlustmodellen und stochasti-
schen Modellen zur Charakterisierung von Large-Scale und Small-Scale Fa-
ding greift Mittag, um eine Nachbildung des zeit- und frequenzselektiven
Charakters des Fahrzeug-zu-Fahrzeug-Funkkanals zu ermöglichen, auf ver-
schiedene in der Literatur vorgeschlagene Tapped-Delay Line Modelle [1] zu-
rück und integriert zur Überwindung der WSSUS-Annahme4 außerdem ein
4Wide-Sense Stationary Uncorrelated Scattering (WSSUS)
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geometriebasiertes stochastisches Kanalmodell in die Simulationsumgebung,
das von Karedal et al. [90] vorgeschlagen wurde [109, 112].
Allerdings ist dieser sehr detaillierte Modellierungsansatz mit einem äu-
ßerst hohen Rechenaufwand bei der Durchführung der Simulationen verbun-
den, der mit einer bis zu 7000-fachen Vervielfachung gegenüber herkömmli-
chen NS-3 Simulationen auf Paketebene beziffert wird. Im Hinblick auf die
Simulationsergebnisse, welche die Performanz von IEEE 802.11p in Auto-
bahnszenarien quantifizieren, kommt Mittag zu der Schlussfolgerung, dass
weder die Verwendung von Tapped-Delay Line Modellen noch die geome-
triebasierte stochastische Modellierung fundamentalen Einfluss besitzen, viel-
mehr liefere ein Rückgriff auf Flat Fading und gängige stochastische Modelle
wie Rayleigh Fading (siehe Abschnitt 4.3.2) in Verbindung mit Simulationen
auf Paketebene annähernd gleichwertige Ergebnisse [109].
Im Rahmen seiner simulationsgestützten Charakterisierung von Paketkol-
lisionen in VANETs beschränkt Mittag die Modellierung des Funkkanals da-
her auf Rayleigh Fading in Verbindung mit einem Log-Distance Pfadverlust-
modell (vgl. Gl. 4.18 in Abschnitt 4.3.1) und bewertet auf dieser Grundlage
die Auswirkungen von Shadowing und Fading sowie verschiedener Paketlän-
gen, Sendeleistungen und Nachrichtenerzeugungsraten auf periodische Sin-
gle-Hop Broadcast-Kommunikation. Auf eine Modellierung der Teilnehmer-
mobilität in Form des Fahrzeugverkehrs wird dabei jedoch verzichtet [109].
Die Ergebnisse der Simulationsstudie zeigen einen signifikanten Einfluss
von Fading auf die Performanz des Netzes. Darüber hinaus stellt Mittag
unter anderem fest, dass durch eine Reduzierung der Erzeugungsrate die
Zuverlässigkeit der Datenübermittlung im Überlastfall signifikant verbessert
werden kann, während eine Reduzierung der Sendeleistung – entgegen der
Erkenntnisse von Schmidt-Eisenlohr [139] und Torrent-Moreno [170, 176] –
diesbezüglich keine zufriedenstellende Wirkung zeigt [109].
Sjöberg et al. [15, 16, 151, 152, 153, 154] schlagen die Verwendung von
Self-Organizing Time Division Multiple Access (STDMA) zur Steuerung des Me-Sjöberg et al.
dienzugriffs in VANETs vor und vergleichen anhand einer Reihe von Simu-
lationsstudien die Leistungsfähigkeit von STDMA auf der einen und dem
sowohl IEEE 802.11p als auch ITS-G5 zugrunde liegenden CSMA/CA (siehe
Abschnitt 2.2.4.3) auf der anderen Seite.
STDMA ist ein dezentrales Medienzugriffsverfahren, das für die periodi-
sche Broadcast-Übertragung von Statusnachrichten einheitlicher und kon-
stanter Länge entwickelt wurde und auf Zeitschlitzen basiert, deren Länge
an die Übertragungsdauer einer Nachricht angepasst ist. Dabei prüfen die
Stationen den Belegungszustand sämtlicher Zeitschlitze, die in einem sich
wiederholenden Zeitrahmen festgelegter Länge zusammengefasst werden,
und wählen für den regelmäßig erfolgenden Kanalzugriff zufallsbasiert ei-
nen freien Zeitschlitz. Findet eine Station keinen freien Zeitschlitz vor, ver-
wendet sie für ihre Übertragung denjenigen Zeitschlitz, der durch die am
weitesten entfernt positionierte Station belegt ist, um die dadurch verursach-
te Interferenz so gering wie möglich zu halten. Zu diesem Zweck greifen
die Stationen auf die in den übermittelten Nachrichten enthaltenen Positions-
daten des Senders zurück. STDMA erfordert darüber hinaus eine zeitliche
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Synchronisierung der Zeitschlitze unter den Stationen, die über ein Satel-
litennavigationssystem, z. B. über das Global Positioning System (GPS), zur
Verfügung gestellt werden muss.
In ihren Untersuchungen betrachten Sjöberg et al. periodische Single-Hop-
Broadcasts in Autobahnszenarien unterschiedlicher Netzlast mit fünf bzw.
sechs Fahrstreifen je Fahrtrichtung und stützen ihre Untersuchungen auf
ein MATLAB-Simulationsmodell. Die durchgeführten Simulationsstudien be-
ruhen auf verschiedenen Ausbreitungsmodellen unterschiedlichen Detaillie-
rungsgrads: Während in früheren Veröffentlichungen [15, 16, 154] lediglich
angenommen wird, dass sämtliche übertragenen Frames innerhalb eines fest-
gelegten Radius fehlerfrei empfangen werden, greifen die Autoren in späte-
ren Veröffentlichungen [151, 152, 153] auf detailliertere Modellierungsansätze
auf Basis eines Dual-Slope Pfadverlustmodells zurück (siehe Abschnitt 4.3.1).
Auf dieser Basis vergleichen Sjöberg et al. die Performanz von CSMA/CA
und STDMA für verschiedene Nachrichtenerzeugungsraten und Paketlän-
gen unter anderem anhand der Metriken CAT, PDR und Update Delay. Da-
bei wird hervorgehoben, dass die Verwendung von CSMA/CA insbesonde-
re bei hoher Netzlast grundsätzlich mit Kanalzugriffszeiten unbegrenzter
Höhe verbunden sein kann, sodass zu übertragende Frames vor Übertra-
gungsbeginn vom Sender verworfen werden können (Frame Drops), wäh-
rend STDMA im Hinblick auf die CAT die Einhaltung einer deterministi-
schen Obergrenze gewährleistet und somit Frame Drops verhindert. Die Si-
mulationsergebnisse zeigen für die untersuchten Parameterkombinationen
einerseits eine höhere Zuverlässigkeit von STDMA im Vergleich zu CSMA/-
CA bei mittlerer und großer Entfernung zwischen Sender und Empfänger5,
andererseits jedoch niedrigere mittlere Kanalzugriffszeiten bei Verwendung
von CSMA/CA – auch bei hoher Netzlast [151, 152]. Außerdem kommen
die Autoren zu dem Schluss, dass Hidden Stations die Performanz periodi-
scher Single-Hop-Broadcasts für beide Medienzugriffsverfahren nicht signifi-
kant beeinflussen [153].
Offen bleibt in diesem Zusammenhang, wie sich Synchronisierungsfehler,
unvollständige Informationen über die Fahrzeugpositionen und den Bele-
gungszustand der Zeitschlitze, die Verwendung unterschiedlicher Datenra-
ten oder die Übertragung unterschiedlicher Nachrichtenformate und Nach-
richtenlängen auf einem gemeinsamen Kanal auf die Leistungsfähigkeit von
STDMA im Vergleich zu CSMA/CA auswirken.
3.1.2 Analytische Modelle
Analytische Modelle können zur mathematisch exakten Beschreibung der
Leistungsfähigkeit von VANETs genutzt werden, müssen jedoch aufgrund
der Komplexität der zugrunde liegenden Prozesse, insbesondere im Hinblick
auf Medienzugriffsverfahren, Funkausbreitung und Teilnehmermobilität, in
der Regel von signifikant vereinfachenden Annahmen ausgehen. Um die ver-
5Sämtliche untersuchten Konfigurationen basieren dabei auf einer vergleichsweise ge-
ringen Größe des Contention Windows (CW = 3 bzw. CW = 7) und einer Sendeleistung
Pt = 20dBm.
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wendeten Ansätze, die damit zusammenhängenden Annahmen und Unter-
schiede zum im Rahmen der vorliegenden Arbeit verfolgten Simulationskon-
zept zu verdeutlichen, werden im Folgenden ausgewählte Arbeiten, die auf
analytischen Modellen basieren, in zusammengefasster Form dargestellt.
Für die lokale Broadcast-Kapazität CLB (siehe Abschnitt 3.1.1, Seite 50) lei-
tet Schmidt-Eisenlohr sowohl eine theoretische Obergrenze CLB,max als auchSchmidt-Eisenlohr
eine theoretische Untergrenze CLB,wc analytisch her [139, 140]. In beiden Fäl-
len wird eine konstante Datenrate Rb sowie eine Reihe starker Vereinfachun-
gen bzgl. des Szenarios zugrunde gelegt. Unter Annahme einer homogenen
eindimensionalen Stationsverteilung der Dichte ρ, eines idealen Kanals mit
der Kommunikations- und Interferenzreichweite r, die gleichzeitig der gefor-
derten Awareness Range entspricht, sowie eines perfekt koordinierten Me-
dienzugriffs, d. h. alle Nachrichten können unmittelbar aufeinanderfolgend
und stets kollisionsfrei übertragen werden, errechnet sich eine theoretische
Obergrenze für die lokale Broadcast-Kapazität von




Zur Berechnung einer theoretischen Untergrenze für CLB werden zusätzlich
eine von der Awareness Range r abweichende Kommunikationsreichweite
r′, in welcher ein Frame ohne das Vorkommen von Interferenzen erfolgreich
empfangen werden kann, und eine Interferenzreichweite r′′ angenommen.
Die Interferenzreichweite r′′ beschreibt dabei den Radius um einen Empfän-
ger, innerhalb dessen ein zweiter Sender im Falle einer zeitlich überlappen-
den Übertragung eine Kollision am Empfänger hervorruft. Darüber hinaus
wird von einem vollkommen unkoordinierten Medienzugriff als Worst-Case
Szenario sowie von exponentialverteilten Intervallen zwischen den Übertra-
gungsstartzeitpunkten ausgegangen. Für den Spezialfall, dass r′′ = r gilt, also
die Interferenzreichweite der geforderten Awareness Range entspricht, kann
so die lokale Broadcast-Kapazität













hergeleitet werden, wobei p den Mindestanteil erfolgreich empfangener Nach-
richten bezeichnet [139, 140].
Wegen der zugrunde liegenden Annahmen, die in beiden Fällen eine star-
ke Abstraktion des VANET-Kommunikationsszenarios darstellen, handelt es
sich bei den ermittelten Grenzen um Extremfälle, welche die Performanz
des Netzes unter realen Bedingungen nur unzureichend beschreiben. Au-
ßerdem stellt Schmidt-Eisenlohr fest, dass weitere Anforderungen der An-
wendung, wie z. B. maximal tolerierbare Verzögerungen bei der Übertragung
oder maximal tolerierbare Zeitabstände zwischen empfangenen Nachrich-
ten eines Senders, als zusätzliche Nebenbedingungen berücksichtigt werden
müssen [139, 140].
Brakemeier präsentiert in [17] eine umfangreiche analytische Untersuchung
von Broadcast-Kommunikation in VANETs. In einem ersten Teil modelliertBrakemeier
der Autor das gesamte Netz als Wartesystem, dem ein Poisson-Ankunfts-
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prozess mit gegebener mittlerer Ankunftsrate und ein deterministischer Be-
dienprozess zugrunde liegen. Das Modell geht davon aus, dass, sofern sich Modellierung als
Wartesystemmindestens ein Frame im Wartesystem befindet, pro Zeitschritt der Länge
Tpkt genau ein Frame übertragen wird. Dabei setzt sich
Tpkt = Tair + Tca (3.1)
zusammen aus der Übertragungsdauer Tair eines Frames und der mittleren
angenommenen Kanalzugriffszeit
Tca = TAIFS + Tslot · CWmin2 (3.2)
mit der Dauer TAIFS eines AIFS, der Länge eines Zeitschlitzes Tslot und der in
Zeitschlitzen gemessenen minimalen Größe des Contention Windows CWmin.
Die mittlere Ankunftsrate des angenommenen Poisson-Ankunftsprozesses
beschreibt die Sendewünsche, welche insgesamt von den Stationen erzeugt
werden, die sich innerhalb der Carrier-Sense-Reichweite dcs voneinander be-
finden.
Ausgehend von diesen Annahmen wird eine Markov-Kette entwickelt, de-
ren Zustand Qn die diskrete Anzahl n von Frames beschreibt, die innerhalb
von dcs in den Ausgangspuffern der Stationen auf eine Übertragung warten
und somit um den Medienzugriff konkurrieren. Für dieses Wartesystem wer-
den die stationären Zustandswahrscheinlichkeiten Pn in Abhängigkeit der
mittleren Ankunftsrate und der Framelänge berechnet. Aufgrund des ange- Zustandsabhängige
Wartezeitnommenen deterministischen Bedienprozesses errechnet sich im Zustand Qn
für den Fall n ≥ 2 die Wartezeit eines Frames als
Twait(Qn) = Tca +
Tpkt
2
+ (n− 1)Tpkt , (3.3)
sodass sich aus den Zustandswahrscheinlichkeiten Pn unmittelbar die Vertei-
lung der Wartezeiten im System ableiten lässt.
Die Annahme eines deterministischen Bedienprozesses mit konstanter Be-
diendauer Tpkt beinhaltet allerdings eine weitgehende Abstraktion der DCF-
Medienzugriffsprozedur. Ein einfaches Aufsummieren der in Tpkt enthalte-
nen Werte für Tca entspricht nicht der Realität, da nach den Regeln von CS-
MA/CA sämtliche über einen Sendewunsch verfügenden Stationen im Falle
eines als frei erkannten Mediums simultan ihr Backoff-Intervall dekremen-
tieren (vgl. Abschnitt 2.2.4.3). In diesem Zusammenhang ist einerseits mit
einem niedrigeren mittleren residuellen Backoff-Interval als Tslot · CWmin/2 zu
rechnen, andererseits tritt in der Realität die Wartezeit TAIFS nach jeder Be-
legtphase des Mediums erneut auf.
Ausgehend von den oben skizzierten Zustandswahrscheinlichkeiten Pn lei-
tet Brakemeier unter Anwendung einer Binomialverteilung außerdem die
Kollisionswahrscheinlichkeit aufgrund eines zeitgleichen Übertragungsbe-
ginns in Abhängigkeit der mittleren Ankunftsrate und der Framelänge her.
Funkausbreitungseffekte, Auswirkungen von Hidden Stations sowie Physical
Layer Capture (PLC) bleiben dabei unberücksichtigt.
In einem zweiten Teil nutzt Brakemeier ein Log-Distance Pfadverlustmo-
dell6 zur Charakterisierung des Funkkanals, d. h. die von der Distanz d zwi-
6siehe hierzu Abschnitt 4.3.1, Seite 86.
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mit dem Pfadverlustkoeffizienten α und der Empfangsleistung Pr(d0) für eine
Referenzdistanz d0 = 1m mit




wobei Pt die Sendeleistung, G den Antennengewinn und λ die der Träger-
frequenz entsprechende Wellenlänge bezeichnen. Daraus ergibt sich unter
Annahme eines Schwellenwertes für den Carrier-Sense-Mechanismus (Carri-
er-Sense-Threshold) die Carrier-Sense-Reichweite dcs, innerhalb welcher eine
laufende Übertragung von anderen Teilnehmern detektiert werden kann.
Auf dieser Basis stellt der Autor in [17] außerdem eine analytische Unter-
suchung der Wahrscheinlichkeit durch Hidden Stations verursachter Kolli-Wahrscheinlichkeit
von Hidden-Station-
Kollisionen
sionen vor. Zu diesem Zweck wird eine eindimensionale Netztopologie an-
genommen, bei der sich das sendende Fahrzeug TX ohne Einschränkung der
Allgemeinheit an der Position xTX = 0, der designierte Empfänger RX an der
Position xRX mit 0 < xRX ≤ dcs und eine Hidden Station HS an der Position
xHS befinden. Für den Fall zeitlich überlappender Übertragungen des sen-
denden Fahrzeugs und einer Hidden Station ergibt sich unter Verwendung
von Gl. 3.4 am Empfänger ein Signal to Interference Ratio (SIR) von
SIRHS(xRX , xHS) =
Pr(xRX)
Pr (xHS − xRX) =
|xHS − xRX|α
|xRX|α =
∣∣∣∣ xHSxRX − 1
∣∣∣∣α . (3.6)
Daraus lässt sich mit dcs als minimal möglicher Entfernung einer Hidden Sta-
tion zum sendenden Fahrzeug und dem Schwellenwert SIRth, der für einen
fehlerfreien Frameempfang am Empfänger mindestens erreicht werden muss,
die gegenüber Hidden Stations robuste Entfernung drobHS zwischen SenderGegenüber Hidden
Stations robuste
Entfernung drobHS













Brakemeier nimmt eine netzweit konstante Channel Busy Time γ an, die
als zeitlicher Anteil definiert wird, währenddessen durch den Carrier-Sense-
Mechanismus ein belegter Kanal detektiert wird.
Um die Wahrscheinlichkeit einer durch Hidden Stations verursachten Kol-
lision bestimmen zu können, geht Brakemeier außerdem davon aus, dass
durch den Carrier-Sense-Mechanismus innerhalb von Distanzintervallen der
Länge dcs höchstens eine Hidden Station zeitgleich sendet. Daher werden die
Intervalle [k · dcs, (k + 1) · dcs] mit k ∈ Z der Länge dcs zunächst isoliert von-
einander betrachtet und drei Bereiche unterschieden, in denen sich Hidden
Stations befinden können:
• Basic Hidden Station Range mit dcs ≤ xHS ≤ 2 dcs
3.1 leistungsbewertung periodischer broadcasts in vanets 57
• Extended Hidden Station Range mit xHS > 2 dcs
• Opposite Hidden Station Range mit xHS < −dcs
Für jeden dieser drei Bereiche berechnet Brakemeier zunächst separat un-
ter vereinfachenden Annahmen die Wahrscheinlichkeit einer durch eine Hi-
dden Station verursachten Kollision in Abhängigkeit der Empfängerpositi-
on xRX. Die daraus resultierende Gesamtwahrscheinlichkeit, die der Autor
unter Verwendung eines iterativen Näherungsverfahrens berechnet, ergibt
sich als Wahrscheinlichkeit der Vereinigung der nicht paarweise disjunkten
Ereignisse, die das Auftreten einer Hidden-Station-Kollision in den einzelnen
Distanzintervallen beschreiben [17].
Wie jedes analytische Modell beruht der dargestellte Ansatz von Brakemei-
er auf einer Reihe abstrahierender Annahmen. So wird neben einer verein-
fachten Modellierung von Funkausbreitung und Frameempfang beispiels-
weise angenommen, dass Übertragungen von Hidden Stations innerhalb
unterschiedlicher Distanzintervalle unabhängig voneinander erfolgen. Dies
entspricht jedoch wegen des Einflusses des Carrier-Sense-Mechanismus in
benachbarten Intervallen nicht der Realität. Darüber hinaus wird die Wahr-
scheinlichkeit einer durch Hidden Stations hervorgerufenen Kollision trotz
vorhandener Abhängigkeiten isoliert von auf andere Weise verursachten
Frameverlusten betrachtet. Auch berücksichtigt der gewählte Ansatz nicht,
dass Kollisionen in der Realität durch kumulative Interferenzen mehrerer
interferierender Übertragungen verursacht werden können.
Insgesamt liefert der von Brakemeier in [17] vorgestellte Ansatz somit einen
wertvollen Beitrag zur Abschätzung der durch Hidden Stations verursachten
Kollisionen, zur allgemeinen Bewertung der Leistungsfähigkeit des Netzes
sind jedoch darüber hinausgehende Untersuchungen notwendig.
Fallah et al. stellen in [58] ein umfangreiches Modell zur analytischen Leis-
tungsbewertung von VANETs in einem eindimensionalen Autobahnszenario Fallah et al.
vor. In Anlehnung an den Modellierungsansatz von Bianchi [14] verwenden
die Autoren mehrere Markov-Ketten, um die Wahrscheinlichkeit einer erfolg-
reichen Übertragung (entspricht nach der Terminologie der vorliegenden Ar-
beit der PDR, d. h. dem Anteil erfolgreich übertragener Frames) sowie die Ra-
te der erfolgreich übertragenen Frames (definiert als Anzahl der erfolgreich
übertragenen Frames pro Zeiteinheit) in Abhängigkeit der Entfernung zwi-
schen Sender und Empfänger zu ermitteln. Dabei unterscheidet sich das von
Fallah et al. entwickelte Modell von analytischen Modellen der DCF früherer
Arbeiten [14, 21, 166] im Wesentlichen durch drei für die Kommunikation in
VANETs charakteristische Eigenschaften:
• Die Stationen senden ausschließlich Broadcast-Frames, d. h. Acknow-
ledgments (ACKs), Übertragungswiederholungen sowie RTS- und CTS-
Frames kommen nicht vor,
• es wird vom Nicht-Sättigungsfall ausgegangen, d. h. die Warteschlan-
gen der einzelnen Stationen sind nicht zu jedem Zeitpunkt mit mindes-
tens einem Frame gefüllt,
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• Auswirkungen der aufgrund des nicht-idealen Funkkanals vorhande-
nen Hidden Stations werden innerhalb des Modells berücksichtigt.
Der Backoff-Prozess sowie die Wartephase einer Station werden zu diesem
Zweck als Markov-Kette modelliert, die aus den aktuellen Wert des Backoff-
Zählers repräsentierenden Zuständen sowie einem zusätzlichem Wartezu-Modellierung des
Backoff-Prozesses als
Markov-Kette
stand besteht (siehe Abbildung 10). Dabei bezeichnet Pa die Wahrscheinlich-
keit, dass der Wartezustand a verlassen wird und CW die Größe des Con-
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Abbildung 10: Markov-Kette zur Beschreibung des Backoff-Prozesses sowie der War-
tephase einer Station in [58]
tention Windows. Es werden diskrete Zeitschritte der Länge Tvs (Virtual Slot
Time) angenommen mit
Tvs = Pbusy · Tbusy + Pidle · Tslot , (3.8)
wobei Tslot die Dauer eines (freien) Zeitschlitzes, Tbusy die mittlere Dauer ei-
ner Kanalbelegung sowie Pidle und Pbusy die Wahrscheinlichkeiten bezeichnen,
dass durch den Carrier-Sense-Mechanismus ein freier bzw. belegter Kanal
detektiert wird. Zur Modellierung der Sendewünsche einer einzelnen Station
wird ein Poisson-Prozess mit der Erzeugungsrate R genutzt und angenom-
men, dass nur die jeweils aktuellste Statusnachricht in der Warteschlange
einer Station gesendet werden muss, sodass
Pa = 1− e−R·Tvs (3.9)
gilt. Die stationäre Zustandwahrscheinlichkeit b0, dass sich die Markov-Kette
aus Abbildung 10 im Zustand 0 befindet, entspricht der Wahrscheinlichkeit
τ, dass eine bestimmte Station in einem gegebenen Zeitschritt mit der Über-
tragung eines Frames beginnt und ergibt sich als







Bei der Abschätzung der mittleren Kanalbelegungsdauer Tbusy berücksich-
tigen die Autoren, dass diese aufgrund der durch Hidden Stations entste-Abschätzung der
mittleren Kanalbele-
gungsdauer
henden zeitlichen Überlappungen mehrerer Frames größer als die mittlere
Übertragungsdauer eines einzelnen Frames ist. Dieser Effekt wird durch eine
weitere Markov-Kette modelliert, deren Zustände die Anzahl aufeinanderfol-
gender überlappender Übertragungen beschreiben.
Zur Berechnung der Wahrscheinlichkeit, dass vor dem Übertragungsende
eines Frames die Übertragung eines weiteren Frames beginnt, wird verein-
fachend angenommen, dass die k für eine die Belegungsdauer verlängern-
de Übertragung in Frage kommenden Hidden Stations jeweils mit der Rate
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Ra = τ/Tvs unabhängig voneinander senden und die Übertragungen einem
Poisson-Prozess der aggregierten Rate k · Ra folgen. Um k berechnen zu kön-
nen, wird von einer Gleichverteilung der Fahrzeuge innerhalb der eindimen-
sionalen Autobahntopologie ausgegangen, sodass sich bei einer angenomme-
nen konstanten Kommunikations- und Carrier-Sense-Reichweite dcs und ei-
ner konstanten Fahrzeugdichte ρ die Anzahl Ncs von Fahrzeugen innerhalb
der Carrier-Sense-Reichweite einer Station als Ncs = 2 · ρ · dcs ergibt.
Dieser Annahme folgend wird die Entfernung zwischen Sender und Emp-
fänger in Fahrzeugen gemessen und k als Anzahl der Stationen definiert, die
weiter als dcs vom Sender, jedoch nicht weiter als dcs vom Empfänger einer
Übertragung positioniert sind, sodass für einen u Fahrzeuge vom Sender ent-
fernten Empfänger k = u gilt. Hieraus berechnen die Autoren in Verbindung
mit der zugrunde gelegten Markov-Kette die erwartete Länge einer durch Hi-
dden Stations verursachten Kollision für einen u Fahrzeuge entfernten Emp-
fänger und durch Mittelwertbildung über sämtliche in Betracht kommenden
Entfernungen bis zur Carrier-Sense-Reichweite die mittlere Belegungsdauer
Tbusy.
Ein weiterer Beitrag von [58] zur Modellierung des Einflusses von Hidden
Stations auf die Performanz des Netzes liegt in der Berücksichtigung des Si- Silencing Effekt
durch
Hidden Stations
lencing Effektes der Hidden Stations: Da ein Teil der benachbarten Stationen
eines Senders durch Übertragungen von Hidden Stations davon abgehalten
wird, auf den Kanal zuzugreifen, verringert sich die Anzahl der innerhalb des
Intervalls der Länge 2 · dcs um den Medienzugriff konkurrierenden Stationen.
Dieser Effekt wird durch einen den Anteil der aktiven Stationen beschreiben-
den Faktor µ berücksichtigt, sodass für die Wahrscheinlichkeit Pbusy, die zur
Ermittlung der Länge eines Zeitschrittes
Tvs = Pbusy · Tbusy +
(
1− Pbusy
) · Tslot (3.11)
benötigt wird, der folgende Zusammenhang gilt:
Pbusy = 1− (1− τ)µNcs . (3.12)
Zur Ermittlung von µ wird die Wahrscheinlichkeit PnotSil(i) herangezogen,
dass eine i Fahrzeuge vom Sender entfernte Station nicht durch eine Übertra-
gung einer Hidden Station davon abgehalten wird, selbst eine Übertragung
zu beginnen. Der Faktor µ ergibt sich als Mittelwert von PnotSil(i) über alle









Um PnotSil(i) zu bestimmen, nutzen die Autoren eine weitere Markov-Kette
(siehe Abbildung 11), deren Zustände die Belegung zeitlich aufeinanderfol-
gender Zeitschlitze der Länge Tslot abbilden. Aus dem Zustand idle, welcher
einen unbelegten Zeitschlitz repräsentiert, geht die Markov-Kette mit der
Wahrscheinlichkeit Ptr(i) = 1− (1− τ)i, dass mindestens eine von i Hidden
Stations eine Übertragung beginnt, in den ersten von L = TpTslot Belegtzustän-
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idle b2bL-1bL b1. . .
Ptr
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Abbildung 11: Markov-Kette zur Modellierung des Belegungszustandes aufeinan-
derfolgender Zeitschlitze in [58]
den über, wobei Tp die Übertragungsdauer eines Frames bezeichnet. Da die
stationäre Zustandswahrscheinlichkeit des Zustands b1, welche sich als
b1 =
Ptr(i)
1+ L · Ptr(i) (3.14)





1+ L · Ptr(i)
)L
(3.15)
als Wahrscheinlichkeit, dass L Zeitschlitze vor Übertragungsbeginn der be-
trachteten Station kein Übertragungsbeginn einer Hidden Station die betrach-
tete Station von einer Übertragung abhält. Durch Einsetzen ergeben sich µ,
Pbusy und Tvs, woraus die Autoren die sogenannte Rate of Attempt Ra = τTvs
ableiten, deren analytisch ermittelte Werte für Beispielkonfigurationen mit
Simulationsergebnissen verglichen werden.
Um die Wahrscheinlichkeit einer erfolgreichen Übertragung Psucc(u) an ei-
nen u Fahrzeuge entfernten Empfänger bestimmen zu können, unterscheidenWahrscheinlichkeit
einer erfolgreichen
Übertragung
die Autoren in [58] zwischen der Wahrscheinlichkeit PCC einer durch eine in-
nerhalb der Carrier-Sense-Reichweite dcs positionierte Station verursachten
Kollision (CSMA-Kollision) und der Wahrscheinlichkeit PCH einer durch eine
Hidden Station verursachten Kollision, sodass der folgende Zusammenhang
gilt:
Psucc(u) = (1− PCC(u)) (1− PCH(u)) (3.16)
Ausgehend von der Annahme, dass sämtliche Stationen, deren Entfernung
sowohl zum Sender als auch zum Empfänger kleiner als dcs ist, am Empfän-Wahrscheinlichkeit
einer
CSMA-Kollision
ger eine Kollision durch gleichzeitigen Übertragungsbeginn in einem Zeit-
schlitz verursachen können (siehe SC in Abbildung 12), ergibt sich die Anzahl
dieser Stationen als NSC = ρ (2dcs − d), wobei d die Entfernung zwischen Sen-
der und Empfänger bezeichnet. Wegen des oben beschriebenen Silencing Ef-
fektes der Hidden Stations ist auch hier nur der Anteil η der Stationen aktiv.
















Abbildung 12: Geometrie des eindimensionalen Autobahnszenarios in [58]. Statio-
nen in SC erzeugen eine CSMA-Kollision, Stationen in SH sind Hid-
den Stations bei einer Übertragung von TX an RX.
für einen u Fahrzeuge vom Sender entfernten Empfänger, sodass sich die
Wahrscheinlichkeit einer CSMA-Kollision ermitteln lässt als
PCC(u) = 1− (1− τ)ηNSC . (3.18)
Die Wahrscheinlichkeit PCH einer durch eine Hidden Station verursachten
Kollision entspricht der Wahrscheinlichkeit, dass mindestens eine Hidden Wahrscheinlichkeit
einer Hidden-
Station-Kollision
Station frühestens L = TpTslot Zeitschlitze vor oder spätestens L Zeitschlitze der
Länge Tslot nach Übertragungsbeginn des Senders mit der Übertragung eines
Frames beginnt. Mit der Anzahl von Hidden Stations NSH = ρd = u für einen
Empfänger in der u Fahrzeugen entsprechenden Entfernung d (siehe SH in





1+ L · Ptr(u)
)2L
(3.19)
mit Ptr(u) = 1 − (1− τ)u. Einsetzen von Gl. 3.18 und Gl. 3.19 in Gl. 3.16
liefert die von der Entfernung zwischen Sender und Empfänger abhängige
Wahrscheinlichkeit einer erfolgreichen Übertragung Psucc(u).










welche für Beispielkonfigurationen evaluiert und mit Simulationsergebnissen
verglichen wird. Die von Psucc und der Rate of Attempt Ra abhängige Rate
erfolgreicher Frame-Übertragungen Rsucc errechnet sich daraus als
Rsucc = Psucc · Ra . (3.21)
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Darüber hinaus erweitern die Autoren in [58] das beschriebene Modell,
welches bis zu diesem Punkt ausschließlich Aspekte der Medienzugriffssteue-Einbeziehung von
Pfadverlust und
Übertragungsfehlern
rung widerspiegelt, indem ein Log-Distance Pfadverlustmodell7, eine entfer-
nungsabhängige Paketfehlerrate sowie ein SIR-Schwellenwert SIRth für ei-
nen fehlerfreien Frameempfang eingebunden werden. Unter Einbeziehung
der Paketfehlerrate PPHY(u) ergibt sich
Psucc(u) = (1− PCC(u)) (1− PCH(u)) (1− PPHY(u)) . (3.22)
Außerdem werden in diesem erweiterten Modell zusätzlich zu den bisher
berücksichtigten, innerhalb der Carrier-Sense-Reichweite des Empfängers po-
sitionierten Hidden Stations auch außerhalb der Carrier-Sense-Reichweite po-
sitionierte Hidden Stations berücksichtigt, soweit deren Übertragungen eine
für eine Kollision ausreichende Interferenzleistung am Empfänger erzeugen.
Zur Ermittlung der Entfernung zum Empfänger, innerhalb derer Hidden Sta-
tions eine Kollision, also einen Frameempfang mit SIR < SIRth verursachen
können, nehmen die Autoren an, dass sich die kumulative Interferenz aus
mehreren überlappenden Frames zusammensetzen kann. Die Anzahl über-
lappender Frames wird wiederum unter der vereinfachenden Annahme be-
rechnet, dass die Übertragungen der in Betracht kommenden Stationen einem
Poisson-Prozess folgen.
Abschließend vergleichen die Autoren die analytischen Ergebnisse des er-
weiterten Modells für Psucc ebenfalls anhand von Beispielkonfigurationen mit
Simulationsergebnissen, wobei eine gute Übereinstimmung der Ergebnisse
festgestellt wird.
Insgesamt liefert das von Fallah et al. in [58] vorgestellte analytische Modell
zur Berechnung der Wahrscheinlichkeit und Rate erfolgreich übertragener
Frames einen überaus wertvollen Beitrag zur Methodik der Leistungsbewer-
tung in VANETs. Gleichwohl geht auch dieses Modell neben der eindimen-
sionalen Netztopologie und der in der Realität nicht vorhandenen Gleich-
verteilung der Fahrzeugpositionen von einer Reihe weiterer Vereinfachungen
aus. So wird einerseits zur besseren Handhabbarkeit des Modells angenom-
men, dass die Sendewünsche der einzelnen Stationen einem Poisson-Prozess
folgen, während kooperative VANET-Anwendungen durch eine periodische
Nachrichtenerzeugung geprägt sind, wie in Abschnitt 2.2.3 erläutert wurde.
Andererseits setzt die Annahme eines Poisson-Prozesses für die von Hidden
Stations übertragenen Frames eine aufgrund des Carrier-Sense-Mechanismus
nicht gegebene Unabhängigkeit der Stationen untereinander voraus. Die in
der Realität vorhandene robuste Entfernung eines Empfängers gegen Hid-
den Stations, welche sich aus der mit der Distanz zunehmenden Dämpfung
der Interferenzleistung einer Hidden Station ergibt, wird trotz der Einbezie-
hung von Ausbreitungseffekten im erweiterten Modell nicht berücksichtigt.
Ebenfalls unberücksichtigt bleiben die Auswirkungen von Fading auf die
Kollisionswahrscheinlichkeit sowie das von zeitgemäßen IEEE 802.11 Emp-
fängern unterstützte Physical Layer Capture (PLC). Darüber hinaus ist für
die Bewertung der Dienstgüte neben der Wahrscheinlichkeit einer erfolgrei-
chen Übertragung die Betrachtung entstehender Verzögerungen, insbesonde-
7siehe hierzu Abschnitt 4.3.1, Seite 86.
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re verursacht durch den Medienzugriff, von Interesse, die hier nicht abgebil-
det werden.
Somit besteht weiterer Untersuchungsbedarf, dem die vorliegende Arbeit
durch eine detaillierte Nachbildung periodischer Broadcast-Kommunikation
auf Grundlage einer Kombination aus Verkehrsfluss- und Netzwerksimulati-
on nachkommt, wie in den Kapiteln 4 und 5 im Detail ausgeführt wird.
3.2 überlaststeuerung in vanets
Eine übermäßig hohe Netzlast und das damit verbundene erhöhte Interfe-
renzniveau können in VANETs auf Basis von ITS-G5 oder IEEE 802.11 zu
signifikanten Beeinträchtigungen der Dienstgüte führen, die mit Framekol-
lisionen, zunehmenden Verzögerungen und Frame Drops einhergehen. Um
die Mindestanforderungen bestimmter ITS-Anwendungen, insbesondere ko-
operativer Sicherheitsanwendungen, erfüllen zu können, sind daher eine Be-
grenzung der Netzlast und eine Vermeidung von Überlastsituationen notwen-
dig (vgl. hierzu bereits Abschnitt 2.2.6). Die im Rahmen der vorliegenden Ar-
beit gewonnenen Erkenntnisse über die Performanz periodischer Broadcasts
in VANETs und den netzlastabhängigen Einfluss verschiedener Parameter
dienen insbesondere der Entwicklung, Parametrierung und Optimierung ef-
fektiver Methoden zur Vermeidung und Bewältigung übermäßig hoher Netz-
last.
In der Literatur ist in den letzten Jahren eine Reihe von Ansätzen zur übli-
cherweise als Congestion Control bezeichneten Überlaststeuerung in VANETs
vorgeschlagen worden [147]. Obwohl der Entwurf entsprechender Verfahren
und Algorithmen nicht unmittelbarer Gegenstand der vorliegenden Arbeit
ist, soll daher im Folgenden ein kurzer Überblick über ausgewählte Arbeiten
auf diesem Gebiet gegeben werden.
Eine systematische Übersicht bezüglich in Betracht kommender Ansätze
zur Überlaststeuerung in VANETs präsentieren Zhang et al. [186]. Die Auto- Zhang et al.
ren betonen die Notwendigkeit dezentral gesteuerter Verfahren und schla-
gen eine Quantifizierung der Netzlast auf Grundlage der Channel Busy
Time (CBT) vor8. Zur Reduzierung der Netzlast werden drei grundlegende
Ansätze identifiziert:
• Reduzierung der Nachrichtenerzeugungsrate,
• Reduzierung der Sendeleistung,
• Reduzierung der Übertragungsdauer.
Die letztgenannte Reduzierung der Übertragungsdauer kann dabei zum ei-
nen durch eine Erhöhung der Brutto-Datenübertragungsrate, zum anderen
durch eine Reduzierung der Framelänge erreicht werden. Im Ergebnis he-
ben Zhang et al. hervor, dass bezüglich der Auswirkungen der unterschied-
lichen Ansätze auf die Dienstgüte in VANETs erheblicher Forschungsbedarf
besteht [186].
8Zur Definition der Channel Busy Time siehe Abschnitt 4.4.4.
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Torrent-Moreno et al. [170, 173, 175, 176] gehören zu den ersten Autoren,
die die Notwendigkeit zur Begrenzung der durch periodische CAM-Broad-Torrent-Moreno et
al. casts verursachten Netzlast in VANETs erkannt haben. Zu diesem Zweck
legen die Autoren einen als Maximum Beaconing Load (MBL) bezeichneten
Schwellenwert fest, dessen Überschreitung durch eine Anpassung der zur
Übertragung von CAMs9 verwendeten Sendeleistung (Transmit Power Con-
trol, TPC) verhindert werden soll, um Übertragungsressourcen für ereignis-
gesteuerte Warnnachrichten (DENMs, siehe Abschnitt 2.2.2) zu reservieren.
Dabei bezeichnet die in bit/s gemessene Beaconing Load bezogen auf ei-
ne ausgewählte betrachtete Station die aggregierte Datenmenge pro Zeitein-
heit, die in Form von CAMs von denjenigen Stationen übertragen wird, in-
nerhalb deren Carrier-Sense-Reichweite sich die betrachtete Station befindet.
Darüber hinaus nehmen die Autoren einheitliche und konstante Nachrichten-
erzeugungsraten und Paketgrößen an, sodass die Beaconing Load als Anzahl
sendender Stationen innerhalb eines durch die Sendeleistung festgelegten Be-
reichs gemessen werden kann. Die zu diesem Zweck erforderliche Berech-
nung der Carrier-Sense-Reichweite erfolgt auf Basis des vereinfachten Two-
Ray Ground Pfadverlustmodells (siehe Gl. 4.16 in Abschnitt 4.3.1).
In einem ersten Ansatz entwerfen die Autoren einen als FPAV10 bezeich-
neten zentralisierten Algorithmus [170, 173], der auf einem einfachen Prin-
zip unter Annahme vollständiger Information beruht: Ausgehend von der
geringsten konfigurierbaren Sendeleistung erhöhen sämtliche Stationen syn-
chron in Schritten festgelegter und einheitlicher Größe ihre Sendeleistung,
bis die Beaconing Load an einem Punkt im Netz die festgelegte MBL über-
schreitet. FPAV bewirkt eine Einhaltung der MBL-Bedingung und zugleich
eine Maximierung der minimalen Sendeleistung, die von den verschiedenen
Stationen zur Übertragung von CAMs verwendet wird.
Um eine Implementierung in realen Netzen zu ermöglichen, erweitern Tor-
rent-Moreno et al. diesen Ansatz zu einem dezentralen Algorithmus mit der
Bezeichnung D-FPAV11 [170, 175, 176]. D-FPAV sieht vor, dass jede Station die
Positionsdaten sämtlicher benachbarter Stationen überwacht, die sich inner-
halb ihrer maximalen (aus der größtmöglichen Sendeleistung resultierenden)
Carrier-Sense-Reichweite befinden. Auf Grundlage dieser lokalen Sicht auf
die Netztopologie führt jede Station individuell den FPAV-Algorithmus aus
und errechnet unter Berücksichtigung des MBL-Schwellenwerts eine für die
Stationen innerhalb der maximalen Carrier-Sense-Reichweite zulässige Sen-
deleistung, deren Wert anschließend an die benachbarten Stationen übermit-
telt wird. Jede Station wählt schließlich als Sendeleistung zur Übertragung
von CAMs das Minimum der durch sie selbst errechneten und der durch
benachbarte Stationen errechneten Sendeleistungen.
Zur Verteilung der erforderlichen Statusinformationen nutzt D-FPAV die
periodisch erzeugten CAMs. Neben der eigenen Position und der nach dem
FPAV-Algorithmus errechneten zulässigen Sendeleistung übermittelt jede
9Die periodisch erzeugten und als Broadcast übertragenen Statusnachrichten bezeichnen
Torrent-Moreno et al. als Beacons. Im Folgenden wird jedoch die Terminologie der europäi-
schen ITS-Protokollarchitektur (siehe Abschnitt 2.2.2) verwendet.
10Fair Power Adjustment for Vehicular Environments (FPAV).
11Distributed Fair Power Adjustment for Vehicular Environments (D-FPAV).
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Station in regelmäßigen Abständen zusätzlich die Positionen und errech-
neten Sendeleistungen der benachbarten Stationen innerhalb ihrer Carrier-
Sense-Reichweite. Da diese zusätzlich zu übermittelnden Umgebungsinfor-
mationen signifikanten Overhead erzeugen, untersuchen Torrent-Moreno et
al. verschiedene Konfigurationen im Hinblick auf den Umfang der zu über-
mittelnden Informationen und deren Übermittlungshäufigkeit [170, 175, 176].
Eine Weiterentwicklung von D-FPAV, die auf einer Unterteilung der Fahr-
zeugumgebung in Segmente einheitlicher Größe basiert, präsentieren Mittag Mittag et al.
et al. [110]. Der vorgeschlagene Algorithmus sieht zur Ermittlung der erfor-
derlichen Umgebungsinformationen vor, dass statt individueller Positionen
Histogramme übermittelt werden, welche die Anzahl benachbarter Stationen
je Segment beschreiben. Dieser Ansatz erlaubt eine erhebliche Verringerung
der zu übermittelnden Datenmenge und erzeugt bei vergleichbarer Zuverläs-
sigkeit lediglich vernachlässigbaren Overhead [110].
Wischhof und Rohling [184] beschreiben ein Verfahren zur Überlaststeue-
rung in VANETs, das die Häufigkeit des Medienzugriffs einer Station durch Wischhof und
Rohlingdas Einfügen von Wartezeiten zwischen aufeinanderfolgenden Übertragun-
gen begrenzt. Dabei wird aus dem Nutzen der in der übermittelten Nachricht
enthaltenen Information, der mithilfe einer anwendungsspezifischen Nutzen-
funktion quantifiziert wird, eine relative Priorität errechnet, welche die Länge
der einzufügenden Wartezeit und damit die in Anspruch genommenen Über-
tragungsressourcen bestimmt [184].
Khorakhun et al. [93] vergleichen einen Algorithmus zur Regelung der Sen-
deleistung und einen sehr ähnlichen Algorithmus zur Regelung der Nach- Khorakhun et al.
richtenerzeugungsrate im Hinblick auf deren Eignung zur Begrenzung der
Netzlast in VANETs. Zur Quantifizierung der Netzlast greifen die Autoren in
beiden Fällen auf die Channel Busy Time (CBT) zurück, welche von den Sta-
tionen in regelmäßigen Abständen lokal gemessen wird.12 Übersteigt die im
vorausgegangenen Messintervall ermittelte CBT einen festgelegten Schwel-
lenwert, reduziert der Algorithmus zur Sendeleistungsregelung die für die
nächste Frameübertragung verwendete Sendeleistung durch Multiplikation
mit einem konstanten Faktor 1 − α, wobei 0 < α < 1 gilt. Auf ein Unter-
schreiten des Schwellenwerts wird dementsprechend mit einer Erhöhung
der Sendeleistung um dem Faktor 1+ α reagiert. Der Algorithmus zur Re-
gelung der Nachrichtenerzeugungsrate basiert auf demselben Ansatz: Bei
Über- bzw. Unterschreiten des Schwellenwerts wird hier das Nachrichtener-
zeugungsintervall durch Addition bzw. Subtraktion eines konstanten Werts β
angepasst [93].
Um eine gleichmäßigere Verteilung der zur Verfügung stehenden Übertra-
gungsressourcen unter den Stationen im Netz zu erreichen, ergänzen Kho-
rakhun et al. den Algorithmus darüber hinaus um eine Orientierung am
Mittelwert des zu regelnden Parameters. Im Fall der Sendeleistungsregelung
fügt jede Station den aktuellen Wert der von ihr verwendeten Sendeleistung
in den Header der übermittelten Pakete ein, sodass auf dieser Grundlage
der Mittelwert der Sendeleistung unter den benachbarten Stationen berech-
net werden kann. Erlaubt die Netzlast eine Erhöhung der Sendeleistung, so
12Zur Definition der Channel Busy Time siehe Abschnitt 4.4.4.
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nimmt der Algorithmus diese nur dann vor, wenn die aktuell von der Sta-
tion verwendete Sendeleistung kleiner als der berechnete Mittelwert ist. Im
Hinblick auf eine Verringerung des Nachrichtenerzeugungsintervalls wird in
derselben Weise verfahren [93].
Zwei verschiedene Weiterentwicklungen dieses Verfahrens präsentieren
Busche et al. [18, 19]. Um ein stabileres Anpassungsverhalten zu erreichen,Busche et al.
verwenden die vorgestellten Algorithmen statt einem einzigen CBT-Schwel-
lenwert einen Minimal- und einen Maximalwert und definieren so einen
Toleranzbereich der CBT.
Zunächst stellen die Autoren auf dieser Grundlage einen einfachen Algo-
rithmus vor, welcher zur Regelung entweder der Nachrichtenerzeugungsrate
oder der Sendeleistung einsetzbar ist [18]. Überschreitet die lokal gemessene
CBT den festgelegten Maximalwert oder unterschreitet sie den festgelegten
Minimalwert, so verringert bzw. vergrößert der Algorithmus die Nachrichten-
erzeugungsrate (oder die Sendeleistung) um einen Schritt konstanter Größe.
Liegt die gemessene CBT im Toleranzbereich zwischen den Schwellenwerten,
erfolgt hingegen eine Anpassung, die sich am Mittelwert der Erzeugungsrate
bzw. Sendeleistung der benachbarten Stationen orientiert [18].
In einem später vorgestellten Algorithmus zur Regelung der Nachrichten-
erzeugungsrate erweitern Busche et al. diesen Ansatz dahingehend, dass ein
Austausch der lokal gemessenen CBT-Werte unter den Stationen innerhalb
der Carrier-Sense-Reichweite erfolgt. Auf dieser Basis wird eine „globale“
CBT als Maximum der lokal gemessenen Werte ermittelt und eine Erhöhung
der Erzeugungsrate nur dann vorgenommen, wenn die globale CBT den fest-
gelegten Minimalwert unterschreitet [19].
Wie bereits in Abschnitt 2.2.3 erläutert wurde, bildet der als Cooperative
Awareness bezeichnete Zustand, in dem jedes ausgerüstete Fahrzeug über
den aktuellen Status der Fahrzeuge in seiner Umgebung informiert ist, die
Grundlage einer Vielzahl von Anwendungen in VANETs. Huang et al. [72, 73,
74] konzentrieren ihre Untersuchungen daher auf die zu diesem Zweck erfor-Huang et al.
derliche kontinuierliche Nachverfolgung des Bewegungszustands benachbar-
ter Fahrzeuge (Tracking) und präsentieren verschiedene Algorithmen, die ei-
ne Steuerung der Nachrichtenerzeugungsrate in Abhängigkeit der Tracking-
Genauigkeit ermöglichen.
Statt der Verwendung einer festgelegten Nachrichtenerzeugungsrate sehen
diese Algorithmen vor, dass jede Station je Zeitschritt mit einer bestimmten
Wahrscheinlichkeit eine Nachricht erzeugt. Diese Erzeugungswahrscheinlich-
keit wächst mit der Zunahme des geschätzten Tracking-Fehlers, der die Dif-
ferenz zwischen dem tatsächlichen Zustand des betrachteten Fahrzeugs und
dem benachbarten Fahrzeugen bekannten Zustand dieses Fahrzeugs quanti-
fiziert. Hierfür schätzt jede Station anhand der empfangenen Sequenznum-
mern kontinuierlich die mittlere Fehlerrate aller empfangenen Frames und
berechnet daraus einen Schätzwert des Tracking-Fehlers [72, 73, 74].
Um der Entstehung von Framekollisionen entgegenzuwirken, erweitern
die Autoren die Steuerung der Nachrichtenerzeugungsrate außerdem um ei-
ne Berücksichtigung der aktuellen Netzlast. Zu diesem Zweck wird zusätz-
lich zum Tracking-Fehler die lokal gemessene CBT derart in die Berechnung
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der Erzeugungswahrscheinlichkeit einbezogen, dass eine erhöhte Netzlast ei-
ne reduzierte Erzeugungswahrscheinlichkeit bewirkt [72, 74].
In einer anderen Veröffentlichung präsentieren Huang et al. einen ähn-
lichen Algorithmus, der eine anwendungsorientierte Steuerung der Nach-
richtenerzeugungsrate mit einer netzlastabhängigen Regelung der Sendeleis-
tung kombiniert [73]. Die Erzeugungswahrscheinlichkeit wächst ab Über-
schreitung eines tolerierbaren Schwellenwerts auch hier mit der Zunahme
des geschätzten Tracking-Fehlers. Darüber hinaus führt der vorgeschlagene
Algorithmus jedoch eine netzlastabhängige Anpassung der Sendeleistung
auf Grundlage der lokal gemessenen CBT durch. Zu diesem Zweck wer-
den Minimal- und Maximalwerte sowohl der CBT als auch der angestrebten
Kommunikationsreichweite definiert. Innerhalb dieser festgelegten Grenzen
erfolgt mit steigender CBT eine lineare Reduzierung der Kommunikations-
reichweite, wobei auf Basis eines Pfadverlustmodells eine Zuordnung zwi-
schen Reichweite und Sendeleistung festgelegt wird [73].
In Fortführung dieser Arbeiten konzentrieren Fallah et al. [57] ihre Unter-
suchungen auf die Frage, ob und wie die lokal gemessene CBT als indirekter Fallah et al.
Performanzindikator genutzt werden kann, um durch eine geeignete Anpas-
sung der Kommunikationsreichweite oder der Nachrichtenerzeugungsrate
die Performanz periodischer Broadcast-Kommunikation in VANETs zu op-
timieren.
Zu diesem Zweck definieren die Autoren zunächst eine als Information Dis-
semination Rate (IDR) bezeichnete Performanzmetrik, welche die mittlere An-
zahl von Frames beschreibt, die von einer Station pro Zeiteinheit erfolgreich
an benachbarte Stationen übermittelt werden. Mithilfe von Simulationen, in
welchen die Parameter Nachrichtenerzeugungsrate, Kommunikationsreich-
weite und Verkehrsdichte variiert werden, stellen Fallah et al. fest, dass der
Wert der IDR – unabhängig von der konkreten Ausprägung der genannten
Parameter – ceteris paribus eindeutig durch die sich ergebende CBT bestimmt
wird. Für die gewählten Randbedingungen (Ausbreitungsmodell, Datenrate,
Contention Window und weitere Einflussfaktoren) ergibt sich für einen CBT-
Wert13 von γopt = 0,7 eine näherungsweise maximale IDR [57].
Ausgehend von dieser Erkenntnis entwerfen die Autoren einen an der Me-
thodik zeitdiskreter Regelsysteme orientierten Algorithmus, der zur Rege-
lung der CBT auf den Sollwert γopt dient. Dieser sieht vor, dass jede Station
in diskreten Zeitschritten die lokal wahrnehmbare CBT misst und in Abhän-
gigkeit der Abweichung vom Sollwert die als Stellgröße verwendete Kommu-
nikationsreichweite nach der Formel






anpasst, wobei dk und γk die Kommunikationsreichweite und die CBT in
Zeitschritt k bezeichnen. Darüber hinaus untersuchen die Autoren, wie der
Parameter η zu wählen ist, damit einerseits die Stabilität des Regelkreises
sowie andererseits eine hinreichend schnelle Konvergenz des Algorithmus
gewährleistet sind [57].
13Bezugsgröße für die Berechnung der CBT ist dabei der Carrier-Sense-Schwellenwert [57].
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Auch Baldessari et al. [3] streben mit unterschiedlichen Lösungen eine Be-
grenzung der Netzlast in VANETs an und präsentieren einen AlgorithmusBaldessari et al.
zur Regelung der Nachrichtenerzeugungsrate (Improved Rate Control, kurz
IRC), einen Algorithmus zur Steuerung der Sendeleistung (Improved Power
Control, kurz IPC) sowie darauf aufbauend verschiedene kombinierte Ver-
fahren, die eine Anpassung beider Parameter erlauben. Ziel der vorgestellten
Algorithmen ist jeweils eine Begrenzung der durch periodische Broadcast-
Kommunikation generierten Netzlast, quantifiziert durch die CBT γ, auf ei-
nen vorgegebenen Sollwert, den die Autoren mit γth = 0,2 angeben.14 Im
Kern gehen die vorgeschlagenen Lösungen dabei von der vereinfachenden
Grundannahme aus, dass die CBT sowohl mit der Anzahl ncs von Stationen
innerhalb der Carrier-Sense-Reichweite als auch mit der Nachrichtenerzeu-
gungsrate fg linear anwächst [3].
Auf der Basis dieses linearen Zusammenhangs wählt der IRC-Algorithmus
die Nachrichtenerzeugungsrate fg so, dass die zur Verfügung stehende Kanal-
belegungsdauer γth gleichmäßig auf die ncs + 1 Stationen verteilt wird. Deren
geschätzte Anzahl wird zu diesem Zweck abgeleitet aus der zum Beobach-
tungszeitpunkt gegebenen CBT in Verbindung mit der zu diesem Zeitpunkt
von benachbarten Stationen verwendeten mittleren Nachrichtenerzeugungs-
rate [3].
Ebenfalls ausgehend von der angenommenen Linearität bestimmt der IPC-
Algorithmus unter Zugrundelegung einer festgelegten und einheitlichen Er-
zeugungsrate fg zunächst eine maximal tolerierbare Anzahl von Stationen in-
nerhalb der Carrier-Sense-Reichweite, die zur Erreichung des CBT-Sollwerts
γth führen würde. Anhand der geschätzten Fahrzeugdichte wird daraus eine
zulässige Kommunikationsreichweite berechnet und die Sendeleistung unter
Annahme eines Freiraumausbreitungsmodells entsprechend konfiguriert [3].
Darüber hinaus legen Baldessari et al. einen Schwerpunkt ihrer Untersu-
chungen auf die Betrachtung verschiedener Kombinationen der beiden Al-
gorithmen. Dies umfasst einerseits einen parallelen, voneinander unabhängi-
gen Betrieb beider Algorithmen, andererseits eine sequentielle Ausführung,
wobei der sekundäre Algorithmus erst zum Einsatz kommt, wenn der pri-
märe Algorithmus bereits einen Minimalwert erreicht hat. Außerdem wird
ein kombiniertes Verfahren vorgeschlagen, das unter Berücksichtigung der
geschätzten Fahrzeugdichte sowie des CBT-Sollwerts γth verschiedene Kom-
binationen von Sendeleistung und Erzeugungsrate erlaubt. Die zulässige Sen-
deleistung einer Station orientiert sich dabei nicht nur an der eigenen, son-
dern an der maximalen von benachbarten Stationen verwendeten Nachrich-
tenerzeugungsrate [3].
Wang et al. [180] untersuchen ein Fahrzeug-zu-Infrastruktur-Kommunika-
tionsszenario auf Basis von IEEE 802.11p und schlagen eine Anpassung desWang et al.
Contention Windows vor, die entweder in Abhängigkeit der zentral erfassten
Anzahl konkurrierender Stationen oder in Abhängigkeit der dezentral ge-
messenen CBT erfolgen kann. Dabei zeigen die Autoren, dass die entwickel-
ten Algorithmen durch eine stetige Vergrößerung des Contention Windows
14Bezugsgröße für die Berechnung der CBT ist auch hier der Carrier-Sense-Schwellenwert,
der mit Pr,cs = −90dBm angenommen wird [3].
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mit wachsender Netzlast eine deutliche Erhöhung des erzielbaren Netzdurch-
satzes im Vergleich zum herkömmlichen Binary Exponential Backoff (vgl.
Abschnitt 2.2.4.3) des IEEE 802.11 Standards erreichen. Gleichwohl besitzen
diese Ergebnisse keine unmittelbare Aussagekraft für periodische Broadcast-
Kommunikation in VANETs, da die Untersuchungen zum einen auf Unicast-
Kommunikation mit Übertragungswiederholungen basieren, zum anderen
ein Sättigungsfall betrachtet wird, in dem jede Station kontinuierlich über
zu übertragende Daten verfügt [180].
Kaul et al. [92] präsentieren eine als Information Age bezeichnete Metrik
zur Bewertung der Dienstgüte periodischer Broadcast-Kommunikation in VA- Kaul et al.
NETs, welche das mittlere Alter der verfügbaren Statusdaten benachbarter
Fahrzeuge aus der Perspektive des empfangenden Fahrzeugs beschreibt. Für
eine bestimmte Kombination aus einem sendenden Fahrzeug u und einem
empfangenden Fahrzeug v definieren die Autoren das Information Age ∆tuv
zu einem Beobachtungszeitpunkt t als Zeitdauer, die zwischen der Erzeu-
gung derjenigen Statusdaten von u, die zuletzt von v erfolgreich empfange-
nen wurden, und dem Beobachtungszeitpunkt t vergangen ist. Durch Mittel-
wertbildung über sämtliche Beobachtungszeitpunkte t, Sender u und Emp-
fänger v wird hieraus eine netzweite Performanzmetrik errechnet [92].
Auf dieser Grundlage konzentrieren Kaul et al. ihre Untersuchungen auf
die Frage, wie im Falle hoher Netzlast das bei periodischer Broadcast-Kom-
munikation auftretende Information Age minimiert und dadurch die Dienst-
güte des Netzes maximiert werden kann. Mithilfe einer Simulationsstudie
kommen die Autoren zu dem Ergebnis, dass in realen Systemen auf Basis
von IEEE 802.11 eine Vergrößerung des Contention Windows allein zu diesem
Zweck nicht geeignet ist. Insbesondere wird dabei herausgearbeitet, dass eine
Verwendung der durchsatzmaximierenden Größe des Contention Windows,
wie sie Bianchi [14] für den Sättigungsfall in IEEE 802.11 Netzen herleitet, in
diesem Kontext keine akzeptablen Ergebnisse liefert. Anschaulich begründet
wird diese Erkenntnis mit der Tatsache, dass in einem System, das eine Syn-
chronisierung der Erzeugung der Statusdaten mit dem Medienzugriff nicht
vorsieht, eine Vergrößerung des Contention Windows mit einer Erhöhung
der zwischen Datenerzeugung und Übertragungsbeginn auftretenden Warte-
zeit15 einhergeht, die sich negativ auf das Information Age auswirkt. Darüber
hinaus schließen Kaul et al. aus den Simulationsergebnissen, dass bei gegebe-
ner Anzahl um den Medienzugriff konkurrierender Stationen das auftretende
Information Age hingegen durch eine geeignete Anpassung der Nachrichten-
erzeugungsrate in Verbindung mit einer vergleichsweise geringen Größe des
Contention Windows (CW = 15) minimiert werden kann [92].
Motiviert durch diese Ergebnisse entwickeln die Autoren einen dezentral
organisierten Algorithmus, dessen Ziel eine das Information Age minimieren-
de und zugleich homogene Konfiguration der Nachrichtenerzeugungsrate ist.
Zu diesem Zweck wird das Nachrichtenerzeugungsintervall in jedem diskre-
ten Zeitschritt durch Multiplikation mit einem konstanten Faktor β bzw. des-
sen Kehrwert entweder vergrößert oder verringert. Die Entscheidung über
15Diese Wartezeit entspricht der im Rahmen der vorliegenden Arbeit als Kanalzugriffsverzö-
gerung bzw. Channel Access Time bezeichneten Delay-Metrik (siehe Abschnitt 4.4.2).
70 verwandte arbeiten
die notwendige Anpassungsrichtung wird anhand eines lokalen Schätzwerts
der Information Age Metrik getroffen, den jede Station aus den empfangenen
Nachrichten, die zusätzlich zu den Statusinformationen deren Erzeugungs-
zeitpunkt und das aktuell verwendete Erzeugungsintervall enthalten, ermit-
telt. Darüber hinaus wird aus den empfangenen Nachrichten das im Mittel
verwendete Erzeugungsintervall berechnet. Überschreitet das ermittelte In-
formation Age das Doppelte des mittleren Erzeugungsintervalls, wird Letz-
teres vergrößert; anderenfalls wird bei sinkendem Information Age im Ver-
gleich zum letzten Zeitschritt die Anpassungsrichtung beibehalten, bei stei-
gendem Information Age wird sie hingegen umgekehrt. Um eine ungleich-
mäßige Verteilung des gewählten Erzeugungsintervalls unter den Stationen
zu vermeiden, wird dieses bei Überschreiten eines Schwellenwerts außerdem
auf den berechneten Mittelwert zurückgesetzt [92].
Ihre Untersuchungen stützen Kaul et al. sowohl auf Simulationen als auch
auf Messungen in einem IEEE 802.11 Netz. In beiden Fällen befinden sich
dabei sämtliche Stationen innerhalb ihrer gegenseitigen Carrier-Sense-Reich-
weite, sodass die für VANETs charakteristischen Auswirkungen von Hidden
Stations nicht abgebildet und bewertet werden [92].
Ausgehend von einer systematischen Analyse der Anforderungen an Ver-
fahren zur Überlaststeuerung in VANETs und der daraus resultierenden De-Tielert et al.
signprinzipien präsentieren Tielert et al. [164] einen Mechanismus zur Rege-
lung der Nachrichtenerzeugungsrate mit dem Namen PULSAR16. Die Auto-
ren konzentrieren sich dabei auf periodische Broadcast-Kommunikation zur
Erhöhung der Verkehrssicherheit. Das PULSAR zugrunde liegende Design-
konzept sieht vor, dass die erforderliche Kommunikationsreichweite und die
korrespondierende Sendeleistung unabhängig von der gegebenen Netzlast
durch die von der jeweiligen Fahrsituation abhängigen Anforderungen der
Anwendung festgelegt und aus Sicht der Überlaststeuerung somit vorgege-
ben werden. Auf dieser Grundlage führt PULSAR eine Anpassung der Nach-
richtenerzeugungsrate in Abhängigkeit der Netzlast durch, welche durch die
CBT quantifiziert wird [164].
Bei der Erarbeitung ihres Konzepts greifen die Autoren die Ergebnisse von
Fallah et al. [57, 58] auf (siehe Seite 67) und streben daher ebenfalls die Errei-
chung eines die Information Dissemination Rate (IDR) maximierenden CBT-
Sollwerts an, der im Rahmen einer ersten Studie auf γopt = 0,6 festgelegt
wird.17 Um die Dienstgüte der verschiedenen in Betracht kommenden Kom-
binationen von Kommunikationsreichweite und Nachrichtenerzeugungsrate,
aus denen bei gegebener Verkehrsdichte jeweils eine Erreichung des CBT-
Sollwerts resultiert, zu bewerten, nutzen Tielert et al. außerdem in Anleh-
nung an ElBatt et al. [32] (siehe Seite 48) die von der Entfernung zwischen
Sender und Empfänger abhängige Packet Inter-Reception Time (IRT). Die Be-
wertung konzentriert sich dabei auf die von der Anwendung vorgegebene
und von der jeweiligen Fahrsituation abhängige Zielentfernung (Target Distan-
ce) dt, welche die Entfernung zwischen sendendem und empfangendem Fahr-
16Periodically Updated Load Sensitive Adaptive Rate Control (PULSAR).
17Bezugsgröße für die Berechnung der CBT ist wiederum der Carrier-Sense-Schwellenwert,
der mit Pr,cs = −95dBm angenommen wird [164].
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zeug bezeichnet, innerhalb derer eine zuverlässige Nachrichtenübermittlung
zur Vermeidung von Gefahrensituationen erforderlich ist [164].
Auf dieser Basis vergleichen Tielert et al. im Rahmen einer Simulationsstu-
die unter Zugrundelegung einer statischen, eindimensionalen Topologie von
Fahrzeugen verschiedene Parameterkombinationen aus Sendeleistung und
Nachrichtenerzeugungsrate bei unterschiedlicher Verkehrsdichte, indem sie
für jede Zielentfernung dt diejenige Konfiguration ermitteln, welche den Mit-
telwert der IRT minimiert. Dabei gelangen die Autoren zu zwei wichtigen
Erkenntnissen: Zum einen besteht ein linearer Zusammenhang zwischen der
Zielreichweite und der optimalen, d. h. die IRT minimierenden Kommunikati-
onsreichweite18. Zum anderen sind die optimale Kommunikationsreichweite
und damit die optimale Sendeleistung – im Gegensatz zur optimalen Nach-
richtenerzeugungsrate – unabhängig von der Verkehrsdichte [164].
In einer späteren Veröffentlichung [165] vertiefen und erweitern Tielert
et al. diese Untersuchungen. Während sowohl die Bewertungsmethodik als
auch die betrachtete Topologie weitestgehend übernommen werden, gehen
die Autoren hierbei neben einer größeren Nachrichtenlänge von einer ver-
änderten Ausbreitungsmodellierung unter Verwendung eines Log-Distance
Pfadverlustmodells (siehe Abschnitt 4.3.1) aus. Im Rahmen einer umfangrei-
chen Parameterstudie wird erneut eine Vielzahl verschiedener Kombinatio-
nen aus Sendeleistung und Nachrichtenerzeugungsrate bei unterschiedlicher
Verkehrsdichte bewertet und zunächst eine homogene Zielentfernung dt für
sämtliche Fahrzeuge angenommen. Die jeweiligen Optimalkonfigurationen
ermitteln Tielert et al. zum einen ohne Netzlastrestriktion, zum anderen un-
ter der Nebenbedingung einer maximal zulässigen CBT [165].
Die dabei gewonnenen Ergebnisse bestätigen einerseits die Unabhängigkeit
der optimalen Sendeleistung von der gegebenen Verkehrsdichte, andererseits
offenbaren sie, dass die optimale Sendeleistung neben der gewählten Zielent-
fernung dt von der maximal zulässigen CBT abhängt. Darüber hinaus lassen
die Simulationsergebnisse erkennen, dass sämtliche ohne Anwendung einer
Netzlastrestriktion gefundenen Optimalkonfigurationen von Sendeleistung
und Nachrichtenerzeugungsrate unabhängig von der Verkehrsdichte eine an-
nähernd übereinstimmende CBT von γopt ≈ 0,91 aufweisen.19 Die Autoren
schließen daraus zwar auf das Vorhandensein eines globalen Optimums an
diesem Punkt, auf mögliche Ursachen für die Abweichung dieser Ergebnisse
von jenen ihrer oben dargestellten früheren Studien [164] gehen sie jedoch
nicht ein [165].
Die ermittelten CBT-Werte setzen Tielert et al. außerdem in Beziehung zu
der korrespondierenden Kommunikationsdichte20 (Communication Density,
siehe Seite 49) der Simulationskonfiguration und leiten so eine näherungs-
weise optimale Kommunikationsdichte von ρcom ,opt ≈ 950Nachrichten/s her. In
18Gemeint ist hier die theoretische, d. h. die unter Zugrundelegung eines deterministischen
Ausbreitungsmodells erreichbare Kommunikationsreichweite [164].
19Als Bezugsgröße für die Berechnung der CBT dient wie zuvor der Carrier-Sense-Schwel-
lenwert Pr,cs = −95dBm [165].
20Die von Tielert et al. verwendete Definition der Kommunikationsdichte unterscheidet
sich geringfügig von der im Rahmen der vorliegenden Arbeit verwendeten Definition, vgl.
hierzu Abschnitt 4.4.4.
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diesem Zusammenhang wird außerdem herausgearbeitet, dass die CBT bis
zu dem genannten Optimum monoton mit der Kommunikationsdichte an-
wächst. Dieses Verhalten kann dazu genutzt werden, um ohne Kenntnis der
Verkehrsdichte aus der gemessenen CBT auf die Kommunikationsdichte rück-
zuschließen [165].
Die Untersuchungen des homogenen Szenarios erweitern Tielert et al. auf
ein Szenario mit zwei gleich großen Gruppen von Fahrzeugen mit unter-
schiedlichen Zielentfernungen dt und stellen dabei fest, dass die Pareto-Op-
tima dieses Szenarios approximiert werden können durch Verwendung der-
jenigen Sendeleistungen, die eine Optimierung des homogenen Szenarios be-
wirken [165].
Anhand der Simulationsergebnisse arbeiten die Autoren schließlich heraus,
dass eine separate Anwendung der Überlaststeuerungsmechanismen Trans-
mit Power Control (TPC) oder Transmit Rate Control (TRC)21 nicht geeignet
ist, um eine an der Minimierung der IRT gemessene Optimierung der Dienst-
güte für sämtliche in Betracht kommenden Zielentfernungen dt herbeizufüh-
ren. Veranlasst durch die gewonnenen Erkenntnisse wird daher ein kombi-
niertes Konzept zur Überlaststeuerung vorgeschlagen, das eine Anpassung
der Sendeleistung in Abhängigkeit der Zielentfernung dt mit einer netzlast-
abhängigen Anpassung der Nachrichtenerzeugungsrate zur Erreichung des
CBT-Sollwerts γopt verbindet. Eine Reduzierung der Sendeleistung zur weite-
ren Verringerung der Netzlast ist nach diesem Ansatz erst dann vorgesehen,
wenn die Nachrichtenerzeugungsrate einen vorgegebenen Minimalwert er-
reicht hat [164, 165].
Dieses Designkonzept bildet die Grundlage für das von Tielert et al. vor-
gestellte Überlaststeuerungsverfahren PULSAR. Dabei misst jede Station in
Messintervallen festgelegter Länge den Wert der CBT und berechnet aus den
Messwerten durch exponentielle Glättung einen gleitenden Mittelwert, an-
hand dessen die Netzlast bewertet wird. Um eine Mitwirkung sämtlicher zu
einer Überlastsituation beitragender Stationen an der Reduzierung der Netz-
last sicherzustellen, bedient sich PULSAR außerdem einer Weiterleitung der
ermittelten Netzlastinformationen über zwei Hops, indem jede Station den
gesendeten Nachrichten sowohl den lokal gemessenen als auch den maxima-
len von benachbarten Stationen empfangenen CBT-Wert hinzufügt [164].
Am Ende jedes Messintervalls ermittelt PULSAR das Maximum aus der
lokal gemessenen CBT und den von anderen Stationen empfangenen Wer-
ten und führt einen Vergleich mit dem vorgegebenen Sollwert γopt durch.
Im Rahmen eines Anpassungsintervalls zwischen einer minimalen und einer
maximalen Nachrichtenerzeugungsrate wird anschließend nach dem Prinzip
Additive Increase / Multiplicative Decrease (AIMD) die Erzeugungsrate der Stati-
on bei einer Überschreitung des Sollwerts dekrementiert, anderenfalls inkre-
mentiert. Zur Verkürzung der Konvergenzzeit orientiert sich die Schrittweite
der AIMD-Anpassung darüber hinaus am gleitenden Mittelwert der von be-
nachbarten Stationen verwendeten Erzeugungsraten, den jede Station konti-
nuierlich aus den empfangenen Nachrichten berechnet: Führt die Inkremen-
tierung bzw. Dekrementierung der Erzeugungsrate zu einer Annäherung an
21Zur Erläuterung der Begriffe siehe Abschnitt 2.2.6.
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den berechneten Mittelwert, wird die Schrittweite verdoppelt, anderenfalls
halbiert [164].
Tielert et al. evaluieren die Leistungsfähigkeit der Überlaststeuerung an-
hand verschiedener Simulationsszenarien und vergleichen PULSAR dabei
mit den Algorithmen zur Regelung der Nachrichtenerzeugungsrate von Kho-
rakhun et al. [93] sowie Busche et al. [19] (siehe hierzu Seite 65 f.). Dabei stel-
len die Autoren signifikante Vorteile von PULSAR insbesondere im Hinblick
auf die Fairness des Verfahrens und die Konvergenzzeit bei einer plötzlichen
Erhöhung der Verkehrsdichte fest [164].
Von besonders hervorzuhebender Bedeutung für die praktische Realisie-
rung effektiver Verfahren zur dezentralen Überlaststeuerung (Decentralized
Congestion Control, kurz DCC) ist ihre Standardisierung. Im Rahmen der ETSI TS 102 687
europäischen ITS-Referenzarchitektur dient diesem Zweck, wie bereits in Ab-
schnitt 2.2.6 erläutert wurde, die für den Funkstandard ETSI ITS-G5 entwi-
ckelte ETSI Technical Specification (TS) 102 687 [42, 49, 55]. Über die Leis-
tungsfähigkeit und Stabilität der durch ETSI TS 102 687 definierten DCC-
Mechanismen und ihre Parametrierung liegen bisher allerdings nur wenige
Erkenntnisse vor.
Zu den ersten Autoren, die in jüngerer Vergangenheit entsprechende Ergeb-
nisse präsentiert haben, gehören Eckhoff et al. [30]. In Bezug auf periodische
Broadcast-Kommunikation in VANETs untersuchen die Autoren die durch
ETSI TS 102 687 spezifizierten DCC-Mechanismen anhand einer Simulations- Eckhoff et al.
studie und verwenden dabei für sämtliche DCC-Parameter – wie Sendeleis-
tung, Nachrichtenerzeugungsintervall, Datenrate, Carrier-Sense-Schwellen-
wert und CBT-Schwellenwerte – die für den ITS-G5 Control Channel (CCH)
empfohlene Konfiguration nach dem ETSI-Standard. Eckhoff et al. legen ih-
ren Untersuchungen verschiedene realitätsnahe Verkehrsszenarien mit vari-
ierender Dichte am Nachrichtenaustausch teilnehmender ITS-G5-Stationen
zugrunde [30].
Die dabei gewonnenen Simulationsergebnisse lassen bei mittlerer und
hoher Netzlast ein instabiles Verhalten der durch ETSI TS 102 687 spezifi-
zierten Überlaststeuerung erkennen, das sich bei CBT-Schwellenwerten von
γth,1 = 0,15 und γth,2 = 0,4 in einem kontinuierlich oszillierenden Zustands-
wechsel des Systems zwischen den DCC-Zuständen Relaxed, Active und Re-
strictive (vgl. Abschnitt 2.2.6) widerspiegelt. Dies geht einher mit einer Os-
zillation nicht nur der lokal durch einzelne Stationen, sondern auch der im
Mittel durch sämtliche Stationen gemessenen CBT. Darüber hinaus offenba-
ren die simulierten Konfigurationen bei mittlerer und hoher Netzlast trotz
des Einsatzes der dezentralen Überlaststeuerung erheblichen Optimierungs-
bedarf im Hinblick auf die Aktualität der verfügbaren Statusinformationen
und die Zuverlässigkeit der Nachrichtenübermittlung [30, 49].
Eckhoff et al. führen diese unerwünschten Effekte in erster Linie auf die
durch den Standard vorgegebene Parametrierung zurück. Diese sieht insbe-
sondere eine starke und abrupte Reduzierung von Sendeleistung und Nach-
richtenerzeugungsrate beim Zustandswechsel in den Zustand Restrictive vor,
welcher den Stationen lediglich die Übertragung einer Nachricht pro Sekun-
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de mit einer sehr geringen Sendeleistung in Höhe von −10dBm erlaubt [30,
49].
Zusammenfassend lässt sich feststellen, dass eine Reihe vielversprechender
Ansätze zur Überlaststeuerung in VANETs zur Verfügung steht. Grundsätz-Zusammenfassende
Betrachtung lich greift die überwiegende Mehrzahl veröffentlichter Arbeiten auf die Chan-
nel Busy Time (CBT) als lokal messbare Netzlastmetrik zurück und strebt auf
dieser Grundlage eine Steuerung oder Regelung der Netzlast an, indem unter
Verwendung dezentral organisierter Verfahren die Sendeleistung, die Nach-
richtenerzeugungsrate oder beide Parameter angepasst werden. Gleichwohl
sind grundlegende Unterschiede in der Funktionsweise der vorgestellten Ver-
fahren erkennbar.
Kaum Einigkeit existiert in der Literatur außerdem über die zur Dienst-
güteoptimierung geeigneten Werte elementarer Parameter. Dies gilt insbe-
sondere für die anzustrebende Netzlast: Die empfohlenen CBT-Sollwerte auf
Basis des Carrier-Sense-Schwellenwerts als Bezugsgröße variieren innerhalb
der oben dargestellten Veröffentlichungsauswahl zwischen γopt,min = 0,2 und
γopt,max = 0,91. In ähnlichem Maße unterscheiden sich die Ergebnisse bezüg-
lich der korrespondierenden Konfigurationswerte von Sendeleistung, Nach-
richtenerzeugungsrate und anderer zur Überlaststeuerung herangezogener
Parameter.
Nur wenige Erkenntnisse liegen bisher über die Performanz der unter Füh-
rung des ETSI im Rahmen der europäischen ITS-Referenzarchitektur standar-
disierten DCC-Mechanismen [42, 49, 55] vor. Jüngere Untersuchungen zeigen
jedoch, dass diese in Verbindung mit der durch den Standard vorgegebenen
Parametrierung keine zufriedenstellenden Ergebnisse liefern [30].
Als Schlussfolgerung aus diesem summarischen Literaturüberblick lässt
sich erheblicher weiterer Untersuchungsbedarf auf dem Gebiet der periodi-
schen Broadcast-Kommunikation in VANETs konstatieren. Dies gilt insbeson-
dere in Bezug auf die geeignete Parametrierung von Verfahren zur Vermei-
dung und Handhabung von Überlastsituationen. Einen Beitrag zur Erfüllung
dieses Untersuchungsbedarfs leistet die vorliegende Arbeit in den folgenden
Kapiteln.
4
M O D E L L I E R U N G V O N B R O A D C A S T- K O M M U N I K AT I O N
I N VA N E T S
Ein unverzichtbares Hilfsmittel im Entwicklungsprozess von Protokollen für
drahtlose Kommunikationsnetze im Allgemeinen und VANETs im Speziellen Leistungsbewertung
durch Simulationist die Simulation. Durch die simulationsgestützte Untersuchung verschiede-
ner Netzkonfigurationen können Erkenntnisse über die Leistungsfähigkeit
von Protokollen bereits in frühen Entwicklungsphasen gewonnen werden.
Feldtests, welche insbesondere im Kontext der Untersuchung netzlastabhän-
giger Effekte in VANETs häufig mit prohibitiv hohen Kosten verbunden sind,
können dadurch auf spätere Entwicklungsphasen verschoben und so Zeit-
und Kostenaufwand des Entwicklungsprozesses reduziert werden [4, 105,
182].
Die Aussagekraft der simulationsbasierten Bewertung von Kommunikati-
onsnetzen und die Übertragbarkeit der gewonnenen Ergebnisse auf die Rea-
lität hängen jedoch maßgeblich von der Qualität des zugrunde liegenden
Simulationsmodells ab. Im Hinblick auf die Simulation drahtloser Netze wur-
den in den letzten Jahren erhebliche Fortschritte erzielt. So stehen heute ver-
schiedene ereignisorientierte Simulationswerkzeuge zur Verfügung, die eine
präzise Modellierung der Protokollarchitektur ermöglichen und somit einen
guten Ausgangspunkt für die simulationsgestützte Leistungsbewertung dar-
stellen. Die überwiegende Mehrheit der bisher verfügbaren Simulationsmo-
delle weist jedoch signifikante Schwächen auf, die sich insbesondere bei der
Simulation von VANETs bemerkbar machen.
Eine dieser Schwächen betrifft die Modellierung des Funkkanals. So ver-
fügen Simulationswerkzeuge für drahtlose Netze in der Regel nur über ein- Schwächen bisher
verfügbarer Simula-
tionswerkzeuge
fache Ausbreitungsmodelle, die in Simulationsstudien häufig ohne Prüfung
der Eignung für das untersuchte Szenario angewendet werden. VANETs sind
jedoch aufgrund von Abschattungen und Mehrwegeausbreitung durch kom-
plexe Ausbreitungsbedingungen gekennzeichnet, die eine empirische Validie-
rung der zur Nachbildung des Funkkanals verwendeten Modelle unverzicht-
bar machen.
Dieser Notwendigkeit wurde im Rahmen der vorliegenden Arbeit mit der
Schaffung einer Messumgebung begegnet, welche die Durchführung von Aufbau des Kapitels
Labor- und Feldtests ermöglicht. Die Messumgebung wird in Abschnitt 4.1
vorgestellt. Neben Labortests zur Bestimmung der Empfängerempfindlich-
keit, deren Ergebnisse Abschnitt 4.2 zusammenfasst, wurden unter Verwen-
dung der entwickelten Messumgebung Feldtests zur empirischen Ermittlung
der Ausbreitungsbedingungen von Fahrzeug-zu-Fahrzeug-Kommunikation
auf Autobahnen durchgeführt und daraus ein geeignetes Ausbreitungsmo-
dell abgeleitet, wie Abschnitt 4.3 im Detail entnommen werden kann.
Eine weitere Schwäche gegenwärtig verfügbarer Simulationswerkzeuge be-
trifft die Möglichkeiten der Ergebnisauswertung. Die Bewertung der Dienst-
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güte periodischer Broadcast-Kommunikation in VANETs, wie sie Gegenstand
dieser Arbeit ist, erfordert die Verwendung individuell an diese Aufgabe
angepasster Performanzmetriken, die über einfache Kennzahlen wie die Pa-
ketverlustwahrscheinlichkeit oder den erzielten Durchsatz hinausgehen. Ent-
sprechende für die simulationsgestützte Leistungsbewertung geeignete Me-
triken werden in Abschnitt 4.4 definiert.
Die dritte signifikante Schwäche betrifft die Modellierung der Teilnehmer-
mobilität. Während herkömmliche Simulationswerkzeuge zur Untersuchung
drahtloser Netze lediglich vergleichsweise einfache Mobilitätsmodelle wie
das Random Walk, Random Waypoint, Gauss-Markov oder Manhattan Mo-
dell zur Verfügung stellen [11, 22], weist der VANETs zugrunde liegende
Fahrzeugverkehr spezifische Charakteristika auf, welche durch die genann-
ten Mobilitätsmodelle nicht abgebildet werden können. Dieser Herausforde-
rung begegnet die vorliegende Arbeit durch die Verwendung des mikrosko-
pischen Verkehrsflusssimulators SUMO [9, 101, 160], der dem Netzwerksimu-
lator OMNeT++ [118, 178, 179] über eine entsprechende Schnittstelle reali-
tätsnahe Mobilitätsdaten bereitstellt [156, 181].
Die Architektur und Funktionalität der auf dieser Basis geschaffenen Simu-
lationsumgebung für VANETs werden schließlich in Abschnitt 4.5 vorgestellt.
4.1 messumgebung für feldtests
Um eine realitätsnahe Modellierung drahtloser Broadcast-Kommunikation in
VANETs zu ermöglichen, ist eine Orientierung der Modelle an Messergebnis-
sen notwendig, die aus Feldtests in realen Fahrzeug-zu-Fahrzeug-Kommuni-
kationsszenarien gewonnen werden können. Aus diesem Grund wurde im
Rahmen dieser Arbeit eine Messumgebung erschaffen, welche die Durchfüh-
rung von Labor- und Feldtests zur Unterstützung der Modellbildung und
-validierung ermöglicht [143, 145, 162].
Abbildung 13 zeigt die verwendeten Hardwarekomponenten der Mess-
umgebung. Grundlage der Kommunikationseinheit, die durch ihre kom-Hardwarekomponen-
ten der
Messumgebung
pakten Abmessungen problemlos im Kofferraum eines beliebigen Testfahr-
zeugs installiert werden kann, ist ein mit einer 500MHz AMD Geode LX800
CPU ausgerüstetes PC Engines ALIX3D3 Mainboard [124], auf dem eine
Ubuntu Linux-Distribution (Kernel-Version 2.6.32) als Betriebssystem zum
Einsatz kommt. Die Kommunikationseinheiten sind mit handelsüblichen
IEEE 802.11abg Mini-PCI Interfacekarten bestückt, welche auf dem Atheros
AR5006X (AR5414) Chipsatz basieren. Zur Erfassung von Fahrzeugposition
und -geschwindigkeit dient ein den u-blox5 Chipsatz nutzender Navilock
NL-402U GPS-Empfänger, der auf dem Dach des Fahrzeugs platziert wird.
Die Messdaten werden auf einer externen USB-Festplatte gespeichert.
Darüber hinaus werden die Testfahrzeuge zur Durchführung der Mes-
sungen mit einer vertikal polarisierten Magnetfußantenne (Mobile Mark
ECOM6-5500) ausgerüstet, die zentral auf dem Fahrzeugdach positioniert
wird. Die mit freundlicher Unterstützung der Delphi Deutschland GmbH
auf einer metallischen Grundfläche vermessene Antenne weist bei einem Ele-
vationswinkel von 0° eine annähernd perfekte Rundstrahlcharakteristik mit




(b) Im Kofferraum eines Testfahr-
zeugs installierte Kommunikati-
onseinheit.
Abbildung 13: Hardwarekomponenten der Messumgebung.
einem Antennengewinn von 3,2dBi inkl. Dämpfung des Anschlusskabels auf.
Zusammen mit einer bei allen Messungen konfigurierten Sendeleistung von
23dBm und einer Dämpfung durch Verbindungsstücke zwischen Interface-
karte und Antenne in Höhe von ca. 3dB (System Loss) ergibt sich so eine
äquivalente isotrope Sendeleistung (EIRP) von 23,2dB.
Um die Anwendbarkeit der Messergebnisse als Grundlage für zukünf-
tige kooperative Fahrerassistenzanwendungen zu gewährleisten, müssen Softwarekomponen-
ten der
Messumgebung
die verwendeten IEEE 802.11 Interfacekarten den Standardspezifikationen
IEEE 802.11p [77] bzw. ITS-G5 [55] entsprechen. Daher wird zum Betrieb
der Interfacekarten ein modifizierter Gerätetreiber verwendet, welcher auf
dem quelloffenen Treiber ath5k [107] und dem Linux Wireless Subsystem
basiert. Im Ergebnis können mithilfe der Messumgebung Feldtests bei einer
Mittenfrequenz von 5,9GHz unter Nutzung eines 10MHz-Kanals und des
in 802.11p definierten und durch ITS-G5 übernommenen OCB-Modus (siehe
Abschnitt 2.2.5) durchgeführt werden.
Zur Durchführung der Messungen wird auf der Kommunikationseinheit
des sendenden Fahrzeugs ein Paketgenerator1 konfiguriert, der periodisch
Nachrichten erzeugt, sodass in regelmäßigen Abständen IEEE 802.11 Frames
im OCB-Modus mit Broadcast-Adressierung gesendet werden. Dadurch wird
das Verhalten einer Cooperative Awareness Messages (CAMs) aussendenden
Station nachgebildet. Eine Fragmentierung der Nachrichten erfolgt nicht. Den
Nachrichten wird neben einer Sequenznummer die Position des sendenden
Fahrzeugs zum Zeitpunkt der Nachrichtenerzeugung hinzugefügt, um eine
spätere Auswertung im Empfänger zu ermöglichen. Gleichzeitig erzeugt der
Sender ein lokales Logfile, welches den Erzeugungszeitpunkt, die Sequenz-
nummer und die Senderposition für jeden gesendeten Frame enthält. Die-
se Daten sind zur Rekonstruktion der Senderposition für verlorene Frames
bei der im Anschluss an die Messungen durchgeführten Berechnung der
positions- bzw. distanzabhängigen Packet Delivery Rates notwendig.
1Verwendet wurde der Real-time UDP Data Emitter (RUDE) [132].
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Der Treiber des IEEE 802.11 Interfaces auf der Empfängerseite wird im
Monitor-Modus betrieben, in welchem der Empfänger passiv auf dem konfi-
gurierten Kanal auf ein decodierbares Signal wartet und sämtliche empfan-
genen Frames für eine Auswertung zur Verfügung stellt. Mithilfe eines dedi-
ziert für diesen Zweck entwickelten Softwaretools ist der Empfänger in der
Lage, für jeden empfangenen Frame die vom Treiber zur Verfügung gestellte
Received Signal Strength Indication (RSSI), aus der direkt die Empfangsleistung
berechnet werden kann, die Sequenznummer des empfangenen Paketes so-
wie die Sender- und Empfängerposition zum Empfangszeitpunkt aufzuzeich-
nen. Dabei wird die freie C/C++-Bibliothek libpcap [163] genutzt, die das Mit-
schneiden und die spätere Auswertung sämtlicher durch ein Netzwerkinter-
face empfangener Frames ermöglicht. Zur Ermittlung der RSSI wird der Ra-
diotap-Header [128] verwendet, der empfängerseitig durch den Gerätetreiber
zum empfangenen Frame hinzugefügt wird und so eine Auswertung sonst
nicht zugänglicher, den Frameempfang betreffender Daten im Userspace er-
laubt.
Zur Steuerung der Messsoftware auf Sender- und Empfängerseite sowie
zur Auswertung der gewonnenen Messdaten in Form von positions- bzw.
distanzabhängigen Empfangsleistungen und Packet Delivery Rates dient ei-
ne Reihe von Bash- und Python-Skripten. Im Ergebnis erlaubt die Messum-
gebung die Ermittlung dieser Performanzmetriken im Rahmen von Feldtests
zwischen einem oder mehreren mobilen Sendern und einem oder mehreren
mobilen Empfängern und die Nutzung dieser Ergebnisse bei der Modellbil-
dung und -validierung für Broadcast-Kommunikation in VANETs.
4.2 ermittlung der empfängerempfindlichkeit
Damit ein gesendeter Frame durch einen Empfänger erfolgreich decodiert
werden kann, ist eine ausreichend hohe Leistung des empfangenen Signals
notwendig. In Simulationsmodellen zur Leistungsbewertung von Funknetzen
wird dabei üblicherweise ein deterministischer Schwellenwert der Empfangs-
leistung angenommen, dessen Erreichen einen fehlerfreien Frameempfang
gewährleistet, während dessen Unterschreitung zu einem Frameverlust führt.
Auch im Rahmen dieser Arbeit wird innerhalb des Simulationsmodells,
welches die Grundlage der in Kapitel 5 vorgestellten Untersuchungen derEmpfängerempfind-
lichkeit Leistungsfähigkeit von VANETs bildet, der Ansatz eines deterministischen
Schwellenwerts Pr,th verfolgt, welcher im interferenzfreien Fall den erfolg-
reichen Empfang eines Frames sicherstellt und als Empfängerempfindlichkeit
bezeichnet wird. Mit der Rauschleistung N lässt sich aus Pr,th der für einen
erfolgreichen Frameempfang erforderliche Signal-Rauschabstand (Signal to
Noise Ratio, SNR) errechnen. Dieser Schwellenwert entspricht im Rahmen
der Modellbildung gleichzeitig dem bei Vorhandensein von Interferenzen für
einen erfolgreichen Frameempfang erforderlichen Signal-Störabstand (Signal
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Die Empfängerempfindlichkeit wird maßgeblich durch die genutzte Hard-
ware sowie die zur Übertragung des Frames verwendete Datenrate Rb beein-
flusst, da höherwertige Modulations- und Kodierschemata (MCS) bei gleicher
Signalqualität eine höhere Fehleranfälligkeit aufweisen. Gleichzeitig ist davon
auszugehen, dass die Empfängerempfindlichkeit nicht zu vernachlässigende
Auswirkungen auf die Performanz des Netzes besitzt. Eine realitätsnahe Kon-
figuration von Pr,th und SIRth innerhalb des Simulationsmodells ist somit von
wesentlicher Bedeutung.
Im Vorfeld der Bewertung von Fahrzeug-zu-Fahrzeug-Kommunikation
durch Feldtests und Simulationen wurde daher die datenratenabhängige
Empfängerempfindlichkeit der für die Feldtests verwendeten Interfacekarten
experimentell in Labortests bestimmt. Die Ergebnisse dieser Tests bilden die
Grundlage des in Kapitel 5 verwendeten Simulationsmodells.
Abbildung 14 zeigt schematisch den Versuchsaufbau: Zwei der in Ab-
schnitt 4.1 vorgestellten Kommunikationseinheiten wurden als Sender und Versuchsaufbau der
LabortestsEmpfänger konfiguriert und ihre Antenneneingänge zur Sicherstellung ab-
solut reproduzierbarer Bedingungen unter Verwendung dämpfungsarmer
Hochfrequenzkabel verbunden. Regelbare Dämpfungsglieder (Step Attenua-
tors) vom Typ Agilent 8494B und Agilent 8495B ermöglichen die Konfigurati-
on einer definierten Dämpfung der Übertragungsstrecke in Schritten von 1dB
bzw. 10dB, sodass dem Empfänger eine willkürliche Empfangsleistung zur
Verfügung gestellt werden kann. Zur Validierung sowohl der konfigurierten
Dämpfung als auch der durch den Interfacetreiber gemeldeten Empfangs-
leistung wurde ein Spektrumanalysator vom Typ Agilent E4407B verwendet,











Abbildung 14: Schematische Darstellung des Messaufbaus zur Ermittlung der Emp-
fängerempfindlichkeit.
Mithilfe dieses Messaufbaus wurden bei einer Mittenfrequenz des Trägers
von 5,9GHz und einer Kanalbandbreite von 10MHz unter Verwendung ver-
schiedener Datenraten Testsequenzen von IEEE 802.11 MAC-Frames der Län-
ge 564Bytes mit einer Erzeugungsrate von 100Hz gesendet und am Empfän-
ger die PDR, d. h. der Anteil erfolgreich empfangener Frames an der Gesamt-
zahl gesendeter Frames bestimmt.
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Zur Berechnung des der jeweiligen Empfangsleistung entsprechenden SNRs
wurde dabei davon ausgegangen, dass ausschließlich thermisches Rauschen
Ntherm vorliegt, welches sich berechnen lässt als
Ntherm = kB · Tenv · B , (4.2)
wobei kB = 1,38 · 10−23 J/K die Boltzmann-Konstante, Tenv die Umgebungstem-
peratur in Kelvin und B die Bandbreite des Funkkanals in Hertz bezeichnen
[113]. Unter Annahme von Tenv = 300K ergibt sich mit B = 10MHz eine
Rauschleistung von
N = Ntherm ≈ −103,8 dBm . (4.3)
Die Ergebnisse der Labortests zeigt Abbildung 15. Klar zu erkennen ist
der signifikante Einfluss der Datenrate: So unterscheiden sich die Empfän-Ergebnisse der
Labortests gerempfindlichkeiten für die niedrigste und höchste im Standard [76] defi-
nierte Datenrate, Rb = 3Mbps und Rb = 27Mbps, um annähernd 18dB.
Darüber hinaus zeigen die Ergebnisse einen vergleichsweise raschen Abfall
der PDR-Kurven bei Überschreitung der Empfängerempfindlichkeit. Die mit
PDRs von 90% und 10% einhergehenden Empfangsleistungen unterscheiden
sich unabhängig von der verwendeten Datenrate um nicht mehr als 3dB. Die-
se Beobachtung stützt die im Rahmen des Simulationsmodells vereinfachend
getroffene Annahme eines deterministischen Schwellenwerts, welcher über
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Abbildung 15: In Labortests ermittelte Packet Delivery Rate (PDR) in Abhängigkeit
von Empfangsleistung Pr und Signal to Noise Ratio (SNR) für ver-
schiedene Datenraten.
Aus den Ergebnissen der Labortests wird nach Gl. 4.1 in Abhängigkeit
der Datenrate der für einen erfolgreichen Frameempfang notwendige SINR-Bestimmung von
SIRth Schwellenwert SIRth zur Verwendung innerhalb des Simulationsmodells be-
stimmt. Da bei der Berechnung der SNRs aus den Labortests nur thermisches
4.3 modellierung des funkkanals 81
Rauschen zugrunde gelegt wurde (N = Ntherm), sind die berechneten SNR-
Schwellenwerte vergleichsweise pessimistischer Natur. Um darüber hinaus
die Modellierung eines Best-Case Szenarios zu vermeiden, wird eine PDR
in Höhe von 95% als Bezugspunkt zur Ermittlung der Schwellenwerte ver-
wendet. Die entsprechenden in den Labortests ermittelten Werte von Emp-
fangsleistung und SNR sind in der Tabelle mit Pr,95% und SNR95% bezeichnet.
Um Messungenauigkeiten zu berücksichtigen, werden die Messwerte zur Er-
mittlung von SIRth außerdem mit einem Versatz von 0,5dB beaufschlagt und
anschließend auf ganze dB-Werte aufgerundet. Tabelle 5 fasst die Ergebnisse
zusammen.
MCS Messung Modell
Modulation Koderate Rb [Mbps] Pr,95% [dBm] SNR95% [dB] SIRth [dB]
BPSK 1/2 3 −97,9 5,9 7,0
BPSK 3/4 4,5 −97,0 6,8 8,0
QPSK 1/2 6 −95,5 8,3 9,0
QPSK 3/4 9 −93,5 10,3 11,0
16-QAM 1/2 12 −87,4 16,4 17,0
16-QAM 3/4 18 −85,4 18,4 19,0
64-QAM 2/3 24 −81,5 22,3 23,0
64-QAM 3/4 27 −80,0 23,8 25,0
Tabelle 5: Zusammenfassung in Labortests ermittelter Empfängerempfindlichkeiten
und daraus abgeleiteter SINR-Schwellenwerte SIRth zur Verwendung in-
nerhalb des Simulationsmodells in Abhängigkeit der Datenrate Rb.
Die in Tabelle 5 gezeigten Ergebnisse für den von der Datenrate abhängi-
gen Schwellenwert SIRth, der quantitativ die Empfängerempfindlichkeit be-
stimmt, bilden die Grundlage der simulationsbasierten Untersuchung der
Leistungsfähigkeit von VANETs in Kapitel 5. Zu beachten ist, dass diese
Ergebnisse aufgrund von anzunehmenden Messungenauigkeiten der Labor-
tests und nicht vollständig übertragbaren Bedingungen lediglich eine Nä-
herung darstellen, welche jedoch dem im Rahmen dieser Arbeit verfolgten
Zweck gerecht wird. Im Vergleich zu den unter Laborbedingungen durchge-
führten Messungen wird dem Simulationsmodell eine höhere Rauschleistung
von N = −100dBm zugrunde gelegt (siehe Abschnitt 5.1).
4.3 modellierung des funkkanals
In einem drahtlosen Kommunikationsnetz kann sich ein übertragenes Signal
durch Reflexion, Streuung und Beugung über eine Vielzahl unterschiedlicher Mehrwegeausbrei-
tungPfade vom Sender zum Empfänger ausbreiten. Durch dieses Mehrwegeausbrei-
tung genannte Phänomen besteht das empfangene Signal aus verschiedenen
Komponenten, die mit individueller Dämpfung, Verzögerung und Phasen-
verschiebung behaftet sind. Aufgrund der Mobilität von Sender, Empfänger
sowie der die Ausbreitung beeinflussenden Umgebung in VANETs ließe sich
der Kanal nur durch eine zeitabhängige Impulsantwort vollständig charakte-
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risieren, deren reproduzierbare Ermittlung und Handhabung mit erheblichen
Schwierigkeiten verbunden ist [113, 114, 130, 134].
Um die Leistungsfähigkeit mobiler drahtloser Kommunikationsnetze beur-
teilen zu können, werden daher Ausbreitungsmodelle eingesetzt, welche die
relevanten Eigenschaften des Funkkanals in geeigneter Weise nachbilden. Im
Zentrum des Interesses bei der Untersuchung von VANETs steht dabei die
Ermittlung der (ggf. zeit- und positionsabhängigen) Leistung des empfange-
nen Signals Pr in Abhängigkeit der Sendeleistung Pt und der Beschaffenheit
des Funkkanals. Betrachtet man die Empfangsleistung in Abhängigkeit der
Distanz zwischen Sender und Empfänger, so können durch eine Differenzie-
rung nach dem Aggregationsgrad der beobachteten Empfangsleistung drei
wesentliche Effekte unterschieden werden, die bei der Modellierung Berück-
sichtigung finden müssen [66, 113, 159].
Die Mehrwegeausbreitung des gesendeten Signals bewirkt eine individu-
elle Verzögerung der unterschiedlichen Signalkomponenten. Wegen der ge-Small-Scale Fading
ringen Wellenlängen der verwendeten Träger verursachen kleine Änderun-
gen der Ausbreitungsverzögerung bereits signifikante Änderungen der Phase
der empfangenen Komponenten. Somit findet abhängig von den individuel-
len Phasenlagen der empfangenen Signalkomponenten am Empfänger eine
konstruktive oder destruktive Überlagerung statt, die zu einer Variation der
empfangenen Signalamplitude und Leistung führt. Diese Small-Scale Fading
genannten Variationen der Empfangsleistung sind bereits bei sehr kleinen Po-
sitionsänderungen in der Größenordnung der Wellenlänge des übertragenen
Signals, die bei ITS-G5A ca. 5,1 cm beträgt, zu beobachten.
Wird eine Mittelwertbildung über ein Distanzintervall von ca. 10 bis 30 Wel-
lenlängen durchgeführt, weist dieser lokale Mittelwert der EmpfangsleistungShadowing
üblicherweise ebenfalls Variationen auf. Dieses Large-Scale Fading, Shadow Fa-
ding oder einfach Shadowing genannte Phänomen wird durch Gebäude, Hügel
und andere größere Objekte in der Umgebung hervorgerufen, die eine Dämp-
fung, Reflexion, Beugung oder Streuung des Signals verursachen. Durch die
Mobilität von Sender und Empfänger sowie der Umgebung selbst treten die-
se Effekte in unterschiedlicher Ausprägung auf, wodurch eine im Vergleich
zum Small-Scale Fading über wesentlich größere Distanzintervalle beobacht-
bare Variation der Empfangsleistung entsteht.
Der Pfadverlust oder Path Loss PL beschreibt für eine gegebene Entfernung d
zwischen Sender und Empfänger das Verhältnis zwischen der SendeleistungPfadverlust
Pt und der mittleren empfangenen Leistung Pr(d) ohne Berücksichtigung von
Shadowing und wird üblicherweise in dB angegeben:




wobei Pt und Pr hier lineare Größen darstellen. Der Pfadverlust beinhaltet so-
mit eine Mittelwertbildung über unterschiedliche Shadowing-Ausprägungen.
Im Rahmen der vorliegenden Arbeit werden Ausbreitungsmodelle mit dem
Ziel einer realitätsnahen Nachbildung der Empfangsleistung, welche für die
Dauer eines Frames als konstant angenommen wird, verwendet. Eine detail-
liertere Modellierung des Empfangssignals, z. B. durch Berücksichtigung von
Delay Spreads, erfolgt aus Gründen der Handhabbarkeit nicht.
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Eine realitätsnahe Ausbreitungsmodellierung für VANETs erfordert eine
Differenzierung nach der Umgebung, innerhalb derer die Kommunikation
stattfindet. Im Folgenden wird die Modellierung des Funkkanals für die im
weiteren Verlauf dieser Arbeit untersuchten Autobahnszenarien beschrieben.
4.3.1 Modellierung des Pfadverlustes in Autobahnszenarien
Zur mathematischen Modellierung des Pfadverlustes PL(d) und damit der
Leistung Pr(d) eines empfangenen Signals bei gegebener Sendeleistung Pt in
Abhängigkeit der Entfernung d zwischen Sender und Empfänger existieren
verschiedene Ansätze, die im Folgenden erläutert werden sollen.
Die einfachste Form der Pfadverlustmodellierung geht von einer Ausbrei-
tung des gesendeten Signals im freien Raum aus, d. h. vollständig unabhän- Freiraumausbrei-
tungsmodell nach
Friis
gig von Objekten jeglicher Art, welche die Ausbreitung durch Dämpfung,
Reflexion, Beugung oder Streuung beeinflussen könnten. Unter der Annah-
me einer im freien Raum befindlichen Sendeantenne breitet sich die Wel-
lenfront der emittierten elektromagnetischen Welle in Form einer Kugelober-
fläche um die Sendeantenne aus. Bei konstanter Sendeleistung beträgt die






wobei Gt den Antennengewinn der Sendeantenne bezeichnet. Betragen die
der Trägerfrequenz entsprechende Wellenlänge λ und der Antennengewinn






für die Berechnung der empfangenen Leistung das Freiraumausbreitungsmo-










Der Pfadverlust bei Freiraumausbreitung folgt als
PL(d)dB = 10 log10
Pt
Pr(d)






Häufig werden die Auswirkungen der Mehrwegeausbreitung zwischen
Sender und Empfänger von zwei dominierenden Komponenten geprägt: der
Line of Sight (LOS) Komponente und einer am Boden reflektierten Kompo- Two-Ray Ground
Reflection
Pfadverlustmodell
nente (siehe Abbildung 16). Eine solche Situation ist üblicherweise gegeben,
wenn die Umgebung wenige Objekte aufweist, welche die Ausbreitung des
Signals signifikant beeinflussen. In solchen Fällen kann der Pfadverlust durch
das Two-Ray Ground Reflection Pfadverlustmodell beschrieben werden [66, 130].








Abbildung 16: Two-Ray Ground Reflection Pfadverlustmodell [66].
Unter der für die im Rahmen dieser Arbeit untersuchten Netze zutreffen-
den Voraussetzung, dass die durch die Bodenreflexion verursachte Verzöge-
rung τ (Delay Spread) deutlich kleiner ist als die inverse Kanalbandbreite B−1,
d. h. es gilt τ  B−1, kann für das (komplexe) Basisbandsignal u(t) ≈ u(t− τ)
angenommen werden. Mit dieser Näherung und der Annahme einer isotro-
pen Antennencharakteristik kann die durch die Überlagerung der unreflek-
tierten und der reflektierten Signalkomponente resultierende Empfangsleis-





)2 ∣∣∣∣1l + R e−j∆φx + x′
∣∣∣∣2 . (4.9)
Dabei bezeichnen l bzw. x + x′ die Länge der Wege, welche die LOS-Kom-
ponente bzw. die am Boden reflektierte Signalkomponente zwischen Sender
und Empfänger zurücklegen (siehe Abbildung 16), R den Reflexionskoeffizi-
enten des Bodens und ∆φ die durch die unterschiedliche Länge der zurück-
gelegten Wege entstehende Phasenverschiebung mit
∆φ = 2pi(x + x′ − l)/λ . (4.10)
Sind die Entfernung d zwischen Sender und Empfänger sowie die Sende- und
Empfangsantennenhöhen ht und hr bekannt, kann ∆φ mithilfe der Beziehung
x + x′ − l =
√
(ht + hr)2 + d2 −
√
(ht − hr)2 + d2 (4.11)
berechnet werden [66, 130].
Abbildung 17 zeigt den Pfadverlustverlauf nach dem Two-Ray Ground Re-
flection Modell aus Gl. 4.9 für ht = hr = 1,5m, Gt = Gr = 1 und eine Träger-
frequenz von fc = 5,9GHz. Für kleine Entfernungen d wird deutlich, dass
der Pfadverlust durch wechselnde konstruktive und destruktive Überlage-
rung der beiden Signalkomponenten in Abhängigkeit der von d bestimmten
Phasenverschiebung ∆φ eine Sequenz von Minima und Maxima aufweist. Für
kleine Einfallswinkel θ erfährt die am Boden reflektierte Signalkomponente
bei der Reflexion eine Phasenverschiebung von annähernd pi. Da die beiden
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Signalkomponenten für sehr große Entfernungen d annähernd gleich lange




















Abbildung 17: Pfadverlust nach dem Two-Ray Ground Reflection Modell als Funk-
tion der Distanz in logarithmischer Skala für ht = hr = 1,5 m,
fc = 5,9 GHz mit der Breakpoint Distance dbp = 177 m.
Für große Entfernungen d zwischen Sender und Empfänger kann aus dem





on des Pfadverlustes abgeleitet werden. Ist d deutlich größer als ht und
hr, kann Gl. 4.10 mit hinreichender Genauigkeit unter Verwendung eines
Taylor-Polynoms ersten Grades angenähert werden (zur Herleitung siehe Ab-
schnitt A.1 im Anhang), sodass
∆φ = 2pi(x + x′ − l)/λ ≈ 4pihthr
λd
(4.12)
gilt. Im asymptotischen Grenzfall gilt darüber hinaus (siehe Abbildung 16):
lim
d→∞
(x + x′) = lim
d→∞
l = d , lim
d→∞
θ = 0 und lim
θ→0
R = −1 .
Für die Empfangsleistung ergibt sich (zur Herleitung siehe auch hier Ab-














und für den Pfadverlust dementsprechend
PL(d)dB = 10 log10
Pt
Pr(d)






86 modellierung von broadcast-kommunikation in vanets
Somit nimmt für große Entfernungen d der Pfadverlust PL(d) mit der vierten
Potenz von d oder mit 40dB je Dekade zu.
Im Two-Ray Ground Reflection Modell überlagern sich die beiden Signal-
komponenten abhängig von d, ht und hr grundsätzlich konstruktiv oder de-
struktiv, wodurch der Pfadverlustverlauf für kleine Entfernungen d eine Se-
quenz von Minima und Maxima aufweist (siehe Abbildung 17). Aufgrund
des asymptotischen Verhaltens der Phasenverschiebung (limd→∞ ∆φ = 0,
siehe Gl. 4.12) und des Reflexionskoeffizienten (limd→∞ R = −1, siehe Ab-
schnitt A.1 im Anhang) kann jedoch eine Breakpoint Distance genannte Dis-Breakpoint Distance
tanz dbp bestimmt werden, ab welcher der Pfadverlust mit der vierten Potenz
von d zunimmt (siehe Abbildung 17). Eine Näherung für dbp ergibt sich aus
Gl. 4.10, indem ∆φ = pi gesetzt wird, da an diesem Punkt der Pfadverlustver-









, wobei d1 bzw. d2 die Ent-
fernung des Bodenreflexionspunktes zum Sender bzw. Empfänger bezeich-
nen, lässt sich zeigen, dass die Breakpoint Distance dbp der Entfernung zwi-
schen Sender und Empfänger entspricht, in welcher die erste Fresnelzone die
Bodenebene berührt, woraus ein deutlich höherer Pfadverlust resultiert.
In simulationsgestützten Untersuchungen zu MANETs und VANETs hat
eine vereinfachte Variante des Two-Ray Ground Reflection Modells weite Ver-Vereinfachtes
Two-Ray Ground
Modell
breitung gefunden. Unter der Annahme, dass der Pfadverlust bis zu einer
Crossover Distance dc genannten Entfernung zum Sender quadratisch mit
der Entfernung und ab diesem Punkt mit der vierten Potenz der Entfernung
wächst, wird für d ≤ dc das Freiraumausbreitungsmodell nach Friis genutzt
(siehe Gl. 4.8), während für d > dc die Approximation des Two-Ray Ground













dB für d > dc .
(4.16)
Die Crossover Distance dc wird dabei durch Gleichsetzen der Gleichungen





ergibt. Hier ist zu beachten, dass dc nicht der aus dem Two-Ray Ground
Reflection Modell herleitbaren Distanz dbp entspricht, in welcher die erste
Fresnelzone die Bodenebene berührt und ab welcher der Pfadverlust mit der
vierten Potenz der Distanz zum Sender abnimmt (vgl. Gl. 4.15).
In der Realität wird der Pfadverlust maßgeblich von der tatsächlichen Aus-
breitungsumgebung beeinflusst. Die Ausbreitungsumgebung wird jedoch we-Empirische Modelle
der durch das zuvor beschriebene Freiraumausbreitungsmodell nach Friis,
noch (mit Ausnahme des Erdbodens) durch das Two-Ray Ground Reflection
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Modell berücksichtigt. Die vielfältigen Einflüsse, denen ein Signal bei der
Ausbreitung vom Sender zum Empfänger ausgesetzt ist, lassen sich nur in
seltenen Fällen vollständig durch ein einfaches Modell beschreiben. Aus die-
sem Grund werden zur Ausbreitungsmodellierung in der Praxis häufig empi-
rische Modelle verwendet, die den durch Messungen ermittelten Pfadverlust
mathematisch nachbilden.
Ein einfaches Modell zur makroskopischen Nachbildung des Pfadverlustes
in Abhängigkeit der Ausbreitungsumgebung ist das Log-Distance Pfadverlust- Log-Distance
Pfadverlustmodellmodell, das den Pfadverlust PL für eine Distanz d ≥ d0 zwischen Sender und
Empfänger als






beschreibt [130, 148]. Dabei bezeichnet α den umgebungsabhängigen Pfad-
verlustkoeffizienten und d0 eine Referenzdistanz, für die der Pfadverlust be-
kannt ist. PL(d0) kann empirisch aus Messungen bestimmt werden, häufig
wird jedoch auch der Freiraum-Pfadverlust nach Friis (siehe Gl. 4.8) zugrun-
de gelegt. Mit d0 = 1m ergibt sich in diesem Fall






Für α = 2 entspricht das Log-Distance Modell dem Freiraumausbreitungsmo-
dell. In Umgebungen, in denen eine direkte Sichtverbindung oder LOS durch
Shadowing häufig verhindert wird, kann der Wert von α zwischen 3 und 5
betragen [130].
Eine Erweiterung des Log-Distance Pfadverlustmodells stellen empirische
Modelle dar, die den (in logarithmischer Skala angegebenen) Pfadverlust als
stückweise lineare Funktion der logarithmischen Entfernung zum Sender ab-
bilden [66, 157]. Einen Spezialfall dieser Modelle bildet das Dual-Slope Modell, Dual-Slope



















dB für d > dbp ,
(4.20)
wobei die Parameter α1 sowie α2 empirisch zu ermittelnde umgebungsabhän-
gige Pfadverlustkoeffizienten und dbp die Breakpoint Distance beschreiben,
welche den Übergang von α1 zu α2 markiert.
Cheng et al. stellen in [26] und [28] Ergebnisse extensiver schmalbandiger
Messkampagnen bei 5,9GHz zwischen einem sendenden und einem emp-
fangenden Fahrzeug in ländlicher Umgebung sowie in Stadtrand- und Auto-
bahnszenarien in den USA vor und leiten Empfehlungen zur Ausbreitungs-
modellierung für Fahrzeug-zu-Fahrzeug-Kommunikation ab. Für die von ih-
nen untersuchten Autobahnszenarien zeigen Cheng et al. in [28] sowie Stan-
cil et al. in [157], dass ein Dual-Slope Pfadverlustmodell mit den Parametern
α1 = 1,9, α2 = 4,0 sowie einer Breakpoint Distance dbp = 220m die geringste
Abweichung zum gemessenen Pfadverlust liefert.
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Die ermittelte Breakpoint Distance entspricht mit den verwendeten Anten-




näherungsweise der aus dem Two-Ray Ground Reflection Modell herleitba-
ren Distanz, in welcher die erste Fresnelzone die Bodenebene berührt und
ab welcher der Pfadverlust mit der vierten Potenz der Distanz zum Sender
abnimmt (siehe Gl. 4.15). Im Ergebnis empfehlen die Autoren zur Model-
lierung des Pfadverlustes bei Fahrzeug-zu-Fahrzeug-Kommunikation in Au-
tobahnszenarien ein Dual-Slope Modell nach Gl. 4.20 mit den Parametern




















  Log-Distance Modell (α = 2,4)
  Two-Ray Ground Reflection Modell
  Vereinfachtes Two-Ray Ground Modell (dc=4pihthr/λ)
  Empirisches Dual-Slope Modell (dbp=4hthr/λ)
Abbildung 18: Pfadverlust als Funktion der Distanz zwischen Sender und Empfän-
ger für verschiedene Modelle mit den Parametern ht = hr = 1,5 m,
fc = 5,9 GHz sowie der Breakpoint Distance dbp = 177 m und der
Crossover Distance dc = 556,06 m.
Abbildung 18 zeigt vergleichend den Pfadverlust als Funktion der Distanz
zwischen Sender und Empfänger für die hier beschriebenen Pfadverlustmo-Vergleich der
Pfadverlustmodelle delle. Abgebildet sind für eine Trägerfrequenz von fc = 5,9GHz, eine ange-
nommene Sende- und Empfangsantennenhöhe von ht = hr = 1,5m sowie
Gt = Gr = 1
• das Freiraumausbreitungsmodell nach Friis (siehe Gl. 4.8),
• ein Log-Distance Pfadverlustmodell mit α = 2,4 (siehe Gl. 4.18),
• das Two-Ray Ground Reflection Modell (siehe Gl. 4.9),
• das vereinfachte Two-Ray Ground Modell nach Gl. 4.16 mit der Cross-
over Distance dc = 556,06m aus Gl. 4.17 sowie
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• das als Ergebnis von Autobahn-Messkampagnen [28, 157] empfohlene
Dual-Slope Pfadverlustmodell nach Gl. 4.20 mit α1 = 2,0, α2 = 4,0 und
der Breakpoint Distance dbp = 177m aus Gl. 4.15.
Der Referenz-Pfadverlust PL(d0) wurde dabei nach dem Freiraumausbrei-
tungsmodell bestimmt (siehe Gl. 4.19). Zur Orientierung enthält die Abbil-
dung darüber hinaus den tolerierbaren Pfadverlust PLtol = 114dB, der aus
einer angenommenen Empfängerempfindlichkeit von Pr,th = −91dBm und
einer Sendeleistung von Pt = 23dBm resultiert. Diese Werte entsprechen der
Leistungsfähigkeit heutiger IEEE 802.11 Hardware (siehe Abschnitt 4.2). Aus
dem tolerierbaren Pfadverlust kann für die einzelnen Modelle mit der für
einen erfolgreichen Frameempfang notwendigen Bedingung PL(d) ≤ PLtol
somit direkt die ohne Berücksichtigung von Fading, Shadowing oder Interfe-
renzen unter den gegebenen Annahmen erreichbare Kommunikationsreich-
weite ermittelt werden.
Für d ≤ dbp entspricht PL(d) sowohl im vereinfachten Two-Ray Ground
Modell als auch im Dual-Slope Modell dem Freiraumausbreitungsmodell
nach Friis. Im Dual-Slope Modell fällt im weiteren Verlauf PL(d) für d > dbp,
im vereinfachten Two-Ray Ground Modell für d > dc mit der vierten Potenz
von d ab. Aus der Abbildung wird deutlich, dass sich die erreichbaren Kom-
munikationsreichweiten der Modelle signifikant voneinander unterscheiden.
Aus dem Freiraumausbreitungsmodell nach Friis resultiert wie erwartet ei-
ne sehr hohe, in realen VANET-Szenarien nicht erreichbare Kommunikati-
onsreichweite von mehr als 2000m. Während das empirisch validierte Dual-
Slope Modell für eine angenommene Sendeleistung von 23dBm eine Kom-
munikationsreichweite von etwa 599m prognostiziert, liegt dieser Wert für
das Two-Ray Ground Reflection bzw. das vereinfachte Two-Ray Ground Mo-
dell mit 1052m bzw. 1062m deutlich höher als für Autobahnszenarien auf
Basis von Messergebnissen zu erwarten ist [28, 138, 157].
In der Literatur existiert eine Reihe von Simulationsstudien zur Leistungs-
fähigkeit von VANETs, die verschiedene Varianten der oben skizzierten Pfad- VANET-Ausbrei-
tungsmodellierung
in der Literatur
verlustmodelle zur Charakterisierung des Funkkanals nutzen. Einige seien
an dieser Stelle exemplarisch genannt:
• Das Freiraumausbreitungsmodell nach Friis (siehe Gl. 4.8) wird von
Schmidt et al. sowohl in einem Autobahnszenario [135] als auch in ei-
nem städtischen Szenario [137] verwendet. Baldessari et al. nutzen die-
ses Modell ebenfalls zur Simulation eines Autobahnszenarios [3]. Mess-
kampagnen zur Fahrzeug-zu-Fahrzeug-Kommunikation weisen aller-
dings darauf hin, dass das Freiraumausbreitungsmodell den Pfadver-
lust insbesondere für große Entfernungen signifikant unterschätzt und
somit die aus der Annahme von Freiraumausbreitung resultierenden
Kommunikationsreichweiten deutlich höher sind als die in der Realität
erzielbaren Werte [26, 28, 104].
• Beispiele für die Verwendung des Log-Distance Pfadverlustmodells (sie-
he Gl. 4.18) finden sich für Autobahnszenarien bei ElBatt et al. mit
α = 2,15 [32], bei Huang et al. mit α = 2,31 [72, 73] sowie Kloiber et al.
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mit α = 2,25 [95, 96]. Während durch die Anpassung des Pfadverlustko-
effizienten im Log-Distance Pfadverlustmodell im Vergleich zum Frei-
raumausbreitungsmodell bereits realitätsnähere Kommunikationsreich-
weiten erzielt werden, berücksichtigt dieses Modell nicht die in Mess-
kampagnen festgestellte Zunahme des Pfadverlustkoeffizienten für gro-
ße Entfernungen [26, 28, 155].
• Ein Two-Ray Ground Reflection Modell in Anlehnung an Gl. 4.9 wird
von Sommer und Dressler mit gemessenen Empfangsleistungen einer
Funkübertragung bei 5,89GHz zwischen zwei Fahrzeugen auf einer
vollständig freien Fläche verglichen und zur Pfadverlustmodellierung
in VANET-Simulationen empfohlen [155]. Die Messergebnisse weisen
eine hohe Übereinstimmung mit dem Modell auf und lassen die für
dieses Modell charakteristische Sequenz von Minima und Maxima des
Pfadverlustes im Distanzverlauf erkennen. Gleichwohl lassen sich die-
se Ergebnisse nicht direkt auf Autobahnszenarien übertragen, denn so-
wohl die Annahmen des Two-Ray Ground Reflection Modells, die zu
einer Überlagerung der beiden Komponenten nach Gl. 4.9 führen, als
auch die verwendete Messumgebung in [155] umfassen eine ungehin-
derte, abschattungsfreie Ausbreitung der LOS- und der am Boden re-
flektierten Signalkomponente. In Autobahnszenarien ist mit der Aus-
nahme sehr niedriger Verkehrsdichten jedoch davon auszugehen, dass
insbesondere die am Boden reflektierte Komponente diese Bedingung
nicht durchgängig erfüllt. Diese Vermutung wird durch die Ergebnisse
verschiedener Messkampagnen auf Autobahnen gestützt, die bei unter-
schiedlichen Verkehrsdichten nicht die für das Two-Ray Ground Reflec-
tion Modell charakteristischen Wechselfolgen von Minima und Maxima
des Pfadverlustes erkennen lassen [28, 120, 121].
• Die weiteste Verbreitung in VANET-Simulationsstudien weist das ver-
einfachte Two-Ray Ground Modell nach Gl. 4.16 mit der Crossover Dis-
tance dc aus Gl. 4.17 auf, welches für Autobahnszenarien von Xu et al.
[185], Torrent-Moreno [170], Schmidt-Eisenlohr (et al.) [139, 140, 141],
Mittag et al. [110] sowie An et al. [2] und in einem Innenstadtszena-
rio von Schmidt et al. [136] verwendet wird. Das vereinfachte Two-Ray
Ground Modell weist im Vergleich zum Freiraumausbreitungsmodell
eine deutlich realitätsnähere Nachbildung des Pfadverlustes in Auto-
bahnszenarien auf, da die Zunahme des Pfadverlustkoeffizienten für
große Entfernungen berücksichtigt wird. Die Festlegung der Crossover
Distance dc = 4pihthrλ nach Gl. 4.17 ist nach gegenwärtiger Publikations-
lage jedoch nicht empirisch belegbar. Durchgeführte Messkampagnen
zeigen stattdessen eine Zunahme des Pfadverlustkoeffizienten bereits
für deutlich geringere Entfernungen als dc = 4pihthrλ auf [26, 28, 155, 161].
• Ein Dual-Slope Pfadverlustmodell wird zur Untersuchung eines Auto-
bahnszenarios von Bauza und Gozalvez verwendet [7]. Die Autoren
verweisen dabei auf die Ergebnisse der Autobahn-Messkampagnen von
Cheng et al. [28, 157].
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Die aktuellen Veröffentlichungen zugrunde liegenden Simulationsstudien
weisen somit deutliche Unterschiede in der Pfadverlustmodellierung auf.
Gleichwohl wirkt sich der distanzabhängige Verlauf des Pfadverlustes si-
gnifikant auf Empfangsleistungen und damit auf die Anzahl der um den
Kanalzugriff in Konkurrenz stehenden Stationen sowie die Stärke der auftre-
tenden Interferenzen aus. Eine realitätsnahe Modellierung des Pfadverlustes
ist daher von entscheidender Bedeutung bei der Untersuchung von Skalier-
barkeitsfragen in VANETs.
Aufgrund der Tatsache, dass mit den von Cheng, Stancil et al. veröffentlich-
ten Ergebnissen extensiver Messkampagnen zur Fahrzeug-zu-Fahrzeug-Kom-
munikation auf Autobahnen und dem daraus abgeleiteten Dual-Slope Modell
ein empirisch validiertes Pfadverlustmodell zur Verfügung steht [28, 157],
wird von der Eignung dieses Modells für die Pfadverlustmodellierung in Au-
tobahnszenarien im Rahmen dieser Arbeit ausgegangen. In Abschnitt 4.3.3 er-
folgt eine Validierung dieser Form der Pfadverlustmodellierung anhand von
Feldtests in Autobahnszenarien, welche zu diesem Zweck unter Nutzung der
in Abschnitt 4.1 vorgestellten Messumgebung durchgeführt wurden. Darüber
hinaus wird in Abschnitt 5.3.1 eine simulative Untersuchung der Auswirkun-
gen unterschiedlicher Ausbreitungsmodelle auf die Ergebnisse der Leistungs-
bewertung in VANETs vorgenommen.
4.3.2 Modellierung von Fading in Autobahnszenarien
Ergänzend zu der in Abschnitt 4.3.1 erläuterten Pfadverlustmodellierung ist
für eine realitätsnahe Nachbildung der Kommunikation in VANETs eine Mo-
dellierung der in Form von Large-Scale Fading (Shadowing) oder Small-Scale
Fading (siehe Abschnitt 4.3, Seite 81) auftretenden Fluktuation der Empfangs-
leistung notwendig. In diesem Abschnitt wird auf die im Rahmen dieser Ar-
beit angewendete Modellierung von Fading in Autobahnszenarien eingegan-
gen.
Large-Scale Fading oder Shadowing ist im Vergleich zum Small-Scale Fading
über wesentlich größere Distanzintervalle beobachtbar und wird durch Ge-
bäude, Hügel und andere größere Objekte in der Umgebung hervorgerufen,
die eine Dämpfung, Reflexion, Beugung oder Streuung des Signals verursa-
chen. Da vollständige und exakte Informationen über Position, Größe und
dielektrische Eigenschaften dieser Objekte in der Regel nicht vorliegen, wer-
den zur Charakterisierung von Shadowing ebenso wie von Small-Scale Fa-
ding üblicherweise stochastische Modelle genutzt.
Ein weit verbreitetes Modell zur Charakterisierung von Shadowing ist das
sogenannte Log-Normal Shadowing, welches annimmt, dass der Pfadverlust PL Log-Normal
Shadowingin einer bestimmten Entfernung d zum Sender als Zufallsvariable beschrieben
werden kann, die einer Logarithmischen Normalverteilung folgt [35, 66, 130].
Der logarithmische, in dB angegebene Pfadverlust PLdB ist demnach normal-
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wobei µPLdB den Erwartungswert und σPLdB die Standardabweichung des
Pfadverlustes in dB bezeichnen.
Der Erwartungswert des Pfadverlustes kann dabei durch eines der in Ab-
schnitt 4.3.1 dargestellten Pfadverlustmodelle berechnet werden. Mit dem
Log-Distance Pfadverlustmodell aus Gl. 4.18 ergibt sich z. B. für den Pfad-
verlust in einer Entfernung d zum Sender unter Berücksichtigung von Shado-
wing [130]:





dB+ Xσ dB . (4.22)
Dabei bezeichnet Xσ eine normalverteilte Zufallsvariable mit Erwartungswert
E[X] = 0 dB und der (ebenfalls in dB angegebenen) Standardabweichung
σPLdB .
Small-Scale Fading wird durch eine Überlagerung der durch Mehrwegeaus-
breitung entstehenden Signalkomponenten am Empfänger verursacht. Ab-
hängig von den individuellen Phasenlagen der empfangenen Signalkompo-
nenten am Empfänger findet eine konstruktive oder destruktive Überlage-
rung statt, die zu einer Fluktuation der empfangenen Signalamplitude und
Leistung führt. Small-Scale Fading ist daher bereits bei sehr kleinen Posi-
tionsänderungen in der Größenordnung der Wellenlänge des übertragenen
Signals zu beobachten.
Ein weit verbreitetes stochastisches Modell zur Charakterisierung von
Small-Scale Fading für Signale, die keine dominante Signalkomponente, z. B.Rayleigh Fading
in Form eines LOS-Ausbreitungspfades, enthalten, ist Rayleigh Fading. Un-
ter der Annahme, dass die Inphase-Komponente rI(t) und die Quadratur-
Komponente rQ(t) des empfangenen Signals r(t) statistisch unabhängige,
normalverteilte Zufallsvariablen mit identischer Varianz σ2 und dem Erwar-
tungswert E[rI(t)] = E[rQ(t)] = 0 darstellen, kann gezeigt werden, dass der
Betrag der empfangenen komplexen Einhüllenden
z(t) = |r(t)| =
√
r2I (t) + r
2
Q(t) (4.23)
einer Rayleigh-Verteilung mit der Wahrscheinlichkeitsdichte
p(z) =
 zσ2 e−z
2/(2σ2) für z ≥ 0
0 für z < 0
(4.24)
folgt. Weiterhin kann gezeigt werden, dass unter diesen Voraussetzungen die
Leistung Pr einer exponentialverteilten Zufallsvariable mit der Wahrschein-
lichkeitsdichte
p(Pr) =
 1Ωp e−Pr/Ωp für Pr ≥ 00 für Pr < 0 (4.25)
entspricht, wobei Ωp = 2σ2 die mittlere Empfangsleistung ohne Berücksich-
tigung von Small-Scale Fading bezeichnet [66, 130, 159].
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Rayleigh-Fading wird zur Ausbreitungsmodellierung im Rahmen von
VANET-Simulationsstudien beispielsweise angewendet für ein Autobahnsze-
nario von Jiang et al. [86] sowie für ein Innenstadtszenario von Schmidt et al.
[136].
Existiert hingegen ein LOS-Ausbreitungspfad oder weist das empfangene
Signal eine ähnlich dominante Komponente auf, so sind die Voraussetzungen
des Rayleigh-Fadings nicht erfüllt, da für die Inphase- bzw. Quadraturkom-
ponente E[rI(t)] 6= 0 bzw. E[rQ(t)] 6= 0 gilt. In diesem Fall wird häufig Ricean Ricean Fading
Fading als stochastisches Modell zur Charakterisierung des Empfangssignals
verwendet. Unter der Annahme, dass rI(t) und rQ(t) wiederum statistisch
unabhängig mit identischer Varianz σ2 sind, folgt der Betrag der komplexen








für z ≥ 0
0 für z < 0
, (4.26)
wobei I0(·) die modifizierte Besselfunktion nullter Ordnung bezeichnet. Die
Leistung der dominanten bzw. LOS-Komponente beträgt s2, die mittlere Leis-
tung der übrigen Signalkomponenten beträgt 2σ2, demnach ergibt sich die
mittlere Leistung des Signals als Ωp = s2 + 2σ2. Üblicherweise erfolgt eine





der das Leistungsverhältnis zwischen LOS- und Nicht-LOS-Komponenten
quantifiziert. Je kleiner K gewählt wird, desto größer ist die Fading-Intensität.
Für K = 0 ergibt sich Rayleigh-Fading. Unter Verwendung von K und Ωp
lässt sich die Wahrscheinlichkeitsdichte des Betrags der komplexen Einhül-














für z ≥ 0
0 für z < 0
. (4.28)
Es kann gezeigt werden, dass die Empfangsleistung Pr im Falle von Ricean
Fading einer nichtzentralen Chi-Quadrat-Verteilung mit zwei Freiheitsgraden










für Pr ≥ 0
0 für Pr < 0
. (4.29)
Ricean Fading wird zur Ausbreitungsmodellierung im Rahmen von VANET-
Simulationsstudien für Autobahnszenarien z. B. angewendet von Huang et al.
(in Kombination mit Rayleigh-Fading für große Distanzen) [72] sowie Fallah
et al. [57].
Ein weiteres, weit verbreitetes Modell zur Charakterisierung von Small-
Scale Fading ist Nakagami-Fading. Der Betrag der empfangenen Einhüllenden Nakagami-Fading
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wird hier als Zufallsvariable beschrieben, welche der in [115] vorgestellten
Nakagami-m-Verteilung folgt. Für die Wahrscheinlichkeitsdichte des Betrags





e−mz2/Ωp für z ≥ 0
0 für z < 0
, m ≥ 0,5 , (4.30)
wobei Ωp wie zuvor die mittlere Empfangsleistung und Γ(·) die Gamma-
funktion bezeichnet. Neben Ωp wird die Verteilung parametriert mit dem
Fading-Parameter m, welcher die Fading-Intensität quantifiziert. Für m = 1
ergibt sich Rayleigh-Fading als Spezialfall, während für m → ∞ das Signal
kein Fading aufweist. Für m = (K + 1)2 / (2K + 1) lässt sich mithilfe der
Nakagami-m-Verteilung Ricean-Fading mit dem Fading-Parameter K nach-
bilden [66, 113, 159].
Die Empfangsleistung Pr folgt im Falle von Nakagami-Fading einer Gam-
maverteilung mit dem Shape-Parameter m und dem Scale-Parameter Ωp/m,







e−mPr/Ωp für Pr ≥ 0
0 für Pr < 0
. (4.31)
Nakagami-Fading wird zur Ausbreitungsmodellierung im Rahmen von
VANET-Simulationsstudien für Autobahnszenarien mit unterschiedlichen
Fading-Intensitäten beispielsweise angewendet von Torrent-Moreno (et al.)
[170, 171], Schmidt-Eisenlohr (et al.) [139, 140, 141], Mittag et al. [110] sowie
An et al. [2].
Nakagami-Fading ist, da eine Parametrierung der Fading-Intensität erfol-
gen kann, flexibler einsetzbar als Rayleigh-Fading und weist eine bessere
Handhabbarkeit als Ricean-Fading auf. Für Fahrzeug-zu-Fahrzeug-Kommu-
nikation existieren empirische Ergebnisse aus Messkampagnen, die eine Ver-
wendung von Nakagami-Fading nahelegen und Empfehlungen zur Parame-
trierung der Verteilung geben [26, 157, 161].
Cheng et al. sowie Stancil et al. stellen in [26] und [157] im Zusammen-
hang mit Ergebnissen verschiedener Messkampagnen, welche die Kommu-Fading-Intensität
nikation zwischen zwei Fahrzeugen innerhalb eines Vorstadt-Straßennetzes
bei 5,9GHz zum Gegenstand haben, ein Fitting dieser Messergebnisse mit
einem Nakagami-Fadingmodell vor und leiten den resultierenden Fading-
Parameter m ab. Eine zusätzliche Modellierung von Shadowing erfolgt da-
bei nicht, sondern die Fluktuation des empfangenen Signals wird ausschließ-
lich durch eine Nakagami-m-Verteilung modelliert. Die Autoren ermitteln
einen mit wachsender Distanz zwischen Sender und Empfänger abnehmen-
den Wert für m: Während für geringe Entfernungen Ricean Fading (m > 1)
beobachtet wird, weisen die Ergebnisse für große Entfernungen eine höhere
Fading-Intensität als bei Rayleigh-Fading auf (m < 1).
Auch auf Autobahnen nimmt mit zunehmender Entfernung die Wahr-
scheinlichkeit einer dominanten Mehrwegekomponente bzw. eines LOS-
Pfades ab, daher ist statistisch eine Zunahme der mittleren Fading-Intensität
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mit wachsender Entfernung zu erwarten. Gleichwohl lassen sich die in [26]




gen. Die Autoren weisen darauf hin, dass von Gebäuden verursachte Abschat-
tungen bei Abbiegevorgängen an Kreuzungen und in Kurven eine besonders
hohe Fading-Intensität der Messergebnisse verursachen. Aufgrund des Feh-
lens von Kreuzungen sowie größerer Kurvenradien ist für Autobahnszenari-
en daher mit einer geringeren Fading-Intensität als innerhalb der in [26] und
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Abbildung 19: Parameter m für Nakagami-Fading als Funktion der Distanz.
Im Rahmen dieser Arbeit wird zur Modellierung von Fading in Auto-
bahnszenarien Nakagami-Fading angenommen. Um die Flexibilität dieses
Modells im Hinblick auf die Charakterisierung unterschiedlicher Fading-
Intensitäten weiter zu erhöhen, wird der Fading-Parameter m dabei nicht
als Konstante, sondern als Funktion der Distanz zwischen Sender und Emp-
fänger modelliert. In Anlehnung an die Ergebnisse aus [26] und [157] un-
ter Beachtung der Bedingungen in Autobahnszenarien, wo im Vergleich zu
Vorstadt-Szenarien mit einer langsameren Abnahme des Einflusses der do-
minanten Komponente mit zunehmender Entfernung sowie einer geringeren
Fading-Intensität für große Entfernungen zu rechnen ist, wird m für Distan-
zen d > 0 modelliert als
m(d) = 2,7 · e−0,01(d−1,0) + 1,0 , (4.32)
d. h. für geringe Entfernungen (m(1,0m) = 3,7) herrscht Ricean Fading mit ei-
ner stark ausgeprägten dominanten (LOS-)Komponente und geringer Fading-
Intensität vor, während das Modell für große Entfernungen hohe Fading-
Intensitäten aufweist und sich asymptotisch an Rayleigh-Fading annähert
(limd→∞ m = 1,0), wodurch der mit zunehmender Entfernung abnehmende
Einfluss der dominanten Signalkomponente quantifiziert wird. Abbildung 19
zeigt den Fading-Parameter m als Funktion der Distanz nach Gl. 4.32.
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4.3.3 Validierung der Ausbreitungsmodellierung durch Feldtests
In diesem Abschnitt werden die Ergebnisse von Feldtests vorgestellt, die im
Rahmen dieser Arbeit zum Zwecke der Ausbreitungsmodellbildung und
-validierung auf der Bundesautobahn 2 mit jeweils zwei Testfahrzeugen
durchgeführt wurden [143]. Im Folgenden werden zunächst Testaufbau und
-konfiguration beschrieben, bevor im Anschluss die für die Ausbreitungsmo-
dellierung relevanten Ergebnisse erläutert werden.
4.3.3.1 Testaufbau und -konfiguration
Die Fahrzeuge wurden zur Durchführung der Messungen mit den Kommu-
nikationseinheiten der in Abschnitt 4.1 beschriebenen Messumgebung inkl.
auf dem Fahrzeugdach platzierter Magnetfußantennen und GPS-Empfänger
ausgerüstet. Obwohl während der Messkampagne unterschiedliche Testfahr-
zeuge zum Einsatz kamen2, kann im Rahmen der Pfadverlustmodellierung
aufgrund der kaum variierenden Fahrzeughöhe vereinfachend von einer ein-
heitlichen Antennenhöhe von 1,5m ausgegangen werden. Jeweils ein Test-
fahrzeug wurde als Sender konfiguriert, während das zweite Testfahrzeug
als Empfänger für die erzeugten Testdaten diente.
Der Paketgenerator der sendenden Kommunikationseinheit wurde für
die periodische Erzeugung von Nachrichten mit einer Erzeugungsrate von
100Hz und einer Netto-Nachrichtenlänge von 500Bytes konfiguriert. Mit
UDP-, IP-, LLC- und MAC-Header (8/20/8/28Bytes) ergibt sich eine Län-
ge der erzeugten IEEE 802.11 MAC-Frames von 564Bytes, welche mit einer
Datenrate von 6Mbps übertragen wurden. Die Messungen wurden bei einer
Trägerfrequenz (Mittenfrequenz) von 5,9GHz und damit im dediziert für
ITS-Fahrzeugkommunikation in Europa allokierten ITS-G5A-Frequenzband
durchgeführt, sodass innerhalb des gewählten Kanals keinerlei Interferenzen
mit der Testübertragung erzeugt wurden. Tabelle 6 fasst die Konfigurations-
parameter zusammen.






Nachrichtenlänge (Payload) 500 Bytes
MAC-Framelänge 564 Bytes
Tabelle 6: Konfigurationsparameter bei der Durchführung der Feldtests.
Insgesamt wurden zwischen den Ausfahrten 42 (Veltheim) und 55 (Kreuz
Braunschweig-Nord) der Bundesautobahn 2, die in diesem Abschnitt drei
2Eingesetzt wurden Fahrzeuge des Typs Mercedes-Benz C-Klasse (Baureihe S202), Volks-
wagen Scirocco III, Škoda Fabia II sowie Citroën C3 (2. Generation).
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Fahrstreifen je Fahrtrichtung aufweist, Messdaten auf einer Fahrtstrecke von
über 250km erhoben und in die im Folgenden vorgestellte Auswertung ein-
bezogen. Das sendende und empfangende Fahrzeug bewegten sich in unter-
schiedlicher Reihenfolge mit Geschwindigkeiten zwischen 90 und 140 km/h
in gleicher Fahrtrichtung auf wechselnden Fahrstreifen. Dabei wurde die
Distanz zwischen beiden Fahrzeugen systematisch variiert, um Erkenntnis-
se über die Distanzabhängigkeit des Pfadverlustes gewinnen zu können.
Bei sämtlichen Messungen war eine mittlere bis hohe Verkehrsdichte so-
wie ein signifikanter Anteil von Schwerlastverkehr vorhanden, der sich über-
wiegend auf dem rechten, teilweise auf dem mittleren Fahrstreifen bewegte
und zu vorübergehenden Unterbrechungen der Sichtverbindung (Non Line of
Sight (NLOS)) führte. Insbesondere zwischen Hannover und Veltheim weist
die Bundesautobahn 2 außerdem eine Reihe von Hügelkuppen im Strecken-
verlauf auf, die einerseits ebenfalls zu vorübergehenden NLOS-Situationen,
andererseits jedoch auch zu einer zeitweisen Erhöhung der Wahrscheinlich-
keit einer Sichtverbindung führen können.
4.3.3.2 Ergebnisse
Um aus den erhobenen Messdaten Erkenntnisse für die Modellierung des
Pfadverlustes in Autobahnszenarien zu gewinnen, wurden sowohl die Emp-
fangsleistung als auch das Verhältnis zwischen korrekt empfangenen und
gesendeten Frames, hier als Packet Delivery Rate bezeichnet, in Abhängig-
keit der Distanz zwischen beiden Fahrzeugen (Luftlinie) ausgewertet. Dabei
wurden die auf der Bundesautobahn 2 erhobenen Messdaten in aggregierter
Form evaluiert. Dies ermöglicht die Bewertung einer Vielzahl unterschiedli-
cher Einflüsse auf die Funkausbreitung in Autobahnszenarien in statistisch
signifikanter Form.
Abbildung 20 zeigt die so gewonnenen Ergebnisse: Dargestellt sind die
über der Distanz zwischen Sender und Empfänger aufgetragene Empfangs- Gemessene
Empfangsleistungen
und PDRs
leistung Pr(d) sowie der arithmetische Mittelwert der Empfangsleistung Pr(d)
und die Packet Delivery Rate PDR(d), wobei Pr(d) und PDR(d) für Distanz-
intervalle der Länge 10m errechnet wurden.3
Die Ergebnisse zeigen erwartungsgemäß ein starkes Fading des Signals,
erkennbar an der breiten Streuung der gemessenen Empfangsleistung Pr(d).
Näherungsweise erkennbar wird auch die Empfindlichkeit der verwendeten
Empfänger: Während für Pr ≥ −93dBm noch ein zuverlässiger Empfang
möglich ist, können für Pr ≤ −96dBm nur noch sehr vereinzelt Frames erfolg-
reich decodiert werden. Diese Beobachtung stimmt mit den in Abschnitt 4.2
dargestellten Ergebnissen überein.
Zu beachten ist in diesem Zusammenhang, dass Empfangsleistungen nur
im Falle eines erfolgreichen Frameempfangs aufgezeichnet werden können.
Daher sind die errechneten arithmetischen Mittelwerte der Empfangsleistung
P¯r(d) nur bis zu einer Entfernung d ≈ 350m aussagekräftig. Für größere Ent-
fernungen weisen die errechneten Mittelwerte aufgrund der Nichtberücksich-
3Die aus den Messungen gewonnenen Ergebnisse werden in diesem Abschnitt mit Konfi-
denzintervallen für ein Konfidenzniveau von 95% dargestellt. Zur Berechnung der Konfiden-
zintervalle wird auf die Erläuterungen auf Seite 140 in Kapitel 5 verwiesen.








































Abbildung 20: Ergebnisse der Feldtests auf Autobahnen - Empfangsleistung Pr, Mit-
telwert der Empfangsleistung Pr und PDR als Funktion der Distanz
d zwischen Sender und Empfänger.
tigung der Empfangsleistung nicht decodierbarer Frames eine inakzeptabel
starke Verzerrung auf, woraus eine signifikante Überschätzung der tatsächli-
chen mittleren Empfangsleistung folgt.
Die PDR als Anteil erfolgreich empfangener Frames verbleibt im Distanz-
verlauf bis zu einer Entfernung von etwa 330m stets über 80%. Für d ≥ 400m
nimmt PDR(d) schnell ab, für d = 800m können bereits nur noch etwa 20%
der gesendeten Frames empfangen werden. Teilweise wurden Frames auch
noch aus größerer Distanz empfangen, insbesondere sind für d ≈ 930m und
d ≈ 1150m vereinzelte Frames mit einer unerwartet hohen Empfangsleistung
erkennbar. Diese Ergebnisse können anhand einer Betrachtung von Messver-
lauf und Streckenprofil auf Situationen zurückgeführt werden, in denen sich
der Sender, Empfänger oder beide Fahrzeuge in exponierter Position auf ei-
ner Hügelkuppe befanden, wodurch auch in großer Entfernung noch eine
LOS-Kommunikation möglich war.
In Abbildung 21 ist die gemessene Empfangsleistung im Vergleich mit den
in Abschnitt 4.3.1 erläuterten Pfadverlustmodellen dargestellt. Dabei wurdeVergleich mit
Pfadverlustmodellen in Ergänzung zu den bereits in Abbildung 18 gezeigten Modellen eine Varia-
tion des empirischen Dual-Slope Modells nach Gleichung 4.20 mit den Pfad-
verlustkoeffizienten α1 = 2,1, α2 = 3,4 verwendet. Die Abbildung enthält
außerdem eine angenommene Empfängerempfindlichkeit Pr,th = −91dBm.
Das Freiraumausbreitungsmodell nach Friis (siehe Gl. 4.8) liefert erwar-
tungsgemäß insbesondere für große Entfernungen d im Vergleich zu den in
realen Autobahnszenarien erreichbaren Empfangsleistungen deutlich über-
höhte Werte und führt ohne Berücksichtigung von Fading für die angenom-

























d) - Messergebnisse aus Feldtests
Freiraumausbreitungsmodell nach Friis
  Log-Distance Modell (α = 2,4)
  Two-Ray Ground Reflection Modell
  Vereinfachtes Two-Ray Ground Modell (dc=4pihthr/λ)
  Dual-Slope Modell (α1 = 2,0; α2 = 4,0; dbp=4hthr/λ)
  Dual-Slope Modell (α1 = 2,1; α2 = 3,4; dbp=4hthr/λ)
Abbildung 21: Gemessene Empfangsleistung Pr und Mittelwert der Empfangsleis-
tung Pr im Vergleich zu verschiedenen Pfadverlustmodellen mit
den Parametern ht = hr = 1,5m und fc = 5,9GHz. Zur Orientie-
rung dienen Breakpoint Distance dbp = 177m, Crossover Distance
dc = 556,06m und eine angenommene Empfängerempfindlichkeit
Pr,th = −91dBm.
mene Empfängerempfindlichkeit und die bei der Durchführung der Feldtests
verwendete Sendeleistung zu einer theoretischen Kommunikationsreichwei-
te von mehr als 2000m. Die Verwendung eines Log-Distance Modells (sie-
he Gl. 4.18) ermöglicht zwar für große Entfernungen eine gute Näherung
der tatsächlichen Empfangsleistung und somit der erzielbaren Kommunika-
tionsreichweite, führt jedoch für geringe Entfernungen zu einer deutlichen
Unterschätzung der Empfangsleistung. Zur Beurteilung der Performanz des
Netzes in Hochlastszenarien, deren Untersuchung einen Schwerpunkt dieser
Arbeit bildet, kommt jedoch einer möglichst genauen Näherung der erzeug-
ten Interferenz unabhängig von der Distanz der interferierenden Station zum
Empfänger eine nicht zu vernachlässigende Bedeutung zu.
Von besonderem Interesse ist die Tatsache, dass die Verwendung des ver-
einfachten Two-Ray Ground Modells nach Gl. 4.16 mit der Crossover Distance
dc = 4pihthr/λ, welches weite Verbreitung in Simulationsstudien zu VANET-
Autobahnszenarien gefunden hat (siehe Abschnitt 4.3.1), für d > 250m zu
einer inakzeptablen Unterschätzung des Pfadverlustes in Autobahnszenari-
en mittlerer bis hoher Verkehrsdichte und damit zu einer unrealistischen
Einschätzung der erzielbaren Kommunikationsreichweite im den Messergeb-
nissen zu Grunde liegenden interferenzfreien Fall führt. Die Ergebnisse zei-
gen deutlich, dass der diesem Modell inhärente Pfadverlustkoeffizient von
2,0 bis zur Crossover Distance dc (hier 556,06m) in der Realität so nicht be-
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obachtbar ist. In Abschnitt 5.3.1 wird simulativ untersucht, welche Auswir-
kungen eine Verwendung dieses Pfadverlustmodells im Vergleich zu einer
exakteren Pfadverlustmodellierung bei der Leistungsbewertung von VANET-
Autobahnszenarien unter Berücksichtigung von Interferenzen hat.
Das Two-Ray Ground Reflection Modell (siehe Gl. 4.9), dessen Ergebnisse
auf der Überlagerung des LOS-Signals mit einer am Boden reflektierten Si-
gnalkomponente unter Berücksichtigung der Phasenverschiebung zwischen
beiden Komponenten beruhen, bildet die Messergebnisse ebenfalls nicht in
geeigneter Weise nach. Die für das Two-Ray Ground Reflection Modell cha-
rakteristischen Wechselfolgen von Minima und Maxima der Empfangsleis-
tung treten in Feldtests nur in stark abgeschwächter Form auf. Dieser Ef-
fekt lässt sich dadurch erklären, dass aufgrund des vorhandenen PKW- und
insbesondere LKW-Verkehrs in den untersuchten Autobahnszenarien die
dem Two-Ray Ground Reflection Modell zu Grunde liegende Annahme einer
ungehinderten, abschattungsfreien Ausbreitung beider Signalkomponenten
nicht durchgängig erfüllt ist. Diese Beobachtung legt außerdem die Vermu-
tung eines nicht zu vernachlässigenden Einflusses sonstiger Reflexionspfade
und gestreuter Signalkomponenten nahe. Die Messergebnisse bestätigen dies-
bezüglich die Resultate vorangegangener Messkampagnen [28, 120, 121].
Eine gute Approximation des tatsächlichen Pfadverlustes kann hingegen
mit dem Dual-Slope Modell nach Gl. 4.20 erzielt werden, da die BreakpointParametrierung des
Dual-Slope Modells Distance dbp = 4hthr/λ in zufriedenstellender Näherung die Distanz wider-
spiegelt, ab der mit einer signifikanten Zunahme des Pfadverlustkoeffizien-
ten zu rechnen ist. Aus Abbildung 21 deutlich zu erkennen ist jedoch auch,
dass die von Cheng, Stancil et al. [28, 157] aus Messungen zur Fahrzeug-zu-
Fahrzeug-Kommunikation in Autobahnszenarien abgeleiteten Pfadverlustko-
effizienten α1 = 2,0 und α2 = 4,0 die Messergebnisse der im Rahmen dieser
Arbeit durchgeführten Feldtests nicht optimal charakterisieren, sondern zu
einer leichten Überschätzung der Empfangsleistung für geringe bis mittlere
Entfernungen führen. Die Begründung für dieses Verhalten liegt augenschein-
lich in der Tatsache, dass die in [28] und [157] vorgestellten Messungen auf
US-Highways bei moderater Verkehrsdichte durchgeführt wurden, während
bei den auf der Bundesautobahn 2 durchgeführten Messungen durchgängig
eine mindestens mittlere, oft hohe Verkehrsdichte zu beobachten war, die
zu einer höheren Wahrscheinlichkeit von Abschattung oder Streuung des Si-
gnals und damit zu einer Reduzierung der mittleren Empfangsleistung führt.
Gleichwohl liegen gerade Autobahnszenarien mit hohen Verkehrsdichten
im Zentrum des Interesses dieser Arbeit, da eine Leistungsbewertung bei ho-
her Netzlast durchgeführt wird. Aus diesem Grund werden abweichend von
den in [28] und [157] abgeleiteten Empfehlungen die Pfadverlustkoeffizienten
α1 = 2,1 und α2 = 3,4 zur Parametrierung des Dual-Slope Modells genutzt,
die eine zufriedenstellende Approximation des tatsächlichen Pfadverlustes
in Autobahnszenarien bei mittlerer bis hoher Verkehrsdichte erlauben (siehe
Abbildung 21). Die maximale Abweichung zwischen Modell und Messung
liegt bei ca. 5dB für d ≈ 105m. Die Abweichung ist jedoch stark auf diesen
Punkt, an dem offenbar eine destruktive Überlagerung des LOS-Signals mit
einer am Boden reflektierten Signalkomponente maßgeblich den Pfadverlust
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beeinflusst, begrenzt. Auch hier ist zu beachten, dass aufgrund zunehmender
Paketverluste nur Messwerte bis zu einer Distanz d ≈ 350m aussagekräftig
und damit in die Modellbildung einzubeziehen sind.
Über die Quantifizierung des Pfadverlustes hinaus kann auf Basis der Er-
gebnisse der Feldtests die Eignung des vorgesehenen Fading-Modells zur Ableitung des
modellbasierten
PDRs
Ausbreitungsmodellierung auf Autobahnen überprüft werden. Im Falle des
im Rahmen dieser Arbeit zur Modellierung von Fading in Autobahnszena-
rien vorgesehenen Nakagami-Fadings folgt die Empfangsleistung Pr einer
Gammaverteilung (siehe Abschnitt 4.3.2) mit dem Shape-Parameter m, dem







e−mPr/Ωp für Pr ≥ 0
0 für Pr < 0
, (4.33)
wobei Γ(·) die Gammafunktion und Ωp die mittlere Empfangsleistung be-
zeichnet, welche mithilfe des Dual-Slope Modells nach Gl. 4.20 unter Ver-
wendung der empirisch ermittelten Pfadverlustkoeffizienten α1 = 3,1 sowie
α2 = 3,4 berechnet wird. Neben Ωp wird die Verteilung parametriert mit dem
Fading-Parameter m, welcher die Fading-Intensität quantifiziert. Der statis-
tisch zu erwartenden Zunahme der mittleren Fading-Intensität mit wachsen-
der Entfernung wird im hier verwendeten Modell durch die Abhängigkeit
des Fading-Parameters m von der Distanz d zwischen Sender und Empfän-
ger (siehe Abbildung 19) in der Form
m(d) = 2,7 · e−0,01(d−1,0) + 1,0 (4.34)
Rechnung getragen.
Unter der Annahme, dass Frames im interferenzfreien Fall bis zu einer




während aus einer geringeren Empfangsleistung ein Frameverlust resultiert,
kann aus dem beschriebenen Ausbreitungsmodell eine modellbasierte Packet
Delivery Rate errechnet werden, die sich aus der Verteilungsfunktion der
Gammaverteilung ergibt als
PDR(d) = 1− P [Pr(d) < Pr,th] . (4.35)
Abbildung 22 zeigt einen Vergleich der aus der Anwendung dieses Modells
resultierenden distanzabhängigen Packet Delivery Rate für den interferenz-
freien Fall mit den Ergebnissen der auf der Bundesautobahn 2 durchgeführ-
ten Feldtests. Der Vergleich offenbart eine gute Übereinstimmung zwischen
Modell und Messergebnissen und bestätigt somit die Eignung der gewählten
Form der Ausbreitungsmodellierung für Autobahnszenarien.
Im folgenden Abschnitt wird das zugrunde gelegte Ausbreitungsmodell
noch einmal kurz zusammengefasst.
4.3.4 Ausbreitungsmodell für Autobahnszenarien
Aus den Ausführungen in den Abschnitten 4.3.1 bis 4.3.3 ergibt sich ein
Ausbreitungsmodell für Fahrzeug-zu-Fahrzeug-Kommunikation in Auto-












PDR (d)  - Messergebnisse aus Feldtests
PDR (d) - Ausbreitungsmodell
Abbildung 22: Aus Feldtests ermittelte und aus der Anwendung des Ausbreitungs-
modells resultierende PDR im interferenzfreien Fall bei einer ange-
nommenen Empfängerempfindlichkeit Pr,th = −91 dBm.
bahnszenarien, welches im Rahmen dieser Arbeit als Basis für die simu-
lationsgestützte Performanzbewertung genutzt und im Folgenden in Kurz-
form dargestellt wird [143]. Die relevanten Parameter des Modells können
Tabelle 7 entnommen werden. Ergänzend erfolgt in Abschnitt 5.3.1 eine Un-
tersuchung der Auswirkungen unterschiedlicher Ausbreitungsmodelle auf
die Leistungsfähigkeit von VANETs.
Der Pfadverlustmodellierung wird ein durch Ergebnisse von Feldtests auf
Autobahnen empirisch validiertes Dual-Slope Modell nach Gl. 4.20 mit denDual-Slope
Pfadverlustmodell Pfadverlustkoeffizienten α1 = 2,1 und α2 = 3,4 zugrunde gelegt. Dabei wird
abweichend von dem in einer Vielzahl von VANET-Simulationsstudien ver-
wendeten vereinfachten Two-Ray Ground Modell (vgl. Abschnitt 4.3.1) eine
deutlich kleinere Breakpoint Distance dbp nach Gl. 4.15 angenommen, die ne-
ben der analytischen Herleitung aus dem Two-Ray Ground Reflection Modell
durch Ergebnisse im Rahmen dieser Arbeit durchgeführter Feldtests (siehe
Abschnitt 4.3.3) und früherer Messkampagnen bestätigt wird [28, 157, 161].
Aus dem auf diese Weise errechneten Pfadverlust ergibt sich die mittlere
Empfangsleistung, die als Eingangsparameter zur Modellierung des FadingsNakagami-m
Fadingmodell Berücksichtigung findet. Im Rahmen dieser Arbeit wird für Autobahnsze-
narien Nakagami-Fading verwendet (siehe Gl. 4.31 in Abschnitt 4.3.2). Eine
zusätzliche Modellierung von Large-Scale Fading, z. B. durch Log-Normal
Shadowing, erfolgt nicht, sondern die Fluktuation des empfangenen Signals
wird ausschließlich durch eine Nakagami-m-Verteilung charakterisiert. Ne-
ben der weiten Verbreitung dieses Modells in existierenden VANET-Simulati-
onsstudien liegen auch hier empirische Ergebnisse aus Messkampagnen vor,
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Parameter Wert
Pfadverlustmodell Dual-Slope (Gl. 4.20)
fc 5,9 GHz
Gt, Gr 1,0
ht, hr 1,5 m
d0 1,0 m
PL(d0) 47,86 dB (Gl. 4.19)
α1 2,1
α2 3,4
dbp 177 m (Gl. 4.15)
Fading-Modell Nakagami-m (Gl. 4.31)
m(d) siehe Gl. 4.32
Tabelle 7: Parameter des Ausbreitungsmodells für Autobahnszenarien.
welche die Anwendbarkeit für Fahrzeug-zu-Fahrzeug-Kommunikation bestä-
tigen [26, 157, 161]. Einer mit wachsender Entfernung zunehmenden Fading-
Intensität wird dabei durch eine Modellierung des Fading-Parameters m als
Funktion der Distanz zwischen Sender und Empfänger nach Gl. 4.32 Rech-
nung getragen.
4.4 metriken zur leistungsbewertung
In diesem Abschnitt erfolgt eine Definition der im Rahmen dieser Arbeit zur
Leistungsbewertung in VANETs verwendeten Performanzmetriken. Diese Me- Performanzmetriken
triken dienen in ihrer Gesamtheit einerseits der Quantifizierung der Dienstgü-
te im Netz, andererseits der Quantifizierung der sich auf die Dienstgüte aus-
wirkenden Einflussfaktoren. Details zur Erhebung der hier vorgestellten Me-
triken innerhalb der Simulationsumgebung finden sich in Abschnitt 4.5.2.5.
4.4.1 Framebezogene Verhältnisgrößen
Nach der Erzeugung einer Nachricht wird diese innerhalb der verschiedenen
Schichten des Protokollstacks der erzeugenden Station mit einer Reihe von
Steuerinformationen versehen. Bevor der im Verlauf dieses Prozesses von der
MAC-Teilschicht erzeugte MAC-Frame an die Bitübertragungsschicht (Physi-
cal Layer) übergeben und von dieser übertragen wird, durchläuft die MAC-
Teilschicht das auf CSMA basierende IEEE 802.11 Medienzugriffsverfahren,
welches unter bestimmten Umständen den Frame bereits auf Senderseite ver-
wirft, sodass es nicht zu einer Übertragung kommt. Findet hingegen eine
Übertragung des Frames statt, kann diese wiederum nicht notwendigerweise
durch den Carrier-Sense-Mechanismus benachbarter Stationen erkannt wer-
den, und auch im Falle einer erfolgreichen Detektion des Frames durch eine
empfangende Station hängt ein erfolgreicher Frameempfang von weiteren
Bedingungen ab.
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Die geschilderten Ereignisse sind in VANETs von einer Vielzahl von Ein-
flussfaktoren abhängig und können daher als stochastische Zufallsexperimen-
te aufgefasst werden, deren Auftretenswahrscheinlichkeit für die Leistungs-
bewertung von besonderem Interesse ist. Zur empirischen Näherung dieser
Wahrscheinlichkeiten werden verschiedene framebezogene Verhältnisgrößen ver-
wendet, die im Folgenden erläutert werden.
Durch das auf CSMA beruhende IEEE 802.11 Medienzugriffsverfahren kön-
nen vorwiegend im Falle eines stark ausgelasteten ÜbertragungsmediumsFrame Drop Rate
exzessive Kanalzugriffszeiten (Channel Access Times) entstehen, die dazu
führen, dass der erzeugte Frame bereits im Sender verworfen und somit
nicht übertragen wird. Der als Frame Drop Rate bezeichnete Anteil verwor-
fener Frames wird daher definiert als
Frame Drop Rate =
Anzahl vor Übertragung verworfener Frames
Anzahl erzeugter Frames
.
Im Falle periodisch generierter Statusnachrichten, welche im Zentrum des
Interesses dieser Arbeit stehen, wird ein Frame insbesondere dann verwor-
fen, wenn die Kanalzugriffszeit Tca das Nachrichtenerzeugungsintervall 1/ fg
übersteigt. Trifft dies zu, stehen durch die Erzeugung einer neuen Nachricht
aktuellere als die in dem auf eine Übertragung wartenden Frame enthaltenen
Statusinformationen zur Verfügung, sodass auf eine Übertragung des veral-
teten Frames verzichtet werden kann.
Als Carrier Sense Rate wird das Verhältnis der Anzahl erfolgreich durch den
Carrier-Sense-Mechanismus einer Station detektierter Frames zur Anzahl anCarrier Sense Rate
diese Station gesendeter Frames bezeichnet:
Carrier Sense Rate =
Anzahl durch Carrier Sensing detektierter Frames
Anzahl gesendeter Frames
.
Bei der im Rahmen dieser Arbeit betrachteten Broadcast-Kommunikation
wird ein Frame grundsätzlich an sämtliche Stationen gesendet, indem jeder
von der MAC-Teilschicht erzeugte Frame mit der Broadcast-Adresse versehen
wird. Ein Frame kann genau dann durch den Carrier-Sense-Mechanismus er-
kannt werden, wenn seine Empfangsleistung mindestens dem Carrier-Sense-
Schwellenwert entspricht, d. h. wenn Pr ≥ Pr,cs gilt. Da die Distanz zwischen
Sender und Empfänger maßgeblichen Einfluss auf die Carrier Sense Rate hat,
wird die Metrik in der Regel bezogen auf diese Distanz angegeben. Die Car-
rier Sense Rate stellt für eine große Anzahl von Stichproben eine hinreichend
genaue Schätzung der Carrier-Sense-Wahrscheinlichkeit P (Pr(d) ≥ Pr,cs) dar.
Das Verhältnis der Anzahl auf Empfängerseite erfolgreich decodierbarer
und fehlerfrei empfangener Frames zur Anzahl an die Empfängerstation ge-Packet Delivery
Rate (PDR) sendeter Frames wird als Packet Delivery Rate (PDR) bezeichnet. Für diese
Performanzmetrik gilt demnach
Packet Delivery Rate =
Anzahl fehlerfrei empfangener Frames
Anzahl gesendeter Frames
.
Im Gegensatz zur Carrier Sense Rate ist die Packet Delivery Rate abhän-
gig von der bei der Übertragung des Frames verwendeten Datenrate Rb. Da-
mit ein gesendeter Frame fehlerfrei empfangen werden kann, müssen zwei
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Bedingungen erfüllt sein: Zunächst einmal muss die Empfangsleistung min-
destens dem als Empfängerempfindlichkeit bezeichneten datenratenabhängigen
Schwellenwert Pr,th entsprechen, d. h. es muss Pr ≥ Pr,th gelten. Der Anteil
gesendeter Frames, welche diese Bedingung erfüllen, wird als Packet Delivery Packet Delivery
Rate im
interferenzfreien Fall
Rate im interferenzfreien Fall bezeichnet. Darüber hinaus setzt ein fehlerfreier
Frameempfang allerdings Kollisionsfreiheit und damit ein begrenztes Inter-
ferenzniveau für die Dauer des Empfangsvorgangs voraus. Kollisionsfrei ist
eine Übertragung dann, wenn SIRmin ≥ SIRth gilt, wobei SIRmin das ge-
ringste während des Frameempfangs auftretende SIR und SIRth den daten-
ratenabhängigen SIR-Schwellenwert für einen erfolgreichen Frameempfang
bezeichnet. Die PDR wird wegen ihrer Distanzabhängigkeit ebenfalls mit Be-
zug auf die Entfernung zwischen Sender und Empfänger angegeben. Für
große Stichprobenmengen stellt die PDR eine hinreichend genaue Schätzung
der Empfangswahrscheinlichkeit dar.
Eine Kollision des übertragenen Frames entsteht, wenn Interferenzen wäh-
rend des Frameempfangs dazu führen, dass der SIR-Wert den Schwellenwert Kollisionsrate
SIRth unterschreitet. Dies hat zur Folge, dass der Frame nicht fehlerfrei durch
den Empfänger decodiert werden kann, wodurch ein Frameverlust hervorge-
rufen wird. Der Anteil von Frames, die in Folge einer Kollision nicht erfolg-
reich empfangen werden können, wird als Kollisionsrate bezeichnet:
Kollisionsrate =
Anzahl durch Kollision verlorener Frames
Anzahl gesendeter Frames
.
Durch die Nutzung von Physical Layer Capture kann im Falle eines zeit-
lich überlappenden Empfangs zweier oder mehrerer Frames der Frame mit
der stärksten Empfangsleistung unabhängig von der Ankunftsreihenfolge
der Frames decodiert werden, sofern SIRmin ≥ SIRth gilt (siehe hierzu Ab-
schnitt 4.5.2.4). Grundsätzlich werden nur diejenigen interferierenden Frames
als durch Kollision verlorene Frames bewertet, deren Empfang im interferenz-
freien Fall möglich gewesen wäre (Pr ≥ Pr,th). Daher stellt die Packet Delivery
Rate im interferenzfreien Fall eine theoretische Obergrenze für die Kollisi-
onsrate dar. Auch die Kollisionsrate wird wegen ihrer Distanzabhängigkeit
in der Regel bezogen auf die Entfernung zwischen Sender und Empfänger
angegeben. Sie wird zur empirischen Schätzung der distanzabhängigen Kol-
lisionswahrscheinlichkeit verwendet.
Darüber hinaus kann zwischen CSMA-Kollisionen und Hidden-Station-Kolli-
sionen unterschieden werden. Eine Hidden-Station-Kollision liegt vor, wenn CSMA- und
Hidden-Station-
Kollisionen
die interferierende, eine Kollision verursachende Übertragung von einer Hid-
den Station stammt (vgl. Abschnitt 2.2.4.4). Eine CSMA-Kollision liegt vor,
wenn zwei (oder mehrere) Stationen zwar auf Grundlage von Ausbreitungs-
bedingungen und Positionierung zueinander in der Lage sind, ihre Übertra-
gungen durch Carrier Sensing zu detektieren, die Stationen aber denselben
Zeitschlitz für den Übertragungsbeginn ihrer Frames gewählt haben, sodass
die Übertragungen annähernd zeitgleich beginnen, miteinander interferieren
und eine Kollision verursachen. Die innerhalb der Simulationsumgebung zur
Unterscheidung zwischen CSMA- und Hidden-Station-Kollisionen verwen-
dete Methodik wird in Abschnitt 4.5.2.6 näher erläutert.
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4.4.2 Delay-Metriken
Die zuvor beschriebenen framebezogenen Verhältnisgrößen stellen zwar
wichtige Metriken zur Bewertung der Dienstgüte in VANETs dar, sie ent-
halten jedoch keine Information über die im Zusammenhang mit der Über-
mittlung von Nachrichten entstehenden Verzögerungen (Delays). Aus diesem
Grund wird zusätzlich eine Reihe von Metriken betrachtet, welche diese un-
terschiedlichen Formen von Verzögerungen quantifizieren. Einen Überblick

















Abbildung 23: Übersicht der verwendeten Delay-Metriken. Gezeigt sind Erzeu-
gungsverzögerung (Tgen), Channel Access Time (Tca), Ende-zu-Ende
Delay (Tee), Update Delay (Tupd) und Message Lifetime (Tmlt). Dabei
bezeichnet tgen,i den Erzeugungszeitpunkt einer Nachricht, ttr,i den
Zeitpunkt des Sendebeginns und trcv,i den Zeitpunkt des vollständi-
gen Empfangs eines Frames.
Ein wesentliches Charakteristikum periodischer Broadcast-Kommunikati-
on, wie sie im Zentrum des Interesses dieser Arbeit steht, ist die Erzeugungs-Erzeugungsverzöge-
rung verzögerung Tgen, die im Hinblick auf eine bestimmte Station das Zeitinter-
vall zwischen zwei aufeinanderfolgenden Nachrichtenerzeugungszeitpunk-
ten tgen,i und tgen,i+1 bezeichnet:
Tgen ,i = tgen,i+1 − tgen,i . (4.36)
Die Erzeugungsverzögerung wird im Wesentlichen bestimmt durch die end-
liche Nachrichtenerzeugungsrate fg, mit der die Station periodisch Nachrich-
ten generiert.
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Während die übrigen im Protokollstack des Senders entstehenden Verzö-
gerungen im Vergleich vernachlässigbar gering sind, erzeugt die Medienzu- Channel Access
Timegriffssteuerung signifikante Verzögerungen, die durch den Backoff- und Car-
rier-Sense-Mechanismus der IEEE 802.11 MAC-Teilschicht verursacht werden.
Die vor Übertragungsbeginn beim Zugriff auf das Medium entstehende Ver-
zögerung wird bezeichnet als Kanalzugriffszeit oder Channel Access Time (CAT).
Sie ist definiert als
Tca = ttr − tgen , (4.37)
wobei tgen den Erzeugungszeitpunkt der Nachricht und ttr den Übertragungs-
beginn des Frames bezeichnet (siehe Abbildung 23). Wird der Frame im Sen-
der verworfen, kann keine CAT berechnet werden. Die Höhe der Channel
Access Time ist von der Netzlast und einer Vielzahl weiterer Faktoren abhän-
gig und kann daher als Zufallsvariable betrachtet werden, deren Verteilung
in Kapitel 5 durch Simulationen unter Berücksichtigung unterschiedlicher Pa-
rameter empirisch ermittelt wird.
Die Ende-zu-Ende-Verzögerung (End-to-End Delay) Tee bezeichnet die Zeit-
spanne zwischen der Erzeugung einer Nachricht und dem Zeitpunkt des voll- End-to-End Delay
ständigen Frameempfangs auf der Empfängerseite. Die Ende-zu-Ende Verzö-
gerung unterscheidet sich im Fall der im Rahmen dieser Arbeit untersuchten
Broadcast-Kommunikation ohne Paketweiterleitung nur durch die Übertra-
gungsverzögerung (Transmission Delay) Ttr sowie die Ausbreitungsverzöge-
rung (Propagation Delay) Tprop von der Channel Access Time, sodass
Tee = trcv − tgen = Tca + Ttr + Tprop (4.38)
gilt (siehe Abbildung 23). Die Übertragungsverzögerung Ttr beträgt für die in
Kapitel 5 angenommene Nachrichtenlänge von 400Byte bei einer Brutto-Da-
tenübertragungsrate von 6Mbps unter Berücksichtigung aller Header und
der Präambel des Frames etwa 680µs. Die von der Entfernung zwischen
Sender und Empfänger abhängige Ausbreitungsverzögerung Tprop ist im Ver-
gleich zu anderen auftretenden Arten der Verzögerung praktisch vernachläs-
sigbar und beträgt bei in VANETs üblichen Distanzen zwischen 10m und
1500m etwa zwischen 33ns und 5µs. Die Ende-zu-Ende Verzögerung wird
nur im Falle fehlerfrei empfangener Frames berechnet.
Zur Beurteilung der Dienstgüte der Kommunikation in VANETs ist dar-
über hinaus die Verfügbarkeit von Performanzmetriken wünschenswert, die
sowohl bei der Übertragung entstehende Frameverluste als auch Frame
Drops sowie auftretende Verzögerungen in einer skalaren Größe abbilden.
Eine Metrik, welche diese Anforderungen zumindest teilweise erfüllt, ist
das durch das Symbol Tupd gekennzeichnete Update Delay, eine in [131] und
[95] zur Leistungsbewertung für die periodische Verbreitung von Broadcast- Update Delay
Statusnachrichten vorgeschlagene Verzögerungsmetrik (vgl. hierzu bereits
Seite 51 in Abschnitt 3.1.1). Sie wird definiert als zeitlicher Abstand zwischen
dem Empfang zweier Frames eines bestimmten Senders aus Sicht eines Emp-
fängers, sodass sich das Update Delay von Frame i ergibt als
Tupd ,i = trcv,j − trcv,i , (4.39)
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wobei trcv,i den Empfangszeitpunkt von Frame i und trcv,j den Empfangs-
zeitpunkt des nächsten fehlerfrei empfangenen Frames j bezeichnet, der von
derselben Station gesendet wurde wie Frame i (siehe Abbildung 23).
Durch Update Delays lässt sich die Aktualität der lokal verfügbaren Status-
informationen über die Umgebung des Empfängers quantifizieren. Update
Delays spiegeln die Auswirkungen ausbreitungs- und interferenzbedingter
Frameverluste ebenso wider wie Frame Drops und von der Nachrichtener-
zeugungsrate abhängige Erzeugungsverzögerungen. Übertragungs- und Aus-
breitungsverzögerungen sowie Channel Access Times gehen in die Berech-
nung des Update Delays hingegen nur differentiell ein und bleiben bei Ver-
wendung dieser Metrik somit unberücksichtigt, sofern sie wiederkehrend für
aufeinanderfolgende Frames auftreten. Diese Verzögerungen, insbesondere
die beim Medienzugriff auftretenden Channel Access Times, können jedoch
die Aktualität der zur Verfügung stehenden Informationen und damit die
Dienstgüte in VANETs signifikant beeinflussen.
Aus diesem Grund wird im Rahmen dieser Arbeit eine weitere verzöge-
rungsbezogene Performanzmetrik verwendet, welche als Message Lifetime be-Message Lifetime
zeichnet und durch das Symbol Tmlt dargestellt wird. Im Gegensatz zum Up-
date Delay verwendet diese Metrik als Referenzzeitpunkt für die gemessene
Verzögerung statt des Empfangszeitpunktes des ersten zweier empfangener
Frames dessen Erzeugungszeitpunkt und spiegelt somit neben der Erzeu-
gungsverzögerung und Frameverlusten auch im Netz auftretende Ende-zu-
Ende-Verzögerungen und darin enthaltene Channel Access Times wider. Die
Message Lifetime wird definiert als
Tmlt ,i = trcv,j − tgen,i , (4.40)
wobei tgen,i den senderseitigen Erzeugungszeitpunkt eines fehlerfrei empfan-
genen Frames i und trcv,j den Empfangszeitpunkt des nächsten fehlerfrei emp-
fangenen Frames j bezeichnet, der von derselben Station gesendet wurde wie
Frame i (siehe Abbildung 23).
Im Falle periodisch erzeugter Statusnachrichten, wie sie in Form von
Cooperative Awareness Messages (CAMs) in VANETs genutzt werden, be-
schreibt die Message Lifetime somit den Zeitraum zwischen der Erzeugung
einer Statusinformation und ihrer darauffolgenden Aktualisierung aus Emp-
fängersicht. Die Metrik charakterisiert daher das erreichte Alter der lokal
verfügbaren Statusinformationen über eine bestimmte Station in der Umge-
bung des Empfängers. Damit kann die Message Lifetime aus Anwendungs-
sicht als durch das Kommunikationsnetz induzierte Verzögerung interpre-
tiert werden, die zusätzlich zu weiteren Verzögerungen wie Reaktionszeiten
von Mensch und Fahrzeug auftritt.
Auch die Performanzmetriken Update Delay und Message Lifetime wer-
den wegen ihrer Distanzabhängigkeit in der Regel bezogen auf die Entfer-
nung zwischen Sender und Empfänger angegeben.
Nicht in Abbildung 23 dargestellt ist das Intertransmission Delay, welches
den Zeitraum zwischen zwei Frameübertragungen eines Senders bezeichnetIntertransmission
Delay und definiert ist als
Tint ,i = ttr,j − ttr,i . (4.41)
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Dabei bezeichnet ttr,i den Zeitpunkt des Übertragungsbeginns eines Frames
und ttr,j den Zeitpunkt des Übertragungsbeginns des nächsten Frames dessel-
ben Senders. Durch das Intertransmission Delay wird somit unabhängig vom
Erfolg der Übertragung quantifiziert, in welchem Zeitabstand eine Station auf
das gemeinsame genutzte Medium zugreift.
4.4.3 Zusammenfassende Gegenüberstellung der Performanzmetriken
Tabelle 8 zeigt zusammenfassend einen Vergleich der zuvor vorgestellten und
im Rahmen dieser Arbeit zur Leistungsbewertung verwendeten Performanz-
metriken im Hinblick auf die Berücksichtigung verschiedener Charakteristika


























































































Carrier Sense Rate (X) a) – – – – –
Interferenzfreie PDR X – – – – –
Packet Delivery Rate X X – – – –
Frame Drop Rate – – X – – –
Intertransmission Delay – – X X – b) –
Channel Access Time – – – – X –
End-to-End Delay – – – – X X
Update Delay X X X X – b) – b)
Message Lifetime X X X X X X
a) Die Carrier Sense Rate entspricht näherungsweise der interferenzfreien Packet Deli-
very Rate, falls Pr,cs = Pr,th gilt.
b) Nur differentiell (mit der Differenz aufeinanderfolgender Ausprägungen) berück-
sichtigt.
Tabelle 8: Vergleich der verwendeten Performanzmetriken im Hinblick auf die Be-
rücksichtigung verschiedener Charakteristika der Leistungsfähigkeit peri-
odischer Broadcasts in VANETs.
Wie zuvor bereits erläutert spiegelt die Packet Delivery Rate allgemein das
Ausmaß bei der Übertragung auftretender Frameverluste wider, während die
interferenzfreie Packet Delivery Rate lediglich den durch Ausbreitungseffek-
te (Pfadverlust, Shadowing, Fading) verursachten Frameverlust berücksich-
tigt und die Frame Drop Rate den Anteil noch vor der Übertragung im Sen-
der verworfener Frames quantifiziert. Diese framebezogenen Verhältnisgrö-
ßen enthalten jedoch keinerlei Information über bei der Übermittlung der
Nachricht entstehende Verzögerungen, deren Bewertung anhand der Metri-
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ken Intertransmission Delay, Channel Access Time und End-to-End Delay
möglich ist.
Darüber hinaus werden Performanzmetriken verwendet, die sowohl bei
der Übertragung entstehende Frameverluste als auch auftretende Verzöge-
rungen sowie Frame Drops in einer skalaren Größe abbilden. Update Delays
bilden die Auswirkungen ausbreitungs- und interferenzbedingter Framever-
luste ebenso ab wie Frame Drops und von der Nachrichtenerzeugungsrate ab-
hängige Erzeugungsverzögerungen. Im Netz auftretende Ende-zu-Ende-Ver-
zögerungen und darin enthaltene Channel Access Times gehen in die Berech-
nung des Update Delays jedoch nur mit der Differenz aufeinanderfolgender
Ausprägungen ein und bleiben somit in Mittelwerten und bei gleichbleiben-
der Ausprägung für aufeinanderfolgende Frames unberücksichtigt.
Die Message Lifetime hingegen spiegelt im Gegensatz zum Update De-
lay neben Frameverlusten, Frame Drops und Erzeugungsverzögerungen zu-
sätzlich auch Channel Access Times, Übertragungs- und Ausbreitungsverzö-
gerungen wider. Bei Verwendung dieser Metrik finden somit sämtliche für
die Bewertung der Dienstgüte periodischer Broadcasts in VANETs relevan-
ten Aspekte in einem einzelnen skalaren Wert Berücksichtigung. Die Messa-
ge Lifetime quantifiziert das Alter, welches die durch einen Sender erzeugte
Statusinformation aus der Perspektive eines Empfängers erreicht, bevor sie
aktualisiert wird, und kann aus Anwendungssicht daher als durch das Kom-
munikationsnetz kumulativ induzierte Verzögerung interpretiert werden. Da-
mit stellt die Message Lifetime eine sehr gut geeignete Performanzmetrik zur
Bewertung von auf Cooperative Awareness basierenden Anwendungen in
VANETs dar.
4.4.4 Metriken zur Quantifizierung der Netzlast
Der überwiegende Anteil der oben beschriebenen Metriken zur Bewertung
der Dienstgüte in VANETs wird signifikant durch die als Channel Load oderChannel Load
Netzlast bezeichnete Auslastung des gemeinsam von den Stationen genutzten
Übertragungsmediums beeinflusst. Während jedoch der Begriff der Channel
Load diese Auslastung nur in allgemeiner und abstrakter Form beschreibt, ist
für die Leistungsbewertung in Fahrzeug-zu-Fahrzeug-Kommunikationsnet-
zen die Definition von Metriken zur Quantifizierung der gegebenen Netzlast
erforderlich. Die im Rahmen dieser Arbeit zu diesem Zweck verwendeten
Metriken werden im Folgenden vorgestellt.
Sowohl die Verkehrsdichte ρ als auch die Nachrichtenerzeugungsrate fg
wirken sich unmittelbar auf die Netzlast aus. Daher wird die Nachrichtener-Nachrichtenerzeu-
gungsdichte zeugungsdichte ρg (kurz auch als Erzeugungsdichte bezeichnet) definiert als
ρg = fg · ρ , (4.42)
wobei ρ die Verkehrsdichte in Fahrzeugen pro km und fg die Nachrichten-
erzeugungsrate in Frames pro Sekunde bezeichnen. Die Nachrichtenerzeu-
gungsdichte beschreibt die insgesamt von allen Fahrzeugen in einem Ab-
schnitt definierter Länge erzeugte Anzahl von Nachrichten pro Zeiteinheit,
ihre Einheit ist Frames pro Kilometer und Sekunde.
4.4 metriken zur leistungsbewertung 111
Darüber hinaus wird in diesem Kontext auf die von Jiang et al. [86] vorge-
schlagene Communication Density oder Kommunikationsdichte zurückgegriffen Kommunikations-
dichte(vgl. Seite 49 in Abschnitt 3.1.1), um eine Vergleichbarkeit der verschiedenen
Simulationskonfigurationen in Hinblick auf die erzeugte Netzlast zu ermög-
lichen. Die Kommunikationsdichte ρcom wird im Rahmen dieser Arbeit defi-
niert als
ρcom = 2 · dcs · fg · ρ , (4.43)
wobei ρ die Verkehrsdichte in Fahrzeugen pro km, fg die Nachrichtenerzeu-
gungsrate in Frames pro Sekunde und dcs die (mittlere) Carrier-Sense-Reich-
weite in Kilometern bezeichnet. Die Einheit der Kommunikationsdichte ist
Frames pro Sekunde. Die Kommunikationsdichte entspricht nach dieser De-
finition der mittleren Anzahl erzeugter Frames pro Zeiteinheit, deren Emp-
fangsleistung an einem beliebigen Referenzpunkt in einem eindimensiona-
len Szenario theoretisch durch den Carrier-Sense-Mechanismus einer Station
detektierbar wäre. Für eine gegebene Frame- bzw. Nachrichtenlänge quan-
tifiziert die Kommunikationsdichte präzise die im Netz erzeugte Last und
berücksichtigt durch die enthaltene Carrier-Sense-Reichweite auch die ver-
wendete Sendeleistung.
Zu beachten ist, dass diese Definition von jener in [86] dahingehend ab-
weicht, dass mit dem Faktor 2 die beidseitig eines Referenzpunktes erzeug-
ten Frames berücksichtigt werden und statt der von Jiang et al. verwendeten
Kommunikationsreichweite die Carrier-Sense-Reichweite in die Berechnung
eingeht, um die Unabhängigkeit der Kommunikationsdichte von der verwen-
deten Datenrate zu erreichen, welche die Kommunikationsreichweite, jedoch
nicht die Carrier-Sense-Reichweite beinflusst.
In der Realität können jedoch Fälle auftreten, die dazu führen, dass ein in-
nerhalb der Carrier-Sense-Reichweite erzeugter Frame vom Empfänger nicht
erkannt werden kann:
• Bei sehr hoher Netzlast kann es vorkommen, dass eine sendende Station
nach der Erzeugung eines Frames nicht innerhalb des Erzeugungsinter-
valls auf den Kanal zugreifen kann (Tca > Tgen) und dieser Frame daher
vom Sender verworfen wird.
• Die Empfangsleistung eines gesendeten Frames ist zwar größer als der
Carrier-Sense-Schwellenwert Pr,cs, aufgrund einer zeitlichen Überlap-
pung mit einem oder mehreren anderen Frames wird vom Empfänger
jedoch nur eine nicht näher bestimmbare Interferenz erkannt.
Beide Fälle führen dazu, dass die Kommunikationsdichte für eine einzelne
Station nicht auf direktem Wege messbar ist. Soll jedoch eine Station in die Lokal messbare
NetzlastmetrikenLage versetzt werden, ihr Verhalten adaptiv an die gegebene Netzlast an-
zupassen, sind Metriken zur Quantifizierung der Netzlast notwendig, deren
Wert für die Station durch lokale Messung verfügbar ist.
Die Empfangsleistung ist für die Quantifizierung der Netzlast in drahtlo-
sen Netzen von grundlegender Bedeutung. In diesem Zusammenhang müs- Empfangsleistung
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sen jedoch verschiedene Begriffe unterschieden werden. Mit dem Formelzei-
chen Pr,cum wird die für einen Empfänger wahrnehmbare kumulative Emp-
fangsleistung bezeichnet, die sich zusammensetzt aus der Rauschleistung N,
der Leistung des empfangenen Frames Pr sowie der Interferenzleistung PI .
Die Rauschleistung N ist ein Maß für das unabhängig vom Empfang eines
Signals vorhandene Grundrauschen (Noise Floor) im Empfänger. Die empfan-
gene Signalleistung Pr bezieht sich auf den Frame, zu dessen Signal sich der
Empfänger während des Empfangs der Präambel synchronisiert und der im
Anschluss vom Empfänger decodiert wird. Sämtliche sonstigen Signale, die
auf demselben Kanal empfangen werden, stellen aus Sicht des Empfängers In-
terferenzen dar, deren kumulative Leistung sich in der Interferenzleistung PI
widerspiegelt.
Im Rahmen dieser Arbeit werden nur Interferenzen durch zeitlich überlap-
pende Frameübertragungen betrachtet. Außerdem geht das in Abschnitt 4.5
vorgestellte Simulationsmodell vereinfachend davon aus, dass sämtliche emp-
fangenen Signale zueinander unkorreliert sind, sodass sich die Interferenz-
leistung als Summe der Leistungen der zeitgleich empfangenen interferieren-
den Frames ergibt. Für die kumulative Empfangsleistung ergibt sich unter
dieser Annahme somit
Pr,cum = Pr + PI + N . (4.44)
Die Channel Busy Time γ wird in [49] als Metrik zur Quantifizierung der
Channel Load vorgeschlagen. Sie wird als Anteil der Zeit definiert, während-Channel Busy Time
dessen die im Zeitverlauf aufgrund von beginnenden und endenden Frame-
übertragungen variierende kumulative Empfangsleistung Pr,cum = Pr,cum(t)
einem definierten Schwellenwert mindestens gleich ist. Für die auf einen
Schwellenwert Pth bezogene Channel Busy Time zu einem beliebigen Beob-
achtungszeitpunkt t gilt formal





H (Pr,cum(τ)− Pth) dτ , (4.45)
wobei Tobs die üblicherweise zu Tobs = 1,0 s gewählte Beobachtungsdauer und
H(x) die Heaviside-Funktion bezeichnet mit
H(x) =
0 für x < 01 für x ≥ 0 . (4.46)
Als Schwellenwert Pth werden im Kontext dieser Arbeit sowohl der Carrier-
Sense-Schwellenwert Pr,cs als auch die in [49] definierte Standard-Empfänger-
empfindlichkeit Pr,de f = NDL_de f DccSensitivity = −85dBm verwendet. Die
daraus resultierenden Channel Busy Times werden mit γcs bzw. γde f bezeich-
net.
Es kann vermutet werden, dass die Verwendung der Channel Busy Time
nicht immer eine präzise Beurteilung der Netzlast erlaubt, da diese lediglich
den zeitlichen Anteil der Überschreitung eines Schwellenwertes, nicht jedoch
den Grad der Überschreitung quantifiziert. Auf diesen Aspekt wird in Ab-
schnitt 5.4 näher eingegangen.
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4.5 simulationsumgebung
In diesem Abschnitt wird die im Rahmen der vorliegenden Arbeit entwickel-
te Simulationsumgebung zur Modellierung, Untersuchung und Leistungsbe-
wertung von VANETs vorgestellt. Zunächst wird in Abschnitt 4.5.1 die auf
einer Kopplung von Verkehrsfluss- und Netzwerksimulation beruhende Ar-
chitektur der Simulationsumgebung eingeführt. Abschnitt 4.5.2 beschreibt an-
schließend Funktionsumfang und Methodik der Netzwerksimulation auf Ba-
sis des Simulationswerkzeugs OMNeT++, bevor Abschnitt 4.5.3 das Konzept
der auf dem Simulator SUMO (Simulation of Urban MObility) aufbauenden
Verkehrsflusssimulation zusammenfasst.
4.5.1 Architektur
Für eine aussagekräftige und auf die Realität übertragbare Bewertung der
Performanz mobiler Ad-hoc-Netze auf Basis von Simulationen ist eine prä-
zise Modellierung der Teilnehmermobilität unverzichtbar. In VANETs wird
die Teilnehmermobilität von dem zugrunde liegenden Fahrzeugverkehr be-
stimmt, welcher aufgrund der vielfältigen Wechselwirkungen zwischen den
am Verkehr partizipierenden Fahrzeugen und dem Verkehrsnetz ein überaus
komplexes System darstellt [70, 177]. Die üblicherweise auf dem Gebiet der
Mobilkommunikation verwendeten, vergleichsweise einfachen Mobilitätsmo-
delle wie das Random Walk, Random Waypoint, Gauss-Markov oder Man-
hattan Modell [11, 22, 67] sind daher nicht für eine realitätsnahe Abbildung
der Teilnehmermobilität in VANETs geeignet.
Eine realitätsnahe Nachbildung des Fahrzeugverkehrs ist jedoch mit Me-
thoden der mikroskopischen Verkehrsflussmodellierung möglich. Im Gegen-




sche Verkehrsflussmodelle das Verhalten jedes einzelnen Fahrzeugs nach [5,
70, 177] und eignen sich aus diesem Grund zur Bereitstellung von Mobilitäts-
daten in VANETs. Implementierungen mikroskopischer Modellierungsansät-
ze finden sich in verschiedenen zur Untersuchung von Straßenverkehrsnet-
zen entwickelten Verkehrsflusssimulatoren, auf deren Funktionalität daher
bei der Simulation von VANETs zurückgegriffen werden kann [67, 68].
Die im Rahmen dieser Arbeit entwickelte Simulationsumgebung zur Leis-
tungsbewertung von VANET stützt sich auf eine Kopplung von Netzwerk- Kopplung von
Netzwerk- und Ver-
kehrsflusssimulation
simulation und mikroskopischer Verkehrsflusssimulation, um eine realitäts-
nahe Modellierung der Teilnehmermobilität zu gewährleisten. Die Bereitstel-
lung von Mobilitätsdaten erfolgt dabei durch den Verkehrsflusssimulator
SUMO (Simulation of Urban MObility) [9, 101, 160], der an ein Netzwerk-
simulationsmodell auf Basis des Simulators OMNeT++ [118, 178, 179] an-
gebunden wird. Die daraus resultierende Architektur der Simulationsumge-
bung zeigt Abbildung 24.
Zur Kopplung von Netzwerk- und Verkehrsflusssimulation dient die von
Wegener et al. in [181] vorgestellte Schnittstellenarchitektur TraCI (Traffic TraCI: Traffic
Control InterfaceControl Interface). TraCI ermöglicht die Interaktion der simultan laufenden
Instanzen eines Netzwerk- und eines Verkehrsflusssimulators, indem ein






















TraCI: SUMO Traffic Control Interface
SUMO: Simulation of Urban MObility
Abbildung 24: Architektur der Simulationsumgebung mit Kopplung von Netzwerk-
und Verkehrsflusssimulation.
TraCI-Server, der Bestandteil des Verkehrsflusssimulators ist, und ein TraCI-
Client, der Bestandteil des Netzwerksimulators ist, auf Basis des zu diesem
Zweck definierten TraCI-Protokolls über eine TCP-Verbindung miteinander
kommunizieren.
Der Simulationsablauf wird dabei durch den TraCI-Client gesteuert. Die-
ser initialisiert den Auf- und Abbau der Verbindung, stellt die Synchroni-
sation der Simulationszeit beider Simulatoren sicher und löst jeweils durch
einen entsprechenden Steuerbefehl (Request) die Abarbeitung eines Simulati-
onsschrittes innerhalb des Verkehrsflusssimulators aus, der daraufhin neben
einer Bestätigung des Befehls die aktualisierten Positions- und Bewegungsin-
formationen der im Netz befindlichen Fahrzeuge an den Client zurückliefert
(Response). Während der Server den Client auf diese Weise mit den aktuel-
len Mobilitätsdaten der Fahrzeuge versorgt, erlaubt das TraCI-Protokoll dem
Client darüber hinaus, das Verhalten von Fahrzeugen und anderen Objekten
innerhalb der Verkehrsflusssimulation durch entsprechende Steuerbefehle zu
beeinflussen. Dies ermöglicht beispielsweise eine vom Netzwerksimulator ge-
steuerte Anpassung der Geschwindigkeit oder der Route eines Fahrzeugs.
Von dieser Möglichkeit wird im Rahmen der vorliegenden Arbeit jedoch kein
Gebrauch gemacht.
Obwohl TraCI als generelle Schnittstellenarchitektur grundsätzlich nicht
an die Verwendung bestimmter Simulationswerkzeuge gebunden ist, stel-
len die Autoren in [181] bereits die Implementierung eines TraCI-Servers für
den Verkehrsflusssimulator SUMO vor. Inzwischen bildet TraCI einen festen
Bestandteil des SUMO-Softwarepakets, auf den die hier beschriebene Simu-
lationsumgebung zurückgreift. Weitere Details zu TraCI können daher der
SUMO-Dokumentation entnommen werden [160].
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Die Client-Seite von TraCI stellt eine Erweiterung des verwendeten Netz-
werksimulators OMNeT++ dar und wird im Zuge der Beschreibung der für
diese Arbeit relevanten OMNeT++-Module in Abschnitt 4.5.2.1 näher erläu-
tert. Der innerhalb der Simulationsumgebung verwendete TraCI-Client ist
eng angelehnt an die von Sommer et al. in [156] vorgestellte und öffentlich
zur Verfügung gestellte Implementierung der entsprechenden OMNeT++-
Module TraCIScenarioManager und TraCIMobility.
4.5.2 Netzwerksimulation
Die Grundlage der Netzwerksimulation und damit zugleich den Kern der
im Rahmen der vorliegenden Arbeit verwendeten Simulationsumgebung bil-
det der objektorientierte, modulare, diskrete und ereignisorientierte Simula-
tor OMNeT++ . Der Simulator wird zwar auch auf anderen Anwendungsge-
bieten verwendet, primär ausgelegt ist OMNeT++ jedoch für die Simulation
von Kommunikationsnetzen und hat in diesem Bereich weite Verbreitung ge-
funden. OMNeT++ steht quelloffen (Open Source) zur Verfügung [118, 178,
179].
Ein Simulationsmodell in OMNeT++ wird aus wiederverwendbaren Kom-
ponenten erstellt, die als Module bezeichnet werden und durch Gates genannte Modulhierarchie in
OMNeT++Schnittstellen miteinander verbunden werden können. Die Struktur eines Si-
mulationsmodells wird mithilfe der zu diesem Zweck geschaffenen Spezifika-
tionssprache NED (Network Description) definiert. Von besonderer Bedeutung
für die Erstellung eines Simulationsmodells in OMNeT++ ist die Möglich-
keit, mehrere Module als Submodules in einem sogenannten Compound Modu-
le zusammenzufassen und so eine verschachtelte Modulhierarchie mit einer
beliebigen Anzahl von Hierarchiestufen zu erzeugen.
Auf der höchsten Stufe dieser Modulhierarchie wird das Simulationsmo-
dell durch ein System Module genanntes Compound Module repräsentiert,
welches das zu simulierende Netz darstellt. Die Module der niedrigsten Stu-
fe der Modulhierarchie, die im Gegensatz zu Compound Modules keine
Submodules enthalten, werden als Simple Modules bezeichnet und definieren
das Verhalten des Simulationsmodells. Die Implementierung des Verhaltens
der Simple Modules erfolgt in C++ unter Verwendung der Klassenbiblio-
thek von OMNeT++, welche die notwendigen Basisklassen zur Verfügung
stellt [118, 178, 179].
Die Kommunikation zwischen verschiedenen Modulen ist durch den Aus-
tausch von Nachrichten (OMNeT++-Messages) möglich, die beliebige Daten Messages in
OMNeT++enthalten können und entweder über ein Gate oder, wie bei der Modellierung
des Funkkanals drahtloser Netze üblich, direkt an das empfangende Modul
gesendet werden. OMNeT++-Messages bieten darüber hinaus die Möglich-
keit, Nachrichten ineinander zu kapseln und so die Paketerzeugung in einem
Protokollstack nachzubilden [118, 178, 179].
Eine wertvolle Unterstützung bei der Modellierung erweiterter endlicher
Automaten innerhalb eines Simple Modules bietet die in OMNeT++ enthal-
tene Implementierung einer Finite State Machine (FSM), mit der sich auf ele-
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gante Weise beliebig komplexes Prozessverhalten in Form eines Zustands-
übergangsdiagramms in C++ implementieren lässt [118].
Die Definition verschiedener Modultypen, deren Instanzen als Komponen-
ten eines Simulationsmodells verwendet werden können, und die mit der mo-
dularen Architektur einhergehende Wiederverwendbarkeit erlauben die Ent-
wicklung von Komponentenbibliotheken für verschiedene Anwendungszwe-
cke. Für die Simulation von Kommunikationsnetzen mit OMNeT++ stehen
verschiedene umfangreiche Komponentenbibliotheken zur Verfügung. Von
besonderer Bedeutung ist in diesem Kontext das sehr weit verbreitete INET
Framework, welches Simulationsmodelle einer Vielzahl von Protokollen derINET Framework
Internetprotokollfamilie beinhaltet. Dazu gehören beispielsweise Implemen-
tierungen von TCP, UDP, IPv4 und IPv6, außerdem Protokolle der Siche-
rungsschicht wie PPP, IEEE 802.3 oder IEEE 802.11 sowie Mobilitäts- und
Applikationsmodelle. Das INET Framework weist eine hervorragende Eig-
nung für die Simulation von Wireless LANs nach dem Standard IEEE 802.11
auf, da es eine detaillierte Modellierung des Medienzugriffs sowie des MAC-
Managements von IEEE 802.11 beinhaltet.
Das INETMANET-Framework ist ein von Alfonso Ariza Quintana gepfleg-
ter paralleler Entwicklungszweig des INET Frameworks, der neben dessenINETMANET-
Framework vollständiger Funktionalität eine Reihe von Erweiterungen zur Modellierung
von drahtlosen Netzen und Mobile Ad-Hoc Networks (MANETs) enthält [83,
118]. Diese öffentlich verfügbare Komponentenbibliothek dient als Ausgangs-
basis für das in diesem Abschnitt beschriebene Simulationsmodell.
Um das Framework für die Simulation von VANETs verwenden zu können,
sind jedoch umfangreiche Erweiterungen und Anpassungen notwendig. Auf
Basis des INETMANET-Frameworks wurde daher im Rahmen der vorliegen-
den Arbeit eine Komponentenbibliothek geschaffen, welche die realitätsnahe
Simulation periodischer Broadcast-Kommunikation in VANETs ermöglicht.
Die entwickelten OMNeT++-Module und ihre Funktionalität werden im wei-
teren Verlauf dieses Abschnitts vorgestellt.
4.5.2.1 Simulationsmodule
Eines der wichtigsten Module des Simulationsmodells ist das Compound Mo-
dule ITS-Station, dessen schematischen Aufbau Abbildung 25 veranschaulichtCompound Module
ITS-Station und dessen Submodules im Folgenden kurz erläutert werden sollen.
Das Simple Module CAM-Application ist für die Erzeugung und das Ver-
senden von Cooperative Awareness Messages (CAMs) sowie die Verarbei-
tung empfangener CAMs verantwortlich. Da das Simulationsmodell nicht
die Nachbildung einer bestimmten Applikation anstrebt, sondern sich auf
die Modellierung von Cooperative Awareness auf Basis periodisch versende-
ter Statusnachrichten konzentriert, beschränkt sich die Verarbeitung empfan-
gener CAMs auf deren statistische Erfassung. Details zur Implementierung
der Nachrichtenerzeugung finden sich in Abschnitt 4.5.2.2.
Das Simple Module DENM-Application unterstützt die Erzeugung, das Ver-
senden, den Empfang und die Verarbeitung von Decentralized Environmen-












Abbildung 25: Schematischer Aufbau des Compound Modules ITS-Station mit Sub-
modules.
Modul jedoch nicht verwendet, da ausschließlich die Performanz periodi-
scher CAM-Broadcasts untersucht wird.
Das Compound Module GeoNetworking unterstützt in seiner aktuellen Ver-
sion die Multi-Hop Weiterleitung von Paketen im GeoBroadcast-Modus ge-
mäß der ETSI-Standardspezifikation in [48]. Da sich die vorliegende Arbeit
auf die Untersuchung von Single-Hop-Broadcasts konzentriert, wird diese
Funktionalität jedoch nicht genutzt.
Das Compound Module ITS-G5 stellt ein Simulationsmodell einer Kommu-
nikationsschnittstelle dar, welche den Standardspezifikationen ITS-G5 [55] Compound Module
ITS-G5und 802.11p [77] entspricht und die Bitübertragungsschicht (Physical Lay-
er) sowie die Sicherungsschicht (Data Link Layer) der Station umfasst. Die-
ses Modul ist von besonderer Bedeutung für die im Rahmen dieser Arbeit
durchgeführten Untersuchungen. Ein wesentlicher Teil der hierfür notwen-
digen Funktionalität ist innerhalb der vier enthaltenen Submodules (Simple
Modules) verortet, die im Folgenden kurz erläutert werden.
Das Management-Modul steuert in infrastrukturbasierten Netzen Prozesse
zur Auffindung von Access Points (Scanning) sowie zur Authentifizierung
und Assoziierung der Stationen innerhalb eines Basic Service Sets (BSS) und
erzeugt, versendet und verarbeitet die zu diesem Zweck auszutauschenden
Management-Frames [76]. Innerhalb eines VANETs kommunizieren die Sta-
tionen jedoch im als Outside the Context of a BSS (OCB) bezeichneten Modus
(vgl. [55, 77] und Abschnitt 2.2.5), sodass ein Rückgriff auf diese Prozesse
nicht notwendig ist. Die genutzte Funktionalität des Management-Moduls re-
duziert sich daher auf die Erzeugung (Encapsulation) von ITS-G5-Frames in
Form von MAC Protocol Data Units (MPDUs) [55] und deren Verarbeitung
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(Decapsulation) sowie die Bereitstellung getrennter Warteschlangen (Queues)
für ausgehende Daten- und Management-Frames.4
Um den Anforderungen periodisch erzeugter Statusnachrichten gerecht
zu werden, wurde das Modul außerdem um einen Mechanismus zum Er-
setzen veralteter Statusnachrichten erweitert: Erhält das ITS-G5-Modul vom
GeoNetworking-Modul ein zu übertragendes Paket, das eine CAM beinhaltet,
wird nach der Erzeugung des ITS-G5-Frames zunächst die Ausgangswarte-
schlange für Datenframes innerhalb des Management-Moduls und anschlie-
ßend das MAC-Modul geprüft. Wartet bereits ein Frame mit einer älteren
CAM auf eine Übertragung, wird dieser verworfen, da die enthaltenen Sta-
tusinformationen mit Erzeugung der neueren CAM als veraltet betrachtet
werden können, und durch den neuen Frame ersetzt.
Das Modul MAC (Medium Access Control) bildet die gleichnamige Teil-
schicht der Sicherungsschicht ab und beinhaltet die vollständige Funktiona-
lität der Distributed Coordination Function (DCF) von IEEE 802.11, welche
den Zugriff auf das gemeinsam genutzte Übertragungsmedium nach den
Regeln von CSMA/CA steuert [76]. Wegen der besonderen Bedeutung für
diese Arbeit wird auf die Funktionalität des Moduls in Abschnitt 4.5.2.3
näher eingegangen.
Das Modul DCC (Decentralized Congestion Control) beinhaltet eine Imple-
mentierung von Methoden zur Überlaststeuerung in Anlehnung an die ETSI
Technical Specification 102 687 [49]. Das Modul erlaubt eine dynamische An-
passung von Sendeleistung, Nachrichtenerzeugungsrate, Datenrate und Car-
rier-Sense-Schwellenwert in Abhängigkeit der Netzlast während der Simula-
tionslaufzeit. Zur Quantifizierung der Netzlast berechnet das Modul darüber
hinaus in regelmäßigen Abständen die in Abschnitt 4.4.4 definierte Channel
Busy Time. Dabei stellen sowohl die Beobachtungsdauer Tobs, welche für die
in Kapitel 5 vorgestellten Untersuchungen zu Tobs = 1,0 s gewählt wird, als
auch der Schwellenwert der Empfangsleistung Pth konfigurierbare Modulpa-
rameter dar.
Die in der vorliegenden Arbeit vorgestellten Untersuchungen verwenden
das Modul DCC lediglich zur Berechnung und statistischen Erfassung der
Channel Busy Time und der übrigen in Abschnitt 4.4.4 definierten lokal
messbaren Netzlastmetriken. Eine dynamische Anpassung der vorgenannten
Kommunikationsparameter während eines Simulationslaufes erfolgt hinge-
gen nicht.
Ein abstraktes Modell der Bitübertragungsschicht (Physical Layer) von
IEEE 802.11 beinhaltet das Radio-Modul, welches aus dem vom MAC-Modul
über das DCC-Modul weitergeleiteten Frame (MPDU) einen Physical-Lay-
er-Frame, die PLCP Protocol Data Unit (PPDU), erzeugt und mit dessen
Übertragung beginnt. Das Modul ChannelControl (siehe Seite 116) informiert
daraufhin die Radio-Module der übrigen im Netz vorhandenen Stationen
über den Übertragungsbeginn. Die Hauptaufgabe des Radio-Moduls besteht
in der anschließend zu treffenden Entscheidung über Erfolg oder Misserfolg
4In beiden Queues wird grundsätzlich First In First Out (FIFO) als Warteschlangendiszi-
plin angewendet. Das Vorhalten einer separaten Warteschlange für Management-Frames dient
deren priorisierter Bearbeitung.
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des Frameempfangs. Hierzu berechnet das Modul mithilfe des verwendeten
Ausbreitungsmodells die Empfangsleistung jedes Frames sowie das während
des Frameempfangs gegebene Interferenzniveau. Auf die Funktionsweise des
Radio-Moduls wird wegen dessen besonderer Bedeutung für die in Kapitel 5
vorgestellten Untersuchungen in Abschnitt 4.5.2.4 näher eingegangen.
Das Simple Module InterfaceTable verwaltet eine Liste sämtlicher verfügba-
ren Kommunikationsschnittstellen der Station und erlaubt anderen Modulen
den Zugriff auf diese Schnittstellen. Im vorliegenden Fall verfügt die ITS-
Station lediglich über ein Loopback- sowie das beschriebene ITS-G5-Interface.
Das Mobility-Modul ist für die Verwaltung der Positions- und Bewegungs-
informationen der Station verantwortlich, welche über die Traffic Control
Interface (TraCI) genannte Schnittstelle [181] vom Verkehrssimulator SU- Simple Module
MobilityMO [101, 160] bezogen werden. Das Modul basiert mit geringfügigen Än-
derungen auf dem von Sommer et al. für OMNeT++ entwickelten Simple
Module TraCIMobility [156].
Darüber hinaus sind weitere Module zur Steuerung der Simulation notwen-
dig. Ein typisches VANET-Simulationsszenario beinhaltet neben einer will-





Das Simple Module ChannelControl verwaltet eine Liste sämtlicher Stationen
im Netz, die jeweils deren aktuelle Position, den aktuell gewählten Funk- Simple Module
ChannelControlkanal5 sowie eine Liste der in Reichweite befindlichen Nachbarstationen
beinhaltet. Beginnt eine der Stationen im Netz mit der Übertragung eines
Frames, so informiert das ChannelControl-Modul die Radio-Module sämt-
licher benachbarter Stationen nach einer entfernungsabhängigen Ausbrei-
tungsverzögerung über den Übertragungsbeginn, sodass der Decodiervor-
gang des Frames im Radio-Modul der empfangenden Station begonnen wer-
den kann. Ist ein erfolgreiches Decodieren eines Frames nicht möglich, wird
das empfangene Funksignal vom Radio-Modul als Interferenz behandelt. Um
auch die Berücksichtigung kleinster Interferenzen im Simulationsmodell zu
gewährleisten, wird das ChannelControl-Modul im Rahmen dieser Arbeit so
konfiguriert, dass das Modul sämtliche im Netz vorhandenen Stationen als
Nachbarn jeder anderen Station im Netz behandelt.
Für die Anbindung der Netzwerksimulation an den Verkehrsflusssimula-
tor SUMO ist das Simple Module ScenarioManager verantwortlich, welches die
in Abschnitt 4.5.1 skizzierten Aufgaben eines TraCI-Clients übernimmt [181]. Simple Module
ScenarioManagerEs verbindet OMNeT++ unter Verwendung der TraCI-Schnittstelle über eine
TCP-Verbindung mit einer SUMO-Serverinstanz, liest Positions- und Bewe-
gungsdaten sämtlicher Fahrzeuge im Netz und aktualisiert dementsprechend
5Dies erlaubt dem Simulationsmodell die Unterstützung von Mehrkanalbetrieb, der in
dieser Arbeit allerdings nicht untersucht wird.
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die Mobility-Module der korrespondierenden ITS-Stationen. Das Modul ist
eng angelehnt an das von Sommer et al. zu diesem Zweck entwickelte Simp-
le Module TraCIScenarioManager und als von diesem abgeleitete Klasse imple-
mentiert [156]. Im Vergleich zur Basisklasse wurde das Modul unter anderem
um eine Möglichkeit zur parallelen Abarbeitung mehrerer Simulationsläufe
durch verschiedene Simulatorinstanzen und die zu diesem Zweck notwendi-
ge automatisierte Zuweisung unterschiedlicher Ports erweitert. Dies erlaubt
eine in großem Umfang parallelisierte Simulation auf einem Rechencluster,
wie sie für die in Kapitel 5 vorgestellten Untersuchungen unverzichtbar ist.
Das Compound Module ThroughputMonitor dient der statistischen Er-
fassung des erzielten Netzdurchsatzes auf der Grundlage der empfange-
nen Nutzdaten6 (Goodput). Da eine Berechnung des Durchsatzes durchCompound Module
ThroughputMonitor die im Netz befindlichen ITS-Stationen, die selbst regelmäßig Daten sen-
den und während der Dauer der eigenen Übertragung nicht empfangsbe-
reit sind, keine exakten Ergebnisse liefern kann, wird diese Aufgabe vom
ThroughputMonitor-Modul wahrgenommen, das keinerlei Daten sendet. Der
Aufbau des Moduls ist annähernd identisch mit dem Modul ITS-Station (sie-
he Abbildung 25), allerdings unterstützt das Modul keine Mobilität, sondern
wird ortsfest an zentraler Stelle im Netz positioniert. Zur Erfüllung seiner
Aufgabe meldet das ThroughputMonitor-Modul mithilfe seines Submodules
CAM-Application in periodischen Abständen die empfangene Datenmenge
an das Modul StatisticCollector, das im Folgenden näher beschrieben wird.
Das Simple Module StatisticCollector ist ein im Rahmen der vorliegen-
den Arbeit vollständig neu entwickeltes, äußerst umfangreiches OMNeT++-Simple Module
StatisticCollector Modul zur zentralen Erfassung, Verarbeitung und Verwaltung statistischer
Daten, die ihren Ursprung in einem beliebigen anderen Modul innerhalb
des untersuchten Netzes haben können. Das StatisticCollector-Modul erlaubt
eine globale Sicht auf das Verhalten und die Performanz des Netzes und
dient zur Berechnung der in Abschnitt 4.4 vorgestellten Performanzmetriken.
Details zur Funktionsweise und Implementierung dieses Moduls finden sich
in Abschnitt 4.5.2.5.
Tabelle 9 fasst die wichtigsten verwendeten OMNeT++-Module und deren
Relation zum INETMANET-Framework noch einmal zusammen. Ausgangs-
basis für die OMNeT++-Module der im Rahmen der vorliegenden Arbeit ent-
wickelten VANET-Simulationsumgebung ist die öffentlich verfügbare Versi-
on des INETMANET-Frameworks [83] vom 18. März 20117. Art und Umfang
der vorgenommenen Änderungen zur Schaffung einer für die Leistungsbe-
wertung in VANETs geeigneten Simulationsumgebung erstrecken sich dabei
von der Korrektur von Implementierungsfehlern über die Verbesserung der
Modellierungsgenauigkeit bis zur Erweiterung um VANET-spezifische Fea-
tures – entweder auf Grundlage bereits vorhandener Module oder als voll-
ständige Neuimplementierung.
6Die betrachteten Nutzdaten und damit der ermittelte Durchsatz beinhalten den in VA-
NETs nicht unbeträchtlichen Security-Overhead.



























Tabelle 9: Zusammenfassung der innerhalb der entwickelten Simulationsumgebung
verwendeten OMNeT++-Module und ihrer Relation zur Ausgangsbasis im
INETMANET-Framework [83].
Im Folgenden wird das Verhalten des resultierenden Netzwerk-Simulati-
onsmodells im Hinblick auf einige für die durchgeführten Untersuchungen
besonders relevante Aspekte näher erläutert.
4.5.2.2 CAM-Erzeugung
Wie in Abschnitt 4.5.2.1 bereits dargelegt wurde, ist das Simple Module CAM-
Application für die periodische Erzeugung von Cooperative Awareness Mes-
sages (CAMs) verantwortlich. Die Erzeugungsfrequenz fg, mit der die Status-
nachrichten generiert werden, stellt dabei ebenso wie die Nachrichtenlänge
in Bytes einen konfigurierbaren Modulparameter dar.
Um eine unerwünschte und in der Realität nicht vorhandene Synchronisa-
tion der CAM-Erzeugungszeitpunkte unterschiedlicher Stationen im Netz zu
verhindern, folgen die Zeitpunkte der ersten Nachrichtenerzeugung jeder Sta-
tion einer stetigen Gleichverteilung in einem Intervall der Länge 1/ fg. Darüber Jitter der
Nachrichtenerzeu-
gungsverzögerung
hinaus wird das CAM-Erzeugungsintervall mit einem Jitter Jgen beaufschlagt,
der ebenfalls einer stetigen Gleichverteilung folgt:
Jgen ∼ U
( −1





Für die Erzeugungsverzögerung Tgen, die im Hinblick auf eine bestimmte
Station das Zeitintervall zwischen zwei aufeinanderfolgenden Nachrichtener-
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Nach Erzeugung einer Statusnachricht wird diese ohne weitere Verzöge-
rungen über das GeoNetworking-Modul an das Modul ITS-G5 übergeben
(siehe Abbildung 25), welches für die Erzeugung und Übertragung eines ent-
sprechenden Datenframes verantwortlich ist.
Wird ein Frame von einer ITS-Station erfolgreich empfangen, leitet diese
die enthaltene CAM zwar an ihr CAM-Application Modul weiter, darüber
hinaus erfolgt jedoch keine weitere Verarbeitung der Statusnachricht. Im Fall
des ThroughputMonitor-Moduls (siehe Abschnitt 4.5.2.1) dient das SimpleDurchsatz-
berechnung Module CAM-Application jedoch auch der statistischen Erfassung des erziel-
ten Netzdurchsatzes auf der Grundlage der empfangenen Nutzdaten (Good-
put). Zu diesem Zweck meldet das Modul in periodischen Abständen die im
konfigurierten Beobachtungsintervall8 empfangene Anzahl an Nutzdatenbits,
welche sich auf die Gesamtlänge einer CAM inkl. des implementierungsab-
hängigen Security-Overheads beziehen, an das Modul StatisticCollector.
4.5.2.3 Medienzugriff
Die vorliegende Arbeit untersucht die Dienstgüte und Performanz periodi-
scher CAM-Broadcasts in VANETs. Da der Inhalt dieser sicherheitsrelevan-
ten Nachrichten grundsätzlich für jedes Fahrzeug von Bedeutung sein kann,
verwenden sämtliche an der Kommunikation teilnehmenden Stationen einen
gemeinsamen Funkkanal. Der Zugriff auf das gemeinsam genutzte Übertra-
gungsmedium wird nach den Regeln der Distributed Coordination Func-
tion (DCF) von IEEE 802.11 und des damit verbundenen Zugriffsverfahrens
CSMA/CA gesteuert [76].
Die vollständige Funktionalität der DCF ist im MAC-Modul der ITS-Station
implementiert, das zu übermittelnde Frames einzeln aus der entsprechen-Aufgaben des
MAC-Moduls den Warteschlange des Management-Moduls übernimmt und anschließend
das Medienzugriffsverfahren auf Basis von CSMA/CA durchführt, bevor
der Frame zur Übertragung an das Radio-Modul weitergegeben wird. Im
Fall einer Unicast-Übertragung ist das Modul außerdem für die Handha-
bung von Bestätigungen (ACK-Frames) sowie die wiederholte Frameübertra-
gung im Fehlerfall zuständig und steuert den RTS/CTS-Frameaustausch,
falls die Framelänge den RTS-Schwellenwert überschreitet. Im Fall einer
Multicast- oder Broadcast-Adressierung hingegen, wie sie in Form peri-
odischer CAM-Broadcasts Gegenstand der vorliegenden Arbeit ist, entfal-
len sowohl das Versenden von ACK-Frames als auch die Anwendung des
RTS/CTS-Mechanismus (vgl. [76] und Abschnitt 2.2.4.3).
Darüber hinaus unterstützt das MAC-Modul den Regeln des in [76] defi-
nierten EDCA-Verfahrens entsprechend die Priorisierung des Medienzugriffs
in Abhängigkeit der einem Frame zugeordneten Access Category (AC). Diese
Funktionalität ist für die vorliegende Arbeit jedoch lediglich von untergeord-
neter Bedeutung, da Gegenstand der Untersuchungen ausschließlich CAM-
Broadcasts sind. Sämtliche erzeugten Frames werden aus diesem Grund der-
selben Access Category zugeordnet, sodass sämtliche Frameübertragungen
8Grundlage der in Kapitel 5 vorgestellten Ergebnisse ist ein Beobachtungsintervall zur
Ermittlung des Durchsatzes von Tobs = 1,0 s.
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unter Verwendung derselben EDCA-Parameter CWmin, CWmax und AIFS er-
folgen.
Die wichtigste Aufgabe der Medienzugriffssteuerung besteht in der Durch-
führung des auf Carrier-Sense-Mechanismus und Backoff-Prozedur beruhen-
den CSMA/CA-Verfahrens. Daher bildet eine auf der Finite State Machi-
ne (FSM) von OMNeT++ basierende Implementierung dieses Verfahrens den
Kern des MAC-Moduls. Die für den Carrier-Sense-Mechanismus notwen-
dige Information über den Belegungszustand des Übertragungsmediums
erhält das MAC-Modul dabei vom Radio-Modul. Die DCF- und EDCA-
Spezifikation des IEEE 802.11 Standards [76] schreibt die Initiierung der
Backoff-Prozedur im Anschluss an die folgenden Situationen vor:9
(a) Die MAC-Teilschicht der Station erhält einen neuen zu übertragenden
Frame und der Backoff-Timer hat den Wert Null. Die Station prüft dar-
aufhin für die Dauer eines AIFS das Übertragungsmedium und erkennt,
dass dieses belegt ist.
(b) Die Station beendet erfolgreich die Übertragung eines Frames (oder er-
kennt eine fehlgeschlagene Übertragung).
Die Backoff-Prozedur endet, sobald der Backoff-Timer den Wert Null erreicht
und die Station kann anschließend mit der Übertragung beginnen, sofern ein
zu übertragender Frame vorhanden ist.
Die Durchführung der Backoff-Prozedur in Situation (b) wird üblicherwei-
se als Post-Backoff bezeichnet. Im Unicast-Fall beginnt diese Backoff-Prozedur Post-Backoff
bei erfolgreicher Übertragung nach dem Empfang einer Bestätigung oder
bei fehlgeschlagener Übertragung nach dem Ablauf des entsprechenden Ti-
mers. Im Broadcast-Fall, welcher eine Unterscheidung zwischen Erfolg und
Misserfolg der Frameübertragung nicht erlaubt, beginnt sie direkt nach dem
Ende der Frameübertragung. Abbildung 26a zeigt ein vereinfachtes Prozess-
diagramm bei Broadcast-Übertragung nach den Regeln des im IEEE 802.11
Standard [76] spezifizierten CSMA/CA-Medienzugriffsverfahrens mit Post-
Backoff.
Grundsätzlich kann eine Station dabei auf das Medium zugreifen, ohne un-
mittelbar vor dem Medienzugriff die Backoff-Prozedur durchzuführen. Aller-
dings setzt dies voraus, dass nach Abschluss einer Übertragung kein weiterer
Frame auf eine Übertragung wartet, der Post-Backoff vor Ankunft des nächs-
ten zu übertragenden Frames abgeschlossen ist und der Carrier-Sense-Me-
chanismus nach Ankunft des zu übertragenden Frames für die Dauer eines
AIFS ein freies Medium erkennt, denn anderenfalls tritt Situation (a) ein.
Im Kontext der Untersuchung periodischer Broadcasts kann der Post-
Backoff möglicherweise ein wichtiges Detail des CSMA/CA-Verfahrens dar-
stellen. Da die Erzeugungsverzögerung dieser Nachrichten in der Regel deut-
lich größer ist als die Dauer der Backoff-Prozedur, werden die beiden erst-
genannten Voraussetzungen üblicherweise erfüllt. Ein daraus resultierender
9Auf die Besonderheiten des Backoff-Verfahrens im Zusammenhang mit Transmission
Opportunities (TXOPs) sowie internen Kollisionen zwischen Frames verschiedener EDCA-
Prioritätsklassen wird hier nicht näher eingegangen, da diese für die vorliegende Arbeit nicht
von Bedeutung sind.



































































































































































































































































































































































































































































































Medienzugriff ohne unmittelbar vorangegangene Backoff-Prozedur ist in Ver-
bindung mit periodischen CAM-Broadcasts daher besonders wahrscheinlich.
Dieser Zusammenhang kann aus zwei Gründen problematisch sein: Einer-
seits ist denkbar, dass ein Medienzugriff ohne unmittelbar vorangegangene
Backoff-Prozedur die Kollisionswahrscheinlichkeit erhöht. Andererseits kann
dieses Verhalten zu einer geringeren Fairness des Medienzugriffs führen, da
bereits auf den Medienzugriff wartende, im Backoff befindliche Stationen
benachteiligt werden (Queue-Jumping).
Während das im verwendeten INETMANET-Framework enthaltene Mo-
dell der IEEE 802.11 Medienzugriffssteuerung lediglich das oben beschriebe-
ne und dem Standard entsprechende Verhalten der DCF abbildet, wurde das
MAC-Modul der Simulationsumgebung daher um eine Möglichkeit zur De-
aktivierung des Post-Backoffs erweitert. Wird der Post-Backoff deaktiviert,
führt die Station vor jeder Frameübertragung die Backoff-Prozedur aus. Ein
Prozessdiagramm des Medienzugriffs bei Broadcast-Übertragung mit deakti-
viertem Post-Backoff zeigt Abbildung 26b.
Darüber hinaus unterstützt das MAC-Modul den in Abschnitt 4.5.2.1 be-
schriebenen Mechanismus zum Ersetzen veralteter Statusnachrichten, der Ersetzen veralteter
CAMsvom Management-Modul initiiert wird: Erhält das Management-Modul ein
zu übertragendes Paket, welches eine CAM beinhaltet, so wird ein im Ma-
nagement- oder MAC-Modul bereits auf eine Übertragung wartender Frame
mit einer älteren CAM verworfen, da die enthaltenen Statusinformationen
mit Erzeugung der neueren CAM als veraltet betrachtet werden können, und
durch den neuen Frame ersetzt.
4.5.2.4 Radio-Modul
Das Radio-Modul stellt ein abstraktes Modell der Bitübertragungsschicht
(Physical Layer) von IEEE 802.11 dar und bildet innerhalb der Simulations- Aufgaben des
Radio-Modulsumgebung die physikalische Übertragung eines Frames über den Funkkanal
ab.
Innerhalb des Compound Modules ITS-G5 (siehe Abschnitt 4.5.2.1) wird
der zu übertragende Frame (MPDU) nach Durchlaufen der im MAC-Modul
implementierten DCF-Medienzugriffsprozedur über das DCC-Modul an das
Radio-Modul weitergeleitet, welches durch Hinzufügen notwendiger Steuer-
informationen einen Physical-Layer-Frame, die PLCP Protocol Data Unit (PP-
DU), erzeugt und mit dessen Übertragung über den Funkkanal beginnt. Die
denselben Kanal nutzenden Radio-Module der übrigen im Netz vorhandenen
Stationen werden anschließend mithilfe des Moduls ChannelControl (siehe
Abschnitt 4.5.2.1) über den Übertragungsbeginn informiert.
Mit deutlich höherer Komplexität im Vergleich zu den auf der Seite des
Senders durchzuführenden Schritten ist die nach dem Übertragungsbeginn
auf der Seite des Empfängers zu treffende Entscheidung über Erfolg oder
Misserfolg des Frameempfangs verbunden, welche die Hauptaufgabe des
Radio-Moduls bildet. Zu diesem Zweck berechnet das Radio-Modul der emp-
fangenden Station im Anschluss an den Übertragungsbeginn jedes Frames
zunächst auf Grundlage des verwendeten Ausbreitungsmodells unter Berück-
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sichtigung von Pfadverlust und Fading die Leistung Pr des empfangenen Si-
gnals. Diese wird für die Dauer des Frames als konstant angenommen.
Im Zusammenhang mit der Entscheidung über Erfolg oder Misserfolg des






konstante Rauschleistung N ist ein Maß für das unabhängig vom Empfang
eines Signals vorhandene Grundrauschen (Noise Floor) im Empfänger und
fasst den Einfluss von thermischem Rauschen, Rauschzahl des Empfängers
und sämtlichen Störeinflüssen zusammen, die ihren Ursprung nicht in der
Übertragung von IEEE 802.11 Frames unter Verwendung desselben Kanals
haben, wie etwa Nachbarkanalinterferenzen (Adjacent-Channel Interference).
Der Schwellenwert SIRth bezeichnet den für einen erfolgreichen Frameemp-
fang mindestens notwendigen Wert des Störabstands oder Signal to Inter-
ference and Noise Ratios (SINR). Die Empfängerempfindlichkeit Pr,th ergibt
sich aus diesen Größen als
Pr,th = SIRth · N . (4.49)
Damit der Empfänger sich auf ein empfangenes Signal synchronisierenBedingungen für
den Beginn eines
Decodiervorgangs
und mit dem Decodiervorgang eines Frames beginnen kann, müssen drei
Bedingungen erfüllt sein:
(a) Die Empfangsleistung Pr entspricht mindestens der Empfängerempfind-
lichkeit Pr,th, d. h. es gilt Pr ≥ Pr,th.
(b) Das empfangende Radio-Modul ist nicht gleichzeitig mit der Übertra-
gung eines eigenen Frames beschäftigt.
(c) Das empfangende Radio-Modul ist nicht bereits mit dem Decodiervor-
gang eines anderen Frames beschäftigt, dessen Übertragung früher be-
gonnen hat.10
Das Radio-Modul überwacht kontinuierlich das aktuell gegebene Interferenz-
niveau, welches bei Erzeugung der Modulinstanz mit dem Wert des NoiseModellierung von
Framekollisionen Floors N initialisiert wird. Ist eine der drei genannten Bedingungen nicht
erfüllt, so wird die Leistung des empfangenen Signals als Gleichkanalinter-
ferenz (Co-Channel Interference) behandelt und das gegebene Interferenzni-
veau um den ermittelten Wert von Pr erhöht. Das Simulationsmodell geht
dabei vereinfachend davon aus, dass sämtliche empfangenen Signale zuein-
ander unkorreliert sind, sodass sich die Interferenzleistung als Summe der
Leistungen der zeitgleich empfangenen interferierenden Frames ergibt.
Nach Beginn eines Decodiervorgangs wird darüber hinaus aus der Emp-
fangsleistung des zu decodierenden Frames und dem gegenwärtig gegebe-
nen Interferenzniveau der Wert des SINRs berechnet und mit jedem Beginn
oder Ende einer interferierenden Übertragung aktualisiert. Der zeitliche Ver-
lauf des SINRs während des Decodiervorgangs wird aufgezeichnet, um des-
sen Minimum SIRmin zum Zeitpunkt des Übertragungsendes des zu decodie-
renden Frames ermitteln zu können.
10Bedingung (c) gilt in dieser Form nur für die ursprüngliche INETMANET-
Implementierung, die keine Unterstützung von Physical Layer Capture (PLC) vorsieht. Das
Verhalten des Radio-Moduls bei Verwendung der im Rahmen dieser Arbeit entwickelten PLC-
Erweiterung wird im weiteren Verlauf dieses Abschnitts näher erläutert.
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Mit Übertragungsende des zu decodierenden Frames wird auf dieser
Grundlage über den Erfolg des Frameempfangs entschieden. Ein erfolgrei-
ches und fehlerfreies Decodieren des Frames ist genau dann möglich, wenn
SIRmin ≥ SIRth gilt.11 In diesem Fall wird die enthaltene MPDU an die dar-
überliegenden Schichten weitergeleitet. Unterschreitet das SINR hingegen
während des Decodiervorgangs aufgrund von Interferenzen den Schwellen-
wert SIRth, gilt also SIRmin < SIRth, so liegt eine mit einem Verlust der
MPDU verbundene Framekollision vor.
Eine weitere Aufgabe des Radio-Moduls besteht darin, das MAC-Modul
über den durch Physical Carrier Sense ermittelten Belegungszustand des Über- Physical Carrier
Sensetragungsmediums zu informieren. Zu diesem Zweck werden die Zustände
IDLE, RECV und TRANSMIT unterschieden und ein auftretender Zustands-
wechsel umgehend an das MAC-Modul gemeldet. Der Zustand TRANSMIT
zeigt dabei das Vorliegen einer eigenen Übertragung an. Zur Unterschei-
dung der Zustände IDLE und RECV wird die kumulative Empfangsleis-
tung Pr,cum herangezogen, welche sich zusammensetzt aus der Summe al-
ler eventuell vorhandenen Interferenzleistungen, dem Noise Floor und ggf.
der Leistung des gegenwärtig decodierten Frames (siehe Abschnitt 4.4.4).
Entspricht die kumulative Empfangsleistung mindestens dem Carrier-Sense-
Schwellenwert Pr,cs, gilt also Pr,cum ≥ Pr,cs, so wird der Belegungszustand auf
RECV gesetzt, anderenfalls liegt der Zustand IDLE vor.
Im Vergleich zur als Ausgangsbasis für die Simulationsumgebung verwen-
deten Version des INETMANET-Frameworks12 wurde die vorliegende Im-
plementierung des Radio-Moduls um eine Möglichkeit zur Simulation von
Konfigurationen mit Pr,cs > Pr,th erweitert, wie sie Gegenstand der in Ab-
schnitt 5.5.4 vorgestellten Untersuchungen zu Auswirkungen des Carrier-
Sense-Schwellenwerts sind. Ist der Carrier-Sense-Schwellenwert Pr,cs größer
als die Empfängerempfindlichkeit Pr,th, erlaubt dies einer Station den Beginn
einer eigenen Frameübertragung grundsätzlich auch dann, wenn diese be-
reits mit dem Decodiervorgang eines empfangenen Signals begonnen hat,
sofern Pr,cum < Pr,cs gilt. Der bis zu diesem Zeitpunkt decodierte Frame wird
in diesem Fall Opfer einer Framekollision.
Eine weitere im Rahmen dieser Arbeit vorgenommene Erweiterung des
Radio-Moduls betrifft die Modellierung des als Physical Layer Capture (PLC) Modellierung von
Physical Layer
Capture (PLC)
bezeichneten Effektes, dass im Falle einer zeitlichen Überlappung mehrerer
Frames unter der Voraussetzung eines ausreichend hohen SINR der Frame
mit der höchsten Empfangsleistung unabhängig von der Ankunftsreihenfol-
ge der überlappenden Frames erfolgreich decodiert werden kann, wie Abbil-
dung 27 veranschaulicht.
11Darüber hinaus unterstützt das Simulationsmodell die Modellierung von Bitfehlern unter
Annahme einer von SIRmin abhängigen Bitfehlerwahrscheinlichkeit. Von dieser Möglichkeit
wird im Rahmen der vorliegenden Arbeit jedoch kein Gebrauch gemacht. Dies stellt eine
vereinfachende Annahme dar, die jedoch in Anbetracht des in Labortests ermittelten raschen
Abfalls der PDR bei Überschreitung des Schwellenwerts vertretbar ist (siehe Abbildung 15 in
Abschnitt 4.2.)
12Siehe Git-Commit 4a5a1d72fcb6c88b759e80ce536ee0c45edf4b05 vom 18.März 2011 unter
https://github.com/inetmanet.










(a) Der Empfänger ist auf Frame A synchronisiert, Frame B wird










(b) Der Empfänger ist auf Frame B synchronisiert, kann sich aber
bei Verwendung von PLC auf Frame A resynchronisieren und
diesen decodieren.
Abbildung 27: Schematische Darstellung von Physical Layer Capture (PLC):
Ohne Modellierung von PLC (ursprüngliche INETMANET-
Implementierung) kann Frame A nur in Fall (a), bei Verwendung
von PLC in Fall (a) und (b) erfolgreich empfangen werden. Frame B
wird in beiden Fällen Opfer einer Kollision.
Die als Ausgangsbasis für die Simulationsumgebung verwendete INET-
MANET-Implementierung bildet dieses Verhalten nicht ab, da für die Syn-
chronisierung des Empfängers und den Beginn des Decodiervorgangs vor-
ausgesetzt wird, dass der Empfänger noch nicht mit dem Decodieren eines
anderen Frames begonnen hat (siehe Bedingung (c) auf Seite 126). Die ur-
sprüngliche Implementierung erlaubt demnach zwar in Abbildung 27a den
fehlerfreien Empfang von Frame A, da dessen Übertragung in diesem Fall
früher begonnen hat, trotz eines hinreichend großen SINR jedoch nicht in
Abbildung 27b, da der Empfänger hier bereits auf Frame B synchronisiert ist.
Frame B wird in beiden Fällen Opfer einer Kollision.
Da heutige IEEE 802.11 Empfänger jedoch üblicherweise von PLC Ge-
brauch machen [97, 106], ist eine realitätsnahe PLC-Modellierung für die
Leistungsbewertung in VANETs unerlässlich. Aus diesem Grund wurde die
Implementierung des Radio-Moduls entsprechend erweitert. Bei aktivierter
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PLC-Unterstützung kann sich demnach ein Empfänger, der bereits auf ein zu Bedingung für
Resynchronisierung
bei aktiviertem PLC
decodierendes Signal der Empfangsleistung Pr,1 synchronisiert ist, auf eine
später beginnende Frameübertragung der Empfangsleistung Pr,2 resynchro-
nisieren, wenn die Bedingung
Pr,2 ≥ SIRth · Pr,1 (4.50)
erfüllt ist. Nach erfolgreicher Resynchronisierung wird die Empfangsleistung
Pr,1 nunmehr als Interferenz behandelt und das aktuelle Interferenzniveau
entsprechend erhöht. Darüber hinaus wird der Wert des SINRs neu berechnet
und die Aufzeichnung des SINR-Verlaufs neu begonnen.
Im Ergebnis ist bei aktiviertem PLC ein fehlerfreier Empfang von Frame A
sowohl in dem durch Abbildung 27a veranschaulichten als auch in dem in
Abbildung 27b dargestellten Fall möglich. Frame B wird jedoch auch bei ak-
tiviertem PLC in beiden Fällen Opfer einer Kollision.
4.5.2.5 Statistische Datenerfassung
Einen besonderen Schwerpunkt der vorliegenden Arbeit stellt das Bestre-
ben dar, einen möglichst detaillierten, gleichsam mikroskopischen Einblick
in das Verhalten periodischer Broadcast-Kommunikation in VANETs zu er-
halten und eine Möglichkeit der quantitativen Beurteilung der ablaufenden
Prozesse im Hinblick auf die Performanz des Netzes zu schaffen.
Essenzieller Bestandteil der Funktionalität der entwickelten Simulations-
umgebung ist daher die statistische Datenerfassung, deren Kern das Simple
Module StatisticCollector bildet. Dabei handelt es sich um ein im Rahmen die-
ser Arbeit vollständig neu entwickeltes, äußerst umfangreiches OMNeT++-
Modul zur netzweiten Leistungsbewertung durch Berechnung der in Ab-
schnitt 4.4 vorgestellten Performanzmetriken. Die Grundlage der Leistungs-
bewertung bildet die zentrale Erfassung und Verarbeitung statistischer Daten,
die ihren Ursprung in einem beliebigen anderen Modul innerhalb des unter-
suchten Netzes haben können.
Zu diesem Zweck nutzt das StatisticCollector-Modul das mit der Versi-
on 4.1 von OMNeT++ vorgestellte Konzept der OMNeT++-Signale [118]. Das Signalkonzept in
OMNeT++Konzept beruht auf auf einem Publish/Subscribe-Mechanismus und ermög-
licht einen Informationsaustausch zwischen sämtlichen im Netz vorhande-
nen Simple Modules, unabhängig vom simulierten Datenverkehr oder dem
Vorhandensein einer Verbindung zwischen den Modulen. OMNeT++-Signale
können von beliebigen Modultypen emittiert werden und werden nach ihrer
üblicherweise während der Initialisierung des Moduls durchgeführten Regis-
trierung durch eine Identifikationsnummer und einen Signalnamen identifi-
ziert. Mithilfe eines Signals kann das emittierende Simple Module das Eintre-
ten eines Simulationsereignisses, wie etwa den erfolgreichen Empfang eines
Frames, bekanntgeben. Dem Signal können beliebige Daten, die das eingetre-
tene Ereignis näher beschreiben, in Form eines Zeigers auf ein C++-Objekt
beigefügt werden.
Der Empfänger des Signals muss dem emittierenden Modul dabei nicht
bekannt sein. Ein Simulationsmodul, dass über ein bestimmtes Ereignis in
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Kenntnis gesetzt werden soll, abonniert das entsprechende durch Identifika-
tionsnummer oder Signalnamen identifizierte Signal und wird infolgedessen
durch Aufruf einer Callback-Funktion über jedes Emittieren dieses Signals
informiert. Die dem Signal beigefügten Daten werden der Callback-Funktion
dabei übergeben.
Das Prinzip der Nutzung von OMNeT++-Signalen zur statistischen Da-




dung 28. Empfänger aller im Rahmen der vorliegenden Arbeit verwende-
ten Signale ist das StatisticCollector-Modul, welches sämtliche registrierten
Signale abonniert. Emittiert werden die Signale von dem jeweiligen Simple



















































Abbildung 28: Schematische Darstellung der Nutzung von OMNeT++-Signalen zur
zentralen Erfassung statistischer Daten im StatisticCollector-Modul.
Die im Rahmen der vorliegenden Arbeit verwendeten Signale mit den
dazugehörigen emittierenden OMNeT++-Modulen und den die Signalerzeu-
gung auslösenden Ereignissen fasst Tabelle 10 zusammen. Mit Ausnahme der
Signale ThroughputStatistics und UpdatedHostPositions haben alle genann-
ten Signale ihren Ursprung innerhalb des Compound Modules ITS-Station
und werden von jeder an der Kommunikation im VANET teilnehmenden
Station emittiert, sodass sämtliche auftretenden Sender-Empfänger Beziehun-
gen im Rahmen der Leistungsbewertung berücksichtigt werden. Dies erlaubt
die Gewinnung eines großen Stichprobenumfangs bei vergleichsweise kurzer
Simulationsdauer.
Das StatisticCollector-Modul nutzt zur Berechnung der verschiedenen Per-
formanzmetriken sowohl den Zeitstempel des Signals als auch die dem Signal
angehängten Daten, wie etwa die Position und MAC-Adresse der sendenden
Station, die Sequenznummer des Frames sowie weitere vom individuellen
Signaltyp abhängige Informationen. Berechnungsgrundlage der verschiede-Berechnung von
Delay-Metriken nen in Abschnitt 4.4.2 definierten Delay-Metriken sind die Zeitstempel der
Signale CreatedCAM, TransmittedFrame und ReceivedFrame, welche den in





CreatedCAM CAM-Application Erzeugung einer CAM
ThroughputStatistics CAM-Application Periodische Durchsatzermittlung
(nur ThroughputMonitor-Modul)
CreatedDENM DENM-Application Erzeugung einer DENM
DroppedFrame Management Frame Drop im Management-Mo-
dul des Senders
DroppedFrame MAC Frame Drop im MAC-Modul des
Senders
ChannelLoadStatistics DCC Periodische Netzlastermittlung
TransmittedFrame Radio Sender beginnt Frameübertragung
DetectedFrame Radio Empfänger erkennt Übertragungs-
beginn
DetectedReceivableFrame Radio Empfänger erkennt Übertragungs-
beginn mit Pr ≥ Pr,th
SensedFrame Radio Empfänger erkennt Übertragungs-
beginn mit Pr ≥ Pr,cs
ReceivedFrame Radio Frameempfang erfolgreich abge-
schlossen (SIRmin ≥ SIRth)
FrameCollision Radio Frameempfang fehlgeschlagen
durch Kollision (SIRmin < SIRth)
FrameLossDuetoBitErrors Radio Frameempfang fehlgeschlagen
durch Bitfehler
UpdatedHostPositions ChannelControl Aktualierung der Positionen der
Stationen im Netz
Tabelle 10: Zusammenfassung der zur statistischen Datenerfassung verwendeten
OMNeT++-Signale.
erzeugung, Übertragungsbeginn und vollständigem Frameempfang entspre-
chen.
Zur Berechnung der in Abschnitt 4.4.1 erläuterten framebezogenen Ver-
hältnisgrößen wird die Anzahl entsprechender Ereignisse im StatisticCollec- Berechnung
framebezogener
Verhältnisgrößen
tor erfasst. Um Abhängigkeiten von der Position des emittierenden Fahr-
zeugs oder der Distanz zwischen Sender und Empfänger ermitteln zu kön-
nen, werden Histogramme verwendet, deren Klassen (Bins) Distanzinterval-
le repräsentieren. Während die Frame Drop Rate aus der Anzahl emittierter
DroppedFrame- und FrameCreated-Signale ermittelt werden kann, muss die
Berechnung der auf den Frameempfang bezogenen Metriken die Anzahl po-
tentieller Empfänger einbeziehen. Beginnt ein Radio-Modul mit einer Frame-
übertragung, werden sämtliche übrigen im Netz vorhandenen Radio-Module
vom ChannelControl-Modul über den Übertragungsbeginn informiert und
emittieren unabhängig von der Empfangsleistung oder der Entfernung des
Senders zum Empfänger das Signal DetectedFrame. Die Anzahl erfasster
DetectedFrame-Signale wird daher als Bezugsgröße für die Anzahl der Si-
gnale SensedFrame, DetectedReceivableFrame, ReceivedFrame und Frame-
Collision verwendet, um die Metriken Carrier Sense Rate, Packet Delivery
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Rate im interferenzfreien bzw. interferenzbehafteten Fall und Kollisionsrate
zu berechnen.
Die in Abschnitt 4.4.4 vorgestellten lokal messbaren Netzlastmetriken wer-
den periodisch durch das DCC-Modul berechnet und mithilfe des Signals
ChannelLoadStatistics an das StatisticCollector-Modul gemeldet. Mithilfe des
ebenfalls periodisch generierten Signals ThroughputStatistics, dessen Quelle
das Compound Module ThroughputMonitor ist, wird das StatisticCollector-
Modul über die im Beobachtungsintervall empfangene Datenmenge infor-
miert und berechnet auf dieser Grundlage den Netzdurchsatz (Goodput).
Da die Untersuchung jeder Simulationskonfiguration mehrere Simulati-
onsläufe (Replikationen) umfasst, schreibt das StatisticCollector-Modul die
Ergebnisdaten der einzelnen Replikationen nach Abschluss der OMNeT++-
Simulation zunächst in separate Ausgabedateien. Für die automatisierte Ag-
gregation der Daten aller Replikationen einer Simulationskonfiguration und
die darauf aufbauende Extraktion der verschiedenen Performanzmetriken ist
eine Reihe maßgeschneiderter Bash-, awk- und Python-Skripte zuständig.
Eine wichtige Rolle bei der Simulation interferenzlimitierter Funknetze
spielt der Umgang mit Randeffekten, die aufgrund der naturgemäß begrenz-Area of Interest
ten Größe des Simulationsszenarios auftreten. Um eine von Randeffekten be-
freite Bewertung des Netzes zu ermöglichen, erlaubt das StatisticCollector-
Modul die Definition einer Area of Interest genannten Auswertungszone. In
die statistische Auswertung werden grundsätzlich nur Sendeereignisse, die
zum Sendezeitpunkt innerhalb der Auswertungszone positionierte Sender
betreffen, sowie Empfangsereignisse, die zum Empfangszeitpunkt innerhalb
der Auswertungszone positionierte Empfänger betreffen, einbezogen. Eine
Ausnahme bilden positionsabhängige Darstellungen von Performanzmetri-
ken, da von Randeffekten betroffene Bereiche hier deutlich erkennbar sind.
Die Auswertungszone des im Rahmen der vorliegenden Arbeit untersuchten
Autobahnszenarios (siehe Abschnitt 5.1), das eine Länge von 10km aufweist,
wird auf einen 2km langen, in der Mitte des Szenarios positionierten Auto-
bahnabschnitt begrenzt.
Darüber hinaus beginnt die Ergebnisaufzeichnung erst nach Ablauf einer
konfigurierbaren Vorlaufzeit, die als WarmUpTime bezeichnet wird. Die kon-WarmUpTime
figurierte WarmUpTime beinhaltet zum einen die Zeit, die bis zur vollständi-
gen Füllung des Verkehrsnetzes mit durch den Verkehrsflusssimulator einge-
speisten Fahrzeugobjekten benötigt wird. Zum anderen beginnen die Statio-
nen bereits eine Sekunde vor Ablauf der WarmUpTime mit der Nachrichten-
erzeugung, um das Erreichen eines eingeschwungenen Netzzustands zum
Beginn der Ergebnisaufzeichnung sicherzustellen.
4.5.2.6 Erkennung von Hidden-Station-Kollisionen
Für die Beurteilung der Leistungsfähigkeit interferenzlimitierter Kommuni-
kationsnetze ist eine Betrachtung der Kollisionshäufigkeit von besonderer Be-
deutung. Bedingt durch den auf CSMA/CA beruhenden Medienzugriff kann
in VANETs darüber hinaus zwischen CSMA-Kollisionen und Hidden-Stati-
on-Kollisionen unterschieden werden, wie bereits in Abschnitt 4.4.1 erläutert
wurde. Eine CSMA-Kollision entsteht, wenn zwei (oder mehrere) Stationen
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zwar grundsätzlich in der Lage wären, ihre Übertragungen wechselseitig mit-
hilfe des Carrier-Sense-Mechanismus zu detektieren, diese Übertragungen
jedoch annähernd zeitgleich beginnen, miteinander interferieren und daher
eine Kollision verursachen. Im Falle einer Hidden-Station-Kollision hingegen
stammt die interferierende, eine Kollision verursachende Übertragung von
einer als Hidden Station bezeichneten Station, deren Carrier-Sense-Mecha-
nismus eine bereits begonnene Übertragung aufgrund der Ausbreitungsbe-
dingungen nicht erkannt hat (vgl. Abschnitt 2.2.4.4).
Eine Möglichkeit zur Unterscheidung zwischen diesen Kollisionsursachen
in Verbindung mit einer getrennten Quantifizierung der Häufigkeit von
CSMA- und Hidden-Station-Kollisionen ist für die simulationsgestützte Leis-
tungsbewertung von VANETs besonders wertvoll, denn dies erlaubt sowohl
einen tieferen Einblick in das Verhalten des Netzes als auch eine Beurteilung
der Auswirkungen verschiedener Parameter auf die Kollisionsentstehung.
Aus diesem Grund wurde die im Rahmen der vorliegenden Arbeit entwickel-
te Simulationsumgebung mit einer hierfür geeigneten Methodik versehen,
deren Funktionsweise im Folgenden skizziert wird.
Um eine Entscheidung darüber treffen zu können, ob eine Kollision von




verursachende Frame bestimmt werden. Bei Vorhandensein mehrerer interfe-
rierender Frames wird angenommen, dass eine auftretende Kollision durch
den Interferenzframe mit der höchsten Empfangsleistung verursacht wird.
Kommt es zu einer Kollision, weil die empfangende Station selbst mit der
Übertragung eines Frames begonnen hat, wird diese Übertragung als kollisi-
onsverursachende Interferenz bewertet. Darüber hinaus muss beurteilt wer-
den, ob der interferierende Frame von einer Hidden Station übertragen wur-
de. Aufgrund des Vorhandenseins von Fading und nicht notwendigerweise
homogenen Sendeleistungen treten im Hinblick auf die Empfangsleistung
eines Signals jedoch Asymmetrien auf, die verhindern, dass eine konstante
Carrier-Sense-Reichweite zugrunde gelegt werden kann.
Die zur Unterscheidung zwischen CSMA- und Hidden-Station-Kollisionen





den im Netz vorhandenen Radio-Modulen zur Verfügung gestellt, welche
zu diesem Zweck die in Tabelle 11 zusammengefassten OMNeT++-Signale
emittieren. Das StatisticCollector-Modul kann ausgehend von diesen Infor-
mationen aufgrund seiner globalen Sicht auf das Netz die Kollisionsursache
im Einzelfall bestimmen.
Zur Erläuterung der implementierten Methodik wird aufgrund ihrer Kom-
plexität ein Beispiel verwendet, dessen zugrunde liegende Topologie in Ab-
bildung 29a dargestellt ist: Station T überträgt Frame 1, der im interferenz-
freien Fall von der empfangenden Station R problemlos decodiert werden
kann. Station H erkennt jedoch aufgrund der Ausbreitungsbedingungen die
Übertragung von Frame 1 nicht und beginnt daher mit der Übertragung von
Frame 2, welche eine Kollision und einen Verlust beider Frames bei Station R
verursacht.
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Signalname Auslösendes Ereignis
AddCollisionCandidate Empfänger erkennt Übertragungsbeginn
mit Pr ≥ Pr,th
RemoveCollisionCandidate Empfänger erkennt Ende einer Übertra-
gung mit Pr ≥ Pr,th
HiddenStationTransmissionStart Empfänger erkennt Übertragungsbeginn
mit Pr < Pr,cs
HiddenStationTransmissionEnd Empfänger erkennt Ende einer Übertra-
gung mit Pr < Pr,cs
NewStrongestInterferingFrame Empfänger erkennt Beginn oder Ende der
stärksten oder zweitstärksten interferie-
renden Übertragung
Tabelle 11: Vom Radio-Modul emittierte OMNeT++-Signale zur Unterscheidung zwi-
schen CSMA- und Hidden-Station-Kollisionen.
Abbildung 29b zeigt die zeitliche Abfolge der für die Beurteilung der Kol-
lisionsursache relevanten Ereignisse, deren Verarbeitung innerhalb der Simu-
lationsumgebung im Folgenden in vereinfachter Form dargestellt wird.
Zum Zeitpunkt t0 beginnt Station T mit der Übertragung von Frame 1,




dings erst zum Zeitpunkt t1 von Station R erkannt. Es sei angenommen, dass
die Leistung Pr,1R des von Station R empfangenen Funksignals die Empfän-
gerempfindlichkeit überschreitet, sodass Pr,1R ≥ Pr,th gilt. Demnach handelt
es sich aus Sicht von Station R um einen als Kollisionskandidaten bezeichne-
ten Frame, der zwar im interferenzfreien Fall problemlos empfangen werden
kann, aufgrund von Interferenzen jedoch einer Framekollision zum Opfer
fallen könnte. Dies gibt das Radio-Modul von Station R bekannt, indem es
das Signal AddCollisionCandidate emittiert. Das StatisticCollector-Modul ver-
waltet für jede empfangende Station im Netz eine Liste von Kollisionskan-
didaten, die Informationen zu dem jeweiligen von einer Kollision bedrohten
Frame sowie zu möglicherweise vorhandenen interferierenden Frames ent-
hält. Frame 1 wird nach Empfang des Signals zur Kollisionskandidatenliste
von Station R hinzugefügt.
Zum Zeitpunkt t2 erkennt Station H den Übertragungsbeginn von Frame 1.




Schwellenwert Pr,cs ist und die durch Station H ermittelte Belegung des Über-
tragungsmediums daher unverändert im Zustand IDLE verbleibt, handelt es
sich bei Station H ab diesem Zeitpunkt um eine Hidden Station aus Sicht
von Station T. Diesen Umstand gibt das Radio-Modul mit dem Signal Hidden-
StationTransmissionStart dem StatisticCollector-Modul bekannt, das für jede
sendende Station im Netz eine Liste der zum gegenwärtigen Zeitpunkt exis-
tierenden Hidden Stations verwaltet. Station H wird daraufhin zur Liste der
Hidden Stations von Station T hinzugefügt.
Die von Station H zum Zeitpunkt t3 begonnene Übertragung von Frame 2
erkennt Station R zum Zeitpunkt t4. Es sei angenommen, dass auch die durch




























(b) Zeitlicher Ablauf der Kollisionsentstehung.
Abbildung 29: Entstehung einer Hidden-Station-Kollision: Station H erkennt die
Übertragung von Frame 1 nicht, beginnt daher mit der Übertragung
von Frame 2 und verursacht so eine Kollision und einen Verlust bei-
der Frames bei Station R.
lichkeit überschreitet, sodass Pr,2R ≥ Pr,th gilt. Dies gibt das Radio-Modul
von Station R wiederum durch das Signal AddCollisionCandidate dem Statis-
ticCollector-Modul bekannt, welches Frame 2 daraufhin zur Kollisionskandi-
datenliste von Station R hinzufügt. Da Station R bereits mit dem Decodieren
von Frame 1 begonnen hat, wird Frame 2 als Interferenz behandelt.13 Damit
stellt Frame 2 aus Sicht von Station R ab dem Zeitpunkt t4 die stärkste Inter-
ferenz für den Empfang von Frame 1 dar. Das Radio-Modul, das eine kon-
tinuierlich aktualisierte Liste der gegenwärtig interferierenden Frames mit
Verweisen auf die Frames mit der höchsten und zweithöchsten Interferenz-
leistung14 vorhält, informiert das StatisticCollector-Modul mit dem Signal
NewStrongestInterferingFrame über das Vorhandensein eines neuen stärksten
Interferenzframes.
Das StatisticCollector-Modul aktualisiert nach dem Empfang dieses Si-
gnals die Interferenzinformationen der in der Kollisionskandidatenliste von
Station R enthaltenen Frames und hält dabei für jeden Kollisionskandida-




fest. Darüber hinaus wird vermerkt, ob dieser Frame von einer Hidden Sta-
tion stammt. Zu diesem Zweck prüft das StatisticCollector-Modul, ob die
zum Sender des Kollisionskandidaten gehörende Liste von Hidden Stations
den Sender des stärksten interferierenden Frames enthält. Im Beispiel stellt
13Hier wird angenommen, dass die Empfangsleistung Pr,2R für eine Resynchronisierung
auf Frame 2 durch Physical Layer Capture nicht ausreicht.
14Die Kenntnis der zweitstärksten Interferenzquelle ist notwendig, da diese neben dem
aktuell decodierten Frame als Kollisionsverursacher für den stärksten Interferenzframe in Be-
tracht kommt.
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Frame 2 die stärkste Interferenz für Frame 1 dar und vice versa. In beiden
Fällen wird die Interferenz zur späteren Bestimmung der Kollisionsursache
als von einer Hidden Station stammend markiert.
Zum Zeitpunkt t7 endet der Empfang von Frame 1 durch Station R mit ei-
ner Framekollision, die das Radio-Modul mit dem Signal FrameCollision (sie-Bestimmung der
Kollisionsursache he Tabelle 10) anzeigt. Das StatisticCollector-Modul ist nun in der Lage,
zwischen CSMA- und Hidden-Station-Kollision zu unterscheiden, indem
es die Interferenzinformation von Frame 1 in der Kollisionskandidatenliste
von Station R prüft. Im Beispiel wird so Frame 2 als kollisionsverursachen-
de, durch eine Hidden Station erzeugte Interferenz identifiziert, sodass der
Verlust von Frame 1 als Hidden-Station-Kollision bewertet wird. Durch Emit-
tieren des Signals RemoveCollisionCandidate veranlasst das Radio-Modul das
StatisticCollector-Modul anschließend dazu, Frame 1 aus der zu Station R
gehörenden Liste von Kollisionskandidaten zu entfernen.
Das Übertragungsende von Frame 1 erkennt Station H zum Zeitpunkt t8
und emittiert daraufhin das Signal HiddenStationTransmissionEnd. Auf den
Empfang dieses Signals reagiert das StatisticCollector-Modul, indem es Sta-
tion H aus der zu Station T gehörenden Liste von Hidden Stations entfernt.
Nachdem zum Zeitpunkt t10 der Empfang von Frame 2 durch Station R eben-
falls mit einer Kollision endet, erkennt das StatisticCollector-Modul auch hier
durch Prüfung des entsprechenden Eintrags in der Kollisionskandidatenliste
von Station R eine Hidden-Station-Kollision. Schließlich wird auch Frame 2
nach Empfang des Signals RemoveCollisionCandidate aus der Kollisionskandi-
datenliste entfernt.
4.5.3 Verkehrsflusssimulation
Die Grundlage der Modellierung des Fahrzeugverkehrs bildet die am Insti-
tut für Verkehrssystemtechnik des Deutschen Zentrums für Luft- und Raum-Simulation of Urban
MObility - SUMO fahrt (DLR) entwickelte Simulationssoftware SUMO (Simulation of Urban
MObility).15 SUMO ist ein quelloffen (Open Source) zur Verfügung stehender
Verkehrsflusssimulator, der auf einem mikroskopischen Modellierungsansatz
basiert [9, 100, 101, 102, 160].
Während makroskopische Verkehrsflussmodelle sich auf die Betrachtung
aggregierter Größen wie z. B. der Fahrzeugdichte und der mittleren Ge-
schwindigkeit beschränken und mesoskopische Modelle lediglich die statis-
tische Verteilung des individuellen Fahrzeugverhaltens beschreiben, charak-
terisieren mikroskopische Ansätze zur Modellierung des Verkehrsflusses die
Dynamik einzelner Fahrer-Fahrzeug-Einheiten und deren Wechselwirkun-
gen [67, 70, 177]. Mikroskopische Verkehrsflussmodelle eignen sich daher
zur Nachbildung der Teilnehmermobilität in VANETs [67, 68].
Den Kern der mikroskopischen Verkehrsflusssimulation bilden das für die
longitudinale Fahrzeugbewegung verantwortliche Fahrzeugfolgemodell (Car-
Following Model) und das für die laterale Bewegung zuständige Fahrstreifen-
wechselmodell (Lane-Changing Model). Die Modellierung der Fahrzeugbewe-
15Sämtliche im Rahmen der vorliegenden Arbeit durchgeführten Simulationen basieren
auf der SUMO-Version 0.12.3 vom 10. Februar 2011.
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gung erfolgt in SUMO unter Verwendung diskreter Zeitschritte und konti-
nuierlicher Fahrzeugpositionen [9, 100, 101]. Für die Zwecke dieser Arbeit
werden SUMO-Simulationsschritte der Länge Tstep = 0,1 s verwendet.
Die longitudinale Fahrzeugbewegung wird innerhalb von SUMO durch ei-
ne modifizierte Version des Fahrzeugfolgemodells von Krauß [103] bestimmt, Fahrzeugfolgemodell
(Car-Following
Model)
welches auf Grundlage der Berechnung eines sicheren Abstands eines Fahr-
zeugs (Follower) zum vorausfahrenden Fahrzeug (Leader) eine kollisionsfreie
Fahrzeugbewegung sicherstellt, indem die Geschwindigkeit des Followers
entsprechend angepasst wird [9, 100, 102]. Bei der Berechnung der sogenann-
ten Wunschgeschwindigkeit eines Fahrzeugs werden außerdem die maxima-
le Beschleunigung16 und Verzögerung des Fahrzeugs, die Reaktionszeit des
Fahrers, die Höchstgeschwindigkeit des Fahrzeugs und die zulässige Höchst-
geschwindigkeit des Streckenabschnitts berücksichtigt. Darüber hinaus bildet
das Modell die Unvollkommenheit des Fahrers dadurch ab, dass die tatsäch-
liche Geschwindigkeit des Fahrzeugs um einen zufallsabhängigen Term von
der Wunschgeschwindigkeit abweicht [100].
Die laterale Fahrzeugbewegung definiert das im Rahmen der kontinuier-
lichen Weiterentwicklung von SUMO entstandene Fahrstreifenwechselmo- Fahrstreifenwechsel-
modell (Lane-
Changing Model)
dell (Lane-Changing Model), das im Gegensatz zum von Krauß vorgeschla-
genen Modell [103] neben taktischen auch strategische Entscheidungen des
Fahrers abbildet [100]. Während taktische Entscheidungen sich auf Fahrstrei-
fenwechsel als Teil von Überholvorgängen zur Realisierung eines möglichst
schnellen, jedoch gleichzeitig sicheren Fortkommens beziehen, berücksichti-
gen strategische Entscheidungen die zur Navigation durch das Verkehrsnetz
notwendige Fahrstreifenwahl. Details zum in SUMO implementierten Fahr-
streifenwechselmodell können den Quellen [99], [100] und [160] entnommen
werden.
Die Szenariospezifikation in SUMO erfolgt anhand von XML-Konfigurati-
onsdateien und umfasst die Beschreibung des Verkehrsnetzes und der Ver- Spezifikation von
Verkehrsnetz und
Verkehrsnachfrage
kehrsnachfrage. Ein Verkehrsnetz wird dabei als gerichteter Graph darge-
stellt, dessen Knoten (Nodes) Kreuzungen entsprechen, während die Kan-
ten (Edges) des Graphen unidirektionale Straßenabschnitte mit einer festge-
legten Anzahl von Fahrstreifen und einer definierten zulässigen Höchstge-
schwindigkeit repräsentieren [102]. Zur automatisierten Erzeugung der XML-
Netzbeschreibung erlaubt SUMO den Datenimport verschiedener Formate,
darunter z. B. das OpenStreetMap-Format [119]. Von dieser Möglichkeit wird
aufgrund der vergleichsweise einfachen Topologie des innerhalb dieser Ar-
beit untersuchten Autobahnszenarios jedoch kein Gebrauch gemacht.
Die Spezifikation der Verkehrsnachfrage beinhaltet eine Beschreibung jedes
einzelnen in das Netz einzuspeisenden Fahrzeugs, welche wiederum min-
destens aus einer Kennung des Fahrzeugs, dem Einspeisezeitpunkt und der
aus einer Folge von Kanten bestehenden Route durch das Verkehrsnetz be-
steht. Darüber hinaus können weitere Attribute, wie beispielsweise der beim
Netzein- und -austritt zu verwendende Fahrstreifen, die Länge, Geschwin-
16Im Gegensatz zum ursprünglichen Modell von Krauß [103] ist die maximale Beschleuni-
gung des Fahrzeugs im erweiterten Fahrzeugfolgemodell von SUMO geschwindigkeitsabhän-
gig.
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digkeit, Beschleunigung und Verzögerung des Fahrzeugs sowie die Reakti-
onszeit und der Grad der Unvollkommenheit des Fahrers definiert werden.
Die Attribute eines Fahrzeugs können zur einfacheren Wiederverwendung
in der Definition eines Fahrzeugtyps zusammengefasst werden. Für größere
Netze kann die Verkehrsnachfrage auf Basis sogenannter Origin-Destination-
Matrizen und verschiedener Routing-Verfahren definiert werden [9, 100, 160].
Auf diese Möglichkeit greift die vorliegende Arbeit jedoch ebenfalls nicht
zurück.
Um das Modellierungskonzept von SUMO für die Bewertung periodischer
Broadcast-Kommunikation auf Autobahnen nutzbar zu machen, wurde ein
entsprechendes SUMO-Verkehrsszenario entworfen, das in Abschnitt 5.1 nä-
her beschrieben wird. Während die Spezifikation des Verkehrsnetzes dabei
auf Grundlage statischer SUMO-Konfigurationsdateien erfolgen kann, wer-




rationsdateien mithilfe eines Python-Skriptes dynamisch und individuell für
jeden Simulationslauf generiert, um dem stochastischen Charakter des Ver-
kehrsflusses durch Verwendung von Zufallsvariablen Rechnung tragen zu
können.
5
L E I S T U N G S B E W E RT U N G D U R C H S I M U L AT I O N
Das fünfte Kapitel der vorliegenden Arbeit widmet sich der Leistungsbewer-
tung periodischer Broadcast-Kommunikation in ETSI ITS-G5 VANETs auf der Leistungsbewertung
durch SimulationGrundlage extensiver Simulationsstudien, welche auf dem in Kapitel 4 er-
läuterten Modellierungs- und Simulationskonzept beruhen. Zur Gewinnung
der im weiteren Verlauf dieses Kapitels vorgestellten Ergebnisse wurde aus-
nahmslos die im Rahmen der vorliegenden Arbeit entwickelte Simulations-
umgebung verwendet, deren Aufbau und Funktionsweise Gegenstand der
Ausführungen in Abschnitt 4.5 ist.
Die durchgeführten Untersuchungen dienen der Beantwortung der bereits
auf Seite 45 in Abschnitt 2.4 formulierten Forschungsfragen. Neben einer Ziele der
Simulationsstudiengrundlegenden Bewertung der Performanz von Fahrzeug-zu-Fahrzeug-Kom-
munikation bei periodischer Übermittlung von CAM-Broadcasts auf Basis ei-
nes realitätsnahen Simulationsmodells steht dabei insbesondere eine quanti-
tative Bewertung der Effekte unterschiedlicher Modellierungs- und Kommu-
nikationsparameter auf die Dienstgüte des Netzes im Vordergrund. Fokus-
siert werden diesbezüglich insbesondere der Einfluss der gegebenen Netz-
last und die damit zusammenhängende Skalierbarkeit des Netzes. Darüber
hinaus wird ein Hauptaugenmerk auf die Auswirkungen des verwendeten
Ausbreitungsmodells und weiterer Modellierungsaspekte auf der einen Sei-
te sowie konfigurierbarer Kommunikationsparameter wie Sendeleistung, Da-
tenrate, Nachrichtenerzeugungsrate, Carrier-Sense-Schwellenwert und Grö-
ße des Contention Windows auf der anderen Seite gerichtet. Im Zentrum des
Interesses steht in diesem Zusammenhang die Frage, ob und in welchem Ma-
ße sich eine Anpassung dieser konfigurierbaren Kommunikationsparameter
zur Bewältigung von Skalierbarkeitsproblemen eignet und welche Parame-
trierung hierzu zweckmäßig ist.
Die quantitative Erfassung des Einflusses einzelner Parameter erfordert ei-
ne Sensitivitätsanalyse innerhalb des zur Verfügung stehenden Parameter- Parameterstudie
raums. Die Simulationen sind daher methodisch als Parameterstudien ange-
legt, wobei die aus der jeweiligen Parametrierung resultierende Performanz
des Netzes mithilfe der in Abschnitt 4.4 definierten Metriken quantifiziert
wird.
Um den außerordentlich hohen Rechenaufwand bewältigen zu können, der
mit dieser Methodik einhergeht, werden sowohl die Simulationen als auch Parallelisierung auf
Clustersystemdie automatisierte Auswertung der dabei generierten Ausgabedaten unter
Einsatz massiver Parallelisierung auf dem Clustersystem der Leibniz Univer-
sität IT Services1 ausgeführt. Das Clustersystem umfasst nahezu 200 Rechen-
knoten, die jeweils über 12 bis 32 Prozessorkerne verfügen und mit 48GB
bis 1028GB Arbeitsspeicher ausgestattet sind. Der Umfang der Simulations-
studien macht es außerdem erforderlich, den mit ihrer Durchführung ver-
1Ehemaliges Regionales Rechenzentrum für Niedersachsen (RRZN).
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bundenen manuellen Konfigurationsaufwand auf ein vertretbares Maß zu
begrenzen. Die für die Parameterstudien notwendige Konfiguration der ein-
zelnen Simulationsläufe sowie die entsprechende Steuerung der Vielzahl par-
allel laufender Prozessinstanzen des Netzwerksimulators OMNeT++ und des
Verkehrsflusssimulators SUMO erfolgen daher weitestgehend automatisiert
mithilfe hierfür geschaffener Bash- und Python-Skripte. Auf dieser Grundla-
ge können auf dem Clustersystem jeweils bis zu 64 Simulationsläufe paral-
lel abgearbeitet und der erforderliche Zeitaufwand somit erheblich reduziert
werden. Insgesamt wurde in die Durchführung und Auswertung sämtlicher
Simulationen im Kontext der vorliegenden Arbeit ein Rechenaufwand von
ca. 142 000 CPU-Stunden (ca. 5917 CPU-Tage) investiert.
Die gewonnenen Ergebnisse werden, soweit sie auf der Berechnung eines
Mittelwerts oder einer relativen Häufigkeit beruhen, stets mit Konfidenzin-Konfidenzintervalle
tervallen für ein Konfidenzniveau von 95% dargestellt. Darstellungsbedingt
sind allerdings in vielen Fällen die Konfidenzintervalle aufgrund ihrer gerin-
gen Länge in den Abbildungen nicht klar erkennbar.
Die im Rahmen der Ergebnisauswertung berechneten arithmetischen Mit-
telwerte werden zur Berechnung der Konfidenzintervalle als Schätzung eines
unbekannten Erwartungswerts einer Zufallsvariable aufgefasst, deren Vari-
anz und Verteilung ebenfalls unbekannt sind. Dies betrifft die Auswertung
der Empfangsleistung, sämtlicher Delay-Metriken2, der Channel Busy Time,
des Goodputs sowie der Anzahl um den Medienzugriff konkurrierender
Frames. Da ausnahmslos im statistischen Sinne umfangreiche Stichproben
vorliegen, folgt aus dem zentralen Grenzwertsatz, dass die Berechnung des
arithmetischen Mittelwerts aus den Stichproben als annähernd normalver-
teilte Schätzfunktion betrachtet werden kann. Zur Berechnung der Länge der
Konfidenzintervalle werden in diesen Fällen daher die Quantile der student-
schen t-Verteilung herangezogen [122].
Die ebenso für die Leistungsbewertung verwendeten framebezogenen Ver-
hältnisgrößen Packet Delivery Rate, Carrier Sense Rate, Frame Drop Rate und
Kollisionsrate stellen hingegen relative Häufigkeiten dar. Als solche können
sie jeweils als Schätzwerte für den unbekannten, die Erfolgswahrscheinlich-
keit bezeichnenden Parameter p einer Binomialverteilung aufgefasst werden.
Weil auch hier ausschließlich im statistischen Sinne umfangreiche Stichpro-
ben gegeben sind, folgt aus dem Grenzwertsatz von Moivre und Laplace,
dass zur (näherungsweisen) Berechnung der Länge der Konfidenzintervalle
in diesen Fällen die Quantile der Standardnormalverteilung heranzuziehen
sind [122].
Der weitere Verlauf dieses Kapitels gliedert sich wie folgt: Nach einer ein-
führenden Vorstellung des Simulationsszenarios in Abschnitt 5.1 widmet sichAufbau des Kapitels
Abschnitt 5.2 zunächst der Untersuchung grundlegender Skalierbarkeitsef-
fekte in Abhängigkeit von Verkehrsdichte und Netzlast. In Abschnitt 5.3
wird der Fokus auf Modellierungsaspekte gerichtet und der Einfluss von
Ausbreitungsmodellierung sowie Physical Layer Capture auf die Simulati-
onsergebnisse untersucht. Abschnitt 5.4 geht auf Ansätze zur Quantifizie-
rung der Netzlast und ihre Wirkung auf die Dienstgüte des Netzes ein. Den
2Zur Definition der verwendeten Performanzmetriken wird auf Abschnitt 4.4 verwiesen.
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Schwerpunkt des Kapitel bildet Abschnitt 5.5, welcher die netzlastabhängi-
gen Auswirkungen verschiedener konfigurierbarer Kommunikationsparame-
ter auf die Dienstgüte untersucht und auf dieser Grundlage die Eignung die-
ser Parameter zur Vermeidung oder Bewältigung von Überlastsituationen be-
wertet.
5.1 simulationsszenario
Untersuchungsgegenstand der im weiteren Verlauf dieses Kapitels vorgestell-
ten Simulationsstudien zur Leistungsbewertung von Fahrzeug-zu-Fahrzeug- Autobahnszenario
Kommunikation in VANETs ist ein typisches Autobahnszenario, dessen Rah-
menbedingungen jenen der in Abschnitt 4.3.3 vorgestellten, auf der Bundes-
autobahn 2 durchgeführten Feldtests entsprechen.
5.1.1 Verkehrsfluss
Um eine realitätsnahe Modellierung der Teilnehmermobilität zu gewährleis-
ten, wird dabei, wie bereits in Abschnitt 4.5.3 erläutert wurde, auf den Ver-
kehrsflusssimulator SUMO zurückgegriffen. Dieser aktualisiert in diskreten
Zeitschritten der Länge Tstep = 0,1 s die Positionen und sonstigen Mobilitäts-
daten jedes einzelnen Fahrzeugs und stellt diese Daten während der Simulati-
onslaufzeit dem auf OMNeT++ basierenden Netzwerksimulationsmodell zur
Verfügung. Die Grundlage des in SUMO modellierten Verkehrsflussszenari-
os bilden die Spezifikationen des Verkehrsnetzes und der Verkehrsnachfrage
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Abbildung 30: Schematische Darstellung des Autobahnszenarios mit Auswertungs-
zone (Area of Interest) und geometrischen Abmessungen.
Auf diese Weise wird für die Zwecke der vorliegenden Arbeit ein 10km
langer Autobahnabschnitt modelliert, der drei Fahrstreifen je Fahrtrichtung Verkehrsnetz
aufweist und dessen geometrische Abmessungen in Abbildung 30 darge-
stellt sind. Um eine von Randeffekten unabhängige Bewertung des Netzes
zu gewährleisten, wird die statistische Datenauswertung den Ausführungen
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in Abschnitt 4.5.2.5 folgend mithilfe des StatisticCollector-Moduls auf eine
2km lange, in der Mitte des Verkehrsnetzes angeordnete Auswertungszone
begrenzt, die als Area of Interest bezeichnet wird.
Die Modellierung der Verkehrsnachfrage umfasst zwei verschiedene Fahr-
zeugklassen: Pkw und Lkw. Diese unterscheiden sich insbesondere in ihrerVerkehrsnachfrage
Höchstgeschwindigkeit, ihrer maximalen Beschleunigung und Verzögerung
sowie ihren Abmessungen. Der Lkw-Anteil an der Verkehrsnachfrage be-
trägt in sämtlichen untersuchten Simulationskonfigurationen 10%. Die für
die Konfiguration des Fahrzeugfolgemodells verwendeten Höchstgeschwin-
digkeiten vmax der einzelnen Fahrzeuge folgen einer beidseitig gestutzten
Normalverteilung im Intervall va ≤ vmax ≤ vb, deren Parametrierung Ta-
belle 12 entnommen werden kann.
va [km/h] µ [km/h] vb [km/h] σ [km/h]
Pkw 100,0 120,0 140,0 18,0
Lkw 90,0 100,0 110,0 7,2
Tabelle 12: Parametrierung der gestutzten Normalverteilung der Höchstgeschwin-
digkeiten vmax von Pkw und Lkw mit Erwartungswert µ, Standardab-
weichung σ sowie den Stutzungspunkten va und vb.
Zur Untersuchung netzlastabhängiger Effekte werden der Modellierung
der Verkehrsnachfrage unterschiedliche Verkehrsdichten mit Werten zwischenVerkehrsdichte und
Verkehrsstärke ρ = 30 Fz./km und ρ = 135 Fz./km zugrunde gelegt. Die Verkehrsdichte ρ be-
zieht sich im Kontext dieser Arbeit stets auf die Gesamtanzahl von Fahrzeu-
gen aller drei Richtungsfahrstreifen und beider Fahrtrichtungen je Kilometer
Wegstrecke.
Während die Verkehrsdichte ρ die Anzahl der Fahrzeuge auf einem Strecken-
abschnitt definierter Länge beschreibt, misst die Verkehrsstärke q die Anzahl
der Fahrzeuge, die in einem Zeitintervall definierter Länge einen Straßen-
querschnitt passieren.3 Bei stationärem Verkehrsfluss kann die Verkehrsstär-
ke q unter Verwendung der Kontinuitätsgleichung des Straßenverkehrs in der
Form
q = v¯ · ρ (5.1)
aus der Verkehrsdichte ρ und der mittleren momentanen Geschwindigkeit v¯
der Fahrzeuge auf dem Streckenabschnitt berechnet werden [63, 70, 177].
Im Rahmen des hier betrachteten Simulationsszenarios werden die Fahr-
zeuge dem Verkehrsnetz alternierend in beiden Fahrtrichtungen am jewei-Poisson-Prozess zur
Einspeisung der
Fahrzeuge
ligen Beginn des Autobahnabschnitts zugeführt. Die Einspeisung der Fahr-
zeuge folgt einem Poisson-Prozess, dessen Ankunftsrate der Verkehrsstärke
q = v¯ · ρ entspricht. Dabei werden Pkw initial in Abhängigkeit ihrer indi-
viduellen Höchstgeschwindigkeit vmax auf die drei vorhandenen Richtungs-
fahrstreifen verteilt, Lkw hingegen werden ausschließlich auf dem rechten
Fahrstreifen eingespeist.
3Synonym zu Verkehrsstärke wird in der deutschsprachigen Literatur auch der Begriff Ver-
kehrsfluss verwendet.
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Die maximale Verkehrsstärke, die bei gegebenen äußeren Bedingungen
vom Querschnitt einer Straße aufgenommen werden kann, wird als Kapazität Kapazität
bezeichnet. Übersteigt die Verkehrsnachfrage die Kapazität, kommt es zu ei-
nem Zusammenbruch des Verkehrsflusses, der mit einem Übergang von teil-
gebundenem oder synchronem Verkehr (Kolonnenverkehr) zu stockendem
oder sogar gestautem Verkehr einhergeht. Dieser Wechsel von einem metas-
tabilen in einen instabilen Verkehrsflusszustand ist durch eine erhebliche Re-
duzierung der mittleren Geschwindigkeit gekennzeichnet, sodass nach einem
solchen Zusammenbruch auch die Verkehrsstärke im Vergleich zum synchro-
nen Verkehr ein deutlich reduziertes Niveau einnimmt. Der Wert der Kapazi-
tät eines bestimmten Querschnitts hängt von einer Vielzahl von Einflussfakto-
ren ab und lässt sich in der Realität nicht exakt, sondern nur näherungsweise
bestimmen. In der Literatur werden für Autobahnen je Fahrstreifen Werte
zwischen 1500 Fz./h und 2500 Fz./h angegeben [63, 142, 177].
Eine Zusammenfassung der im Rahmen der vorliegenden Arbeit zur Mo-
dellierung der Verkehrsnachfrage des Autobahnszenarios verwendeten Ver- Modellierte Werte
von Verkehrsdichte
und Verkehrsstärke
kehrsdichten ρ, der beobachteten mittleren Geschwindigkeiten v¯ und der dar-
aus resultierenden Verkehrsstärken q zeigt Tabelle 13. Dabei bezeichnen ρlane
und qlane die mittlere Verkehrsdichte bzw. Verkehrsstärke je Fahrstreifen.
ρ ρlane v¯ q qlane
[Fz./km] [Fz./km] [km/h] [Fz./h] [Fz./h]
30 5,0 112,6 3378 563,0
45 7,5 111,0 4995 832,5
60 10,0 110,0 6600 1100,0
90 15,0 108,8 9792 1632,0
135 22,5 108,2 14607 2434,5
Tabelle 13: Mittlere Fahrzeuggeschwindigkeit v¯ und Verkehrsstärke q des Auto-
bahnszenarios für die im Rahmen der Simulationsstudien untersuchten
Verkehrsdichten ρ.
Während ρ = 30 Fz./km sehr leichtem Verkehr mit einem mittleren Abstand
von 200m zwischen Fahrzeugen auf einem Fahrstreifen entspricht, stellt
ρ = 135 Fz./km bei einem mittleren Fahrzeugabstand von lediglich etwa 44m
und einer Verkehrsstärke von mehr als 2400 Fz./h je Fahrstreifen einen metas-
tabilen Hochflusszustand an der Kapazitätsgrenze des Autobahnabschnitts
dar [63, 142, 177].
Für auf Cooperative Awareness basierende Anwendungen in VANETs (sie-





tätsgrenze gleichzeitig mit der höchsten Belastung des Kommunikationsnet-
zes einher, denn derartige Anwendungen sind naturgemäß mit Mindestan-
forderungen bezüglich der Aktualität und Genauigkeit der zur Verfügung
stehenden Positions- und sonstigen Statusinformationen benachbarter Fahr-
zeuge verbunden. Dabei kann angenommen werden, dass die zur Erfüllung
dieser Mindestanforderungen erforderliche Nachrichtenerzeugungsrate einer
Station annähernd linear mit der Fahrzeuggeschwindigkeit wächst. Demnach
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erreicht die insgesamt von sämtlichen Stationen erzeugte Anzahl von Nach-
richten pro Zeiteinheit, quantifiziert durch die Nachrichtenerzeugungsdich-
te ρg (siehe Gl. 4.42 in Abschnitt 4.4.4), ihr Maximum bei maximaler Ver-
kehrsstärke, d. h. an der Kapazitätsgrenze des Verkehrsnetzes.
Bei stockendem, gestautem oder stehendem Verkehr können Autobahnsze-
narien zwar signifikant höhere Verkehrsdichten aufweisen als im Falle eines
metastabilen Hochflusszustands – jene Verkehrszustände sind jedoch mit we-
sentlich geringeren Fahrzeuggeschwindigkeiten verbunden und erlauben da-
her eine Reduzierung der Nachrichtenerzeugungsrate, die wiederum eine
Entlastung des Kommunikationsnetzes bewirkt. Die im Rahmen dieser Ar-
beit durchgeführten Simulationsstudien zur Bewertung netzlastabhängiger
Effekte konzentrieren sich daher auf freien sowie metastabilen Verkehr bei
hohen Fahrzeuggeschwindigkeiten gemäß Tabelle 13 und verzichten auf eine
Modellierung höherer Verkehrsdichten.
5.1.2 Kommunikation
Der Gesamtheit der im weiteren Verlauf dieses Kapitels vorgestellten Simu-
lationsstudien liegt die Annahme zugrunde, dass sämtliche Fahrzeuge peri-Periodische CAM-
Erzeugung odisch Cooperative Awareness Messages (CAMs) erzeugen und diese mittels
ihrer auf ETSI ITS-G5 basierenden Kommunikationssysteme an benachbarte
Fahrzeuge übermitteln.
Die Übertragung der Frames erfolgt dabei im OCB-Modus als Single-Hop
Broadcast, sodass eine Authentifizierung oder Assoziierung der Stationen mitSingle-Hop-
Broadcast im
OCB-Modus
einem BSS nicht notwendig ist und weder eine Bestätigung noch eine Weiter-
leitung der empfangenen Daten erfolgt. Darüber hinaus sind dem Simula-
tionsmodell damit die mit der Broadcast-Übertragung einhergehenden Her-
ausforderungen für eine zuverlässige Datenübermittlung immanent: Fehlge-
schlagene Übertragungen können vom Sender nicht erkannt und somit auch
nicht wiederholt werden, eine Vergrößerung des Contention Windows als Re-
aktion auf fehlgeschlagene Übertragungsversuche ist ebenfalls nicht möglich.
Auch auf das RTS/CTS-Verfahren, welches der Vermeidung von Framekolli-
sionen dient, die durch Hidden Stations hervorgerufen werden, kann nicht
zurückgegriffen werden (vgl. hierzu bereits Kapitel 2, insbesondere Abschnit-
te 2.2.3, 2.2.5 und 2.3).
Wie in Abschnitt 2.2.7 bereits erläutert wurde, sieht die europäische ITS-
Architektur für die Übertragung von CAMs ausschließlich die Nutzung des
ITS-G5 Control Channels (CCH) vor. Aus diesem Grund konzentrieren sich
die im Rahmen dieser Arbeit durchgeführten Untersuchungen ausschließlich
auf den ITS-G5 CCH und die für diesen Kanal vorgesehene Trägerfrequenz
von 5,9GHz.
Im Fokus der im weiteren Verlauf dieses Kapitels vorstellten Simulations-
studien liegen die Untersuchung der Auswirkungen von Interferenzen auf
die Skalierbarkeit des Netzes und dessen netzlastabhängige Dienstgütebe-
wertung. Schätzungen des CAR 2CAR Communication Consortiums gehen
davon aus, dass die Übertragung von CAMs über 90% der Last auf dem
CCH verursachen wird, während der Einfluss von DENM-Übertragungen
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auf die Auslastung des CCH praktisch vernachlässigt werden kann [23].
Daher kann innerhalb der Simulationsstudien auf eine Modellierung von
über die periodische CAM-Erzeugung hinausgehendem Datenverkehr, z. B.
in Form von ereignisgesteuerten Decentralized Environmental Notification
Messages (DENMs), verzichtet werden, ohne dass sich dies auf die Aussa-
gekraft der gewonnenen Ergebnisse in realen VANETs auf Basis von ITS-G5
auswirkt. Der Datenverkehr des Simulationsszenarios beschränkt sich aus
diesem Grund auf die periodische CAM-Erzeugung.
Die Grundlage der in diesem Kapitel dargestellten Simulationsergebnis-
se bildet, soweit hiervon abweichende explizite Angaben fehlen, das durch Ausbreitungsmodell
Feldtests validierte Ausbreitungsmodell für Autobahnszenarien, dem ein
Dual-Slope Pfadverlustmodell nach Gl. 4.20 in Verbindung mit Nakagami-
Fading distanzabhängiger Intensität nach Gl. 4.32 zugrunde liegt (siehe Ab-
schnitt 4.3.4). Eine vergleichende Untersuchung der Auswirkungen einer da-
von abweichenden Ausbreitungsmodellierung erfolgt in Abschnitt 5.3.1.
Tabelle 14 fasst die Standard-Konfigurationsparameter des Simulationssze-
narios zusammen. Soweit nicht anders gekennzeichnet, basieren die durchge- Standard-Konfigura-
tionsparameterführten Simulationen auf diesen Konfigurationswerten.
Parameter Wert Parameter Wert
Nachrichtenlänge (Payload) 400 Bytes MAC-Framelänge 474 Bytes
Rb 6 Mbps Pt 23 dBm
fg 10 Nachrichten/s CW 15
Post-Backoff deaktiviert PLC aktiviert
Pr,cs −93 dBm SIRth 9 dB
Pr,th −91 dBm N −100 dBm
Tsym 8 µs Tpreamble 32 µs
Tslot 13 µs TSIFS 32 µs
AIFSN 9 TAIFS 149 µs
Access Category (AC) AC_BK Ausbreitungsmodell siehe Tabelle 7
fc 5,9 GHz B 10 MHz
Gt, Gr 1,0 ht, hr 1,5 m
Tabelle 14: Standard-Konfigurationsparameter des Simulationsszenarios.
Als Ausstattungsgrad wird im VANET-Kontext üblicherweise der Anteil
der Fahrzeuge im Straßenverkehr bezeichnet, die mit V2V-Kommunikations- Ausstattungsgrad
systemen ausgerüstet sind und daher am Nachrichtenaustausch innerhalb
des VANETs teilnehmen können.4 Für die netzlastabhängige Dienstgütebe-
wertung periodischer Broadcast-Kommunikation in VANETs ist allerdings
ausschließlich eine Betrachtung ausgerüsteter Fahrzeuge von Bedeutung, da
nicht ausgerüstete Fahrzeuge lediglich den Verkehrsfluss, jedoch nicht die
Performanz der Nachrichtenübermittlung beeinflussen. Für die Zwecke der
vorliegenden Arbeit wird daher auf eine Modellierung verschiedener Ausstat-
tungsgrade verzichtet und in allen Simulationskonfigurationen angenommen,
4Synonym wird in der Literatur zu diesem Zweck auch der Begriff Penetrationsrate ver-
wendet.
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dass sämtliche Fahrzeuge mit ITS-G5-Kommunikationssystemen ausgerüstet
sind und regelmäßig CAMs erzeugen.
Da sich die für die Leistungsbewertung periodischer Broadcast-Kommu-
nikation relevante Dichte ausgerüsteter Fahrzeuge als Produkt von Ausstat-
tungsgrad und Verkehrsdichte errechnen lässt, sind die gewonnenen Simula-
tionsergebnisse ohne Weiteres auf geringere Ausstattungsgrade übertragbar.
So können beispielsweise die Ergebnisse für die untersuchten Verkehrsdich-
ten von 30, 45, 60 bzw. 90 Fz./km auf Szenarien mit einer Verkehrsdichte von
135 Fz./km und einem Ausstattungsgrad von 2/9, 1/3, 4/9 bzw. 2/3 übertragen
werden.
Die Variation der Verkehrsdichte ρ bildet einen wichtigen methodischen
Aspekt der in diesem Kapitel vorgestellten simulationsbasierten Parameter-Simulationsdauer
und Vorlaufzeit studien und dient dazu, netzlastabhängige Effekte im Rahmen der Dienstgü-
tebewertung erfassen zu können. Für die meisten der dabei herangezogenen
Performanzmetriken hängt allerdings die Anzahl von Stichproben, die in ihre
Berechnung einfließen, von der Anzahl der während der Dauer der Simula-
tion von sämtlichen Stationen insgesamt erzeugten Nachrichten ab. Damit
unabhängig von der gewählten Verkehrsdichte in jedem Simulationslauf eine
annähernd gleich große Anzahl von Stichproben in die Bewertung einfließt,
wird die Dauer eines Simulationslaufs Trun nach Tabelle 15 abhängig von der
Verkehrsdichte ρ konfiguriert.
ρ [Fz./km] 30 45 60 90 135
Trun [s] 72 48 36 24 16
Tabelle 15: Dauer eines Simulationslaufs Trun in Abhängigkeit der Verkehrsdichte ρ.
Der eigentliche Simulationslauf und damit die Aufzeichnung der auswert-
baren Simulationsdaten beginnt erst nach einer 450 s langen Vorlaufzeit5, wel-
che der Herstellung eines stationären Verkehrsstroms innerhalb des Verkehrs-
netzes durch eine fortlaufende Einspeisung von Fahrzeugen in den Auto-
bahnabschnitt dient (siehe Abschnitt 5.1.1). Um darüber hinaus einen ein-
geschwungenen Zustand des Kommunikationsnetzes, insbesondere der Me-
dienzugriffssteuerung, sicherzustellen, wird das Simulationsszenario so kon-
figuriert, dass die Stationen bereits eine Sekunde vor dem Beginn von Si-
mulationslaufzeit und Datenaufzeichnung die periodische CAM-Erzeugung
aufnehmen.
Für jede untersuchte Simulationskonfiguration werden zehn statistisch von-
einander unabhängige Simulationsläufe mit identischen Parametern (Replika-
tionen) durchgeführt.
5.2 untersuchung grundlegender skalierbarkeitseffekte
In diesem Abschnitt erfolgt zunächst eine Untersuchung grundlegender Ska-
lierbarkeitseffekte in Abhängigkeit von Verkehrsdichte und Netzlast bei peri-
odischer Aussendung von Broadcast-Nachrichten in VANETs. Dabei werden
5Sogenannte WarmUpTime, siehe hierzu bereits Abschnitt 4.5.2.5, Seite 132.
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die in Abschnitt 4.4 vorgestellten Performanzmetriken verwendet und die
Zusammenhänge zwischen diesen Metriken exemplarisch erläutert. Im Zen-
trum des Interesses steht zunächst die grundsätzliche Veranschaulichung des
Skalierbarkeitsproblems in VANETs sowie dessen quantitative Beurteilung,
während eine detailliertere Sensitivitätsanalyse im Hinblick auf verschiedene
Konfigurationsparameter des Kommunikationsnetzes Gegenstand der sich
anschließenden Abschnitte ist.
Abbildung 31 zeigt für verschiedene Verkehrsdichten ρ den distanzabhän-




Sense Rate sowie Packet Delivery Rate (PDR) im interferenzfreien und in-
terferenzbehafteten Fall. Die Verkehrsdichte ρ bezieht sich dabei, wie gene-
rell im Kontext dieser Arbeit, auf die Summe aller drei Richtungsfahrstreifen
und beider Fahrtrichtungen. Wie in Abschnitt 5.1 bereits erläutert wurde,
entspricht ρ = 30 Fz./km sehr leichtem Verkehr, während ρ = 135 Fz./km einen












 PDR (ρ = 30 Fz./km)
 PDR (ρ = 45 Fz./km)
 PDR (ρ = 60 Fz./km)
 PDR (ρ = 90 Fz./km)
 PDR (ρ = 135 Fz./km)
Abbildung 31: Carrier Sense Rate, PDR im interferenzfreien sowie im interfe-
renzbehafteten Fall in Abhängigkeit der Distanz d zwischen Sen-
der und Empfänger für verschiedene Verkehrsdichten ρ mit Rb =
6 Mbps, Pt = 23 dBm, fg = 10 Nachrichten/s und CW = 15.
Sämtliche Kommunikationsparameter wurden im gezeigten Beispiel mit
fg = 10Nachrichten/s, Pt = 23dBm, CW = 15, Rb = 6Mbps für alle Stationen des
VANETs einheitlich und konstant konfiguriert. Die resultierenden Nachrich-
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tenerzeugungsdichten6 ρg = fg · ρ umfassen demnach einen Bereich von
ρg = 300Nachrichten/km·s bis ρg = 1350Nachrichten/km·s.
Der Einfluss des Signalfadings wird bei der Betrachtung der Carrier Sense
Rate deutlich, die als empirische Wahrscheinlichkeit P (Pr ≥ Pr,cs) aufgefasst
werden kann: Aufgrund der Schwankungen der Signalleistung liegt keine de-
terministische Carrier-Sense-Reichweite dcs vor. Stattdessen kann festgestellt
werden, dass zum einen Frames aus Entfernungen d > dcs durch den Carrier-
Sense-Mechanismus erkannt, zum anderen Frames aus Entfernungen d ≤ dcs
nicht erkannt werden können. Analog gilt dies für die interferenzfreie PDR,
die der empirischen Wahrscheinlichkeit P (Pr ≥ Pr,th) entspricht. Die interfe-
renzfreie PDR stellt daher eine theoretische Obergrenze für die erreichbare
PDR bei gegebener Sendeleistung und Datenübertragungsrate sowie gegebe-
nen Ausbreitungsbedingungen dar.
Ist mehr als eine sendende Station im Netz vorhanden, kommt es unter
realen Bedingungen hingegen aufgrund von Interferenzen, die durch zeitlich
überlappende Übertragungen verursacht werden, zu Framekollisionen und
somit zu einer Verringerung der PDR gegenüber dem interferenzfreien Fall.
Aus Abbildung 31 wird deutlich, dass c. p. die Verkehrsdichte ρ einen si-
gnifikanten Einfluss auf die PDR besitzt, da mit einer Erhöhung der Verkehrs-
dichte eine Steigerung der Netzlast und damit der Kollisionswahrscheinlich-
keit einhergeht. Während beispielsweise für eine Entfernung d = 350m bei
einer geringen Verkehrsdichte von ρ = 30 Fz./km noch 72% der gesendeten
Frames erfolgreich dekodiert werden können, sinkt dieser Wert für eine mitt-
lere Verkehrsdichte von ρ = 60 Fz./km auf 55% und für den Hochflusszustand
mit ρ = 135 Fz./km sogar auf 18%, d. h. im Mittel kann nur noch weniger als
jeder fünfte gesendete Frame erfolgreich empfangen werden. Im interferenz-
und kollisionsfreien Fall wird in dieser Entfernung hingegen für die gewählte
Parameterkombination mit einer Datenrate von Rb = 6Mbps und einer da-
mit verbundenen Empfängerempfindlichkeit Pr,th = −91dBm noch eine PDR
von 89% erreicht.
Für hohe Verkehrsdichten kann aus diesen Ergebnissen somit bereits an-
hand der PDR abgeleitet werden, dass eine signifikante Überlastung des Net-
zes vorliegt, die mit einer deutlichen Verringerung der Dienstgüte des Netzes
verbunden ist.
Einen vergleichbaren Einfluss auf die Netzlast und damit auf die Dienstgü-





Abbildung zeigt die PDR für zwei verschiedene Verkehrsdichten ρ = 30 Fz./km
und ρ = 135 Fz./km sowie unterschiedliche Nachrichtenerzeugungsraten zwi-
schen fg = 2 Frames/s und fg = 20 Frames/s. Hieraus resultieren Nachrichtener-
zeugungsdichten zwischen ρg = 60Nachrichten/km·s und ρg = 600Nachrichten/km·s
für ρ = 30 Fz./km (Abbildung 32a) sowie zwischen ρg = 270Nachrichten/km·s und
ρg = 2700Nachrichten/km·s für ρ = 135 Fz./km (Abbildung 32b).
Deutlich erkennbar ist, dass eine Erhöhung der Nachrichtenerzeugungsra-
te c. p. grundsätzlich eine Verringerung der Wahrscheinlichkeit eines erfolg-
reichen Frameempfangs bewirkt. Darüber hinaus ist festzustellen, dass der
Grad dieser PDR-Verringerung signifikant von der gegebenen Netzlast und
6Zur Definition der Nachrichtenerzeugungsdichte siehe bereits Abschnitt 4.4.4.
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(a) ρ = 30 Fz./km
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(b) ρ = 135 Fz./km
Abbildung 32: Carrier Sense Rate, PDR im interferenzfreien sowie im interferenz-
behafteten Fall in Abhängigkeit der Distanz d zwischen Sender
und Empfänger für verschiedene Erzeugungsraten fg mit Rb =
6 Mbps, Pt = 23 dBm und CW = 15.
damit von der Verkehrsdichte ρ abhängt. So nimmt bei einer Erhöhung der
Erzeugungsrate die PDR für ρ = 135 Fz./km (siehe Abbildung 32b) deutlich
stärker ab als für ρ = 30 Fz./km (siehe Abbildung 32a). Dies verdeutlicht Tabel-
le 16 anhand der Auswirkungen einer Verdopplung der Erzeugungsrate von
5 auf 10 Nachrichten pro Sekunde für d = 350m:
ρ = 30 Fz./km ρ = 135 Fz./km
ρg PDR ρg PDR
fg = 5 Nachrichten/s 150 0,806 675 0,495
fg = 10 Nachrichten/s 300 0,720 1350 0,159
Tabelle 16: PDR für d = 350 m und Auswirkungen einer Verdopplung der Erzeu-
gungsrate fg bei unterschiedlicher Verkehrsdichte ρ und Erzeugungsdich-
te ρg [Nachrichten/(km · s)].
Das Beispiel lässt erkennen, dass bei geringer Verkehrsdichte eine Verdopp-
lung der Erzeugungsrate die Verringerung der PDR überkompensiert, denn
für ρ = 30 Fz./km erhöht sich die mittlere Anzahl fehlerfrei übertragener Nach-
richten pro Sekunde und Sender von 4,03 auf 7,2. Bei sehr hoher Verkehrs-
dichte, wie sie für ρ = 135 Fz./km vorherrscht, ist jedoch das Gegenteil der Fall,
denn hier verringert sich dieser Wert von 2,48 auf 1,59 empfangene Nachrich-
ten pro Sekunde und Sender.
Die Ergebnisse deuten darauf hin, dass die gegebene Nachrichtenerzeu-
gungsdichte ρg einen signifikanten Einfluss auf die Zuverlässigkeit der Da-
tenübertragung im Netz besitzt und somit in vernünftigen Grenzen zu halten
ist.
Durch die PDR wird allerdings nur das Verhältnis der Anzahl erfolgreich
empfangener Frames zur Anzahl gesendeter Frames quantifiziert. Die Metrik
liefert keine Informationen über Verzögerungen, die bei der Übertragung der
Statusinformationen entstehen. Darüber hinaus erlaubt die PDR auch kei-
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nerlei Rückschlüsse auf die Anzahl von Frame Drops, also darüber, ob und
in welchem Maße erzeugte Statusnachrichten aufgrund exzessiver Kanalzu-
griffszeiten (Channel Access Times) bereits vor der Übertragung vom Sender
verworfen werden. Diese Aspekte haben gleichzeitig aber wesentlichen Ein-
fluss auf die Dienstgüte des Netzes und sind daher bei der Leistungsbewer-
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Abbildung 33: Frame Drop Rate in Abhängigkeit der Position des Senders im 10 km
langen Autobahnszenario für verschiedene Verkehrsdichten (ρ) und
Sendeleistungen (Pt) mit fg = 20 Frames/s, CW = 15, Rb = 6 Mbps.
Abbildung 33 zeigt die Frame Drop Rate7 in Abhängigkeit der Position des




dene Verkehrsdichten (ρ = 90 Fz./km und ρ = 135 Fz./km) sowie jeweils drei ver-
schiedene Sendeleistungen (Pt = 20dBm, Pt = 23dBm und Pt = 30dBm) im
Fall der höchsten untersuchten Nachrichtenerzeugungsrate ( fg = 20 Frames/s).
Deutlich erkennbar werden dabei Randeffekte im Szenario: Signifikant ge-
ringere Frame Drop Rates als im übrigen Bereich des Autobahnszenarios tre-
ten für Positionen des Senders auf, die nicht deutlich weiter von den Sze-
nariogrenzen entfernt sind als die Carrier-Sense-Reichweite dcs. Dieser Effekt
kann dadurch erklärt werden, dass der Zeitanteil eines als belegt wahrgenom-
menen Übertragungsmediums in der Nähe der Szenariogrenzen durch die
geringere Anzahl um den Medienzugriff konkurrierender Stationen kleiner
ist als im übrigen Szenario.8 Mit zunehmender Belegungswahrscheinlichkeit
des Mediums nimmt auch die Wahrscheinlichkeit von Frame Drops zu.
Abgesehen von diesen Randeffekten ist im gesamten Szenario eine rela-
tiv konstante Frame Drop Rate zu beobachten. Deutlich erkennbar ist, dass
sowohl die Verkehrsdichte als auch die Sendeleistung einen wesentlichen
Einfluss auf die Anzahl um den Medienzugriff konkurrierender Stationen
und damit auf die resultierende Frame Drop Rate besitzen. Während die
Frame Drop Rate im zentralen Bereich des Szenarios für ρ = 90 Fz./km und
Pt = 20dBm deutlich unter 2% und damit noch im tolerierbaren Bereich liegt,
7Zur Definition dieser Metrik siehe bereits Abschnitt 4.4.1.
8Um diese Randeffekte zu umgehen, werden sämtliche Statistiken, sofern nicht wie in
diesem Fall anders angegeben, nur innerhalb der als Area of Interest bezeichneten Auswer-
tungszone, d. h. für Positionen zwischen 4000m und 6000m erhoben (vgl. Abschnitt 5.1.1).
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steigt ihr Wert c. p. für ρ = 135 Fz./km und Pt = 30dBm auf inakzeptable 40%,
was auf ein völlig überlastetes Netz zurückzuführen ist.
Sämtliche sonstigen untersuchten Konfigurationen mit geringerer Erzeu-
gungsrate ( fg ≤ 10 Frames/s) oder Verkehrsdichte (ρ ≤ 60 Fz./km) weisen ent-
weder keine oder lediglich eine vernachlässigbar kleine Anzahl verworfener
Frames auf.
Während die hier präsentierten Ergebnisse nur CW = 15 berücksichtigen,
kann vermutet werden, dass die Größe des Contention Windows einen signi-
fikanten Einfluss auf die Frame Drop Rate besitzt. Auf diesen Aspekt wird in
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(c) fg = 10 Frames/s



















ρ = 30 Fz./km
 ρ = 45 Fz./km
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(d) fg = 20 Frames/s
Abbildung 34: Komplementäre Verteilungsfunktion P (Tca > tca) (CCDF) der Chan-
nel Access Time (Tca) für verschiedene Erzeugungsraten ( fg) und Ver-
kehrsdichten (ρ) mit Pt = 23 dBm, CW = 15, Rb = 6 Mbps.
Zur näheren Erklärung der Ursachen der beobachteten Frame Drops ist





zeigt die durch Simulationen empirisch ermittelte komplementäre Vertei-
lungsfunktion P (Tca > tca) (Complementary Cumulative Distribution Func-
tion, CCDF) der aus verschiedenen Simulationskonfigurationen resultieren-
den Channel Access Times. Aus der CCDF kann unmittelbar abgelesen wer-
den, mit welcher Wahrscheinlichkeit die Channel Access Time einen bestimm-
ten tolerierbaren Wert tca überschreitet.
9Zur Definition der Channel Access Time siehe Abschnitt 4.4.2.
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Während die Parameter Nachrichtenerzeugungsrate, Größe des Conten-
tion Windows und Datenübertragungsrate mit Pt = 23dBm, CW = 15 und
Rb = 6Mbps innerhalb der in Abbildung 34 gezeigten Konfigurationen un-
verändert bleiben, sind sämtliche in diesem Abschnitt untersuchten Nach-
richtenerzeugungsraten zwischen fg = 2 Frames/s und fg = 20 Frames/s und Ver-
kehrsdichten zwischen ρ = 30 Fz./km und ρ = 135 Fz./km dargestellt.
Die Ergebnisse lassen mit zunehmender Verkehrsdichte, gleichbedeutend
mit einer steigenden Anzahl um den Medienzugriff konkurrierender Statio-
nen, einen weniger steil abfallenden Verlauf der CCDF und damit einen An-
stieg der Wahrscheinlichkeit höherer Channel Access Times erkennen. Glei-
ches gilt für eine Erhöhung der Nachrichtenerzeugungsrate, die ebenfalls si-
gnifikant steigende Wahrscheinlichkeiten höherer Werte von Tca bewirkt.
Besonders deutlich werden diese Auswirkungen anhand einer Betrachtung
der 0,95-Quantile der Verteilungen: Während für die dargestellte Konfigura-
tion mit fg = 2 Frames/s, ρ = 30 Fz./km noch 95% der Channel Access Times
weniger als 0,5ms betragen, erreicht das 0,95-Quantil für fg = 10 Frames/s,
ρ = 90 Fz./km bereits etwa 6,5ms und für fg = 20 Frames/s, ρ = 135 Fz./km so-
gar 45,8ms. Diese Effekte können dadurch erklärt werden, dass der CSMA-
Medienzugriffsmechanismus einen Übertragungsbeginn nur im Falle eines
als frei erkannten Mediums erlaubt, während eine erhöhte Frequenz insge-
samt im Netz erzeugter Nachrichten zu einer niedrigeren Wahrscheinlichkeit
eines freien Übertragungsmediums führt.
Mit einer zunehmenden Wahrscheinlichkeit hoher Channel Access Times
steigt auch die Wahrscheinlichkeit, dass die beim Medienzugriff entstehen-
de Wartezeit die Nachrichtenerzeugungsverzögerung übersteigt. Tritt dieser
Fall ein, wird der auf einen Übertragungsbeginn wartende Frame verworfen.
Demnach gehen hohe Channel Access Times und hohe Nachrichtenerzeu-
gungsraten mit einer hohen Frame Drop Rate einher (vgl. Abbildung 33). Bei
der Interpretation der hier gezeigten Simulationsergebnisse ist zu beachten,
dass die Channel Access Time nur berechnet werden kann, wenn der Sender
auch tatsächlich mit der Übertragung eines Frames beginnt, nicht hingegen
im Falle eines verworfenen Frames.
In direktem Zusammenhang mit der Channel Access Time stehen die auf-





der End-to-End Delays für die bereits in Abbildung 34 dargestellten Simula-
tionskonfigurationen und vergleicht diese mit den zugehörigen Mittelwerten
der Channel Access Times. Für die Beziehung zwischen beiden Metriken gilt
der Zusammenhang Tee = Tca + Ttr + Tprop mit der Übertragungsverzögerung
Ttr, die hier ca. 680µs beträgt, und der Ausbreitungsverzögerung Tprop, deren
entfernungsabhängiger Wert zwischen 0,033µs und 4,0µs beträgt.
Die Gegenüberstellung verdeutlicht, dass bei geringer Netzlast die Chan-
nel Access Time nur begrenzten Einfluss auf die Ende-zu-Ende-Verzögerung
besitzt, während bei mittlerer und hoher Netzlast die Höhe der Ende-zu-En-
de-Verzögerung maßgeblich durch die Channel Access Time bestimmt wird,
da bei einer hohen Wahrscheinlichkeit eines belegten Übertragungsmediums
die durch das Medienzugriffsverfahren verursachte Wartezeit bis zum Über-
10Zur Definition des End-to-End Delays siehe Abschnitt 4.4.2.
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fg ρ Tca Tee fg ρ Tca Tee
[Frames/s] [Fz./km] [ms] [ms] [Frames/s] [Fz./km] [ms] [ms]
2 30 0,29 0,98 10 30 0,50 1,20
2 45 0,31 1,00 10 45 0,71 1,44
2 60 0,33 1,03 10 60 1,00 1,74
2 90 0,38 1,08 10 90 2,16 3,14
2 135 0,47 1,17 10 135 7,30 8,74
5 30 0,36 1,05 20 30 0,97 1,73
5 45 0,42 1,13 20 45 2,00 2,91
5 60 0,50 1,20 20 60 4,73 6,05
5 90 0,72 1,43 20 90 16,55 18,61
5 135 1,15 1,92 20 135 19,59 21,41
Tabelle 17: Mittlere Channel Access Times (Tca) und mittlere End-to-End Delays (Tee)
für verschiedene Erzeugungsraten ( fg) und Verkehrsdichten (ρ) mit Pt =
23 dBm, CW = 15, Rb = 6 Mbps.
tragungsbeginn in der Regel ein Vielfaches der Übertragungsdauer eines
Frames erreicht. Für ρ = 90 Fz./km und fg = 10 Frames/s beträgt die mittlere
Channel Access Time bereits mehr als das Dreifache und für die höchste hier
untersuchte Auslastung des Netzes mit ρ = 135 Fz./km und fg = 20 Frames/s
annähernd das Dreißigfache der Übertragungsdauer eines Frames. Auch in
diesem Zusammenhang ist zu beachten, dass Channel Access Times verwor-
fener Frames nicht berechnet werden können und somit nicht in den Mittel-
wert eingehen.
Für größere Werte des Contention Windows (hier CW = 15) ist mit einer
weiteren Zunahme der Channel Access Time zu rechnen. Dieser Aspekt wird
in Abschnitt 5.5.5 näher untersucht.
Darüber hinaus ist auffällig, dass für sämtliche untersuchten Konfigura-
tionen, insbesondere jedoch im Falle hoher Netzlast, die Differenz der Mit-
telwerte beider Metriken die Summe aus Übertragungs- und Ausbreitungs-
verzögerung übersteigt, d. h. es gilt Tee − Tca > Ttr + Tprop. Dieser Effekt
kann mit der verwendeten Auswertungsmethodik erklärt werden: Grund-
sätzlich werden zur Auswertung der Channel Access Times alle zum Sen-
dezeitpunkt innerhalb der Auswertungszone positionierten Sender und zur
Auswertung der Ende-zu-Ende-Verzögerung alle zum Empfangszeitpunkt in-
nerhalb der Auswertungszone positionierten Empfänger herangezogen (vgl.
Abschnitt 4.5.2.5). Dabei führt ein gesendeter Frame zu einer von der Anzahl
benachbarter Stationen und weiterer Faktoren abhängiger Anzahl erzeugter
Stichproben der Ende-zu-Ende-Verzögerung, da diese für sämtliche im inter-
ferenzfreien Fall dekodierbaren Frames (Pr ≥ Pr,th) errechnet wird. Da die
Höhe der Channel Access Time positiv mit der Anzahl benachbarter Statio-
nen korreliert, gehen hohe Channel Access Times überdurchschnittlich häufig
in die Mittelwertbildung der Ende-zu-Ende-Verzögerungen ein.
Zur Beurteilung der Leistungsfähigkeit verschiedener Netzkonfiguratio-
nen, die sich in ihrer Netzlast und ihren Kommunikationsparametern un-
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terscheiden, ist darüber hinaus die Verfügbarkeit von Performanzmetriken
wünschenswert, die sowohl bei der Übertragung entstehende Frameverluste
als auch Frame Drops sowie auftretende Verzögerungen in einer skalaren
Größe abbilden.
Zu diesem Zweck können grundsätzlich zwei verschiedene Verzögerungs-




Empfängers den zeitlichen Abstand zwischen dem erfolgreichen Empfang
zweier Frames eines bestimmten Senders beschreibt, bezeichnet die Message
Lifetime den zeitlichen Abstand zwischen dem senderseitigen Erzeugungs-
zeitpunkt eines erfolgreich empfangenen Frames und dem Empfangszeit-
punkt des nächsten erfolgreich empfangenen Frames desselben Senders.11
Die Message Lifetime spiegelt somit im Gegensatz zum Update Delay neben
ausbreitungs- und interferenzbedingten Frameverlusten, Frame Drops und
von der Nachrichtenerzeugungsrate abhängigen Erzeugungsverzögerungen
zusätzlich auch im Netz auftretende Ende-zu-Ende-Verzögerungen und dar-
in enthaltene Channel Access Times unmittelbar wider.
Abbildung 35 zeigt einen Vergleich der komplementären Verteilungsfunk-
tionen (CCDF) des Update Delays, P(Tupd > t), sowie der Message Life-
time, P(Tmlt > t), für die mittlere Entfernung d = 100m zwischen Sen-
der und Empfänger und zwei ausgewählte Simulationskonfigurationen mit
fg = 20Nachrichten/s bei hoher (ρ = 135 Fz./km) und vergleichsweise geringer
(ρ = 30 Fz./km) Netzlast.
Aus der Abbildung deutlich erkennbar ist insbesondere bei geringerer
Netzlast der einer Gleichverteilung im Intervall [−1/(10· fg), +1/(10· fg)] folgende
Jitter Jgen, mit dem das CAM-Erzeugungsintervall zur Vermeidung sich peri-
odisch wiederholender Kollisionen beaufschlagt wird (vgl. Abschnitt 4.5.2.2).
Darüber hinaus wird deutlich, dass im Falle niedriger Netzlast die Ende-
zu-Ende Verzögerungen eine untergeordnete Rolle spielen (siehe auch Tabel-
le 17), sodass nur ein unwesentlicher Unterschied zwischen Update Delay
und Message Lifetime besteht. Da für ρ = 30 Fz./km und d = 100m zudem
nur wenige Frameverluste auftreten (siehe Abbildung 32a), werden Update
Delay und Message Lifetime hier im Wesentlichen durch die Erzeugungsver-
zögerung bestimmt.
Bei hoher Netzlast hingegen wird eine signifikante Differenz zwischen bei-
den Metriken deutlich, deren Ursache in der unterschiedlichen Berücksich-
tigung der Ende-zu-Ende-Verzögerung liegt, welche hier durch die Channel
Access Time (CAT) dominiert wird. Da CATs nicht mit ihrem absoluten Wert,
sondern nur mit der Differenz aufeinanderfolgender Ausprägungen in die
Berechnung der Update Delays eingehen (vgl. Abschnitt 4.4.3), treten im Fal-
le einer negativen Differenz Update Delays auf, die sogar deutlich niedriger
sind als die Erzeugungsverzögerung. Die Message Lifetime berücksichtigt
Ende-zu-Ende-Verzögerungen und darin enthaltene CATs im Gegensatz zum
Update Delay mit ihrem absoluten Wert und spiegelt diese somit auch nach
einer Mittelwertbildung wider.
11Zur Definition von Update Delay und Message Lifetime siehe Abschnitt 4.4.2 und Abbil-
dung 23.


















Tupd (ρ = 30 Fz./km)
 Tmlt (ρ = 30 Fz./km)
 Tupd (ρ = 135 Fz./km)
 Tmlt (ρ = 135 Fz./km)
Abbildung 35: Komplementäre Verteilungsfunktion (CCDF) von Update Delay (Tupd)
und Message Lifetime (Tmlt) für die mittlere Entfernung d = 100 m bei
geringer (ρ = 30 Fz./km) und hoher (ρ = 135 Fz./km) Verkehrsdichte mit
Rb = 6 Mbps, Pt = 23 dBm, fg = 20 Nachrichten/s, CW = 15.
Da die beim Medienzugriff auftretenden Channel Access Times die Aktua-
lität der zur Verfügung stehenden Informationen und damit die Dienstgüte
signifikant beeinflussen können, wird im Rahmen dieser Arbeit bevorzugt
die Message Lifetime zur Leistungsbewertung genutzt. Die Message Lifetime
quantifiziert aus der Perspektive eines Empfängers das erreichte Alter der lo-
kal verfügbaren Statusinformationen über eine bestimmte Station in der Um-
gebung des Empfängers und kann daher aus Anwendungssicht als durch
das Kommunikationsnetz induzierte Verzögerung interpretiert werden. Bei
Verwendung dieser Metrik finden sämtliche bisher untersuchten Aspekte der
Leistungsfähigkeit von VANETs in einem einzelnen skalaren Wert Berücksich-
tigung.
In Abbildung 36 ist die mittlere Message Lifetime Tmlt in Abhängigkeit der





zwischen fg = 2 Frames/s und fg = 20 Frames/s sowie Verkehrsdichten zwischen
ρ = 30 Fz./km und ρ = 135 Fz./km veranschaulicht. Die Darstellung offenbart
erwartungsgemäß eine deutliche Zunahme der Message Lifetime mit wach-
sender Entfernung d zwischen Sender und Empfänger, hervorgerufen durch
eine mit wachsender Entfernung abnehmende Packet Delivery Rate (vgl. Ab-
bildungen 31 und 32).
Darüber hinaus ist ebenfalls zu erkennen, dass eine Erhöhung der Verkehrs-
dichte insbesondere im Falle hoher Nachrichtenerzeugungsraten aufgrund
steigender Kollisionswahrscheinlichkeiten und Channel Access Times eine si-
gnifikante Zunahme der Message Lifetime zur Folge hat. Während für eine













ρ = 30 Fz./km
 ρ = 45 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(a) fg = 2 Frames/s
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ρ = 30 Fz./km
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(c) fg = 10 Frames/s












ρ = 30 Fz./km
 ρ = 45 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(d) fg = 20 Frames/s
Abbildung 36: Arithmetisches Mittel der Message Lifetime Tmlt für verschiede-
ne Erzeugungsraten ( fg) und Verkehrsdichten (ρ) mit Pt = 23 dBm,
CW = 15, Rb = 6 Mbps.
Entfernung d = 350m und fg = 10 Frames/s die mittlere Verzögerung zwi-
schen Erzeugung und Aktualisierung der verfügbaren Statusinformation bei
einer Verkehrsdichte von ρ = 30 Fz./km nur ca. 141ms beträgt, steigt dieser
Wert für ρ = 135 Fz./km c. p. auf ca. 535ms.
Im Hinblick auf eine Variation der Nachrichtenerzeugungsrate fg ist hin-
gegen eine differenziertere Betrachtung notwendig. Zwar folgt für sehr ge-
ringe Entfernungen d aus einer Erhöhung von fg grundsätzlich eine Ver-
ringerung der Message Lifetime und daher eine Erhöhung der Dienstgüte,
für größere Entfernungen sind die Auswirkungen jedoch abhängig von der
Netzlast: Während bei geringer Netzlast durch Erhöhung von fg wegen der
damit einhergehenden Verringerung der Erzeugungsverzögerung eine Ver-
besserung der Dienstgüte erzielt werden kann, wird dieser Effekt bei hoher
Netzlast durch erhöhte Kollisionswahrscheinlichkeiten und Channel Access
Times überkompensiert, sodass sich eine Erhöhung der Message Lifetime er-
gibt. Die netzlastabhängigen Auswirkungen unterschiedlicher Nachrichten-
erzeugungsraten werden daher in Abschnitt 5.5.2 näher untersucht.
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5.3 modellierungsaspekte
Die Aussagekraft der simulationsbasierten Leistungsbewertung von VANETs
und die Validität der auf diesem Wege gewonnenen Ergebnisse hängen maß-
geblich davon ab, ob und in welchem Maße das zugrunde liegende Simulati-
onsmodell die für die Performanz des Netzes relevanten Randbedingungen
und Charakteristika von Fahrzeug-zu-Fahrzeug-Kommunikation realitätsnah
abbildet.
Im Folgenden werden ausgewählte Modellierungsaspekte untersucht, die
von besonderer Bedeutung für die im Fokus der vorliegenden Arbeit stehen-
de Bewertung der Skalierbarkeit von VANETs sind, und ihr Einfluss auf die
Simulationsergebnisse quantifiziert. In Abschnitt 5.3.1 werden zunächst die
Auswirkungen der den Simulationen zugrunde gelegten Ausbreitungsmodel-
lierung betrachtet, bevor in Abschnitt 5.3.2 auf die Effekte der Berücksichti-
gung von Physical Layer Capture innerhalb des Simulationsmodells einge-
gangen wird.
5.3.1 Funkausbreitungseffekte: Pfadverlust und Fading
Einen elementaren Bestandteil simulationsgestützter Untersuchungen der
Performanz drahtloser Kommunikation in VANETs bildet die realitätsnahe
Modellierung des Funkkanals. Aus diesem Grund wurden in den Abschnit-
ten 4.3.1 und 4.3.2 bereits die Grundlagen der Ausbreitungsmodellierung
in Autobahnszenarien, die den Untersuchungsgegenstand der in diesem Ka-
pitel vorgestellten Simulationsstudien bilden, skizziert. Im darauffolgenden
Abschnitt 4.3.3 wurden darüber hinaus Ergebnisse einer Messkampagne vor-
gestellt, aus denen das in Abschnitt 4.3.4 zusammengefasste Ausbreitungs-
modell für VANET-Autobahnszenarien abgeleitet werden konnte.
Somit steht ein empirisch validiertes Ausbreitungsmodell zur Verfügung,
welches dem Simulationsmodell des in Abschnitt 5.1 beschriebenen Auto-
bahnszenarios zugrunde gelegt wird, um eine realitätsnahe Leistungsbewer-
tung durchführen zu können. Nicht bekannt ist hingegen, in welchem Maße
die Ausbreitungsmodellierung aufgrund ihrer komplexen Auswirkungen auf
Medienzugriffssteuerung, Interferenzen und Kollisionen die Ergebnisse der
simulationsgestützten Leistungsbewertung in VANETs beeinflusst.
Im Zentrum des Interesses steht deshalb im Folgenden die Frage, wie sen-
sitiv die zur Leistungsbewertung herangezogenen Performanzmetriken auf
eine Variation des verwendeten Ausbreitungsmodells reagieren. Eine Beant-
wortung dieser Frage erlaubt zugleich Rückschlüsse auf die notwendige Sorg-
falt bei der Ausbreitungsmodellierung in Simulationsstudien zur Skalierbar-
keit von VANETs, wie sie einen Schwerpunkt der vorliegenden Arbeit bil-
den. Während alle bisher gezeigten Simulationsergebnisse auf dem durch
Feldtests validierten Ausbreitungsmodell für Autobahnszenarien (siehe Ab-
schnitt 4.3.4) basieren, dem ein Dual-Slope Pfadverlustmodell nach Gl. 4.20 in
Verbindung mit Nakagami-Fading distanzabhängiger Intensität nach Gl. 4.32
zugrunde liegt, werden in diesem Abschnitt daher die Auswirkungen einer
hiervon abweichenden Ausbreitungsmodellierung untersucht [143].
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Abbildung 37 zeigt zunächst anhand der Empfangsleistung (links) und der
Packet Delivery Rate im interferenzfreien Fall (rechts) einen Vergleich des em-
pirisch validierten und für die Zwecke dieser Arbeit verwendeten Dual-Slope
Pfadverlustmodells mit den in zuvor veröffentlichten VANET-Simulationsstu-
dien am weitesten verbreiteten Pfadverlustmodellen (vgl. hierzu bereits Ab-




Ray Ground Modell (siehe z. B. in [2, 110, 139, 140, 141, 170, 185]) und das
Log-Distance Pfadverlustmodell (siehe z. B. in [32] mit α = 2,15, in [95] mit
α = 2,25 sowie in [72] mit α = 2,31). Zur Nachbildung des Signalfadings wur-
de in allen vier Fällen Nakagami-Fading distanzabhängiger Intensität nach
Gl. 4.32 verwendet.
Signifikante Differenzen der aus den verschiedenen Pfadverlustmodellen
resultierenden Empfangsleistungen offenbart Abbildung 37a. Damit verbun-
den sind deutlich voneinander abweichende mittlere Kommunikationsreich-
weiten, ablesbar am jeweiligen Punkt des Unterschreitens der Empfänger-
empfindlichkeit Pr,th.




















Vereinfachtes Two-Ray Ground Modell
 Log-Distance Pfadverlustmodell (α = 2,15)
 Log-Distance Pfadverlustmodell (α = 2,3)
 Dual-Slope Pfadverlustmodell (α1 = 2,1; α2 = 3,4)






































Abbildung 37: Mittlere Empfangsleistung und Kommunikationsreichweite (links) so-
wie interferenzfreie Packet Delivery Rate (rechts) für verschiedene
Pfadverlustmodelle bei Nakagami-Fading distanzabhängiger Intensi-
tät (m = m(d)) und Pt = 23 dBm, Rb = 6 Mbps (Pr,th = −91 dBm).
Wie bereits in Abschnitt 4.3.3.2 erläutert wurde, führt die Verwendung des
vereinfachten Two-Ray Ground Modells nach Gl. 4.16 mit einer in der Rea-
lität nicht beobachtbaren Crossover Distance dc ≈ 556m zu einer deutlichen
Überschätzung der Empfangsleistung insbesondere für mittlere und große
Entfernungen und damit zu einer unrealistisch hohen Einschätzung der er-
zielbaren Kommunikationsreichweite im interferenzfreien Fall. Letzteres gilt
in ähnlichem Maße für das Log-Distance Pfadverlustmodell mit α = 2,15; für
α = 2,3 hingegen wird die erzielbare Kommunikationsreichweite nur gering-
fügig überschätzt.
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Um die Voraussetzungen für eine belastbare und aussagekräftige Nach-
bildung der Auswirkungen auftretender Interferenzen zu schaffen, ist aller-
dings eine möglichst realistische Abbildung der Empfangsleistung sowohl in
geringer als auch in großer Entfernung notwendig. Diesbezüglich zeigen die
drei Vergleichsmodelle im Nah- und/oder Fernbereich jedoch signifikante
Abweichungen vom empirisch validierten Dual-Slope Pfadverlustmodell.
Abbildung 37b zeigt einen Vergleich der aus den verschiedenen Pfadver-
lustmodellen resultierenden Packet Delivery Rate im interferenzfreien Fall,
die der empirischen Wahrscheinlichkeit P(Pr ≥ Pr,th) entspricht, mit den
Ergebnissen der in Abschnitt 4.3.3 vorgestellten Autobahn-Feldtests, welche
ebenfalls unter interferenzfreien Bedingungen gewonnen wurden.
Auch hier lassen sich erhebliche Unterschiede zwischen den verschiedenen
Modellen erkennen. Das Dual-Slope Pfadverlustmodell, welches dem im Rah-
men dieser Arbeit verwendeten Ausbreitungsmodell für Autobahnszenarien
zugrunde liegt, zeigt eine gute Übereinstimmung mit den empirisch ermittel-
ten Ergebnissen. Auch das Log-Distance Modell mit α = 2,3 liefert eine ak-
zeptable Näherung der PDR im interferenzfreien Fall. Sowohl das vereinfach-
te Two-Ray Ground Modell als auch das Log-Distance Modell mit α = 2,15
führen jedoch zu einer erheblichen Überschätzung der interferenzfreien PDR
und damit der erreichbaren Kommunikationsreichweite.
Bei nicht vernachlässigbarer Netzlast wird die Performanz periodischer
Broadcast-Kommunikation in VANETs hingegen erheblich durch Interferen-
zen beeinflusst, wie bereits die in Abschnitt 5.2 vorgestellten Ergebnisse er-
kennen lassen. Von besonderem Interesse ist daher die Gewinnung von Er-
kenntnissen über die komplexen Wechselwirkungen zwischen Ausbreitungs-
modellierung, Interferenzniveau und Performanz der Kommunikation. Im
Zusammenhang mit der Untersuchung von Skalierbarkeitsaspekten kommt
diesem Aspekt naturgemäß besondere Bedeutung zu.
Insbesondere ist in diesem Zusammenhang die Frage von Interesse, in wel-





modelle die Simulationsergebnisse bei Berücksichtigung von Interferenzen
beeinflussen. Abbildung 38 zeigt zur Beantwortung dieser Frage die Auswir-
kungen der Pfadverlustmodellierung anhand der Packet Delivery Rate im
interferenzbehafteten Fall für verschiedene Verkehrsdichten, einhergehend
mit unterschiedlicher Netzlast. Gegenstand des Vergleichs sind auch hier das
vereinfachte Two-Ray Ground Modell sowie das Log-Distance Pfadverlust-
modell mit α = 2,15 und α = 2,3 bei Nakagami-Fading distanzabhängiger
Intensität.
Die Ergebnisse offenbaren überaus deutlich den substanziellen Einfluss des
verwendeten Pfadverlustmodells auf die Packet Delivery Rate und damit auf
eine elementare Metrik der Leistungsbewertung in VANETs. So führt bei-
spielsweise die Anwendung des vereinfachten Two-Ray Ground Modells bei
geringer Netzlast (siehe Abbildung 38a) zu einer unrealistisch hohen Packet
Delivery Rate, deren absolute Abweichung von den Ergebnissen des Dual-
Slope Pfadverlustmodells für Autobahnszenarien bis zu 41% (d = 630m) be-
trägt. Das Log-Distance Pfadverlustmodell hingegen führt insbesondere bei
















Vereinfachtes Two-Ray Ground Modell
 Log-Distance Pfadverlustmodell (α = 2,15)
 Log-Distance Pfadverlustmodell (α = 2,3)





















(a) ρ = 30 Fz./km









































(c) ρ = 90 Fz./km




















(d) ρ = 135 Fz./km
Abbildung 38: Auswirkungen des Pfadverlustmodells auf die Packet Delivery Ra-
te für verschiedene Verkehrsdichten ρ bei distanzabhängiger Fading-
Intensität (m = m(d)) und fg = 10 Frames/s, Pt = 23 dBm, CW = 15,
Rb = 6 Mbps.
mittlerer bis hoher Netzlast (siehe Abbildungen 38b, 38c und 38d) zu einer
signifikanten Unterschätzung der erzielbaren Packet Delivery Rate.
Zur näheren Interpretation der Ergebnisse ist eine Unterscheidung zwi-
schen pfadverlust- und interferenzlimitiertem Zustand des Netzes zweckmäßig.Pfadverlust- und
interferenzlimitierter
Netzzustand
Bei sehr geringer Netzlast, wie sie im Falle der hier gezeigten Konfigura-
tion mit fg = 10 Frames/s und Pt = 23dBm für die geringste Verkehrsdichte
ρ = 30 Fz./km vorliegt, kann allgemein von einem pfadverlustlimitierten Netz
ausgegangen werden. Limitierender Faktor für einen erfolgreichen Frame-
empfang ist hier im Wesentlichen die Empfangsleistung, sodass ein geringe-
rer Pfadverlust grundsätzlich mit einer höheren Packet Delivery Rate verbun-
den ist. Während das vereinfachte Two-Ray Ground Modell die Empfangs-
leistung unabhängig von der Entfernung überschätzt, führt die Verwendung
des Log-Distance Pfadverlustmodell mit α = 2,15 zu einer Überschätzung
für mittlere und große Entfernungen, für α = 2,3 hingegen zu einer Unter-
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schätzung für geringe und zu einer Überschätzung für hohe Entfernungen
(siehe Abbildung 37a). In einem pfadverlustbegrenzten Netz lassen sich die-
se modellabhängigen Eigenschaften der Empfangsleistung direkt auf den dis-
tanzbezogenen Verlauf der Packet Delivery Rate übertragen, wie deutlich aus
Abbildung 38a hervorgeht.
Bei höherer Netzlast hingegen nimmt der Einfluss von Interferenzen zu,
sodass insbesondere für kleine Entfernungen d zwischen Sender und Emp-
fänger, die mit geringem Pfadverlust verbunden sind, von einem interferenz-
limitierten Netz ausgegangen werden kann. Eine generelle Überschätzung
der Empfangsleistung durch das Pfadverlustmodell geht mit einer Überschät-
zung auftretender Interferenzen einher und führt daher für kleine Entfernun-
gen d zu einer Unterschätzung der Packet Delivery Rate, wie beispielsweise
der Vergleich von vereinfachtem Two-Ray Ground Modell und Dual-Slope
Modell in den Abbildungen 38c und 38d verdeutlicht. Mit zunehmender Ent-
fernung wächst jedoch auch bei hoher Netzlast der Einfluss der Pfadverlust-
limitierung, sodass für große Entfernungen auch hier eine höhere Empfangs-
leistung eine höhere Packet Delivery Rate bewirkt.
Diese signifikanten und grundsätzlichen Unterschiede zwischen den ver-
wendeten Ausbreitungsmodellen im Hinblick auf die resultierende Packet
Delivery Rate bestehen nicht nur für den Fall des distanzabhängigen Fading-
Parameters m, sondern unabhängig von der Modellierung der Fading-Inten-
sität, wie im Anhang der Arbeit beispielhaft für Nakagami-Fading mittlerer
Intensität (m = 3) gezeigt wird (siehe Abschnitt A.1, Abbildung 84).
Weitere Einblicke in den Einfluss der Pfadverlustmodellierung auf die Per-
formanz des Netzes erlaubt eine Betrachtung der aus der Anwendung der
verschiedenen Modelle resultierenden Kollisionsrate. Auch hier ergeben sich
überaus deutliche Unterschiede, wie Abbildung 39 anhand der bereits in Ab-
bildung 38 gezeigten Konfigurationen veranschaulicht.
Im Vergleich zum empirisch validierten Dual-Slope Pfadverlustmodell führt
eine Anwendung der Vergleichsmodelle in fast allen Fällen zu einer deutli-
chen Überschätzung der Auswirkungen von Interferenzen und der daraus
resultierenden Kollisionsrate. Deutlich wird auch in diesem Zusammenhang,
dass ein geringerer Pfadverlust zwar mit einer höheren Empfangsleistung,
jedoch auch mit einem höheren Interferenzniveau verbunden ist, wie bei-
spielsweise die hohen Kollisionsraten im Falle des Log-Distance Pfadverlust-
modells mit α = 2,15 zeigen.
Durch den Carrier-Sense-Mechanismus ergeben sich komplexe Auswirkun-
gen des Pfadverlustes und seiner Intensität auf die Entstehung von Kollisio-
nen. Während Hidden Stations bereits bei geringer und mittlerer Netzlast
erheblichen Einfluss auf die Kollisionsrate haben, wächst der Einfluss von
CSMA-Kollisionen12 erst mit zunehmender Netzlast. Da CSMA-Kollisionen
grundsätzlich bei geringerer Entfernung zwischen Sender und Empfänger
auftreten können als Hidden-Station-Kollisionen, nimmt insbesondere für ge-
ringere Entfernungen die Kollisionsrate mit steigender Verkehrsdichte und
Netzlast zu.
12Zur Definition von Kollisionsrate, CSMA- und Hidden-Station-Kollisionen siehe Ab-
schnitt 4.4.1.
















Vereinfachtes Two-Ray Ground Modell
 Log-Distance Pfadverlustmodell (α = 2,15)
 Log-Distance Pfadverlustmodell (α = 2,3)


















(a) ρ = 30 Fz./km



































(c) ρ = 90 Fz./km

















(d) ρ = 135 Fz./km
Abbildung 39: Auswirkungen des Pfadverlustmodells auf die Kollisionsrate für
verschiedene Verkehrsdichten ρ bei distanzabhängiger Fading-
Intensität (m = m(d)) und fg = 10 Frames/s, Pt = 23 dBm, CW = 15,
Rb = 6 Mbps.
Zusammenfassend lässt sich festhalten, dass ein überaus deutlicher Ein-
fluss der Pfadverlustmodellierung auf die Qualität der Simulationsergebnis-
se besteht, der gerade bei der Untersuchung netzlastabhängiger Skalierbar-
keitsaspekte berücksichtigt werden muss. Eine sorgfältige und hinreichend
realitätsnahe Modellierung des distanzabhängigen Pfadverlustes in VANETs
ist für Simulationsstudien in diesem Zusammenhang daher von besonderer
Bedeutung.
Neben den Auswirkungen des Pfadverlustes stellt der Einfluss der Fading-
Intensität auf die Dienstgüte des VANETs einen weiteren interessanten As-Einfluss der
Fading-Intensität im
interferenzfreien Fall
pekt dar, auf den an dieser Stelle eingegangen werden soll. Abbildung 40
veranschaulicht bei Nakagami-Fading unterschiedlicher Intensität die Packet
Delivery Rate im interferenzfreien Fall unter Verwendung des vereinfachten
Two-Ray Ground Modells (siehe Abbildung 40a) und des Dual-Slope Pfad-
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verlustmodells (siehe Abbildung 40b) für eine Sendeleistung von 23dBm und
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(a) Vereinfachtes Two-Ray Ground Modell
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(b) Dual-Slope Pfadverlustmodell
Abbildung 40: Auswirkungen der Fading-Intensität auf die Packet Delivery Rate
im interferenzfreien Fall für verschiedene Pfadverlustmodelle bei
Pt = 23 dBm, Rb = 6 Mbps (Pr,th = −91 dBm).
Erfolgt keine Modellierung von Fading, ergibt sich ein deterministisches
Ausbreitungsmodell in Verbindung mit einer deterministischen Kommunika-
tionsreichweite, die im Falle des vereinfachten Two-Ray Ground Modells et-
wa 1063m beträgt und somit die unter realen Bedingungen auf Autobahnen
erzielbare Reichweite deutlich übersteigt (vgl. Abschnitt 4.3.3). Bei Anwen-
dung des Dual-Slope Modells ergibt sich hingegen lediglich eine determinis-
tische Kommunikationsreichweite von etwa 638m.
Die Fading-Intensität wird quantifiziert durch den Parameter m, wobei
m = 5 der geringsten und m = 1 der höchsten Intensität (Rayleigh-Fading)
entspricht (vgl. Abschnitt 4.3.2). Mit zunehmender Fading-Intensität ergibt
sich ein flacherer Verlauf der interferenzfreien Empfangswahrscheinlichkeit,
d. h. starkes Fading der Empfangsleistung führt einerseits zu einer Zunahme
von Frameverlusten in geringer Distanz, andererseits jedoch auch zu einer
erhöhten Empfangswahrscheinlichkeit für Entfernungen, die größer sind als
die deterministische Kommunikationsreichweite.
Ebenfalls dargestellt ist der Fall des distanzabhängigen Fading-Parameters
m(d) = 2,7 · e−0,01(d−1,0) + 1,0 aus Gl. 4.32, welcher dem im Rahmen dieser Ar-
beit verwendeten Ausbreitungsmodell für Autobahnszenarien zugrunde liegt.
Der Verlauf der interferenzfreien PDR für m = m(d) folgt weitgehend dem
Rayleigh-Fading entsprechenden Verlauf für m = 1. Gleichwohl bestehen
erhebliche Unterschiede zwischen beiden Modellierungsansätzen, die bei Be-
rücksichtigung von Interferenzen deutlich werden. Dies gilt insbesondere für
kleine Entfernungen zwischen Sender bzw. interferierender Station und Emp-
fänger, da hier bei einer Modellierung mit m = m(d) signifikant geringere
Fading-Intensitäten als im Fall von Rayleigh-Fading (m = 1) auftreten.
Um eine nähere Beurteilung der Auswirkungen der Fading-Intensität in
VANETs zu ermöglichen, ist insbesondere im Zusammenhang mit Skalierbar-
keitsbetrachtungen eine Untersuchung des Netzes im interferenzbehafteten
Fall notwendig. Abbildung 41 zeigt die simulationsbasiert ermittelte Packet
164 leistungsbewertung durch simulation




Dual-Slope Pfadverlustmodell bei unterschiedlicher Verkehrsdichte. Die Dar-
stellung offenbart, dass der Einfluss der Fading-Intensität auf die Packet De-
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(a) ρ = 30 Fz./km
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(c) ρ = 90 Fz./km
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(d) ρ = 135 Fz./km
Abbildung 41: Auswirkungen der Fading-Intensität auf die Packet Delivery Rate für
verschiedene Verkehrsdichten ρ im Dual-Slope Pfadverlustmodell mit
fg = 10 Frames/s, Pt = 23 dBm, CW = 15, Rb = 6 Mbps.
Bei der in Abbildung 41a dargestellten Verkehrsdichte von ρ = 30 Fz./km,
welche mit sehr geringer Netzlast verbunden ist, nimmt die Packet Delivery
Rate verglichen mit dem in Abbildung 40b gezeigten interferenzfreien Fall
aufgrund auftretender Kollisionen zwar bereits in geringerer Entfernung ab,
qualitativ bleibt der Verlauf der Kurvenschar aber vergleichbar mit dem in-
terferenzfreien Fall.
Mit zunehmender Netzlast kehrt sich der Einfluss der Fading-Intensität






höchsten an dieser Stelle untersuchten Verkehrsdichte von ρ = 135 Fz./km vor-
herrscht, ein sehr interessanter Effekt offenbart (siehe Abbildung 41d): Für
geringe und mittlere Distanzen zwischen Sender und Empfänger resultiert
aus einer höheren Fading-Intensität in diesem Fall eine deutlich höhere Pa-
cket Delivery Rate – bei hoher Netzlast erhöht Fading demnach signifikant
die Zuverlässigkeit der Kommunikation im Nahbereich.
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Dieser Effekt lässt sich im Zusammenhang mit dem in Abschnitt 4.5.2.4
erläuterten Physical Layer Capture (PLC) erklären, bei dessen Anwendung
ein Frame höherer Empfangsleistung trotz Vorhandensein eines interferie-
renden Frames geringerer Empfangsleistung erfolgreich empfangen werden
kann, wenn die Differenz zwischen beiden Leistungen den SINR-Schwellen-
wert übersteigt. Mit zunehmender Fading-Intensität steigt die Varianz der
Empfangsleistung, wodurch sich die Wahrscheinlichkeit größerer Differen-
zen zwischen den Empfangsleistungen der zeitlich überlappenden Frames
und damit die Erfolgswahrscheinlichkeit des Physical Layer Captures erhöht.
Bei Nichtvorhandensein von Fading zeigt sich darüber hinaus besonders
deutlich der Einfluss von Hidden Stations und der damit zusammenhängen- Robuste Entfernung
gegenüber Hidden
Stations
den robusten Entfernung gegenüber Hidden Stations. Für die hier gezeigten
Simulationskonfigurationen kann analytisch aus Gl. 3.7 (siehe Abschnitt 3.1.2,
Seite 56) unter Verwendung des Dual-Slope Pfadverlustmodells eine robus-
te Entfernung gegenüber Hidden Stations von drobHS = 257,5m errechnet
werden. Ein Überschreiten dieser Entfernung ist verbunden mit einer erheb-
lich beschleunigten Abnahme der Packet Delivery Rate im Distanzverlauf. Da
ohne Fading die Packet Delivery Rate in geringerer Entfernung nur durch
CSMA-Kollisionen herabgesetzt wird, lässt sich insbesondere aus den Abbil-
dungen 41a und 41b erkennen, dass den Auswirkungen von CSMA-Kollisio-
nen gegenüber jenen von Hidden-Station-Kollisionen nur eine untergeordne-
te Bedeutung zukommt.
Zusammenfassend kann festgestellt werden, dass die Modellierung von
Pfadverlust und Fading in VANET-Simulationsstudien maßgeblichen Ein-
fluss auf die Qualität der Simulationsergebnisse besitzt, der sich auch und ge-
rade bei Berücksichtigung von Interferenzen in signifikanten Unterschieden
der ermittelten Dienstgüte niederschlägt. Eine realitätsnahe Ausbreitungsmo-
dellierung, wie sie im Rahmen dieser Arbeit mit dem empirisch validierten
Ausbreitungsmodell für Autobahnszenarien angewendet wird, stellt somit
eine unverzichtbare Grundlage der simulationsbasierten Untersuchung von
Skalierbarkeitsaspekten in VANETs dar.
5.3.2 Physical Layer Capture
Als Physical Layer Capture (PLC) wird, wie bereits in Abschnitt 4.5.2.4 auf
Seite 127 erläutert wurde, der Effekt bezeichnet, dass im Falle einer zeitlichen
Überlappung mehrerer Frames unabhängig von deren Ankunftsreihenfolge
der Frame mit der höchsten Empfangsleistung unter der Voraussetzung eines
ausreichend hohen SINR erfolgreich decodiert werden kann, indem sich der
Empfänger ggf. auf eine später beginnende Frameübertragung resynchroni-
siert.
Da heute gebräuchliche IEEE 802.11 Empfänger in der Regel von PLC Ge-
brauch machen, liegt es nahe, dieses Verhalten bei der Modellierung des
Frameempfangs zu berücksichtigen, um eine realitätsnahe Leistungsbewer-
tung zu ermöglichen. Gleichwohl beinhalten viele Simulationsmodelle, dar-
unter die Implementierung des INETMANET-Frameworks, welche der in
Abschnitt 4.5 vorgestellten Simulationsumgebung als Ausgangsbasis diente,
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keine Modellierung von PLC, sondern bewerten im Falle eines bereits be-
gonnenen Decodiervorgangs jede später beginnende Frameübertragung als
Interferenz.
Von besonderem Interesse ist in diesem Zusammenhang die Frage, in wel-




wertung periodischer Broadcast-Kommunikation in VANETs und die dabei
gewonnenen Ergebnisse beeinflusst. Diese Fragestellung bildet den Untersu-
chungsgegenstand dieses Abschnitts.
Abbildung 42 veranschaulicht die Auswirkungen von PLC auf die Perfor-
manz des Netzes anhand eines Vergleichs der distanzabhängigen PDR, wel-
che jeweils aus Simulationskonfigurationen mit und ohne Berücksichtigung
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(a) Pt = 23 dBm
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(b) Pt = 30 dBm
Abbildung 42: Auswirkungen von Physical Layer Capture (PLC) auf die Packet
Delivery Rate für verschiedene Vekehrsdichten und fg = 10 Frames/s,
CW = 15, Rb = 6 Mbps (SIRth = 9 dB).
Die Ergebnisse lassen erkennen, dass die Berücksichtigung von PLC ins-





deutliche Erhöhung der PDR zur Folge hat. Dieser Effekt lässt sich dadurch
erklären, dass, sofern kein Gebrauch von PLC gemacht wird, im Falle eines
bereits begonnenen Decodiervorgangs jede später beginnende Übertragung
unabhängig von ihrer Empfangsleistung Opfer eine Kollision wird. Aus gerin-
ger Entfernung übertragene Frames sind im Regelfall mit einer hohen Emp-
fangsleistung verbunden, sodass grundsätzlich eine hohe Wahrscheinlichkeit
für ein Überschreiten des SINR-Schwellenwerts SIRth besteht. Dies erlaubt
bei Verwendung von PLC eine Resynchronisierung des Empfängers auf die
später begonnene Übertragung und damit einen erfolgreichen Frameemp-
fang (vgl. Abschnitt 4.5.2.4). Aus größerer Entfernung übertragene Frames
bieten hingegen vergleichsweise selten eine ausreichend hohe Empfangsleis-
tung, wie sie im Falle eines bereits begonnenen Decodiervorgangs für eine
Resynchronisierung auf die später begonnene Übertragung erforderlich ist.
Somit profitieren insbesondere Stationen aus dem Nahbereich um dem Emp-
fänger von der durch PLC hervorgerufenen Erhöhung der Zuverlässigkeit
der Frameübertragung.
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Ein Vergleich der verschiedenen in Abbildung 42 dargestellten Konfigu-





höhung der PDR sowohl mit der für die Frameübertragung verwendeten
Sendeleistung als auch mit der gegebenen Verkehrsdichte wächst. So ist
im absoluten Nahbereich (d = 10m) für die geringere untersuchte Sende-
leistung Pt = 23dBm (siehe Abbildung 42a) bei einer Verkehrsdichte von
ρ = 60 Fz./km eine absolute Erhöhung der PDR um ca. 6%, bei dichtem Ver-
kehr mit ρ = 135 Fz./km um ca. 18% möglich. Für Pt = 30dBm (siehe Abbil-
dung 42b) und ρ = 135 Fz./km geht die Verwendung von PLC sogar mit einer
absoluten Erhöhung der PDR um mehr als 28% einher.
Je höher demnach die Auslastung des gemeinsam genutzten Übertragungs-
mediums und damit das Interferenzniveau innerhalb des Netzes ist, desto hö-
her ist die durch die Verwendung von PLC erzielbare, an einer Erhöhung der
PDR gemessene Verbesserung der Zuverlässigkeit der Frameübermittlung.
Zur weiteren Verdeutlichung sind in Abbildung 43 die Auswirkungen von






sachte Kollisionen sowie die Gesamt-Kollisionsrate für die Sendeleistung
Pt = 30dBm und die Verkehrsdichte ρ = 90 Fz./km gezeigt. Die Darstellung
lässt erkennen, dass durch die Verwendung von PLC die Häufigkeit von
CSMA-Kollisionen insbesondere für Frameübertragungen aus dem Nahbe-
reich signifikant reduziert wird. Von einer deutlich verringerten Häufigkeit
von Hidden-Station-Kollisionen profitieren zudem auch Übertragungen aus
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Abbildung 43: Auswirkungen von Physical Layer Capture (PLC) auf die Anzahl
von CSMA-Kollisionen, durch Hidden Stations verursachte Kollisio-
nen und die Gesamt-Kollisionsrate für ρ = 90 Fz./km, Pt = 30 dBm,
fg = 10 Frames/s, CW = 15 und Rb = 6 Mbps (SIRth = 9 dB).
Zusammenfassend lässt sich feststellen, dass die Verwendung von Physi-




Sender und Empfänger insbesondere bei erhöhtem Interferenzniveau in er-
heblichem Maße die Kollisionswahrscheinlichkeit verringert und damit die
Zuverlässigkeit der Frameübermittlung erhöht. Ohne Berücksichtigung von
PLC durch das Simulationsmodell wird somit die Performanz periodischer
Broadcast-Kommunikation in VANETs gerade innerhalb des für kooperative
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Sicherheitsanwendungen besonders relevanten Nahbereichs signifikant un-
terschätzt. Für die Gewinnung realitätsnaher Ergebnisse im Rahmen der si-
mulationsgestützten Leistungsbewertung ist eine Modellierung von PLC da-
her unverzichtbar.
5.4 quantifizierung der netzauslastung
Die in den vorangegangenen Abschnitten dargestellten Ergebnisse lassen er-
kennen, dass die Leistungsfähigkeit und die Zuverlässigkeit der Kommuni-
kation in VANETs von einer Vielzahl von Parametern abhängen. Um eine
Vergleichbarkeit verschiedener Konfigurationen zu ermöglichen, sind Metri-Metriken zur
Quantifizierung der
Netzlast
ken wünschenswert, welche die mit einer bestimmten Parameterkombination
zusammenhängende Netzlast quantifizieren und zugleich unmittelbare Rück-
schlüsse auf die Dienstgüte des Netzes zulassen.
In diesem Abschnitt wird daher untersucht, ob und in welchem Maße sich
die Kommunikationsdichte ρcom, die Nachrichtenerzeugungsdichte ρg sowie
die Channel Busy Time γ, welche als Metriken zur Quantifizierung der Netz-
last13 bereits in Abschnitt 4.4 vorgestellt wurden, für diesen Zweck eignen.
Die als ρcom = 2 · dcs · fg · ρ definierte Kommunikationsdichte beschreibt die
mittlere Anzahl erzeugter Frames pro Zeiteinheit, deren Empfangsleistung
theoretisch durch den Carrier-Sense-Mechanismus einer Station des VANETs
detektierbar wäre, und quantifiziert für eine gegebene Framelänge daher auf
intuitive und präzise Weise die im Netz erzeugte Last.
Um die Auswirkungen der Kommunikationsdichte auf die Dienstgüte des




figurationen untersucht, die sich zwar in mindestens einem der Parameter
Sendeleistung Pt, Nachrichtenerzeugungsrate fg oder Verkehrsdichte ρ von-
einander unterscheiden, gleichzeitig jedoch eine übereinstimmende Kommu-
nikationsdichte aufweisen. Den drei verwendeten Sendeleistungen Pt in Hö-
he von 9,9dBm, 20,1dBm und 30,3dBm entsprechen dabei in Verbindung mit
dem zugrunde gelegten Ausbreitungsmodell für Autobahnszenarien14 (mitt-
lere) Carrier-Sense-Reichweiten dcs von ca. 300m, 600m bzw. 1200m.
Abbildung 44 zeigt die von der Distanz d zwischen Sender und Empfän-
ger abhängige Packet Delivery Rate (PDR), welche aus diesen verschiede-Auswirkungen auf
die PDR nen Simulationskonfigurationen gleicher Kommunikationsdichte resultiert,
für zwei ausgewählte Kommunikationsdichten ρcom = 720 Frames/s (Abbil-
dung 44a) und ρcom = 1440 Frames/s (Abbildung 44b).
Ein Vergleich der Abbildungen 44a und 44b lässt zunächst erwartungsge-
mäß erkennen, dass bei gleicher Sendeleistung Pt eine Erhöhung der Kom-
munikationsdichte ρcom als Ausdruck einer erhöhten Auslastung des Netzes
mit einer Verringerung der PDR und damit der Zuverlässigkeit der Frame-
übermittlung einhergeht.
Darüber hinaus zeigen die dargestellten Ergebnisse deutlich, dass die Sen-
deleistung auch bei gleicher Kommunikationsdichte maßgeblich die erziel-
bare PDR und damit die Zuverlässigkeit des Netzes bestimmt. So bewirkt
13Zur Definition dieser Metriken siehe Gl. 4.42, Gl. 4.43 und Gl. 4.45 in Abschnitt 4.4.
14Zur Parametrierung des Ausbreitungsmodells siehe Tabelle 7 in Abschnitt 4.3.4.





















Pt = 9,9 dBm, ρ = 30 Fz./km, fg = 40 Hz
 Pt = 9,9 dBm, ρ = 60 Fz./km, fg = 20 Hz
 Pt = 9,9 dBm, ρ = 120 Fz./km, fg = 10 Hz
 Pt = 20,1 dBm, ρ = 30 Fz./km, fg = 20 Hz
 Pt = 20,1 dBm, ρ = 60 Fz./km, fg = 10 Hz
 Pt = 20,1 dBm, ρ = 120 Fz./km, fg = 5 Hz
 Pt = 30,3 dBm, ρ = 30 Fz./km, fg = 10 Hz
 Pt = 30,3 dBm, ρ = 60 Fz./km, fg = 5 Hz
 Pt = 30,3 dBm, ρ = 120 Fz./km, fg = 2,5 Hz
(a) ρcom = 720 Frames/s
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 Pt = 30,3 dBm, ρ = 60 Fz./km, fg = 10 Hz
 Pt = 30,3 dBm, ρ = 120 Fz./km, fg = 5 Hz
(b) ρcom = 1440 Frames/s
Abbildung 44: Distanzverlauf der Packet Delivery Rate (PDR) für verschiedene Si-
mulationskonfigurationen gleicher Kommunikationsdichte ρcom mit
Rb = 6 Mbps, CW = 15. Die Sendeleistung Pt bestimmt bei gleicher
Kommunikationsdichte maßgeblich die PDR, bei gleicher Kommuni-
kationsdichte und Sendeleistung ergeben sich identische PDRs.
z. B. bei unveränderter Kommunikationsdichte ρcom = 1440 Frames/s eine Er-
höhung der Sendeleistung von 20,1dBm auf 30,3dBm für d = 250m eine
relative Erhöhung der PDR um ca. 86 %, da gleichzeitig eine Halbierung der
Nachrichtenerzeugungsdichte15 ρg = fg · ρ eintritt. Stimmen hingegen sowohl
die Kommunikationsdichte ρcom als auch die Sendeleistung Pt überein, liegen
mithin auch gleiche Nachrichtenerzeugungsdichten ρg vor, so ergeben sich
identische PDRs. Die Simulationsergebnisse bestätigen insoweit die Erkennt-
nisse von Jiang et al. [86].
Einen genaueren Einblick in die Zusammenhänge zwischen der gegebenen
Kommunikationsdichte und der Dienstgüte periodischer Broadcast-Kommu- Auswirkungen auf
die Message Lifetimenikation in VANETs erlaubt eine Auswertung der Message Lifetime Tmlt. Ab-
bildung 45 zeigt für dieselben ausgewählten Simulationskonfigurationen glei-
cher Kommunikationsdichte die jeweils resultierende mittlere Message Life-
time Tmlt in Abhängigkeit der Distanz d zwischen Sender und Empfänger.
Während die obigen Ausführungen zu den Auswirkungen von Kommuni-
kationsdichte und Sendeleistung weitgehend auf die an der Message Lifetime
gemessene Dienstgüte des Netzes übertragbar sind, lässt sich eine Überein-
stimmung der gewonnenen Ergebnisse hier auch bei gleicher Sendeleistung
und Kommunikations- bzw. Nachrichtenerzeugungsdichte nicht feststellen.
Vielmehr verdeutlicht die Darstellung den Einfluss der Erzeugungsverzö-
gerung, welche im Wesentlichen durch die Nachrichtenerzeugungsrate be-
15Zur Definition der Nachrichtenerzeugungsdichte ρg (kurz auch als Erzeugungsdichte
bezeichnet) siehe bereits Gl. 4.42 in Abschnitt 4.4.4.













Pt = 9,9 dBm, ρ = 30 Fz./km, fg = 40 Hz
 Pt = 9,9 dBm, ρ = 60 Fz./km, fg = 20 Hz
 Pt = 9,9 dBm, ρ = 120 Fz./km, fg = 10 Hz
 Pt = 20,1 dBm, ρ = 30 Fz./km, fg = 20 Hz
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 Pt = 20,1 dBm, ρ = 120 Fz./km, fg = 5 Hz
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 Pt = 30,3 dBm, ρ = 60 Fz./km, fg = 5 Hz
 Pt = 30,3 dBm, ρ = 120 Fz./km, fg = 2,5 Hz
(a) ρcom = 720 Frames/s
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 Pt = 30,3 dBm, ρ = 120 Fz./km, fg = 5 Hz
(b) ρcom = 1440 Frames/s
Abbildung 45: Mittlere Message Lifetime Tmlt für verschiedene Simulationskonfi-
gurationen gleicher Kommunikationsdichte ρcom mit Rb = 6 Mbps,
CW = 15.
stimmt wird, auf die Message Lifetime.16 Je höher bei gegebener Kommu-
nikationsdichte und Sendeleistung die Nachrichtenerzeugungsrate gewählt
wird, desto geringer ist naturgemäß die Nachrichtenerzeugungsverzögerung,
sodass die Message Lifetime verringert und damit die Aktualität und Zuver-
lässigkeit der zur Verfügung stehenden Statusinformationen erhöht werden
kann.
Festhalten lässt sich demnach zunächst, dass die Kommunikationsdich-




selbst bei bekannter Sendeleistung und Nachrichtenerzeugungsdichte nicht
ohne Weiteres zuverlässige Rückschlüsse auf die resultierende Dienstgüte des
VANETs zulässt.
Tabelle 18 zeigt für die bereits in Abschnitt 5.2 verwendete Auswahl von
Ausprägungen der Parameter Nachrichtenerzeugungsrate fg, Verkehrsdich-
te ρ und Sendeleistung Pt die als ρcom = 2 · dcs · fg · ρ berechnete Kommunika-
tionsdichte. Den Sendeleistungen 20dBm, 23dBm und 30dBm entsprechen
dabei die auf Basis des Dual-Slope Pfadverlustmodells für Autobahnen (sie-
he Tabelle 7) errechneten Carrier-Sense-Reichweiten dcs von 596,3m, 731,1m
und 1173,7m.
In der Realität ist die innerhalb des VANETs gegebene Kommunikations-
dichte für eine einzelne Station selbst bei als bekannt angenommenen Aus-
breitungsbedingungen nicht auf direktem Wege messbar (vgl. hierzu bereits
Abschnitt 4.4.4, Seite 111). Gleichwohl ist es insbesondere für die Entwick-
lung effektiver, dezentral organisierter Überlaststeuerungsverfahren erstre-
benswert, dass die Stationen über eine möglichst präzise Kenntnis der ge-
gebenen Netzlast verfügen. Von besonderem Interesse ist daher die Frage, ob
16Zur Definition der Nachrichtenerzeugungsverzögerung siehe Gl. 4.36 in Abschnitt 4.4.2.
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fg [Frames/s] Pt [dBm]
ρcom [Frames/s]
ρ = 30 Fz.km ρ = 45
Fz.
km ρ = 60
Fz.
km ρ = 90
Fz.
km ρ = 135
Fz.
km
2 20 71,6 107,3 143,1 214,7 322,0
2 23 87,7 131,6 175,5 263,2 394,8
2 30 140,8 211,3 281,7 422,5 633,8
5 20 178,9 268,3 357,8 536,6 805,0
5 23 219,3 329,0 438,7 658,0 987,0
5 30 352,1 528,2 704,2 1056,3 1584,5
10 20 357,8 536,6 715,5 1073,3 1609,9
10 23 438,7 658,0 877,3 1316,0 1974,0
10 30 704,2 1056,3 1408,4 2112,6 3169,0
20 20 715,5 1073,3 1431,0 2146,5 3219,8
20 23 877,3 1316,0 1754,6 2631,9 3947,9
20 30 1408,4 2112,6 2816,9 4225,3 6337,9
Tabelle 18: Kommunikationsdichte für verschiedene Simulationskonfigurationen.
und mit welchen Einschränkungen sich die Kommunikationsdichte aus der
lokal messbaren Channel Busy Time (CBT) ableiten lässt.
Zur Beantwortung dieser Frage stellt Abbildung 46 für sämtliche Parame-




nel Busy Time in Abhängigkeit der Kommunikationsdichte ρcom dar. Gezeigt
ist zum einen die auf den Carrier-Sense-Schwellenwert Pr,cs = −93dBm be-
zogene CBT γcs (Abbildung 46a), zum anderen die auf den Standard-Schwel-

















(a) Channel Busy Time γcs














(b) Channel Busy Time γde f
Abbildung 46: Mittlere auf den Carrier-Sense-Schwellenwert Pr,cs = −93 dBm und
den Standard-Schwellenwert Pr,de f = −85 dBm bezogene Channel Bu-
sy Times γcs (a) und γde f (b) in Abhängigkeit der Kommunikations-
dichte ρcom für die Simulationskonfigurationen nach Tabelle 18 mit
Rb = 6 Mbps, CW = 15.
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Die Darstellung offenbart, dass in beiden Fällen die CBT bei hoher Netzlast
asymptotisch gegen einen Grenzwert strebt, der abhängig von dem der Me-
trik jeweils zugrunde gelegten Schwellenwert ist und hier näherungsweise
γcs,max ≈ 0,89 bzw. γde f ,max ≈ 0,75 beträgt.
Dieses asymptotische Verhalten wird im wesentlichen durch zwei charakte-
ristische Eigenschaften des Medienzugriffs von ETSI ITS-G5 und IEEE 802.11Asymptotisches
Verhalten der CBT hervorgerufen: Zum einen wächst mit steigender Netzlast die Wahrschein-
lichkeit für eine zeitliche Überlappung zweier oder mehrerer Frameübertra-
gungen. Eine solche Überlappung wirkt sich aus der Perspektive des Emp-
fängers nicht auf die CBT aus, sofern der Schwellenwert für ihre Berechnung
bereits durch die Empfangsleistung einer einzelnen Übertragung überschrit-
ten wird. Zum anderen erhöht sich mit steigender Netzlast die Wahrschein-
lichkeit, dass Frames vom Sender wegen eines dauerhaft belegten Übertra-
gungsmediums vor Übertragungsbeginn verworfen werden (Frame Drops),
wie bereits in Abschnitt 5.2 gezeigt wurde.17 Bei sehr hoher Netzlast kann
das Auftreten von Frame Drops daher zu einer Entlastung des gemeinsam
genutzten Übertragungsmediums beitragen.
Darüber hinaus wird aus Abbildung 46b bei genauerem Hinsehen erkenn-
bar, dass die Monotonie des von der Kommunikationsdichte ρcom abhängigen
Verlaufs der Channel Busy Time γde f bei ρcom ≈ 1300 Frames/s kurz unterbro-
chen wird. Auch diese Beobachtung lässt sich bei Betrachtung von Tabelle 18
und Abbildung 33 in Abschnitt 5.2 mit der sprunghaft zunehmenden Häufig-
keit von Frame Drops erklären, die mit der Erhöhung der Nachrichtenerzeu-
gungsrate von fg = 10 Frames/s auf fg = 20 Frames/s an dieser Stelle einhergeht
und eine Entlastung des Übertragungsmediums bewirkt.
Wegen des in Abbildung 46 gezeigten asymptotischen Verhaltens der CBT
ist es bei sehr hoher Netzlast nicht ohne Weiteres möglich, den Wert der Kom-
munikationsdichte oder der Nachrichtenerzeugungsdichte mithilfe einer lo-
kalen Messung der CBT zu ermitteln. Wie allerdings bereits die Simulations-
ergebnisse der vorangegangenen Abschnitte zeigen und der weitere Verlauf
dieses Kapitels noch bestätigen wird, erfordert die Erzielung einer akzep-
tablen Dienstgüte bei periodischer Broadcast-Kommunikation unter den ge-
gebenen Rahmenbedingungen von ETSI ITS-G5 zumindest eine Begrenzung






können sowohl γde f als auch γcs als streng monoton mit der Kommunikati-
onsdichte ρcom wachsend angesehen werden, wobei sich für γde f sogar ein
näherungsweise linearer Verlauf ergibt (siehe Abbildung 46). Eine Bestim-
mung der CBT erlaubt in diesem Bereich daher unmittelbare Rückschlüsse
auf die Kommunikationsdichte. Die gezeigten Simulationsergebnisse bestäti-
gen insoweit die Ergebnisse von Tielert et al. [165].
In dem für Verfahren zur Vermeidung und Bewältigung von Überlastsi-
tuationen (Congestion Control) relevanten Zielbereich gemäßigter Kommu-
nikationsdichte kann die gegebene Netzlast somit zumindest approximativ
durch eine dezentral organisierte, lokale Messung der Channel Busy Time
bestimmt werden. Im weiteren Verlauf dieses Kapitels wird daher neben der
17Zum Auftreten von Frame Drops in den hier betrachtenen Simulationskonfigurationen
siehe bereits Seite 150 des Abschnitts 5.2.
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Nachrichtenerzeugungsdichte ρg und der Kommunikationsdichte ρcom auch
die Channel Busy Time γ zur Quantifizierung der Netzlast herangezogen.
Darüber hinaus ist eine Anwendung kooperativer Methoden zur Quantifi-




mit größerem Implementierungsaufwand und zusätzlichem Signalisierungs-
overhead verbunden, lassen jedoch zugleich präzisere Ergebnisse erwarten.
Eine einfache Möglichkeit stellt in diesem Zusammenhang etwa die Nutzung
der für kooperative Anwendungen in VANETs von sämtlichen Stationen vor-
gehaltenen Nachbarschaftstabellen dar: Stellt jede Station mit den periodisch
erzeugten CAMs neben Informationen zu Position und Bewegungszustand
des Fahrzeugs auch ihre aktuell verwendete Nachrichtenerzeugungsrate zur
Verfügung, so kann aus den Nachbarschaftstabellen die Anzahl der in einem
Streckenabschnitt definierter Länge pro Zeiteinheit erzeugten Nachrichten,
d. h. die Nachrichtenerzeugungsdichte ρg, abgeleitet werden. Auf kooperati-
ve Methoden zur Quantifizierung der Netzlast wird im Rahmen der vorlie-
genden Arbeit allerdings nicht näher eingegangen.
5.5 vermeidung von überlast
Die in den vorangegangenen Abschnitten dieses Kapitels vorgestellten Ergeb-
nisse offenbaren deutlich die mangelnde Skalierbarkeit periodischer Broad-
cast-Kommunikation sowie die damit verbundenen Herausforderungen für
eine möglichst zuverlässige und verzögerungsarme Übermittlung sicherheits-
relevanter Nachrichten in VANETs auf Basis von ETSI ITS-G5.
Bei hoher Netzlast sind aus mehreren Gründen signifikante Beeinträchti-
gungen der Dienstgüte zu beobachten: Die durch zeitlich überlappende Über- Beeinträchtigungen
der Dienstgüte bei
hoher Netzlast
tragungen verschiedener Stationen verursachten Multi-User-Interferenzen ru-
fen Framekollisionen hervor und reduzieren auf diese Weise maßgeblich die
Zuverlässigkeit der Nachrichtenübermittlung. Mit wachsender Netzlast führt
die CSMA/CA-Medienzugriffsprozedur außerdem zu erhöhten Verzögerun-
gen, aus denen wiederum das Auftreten von Frame Drops resultieren kann.
Im Ergebnis kann es bei übermäßig hoher Netzlast dazu kommen, dass die
Dienstgüte des Netzes, insbesondere im Hinblick auf die Aktualität der zur
Verfügung stehenden Statusinformationen benachbarter Fahrzeuge, den Min-
destanforderungen von ITS-Anwendungen zur Erhöhung der Verkehrssicher-
heit nicht mehr genügt.
Sowohl in der Literatur als auch in den zuständigen europäischen Stan-
dardisierungsgremien herrscht daher weitestgehende Einigkeit darüber, dass Überlaststeuerung
und Parametrierung
des Netzes
auf Überlaststeuerungsverfahren zurückgegriffen werden muss, um die Netz-
last zu begrenzen und Überlastsituationen zu vermeiden (vgl. hierzu Ab-
schnitt 3.2). Kaum Einigkeit besteht jedoch über die zur Dienstgüteoptimie-
rung geeignete Parametrierung des Netzes, etwa bezüglich anzustrebender
Netzlast-Sollwerte sowie geeigneter Konfigurationswerte von Sendeleistung
und Nachrichtenerzeugungsrate. Keine hinreichend validierten Erkenntnisse
liegen außerdem darüber vor, ob und inwieweit sich andere als die üblicher-
weise herangezogenen Konfigurationsparameter Sendeleistung und Nach-
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richtenerzeugungsrate zur netzlastabhängigen Dienstgüteoptimierung und
zur Überlaststeuerung eignen.
Der verbleibende Teil dieses Kapitels widmet sich daher einer eingehenden






rierbarer Kommunikationsparameter auf die Performanz des Netzes sowie
ihres Potentials zur Überwindung der oben beschriebenen Skalierbarkeits-
problematik. Im Rahmen simulationsbasierter Parameterstudien werden zu
diesem Zweck die Parameter Sendeleistung, Nachrichtenerzeugungsrate, Da-
tenrate, Carrier-Sense-Schwellenwert und Größe des Contention Windows
betrachtet. Die in diesem Rahmen gewonnenen Erkenntnisse dienen der Ent-
wicklung, Parametrierung und Optimierung effektiver Methoden zur Vermei-
dung und Bewältigung übermäßig hoher Netzlast.
5.5.1 Sendeleistung
In diesem Abschnitt werden die Auswirkungen der abgestrahlten Sendeleis-




zieht sich dabei, wie für alle im Rahmen dieser Arbeit durchgeführten Simu-
lationen, auf die äquivalente isotrope Sendeleistung (EIRP) unter Annahme
einer perfekten Rundstrahl-Antennencharakteristik.
Bei gegebenen Ausbreitungsbedingungen und gegebener Empfängeremp-
findlichkeit bestimmt die Sendeleistung unmittelbar die im interferenzfreien
Fall erzielbare maximale Kommunikationsreichweite. Gleichzeitig wirkt sich
die verwendete Sendeleistung jedoch maßgeblich auf das Interferenzniveau
im Netz aus. Übersteigt das Interferenzniveau und damit die Häufigkeit von
Framekollisionen ein tolerierbares Niveau, so liegt eine Überlastsituation vor.
In diesem Fall erscheint es grundsätzlich zweckmäßig, durch eine Reduzie-
rung der Sendeleistung eine Entlastung des Netzes und damit möglicherwei-
se eine Erhöhung der Zuverlässigkeit der Frameübertragung herbeizuführen.Netzlastabhängige
Anpassung der
Sendeleistung
Eine netzlastabhängige Anpassung der Sendeleistung wird daher im Allge-
meinen als geeignetes Mittel für die Entwicklung von Mechanismen zur Über-
laststeuerung angesehen (vgl. Abschnitt 3.1).
Um eine effektive Anpassung der Sendeleistung an die gegebene Netzlast
zu ermöglichen, ist die Beantwortung einer Reihe von Fragen notwendig:
• In welchem Umfang beeinflusst die Sendeleistung die erzielbare Kom-
munikationsreichweite, die Entstehung von Framekollisionen und da-
mit die Performanz periodischer Broadcast-Kommunikation in VANETs?
• Wie ist die Sendeleistung zu wählen, um eine möglichst hohe Zuverläs-
sigkeit des Netzes zu erreichen und auf wie beeinflusst die gegebene
Netzlast diese Entscheidung?
• Können durch eine Anpassung der Sendeleistung effektiv Überlastsi-
tuationen vermieden oder die Zuverlässigkeit der Kommunikation im
Überlastfall erhöht werden?
Diese Fragen werden im Folgenden für das in Abschnitt 5.1 vorgestellte
Autobahnszenario anhand einer Parameterstudie untersucht, deren zugrun-
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de liegende Simulationskonfiguration Tabelle 19 zusammenfasst. Grundlage
aller Untersuchungen ist auch hier, soweit nicht anders gekennzeichnet, das
in Abschnitt 4.3.4 beschriebene Ausbreitungsmodell für Autobahnszenarien
auf Basis des Dual-Slope Pfadverlustmodells.
Parameter Wert






ρ {30, 60, 90, 135} Fz./km
fg {10, 20}Nachrichten/s
Pt {13, 16, 18, 20, 21, 22, 23, 24, 25, 26, 28, 30}dBm
Tabelle 19: Konfigurationsparameter der Simulationsstudie zu Auswirkungen der
Sendeleistung Pt.
Abbildung 47 zeigt für verschiedene Sendeleistungen Pt die simulationsba-
siert ermittelte Packet Delivery Rate (PDR) im interferenzfreien Fall in Abhän-
gigkeit der Distanz d zwischen Sender und Empfänger. Die PDR im interfe-
renzfreien Fall stellt bei gegebenen Ausbreitungsbedingungen und gegebener Auswirkungen auf
die PDR im
interferenzfreien Fall
Empfängerempfindlichkeit eine theoretisch erreichbare Obergrenze der PDR
dar, da sie lediglich den Anteil von Frames quantifiziert, deren Empfangsleis-
tung mindestens der Empfängerempfindlichkeit entspricht. Framekollisionen
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Abbildung 47: PDR im interferenzfreien Fall in Abhängigkeit der Distanz d zwischen
Sender und Empfänger für verschiedene Sendeleistungen Pt.
Folgerichtig lassen die Simulationsergebnisse deutlich erkennen, dass im
interferenzfreien Fall eine Erhöhung der Sendeleistung ohne Einschränkun-
gen eine Erhöhung der Kommunikationsreichweite bewirkt, da diese Maß-
nahme die Wahrscheinlichkeit durch Pfadverlust und Fading verursachter
Frameverluste reduziert.
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Gleichzeitig verursacht eine Erhöhung der Sendeleistung jedoch eine Zu-
nahme der im Netz auftretenden Interferenzen. Bei hoher Nachrichtener-
zeugungsdichte führt eine zu hohe Sendeleistung sogar zu Frame Drops
in nicht zu vernachlässigender Häufigkeit, wie Abbildung 48 anhand ver-Auswirkungen auf
die Häufigkeit von
Frame Drops
schiedener Verkehrsdichten ρ und Erzeugungsraten fg veranschaulicht. Für
fg = 10Nachrichten/s treten Frame Drops im Rahmen des untersuchten Para-
meterraums nur für die höchste untersuchte Verkehrsdichte ρ = 135 Fz./km
und erst ab einer Sendeleistung von Pt = 28dBm auf (siehe Abbildung 48a).
Dies entspricht einer Kommunikationsdichte ρcom von 2768 Frames/s bei einer
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(a) fg = 10 Nachrichten/s























ρ = 30 Fz./km
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(b) fg = 20 Nachrichten/s
Abbildung 48: Mittlere Frame Drop Rate in Abhängigkeit der Sen-
deleistung Pt für verschiedene Verkehrsdichten ρ und
Erzeugungsraten fg bei Nachrichtenerzeugungsdichten
300 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Eine Erhöhung der Erzeugungsrate auf fg = 20Nachrichten/s bewirkt ei-
ne deutliche Zunahme der Häufigkeit von Frame Drops, außerdem werden
Frames bereits bei geringerer Verkehrsdichte und Sendeleistung verworfen
(siehe Abbildung 48b). Feststellbar ist ein Auftreten von Frame Drops hier
zudem bereits ab einer Kommunikationsdichte von etwa 2000 Frames/s. Wegen
der stark erhöhten Häufigkeit von Frame Drops für fg = 20Nachrichten/s auch
im Falle vergleichsweise geringer Verkehrsdichten und Sendeleistungen wer-
den diese Konfigurationen im Folgenden nicht näher betrachtet, sondern die
Untersuchung der Sendeleistung konzentriert sich auf die Standard-Erzeu-
gungsrate fg = 10Nachrichten/s.
Verursacht wird die beobachtete Entstehung von Frame Drops durch ein




anschaulicht Abbildung 49b anhand der auf den Carrier-Sense-Schwellen-
wert Pr,cs = −93dBm bezogenen Channel Busy Time γcs, welche der empi-
rischen Wahrscheinlichkeit entspricht, dass der Carrier-Sense-Mechanismus
einer Station zu einem zufälligen Betrachtungszeitpunkt ein belegtes Übertra-
gungsmedium vorfindet. Dieser Effekt ist intuitiv nachvollziehbar, denn mit
steigender Sendeleistung wächst die Carrier-Sense-Reichweite und damit die
Anzahl sendender Stationen innerhalb der Carrier-Sense-Reichweite an.
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(a) Mittlere Channel Access Time Tca
















(b) Channel Busy Time γcs
Abbildung 49: Arithmetisches Mittel der Channel Access Time Tca (a) und auf
den Carrier-Sense-Schwellenwert Pr,cs = −93 dBm bezogene Chan-
nel Busy Time γcs (b) in Abhängigkeit der Sendeleistung Pt
für verschiedene Verkehrsdichten ρ mit fg = 10 Nachrichten/s und
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s.
Da gemäß den Regeln des CSMA/CA-Medienzugriffsverfahrens jede Sta-
tion im Vorfeld eines Medienzugriffs ihr Backoff-Intervall nur im Falle eines
als frei erkannten Übertragungsmediums dekrementiert, führt eine Erhöhung
der Sendeleistung neben einem Anwachsen der Channel Busy Time γcs zu
einem deutlichen Anstieg der Channel Access Time (CAT). Diesen Zusam-
menhang veranschaulicht Abbildung 49a anhand des arithmetischen Mittels
Tca der CAT, welches mit steigender Sendeleistung signifikant anwächst.
Zur Beurteilung des Einflusses der Sendeleistung auf die Zuverlässigkeit
der Frameübertragung ist eine Betrachtung der PDR unter Berücksichtigung
von Interferenzen zweckmäßig. Abbildung 50 zeigt die PDR in Abhängigkeit Auswirkungen auf
die PDRder Entfernung d zwischen Sender und Empfänger für fg = 10Nachrichten/s
und verschiedene Sendeleistungen Pt bei niedriger und hoher Verkehrsdich-
te.
Bei geringer Netzlast, wie sie im Falle der in Abbildung 50a gezeigten
Konfigurationen für die geringste untersuchte Verkehrsdichte ρ = 30 Fz./km
mit einer Nachrichtenerzeugungsdichte ρg = 300Nachrichten/km·s gegeben ist,
liegt allgemein ein pfadverlustbegrenztes Netz vor. Limitierender Faktor für
einen erfolgreichen Frameempfang ist hier im Wesentlichen die Empfangs-
leistung, sodass eine höhere Sendeleistung innerhalb des untersuchten Para-
meterraums grundsätzlich mit einer höheren PDR verbunden ist.
Bei höherer Netzlast hingegen, wie sie im Falle der in Abbildung 50b
gezeigten Konfigurationen mit der höchsten untersuchten Verkehrsdichte
ρ = 135 Fz./km und ρg = 1350Nachrichten/km·s vorliegt, nimmt der Einfluss von
Interferenzen zu. Hier kann insbesondere für Übertragungen aus geringer
Entfernung, die mit geringem Pfadverlust verbunden sind, ein interferenz-
limitierter Zustand des Netzes angenommen werden. Eine Erhöhung der
Sendeleistung verursacht eine Zunahme von Interferenzen und führt daher
unter diesen Bedingungen für geringe Entfernungen d zu einer erhöhten Kol-
lisionshäufigkeit und einer Abnahme der Packet Delivery Rate.
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(b) ρg = 1350 Nachrichten/km·s
Abbildung 50: Mittlere Packet Delivery Rate (PDR) in Abhängigkeit der Distanz d
zwischen Sender und Empfänger für verschiedene Sendeleistun-
gen Pt bei geringer (a) und hoher (b) Nachrichtenerzeugungsdichte ρg
mit fg = 10 Nachrichten/s.
Demzufolge hat eine Reduzierung der Sendeleistung eine zuverlässigere
Frameübertragung im Nahbereich zur Folge: So bewirkt beispielsweise eine
Reduzierung der Sendeleistung von 30dBm auf 20dBm, die mit einer Ver-
ringerung der Kommunikationsdichte ρcom von 3169 Frames/s auf 1610 Frames/s
verbunden ist, für d = 100m eine absolute Erhöhung der PDR um 25%.
Mit zunehmender Entfernung wächst jedoch auch bei hoher Nachrichtener-
zeugungsdichte der Einfluss der Pfadverlustlimitierung, sodass eine Redu-
zierung der Sendeleistung gleichzeitig mit einer Verringerung der PDR für
größere Entfernungen einhergeht.
Zur weiteren Verdeutlichung der durch eine Variation der Sendeleistung





terferenzfreien Fall und Kollisionsrate in Verbindung mit einer Unterschei-
dung zwischen durch Hidden Stations verursachten Kollisionen einerseits
und CSMA-Kollisionen, die durch annähernd gleichzeitigen Übertragungs-
beginn hervorgerufen werden, andererseits. Abbildung 51 zeigt diese Per-
formanzmetriken im Distanzverlauf bei einer hohen Nachrichtenerzeugungs-
dichte von ρg = 1350Nachrichten/km·s für die höchste (a) und geringste (b) un-
tersuchte Sendeleistung.
Abbildung 51a veranschaulicht den Fall eines aufgrund einer Kombination
von hoher Sendeleistung (Pt = 30dBm) und hoher Nachrichtenerzeugungs-
dichte deutlich überlasteten Netzes bei sehr hoher Kommunikationsdichte
ρcom = 3169 Frames/s. Die Darstellung offenbart zunächst, dass unter diesen
Bedingungen sowohl CSMA- als auch Hidden-Station-Kollisionen in großer
Häufigkeit auftreten. Die daraus resultierende, inakzeptabel hohe Gesamt-
Kollisionsrate zeigt in Verbindung mit einer hohen PDR im interferenzfreien
Fall die Interferenzlimitierung des Netzes für geringe und mittlere Distanzen
auf.
Darüber hinaus wird in dieser Darstellung deutlich, dass CSMA-Kollisio-
nen bereits bei erheblich geringerer Entfernung zwischen Sender und Emp-
fänger auftreten können als Hidden-Station-Kollisionen. Diese Beobachtung
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Abbildung 51: PDR im interferenzfreien sowie interferenzbehafteten Fall und Kol-
lisionsraten in Abhängigkeit der Distanz d zwischen Sender und
Empfänger bei höchster (a) und geringster (b) Sendeleistung Pt mit
ρ = 135 Fz./km, fg = 10Nachrichten/s und ρg = 1350Nachrichten/km·s.
steht in direktem Zusammenhang mit der von der Carrier-Sense-Reichweite
und damit von der Sendeleistung abhängigen robusten Reichweite gegen Hi-
dden Stations. Für große Entfernungen konvergiert die Gesamt-Kollisionsrate
gegen die PDR im interferenzfreien Fall, d. h. jeder im interferenzfreien Fall
empfangbare Frame wird Opfer einer Kollision.
Abbildung 51b zeigt die Folgen einer deutlichen Reduzierung der Sende-




auf ρcom = 1003 Frames/s bewirkt. Durch eine deutlich herabgesetzte Carrier-
Sense-Reichweite sinkt die Anzahl der innerhalb dieses Bereichs um den Me-
dienzugriff konkurrierenden Stationen, sodass eine fast vollständige Vermei-
dung von CSMA-Kollisionen erreicht wird. Auch diese Netzkonfiguration
weist jedoch eine große Häufigkeit von Hidden-Station-Kollisionen auf, wel-
che aufgrund der geringen Carrier-Sense-Reichweite zudem bereits bei deut-
lich geringerer Entfernung zwischen Sender und Empfänger auftreten.
Dennoch kann die Gesamt-Kollisionsrate auf diese Weise signifikant ver-
ringert werden. Eine Reduzierung der Sendeleistung bewirkt aufgrund der
für geringe Entfernungen vorherrschenden Interferenzlimitierung des Netzes
somit eine deutliche Erhöhung der PDR und damit eine Verbesserung der Zu-
verlässigkeit für Übertragungen aus dem Nahbereich (d ≤ 160m). Gleichzei-
tig ruft dabei jedoch die bereits in mittlerer Entfernung einsetzende Pfadver-
lustlimitierung eine Verringerung der PDR für größere Entfernungen hervor.
Die aus sämtlichen untersuchten Sendeleistungskonfigurationen resultie-
renden PDRs sind in Abbildung 52 für verschiedene Verkehrs- und Nach- PDR in
Abhängigkeit der
Sendeleistung
richtenerzeugungsdichten sowie ausgewählte Entfernungen d zwischen Sen-
der und Empfänger dargestellt. Im Falle der beiden geringsten untersuch-
ten Erzeugungsdichten bewirkt für sämtliche dargestellten Entfernungen ei-
ne Erhöhung der Sendeleistung im untersuchten Parameterraum fast aus-
nahmslos eine Erhöhung der PDR (siehe Abbildungen 52a und 52b). Mit
wachsender Nachrichtenerzeugungsdichte können Übertragungen aus grö-
ßerer Entfernung zwar noch immer von einer Erhöhung der Sendeleistung
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(a) ρg = 300 Nachrichten/km·s
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(c) ρg = 900 Nachrichten/km·s
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(d) ρg = 1350 Nachrichten/km·s
Abbildung 52: Mittlere Packet Delivery Rate in Abhängigkeit der Sendeleistung
Pt für verschiedene Nachrichtenerzeugungsdichten ρg und Distan-
zen d zwischen Sender und Empfänger mit fg = 10 Nachrichten/s und
ρ = 30 Fz./km (a), 60 Fz./km (b), 90 Fz./km (c), 135 Fz./km (d).
profitieren, aufgrund zunehmender Kollisionshäufigkeit verursacht eine zu
hohe Sendeleistung jedoch eine Verringerung der PDR für Übertragungen
aus dem für kooperative Sicherheitsanwendungen besonders bedeutsamen
Nahbereich, wie die Abbildungen 52c und 52d deutlich erkennen lassen.
Bei hoher Netzlast kann somit durch eine geeignete Konfiguration der Sen-
deleistung die Zuverlässigkeit periodischer Broadcasts in VANETs optimiert
werden. Zur Beantwortung der Frage, welche Sendeleistung unter gegebenen
Bedingungen die Aktualität der zur Verfügung stehenden Statusinformatio-
nen maximiert, ist eine Betrachtung der Message Lifetime zweckmäßig.
Abbildung 53 zeigt die mittlere Message Lifetime Tmlt in Abhängigkeit
der Sendeleistung Pt für verschiedene Verkehrs- und Nachrichtenerzeugungs-Message Lifetime in
Abhängigkeit der
Sendeleistung
dichten sowie ausgewählte Entfernungen d zwischen Sender und Empfänger.
Die Abbildungen 53a und 53b belegen in Übereinstimmung mit den zuvor
in Abbildung 52 dargestellten Ergebnissen, dass für Nachrichtenerzeugungs-
dichten ρg ≤ 600Nachrichten/km·s eine Maximierung der Sendeleistung inner-
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(a) ρg = 300 Nachrichten/km·s
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(c) ρg = 900 Nachrichten/km·s
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(d) ρg = 1350 Nachrichten/km·s
Abbildung 53: Mittlere Message Lifetime Tmlt in Abhängigkeit der Sendeleis-
tung Pt für verschiedene Nachrichtenerzeugungsdichten ρg und Dis-
tanzen d zwischen Sender und Empfänger mit fg = 10 Nachrichten/s
und ρ = 30 Fz./km (a), 60 Fz./km (b), 90 Fz./km (c), 135 Fz./km (d).
halb des untersuchten Parameterraums mit einer Minimierung der Message
Lifetime für sämtliche betrachteten Entfernungen einhergeht und somit eine
bestmögliche Performanz des Netzes erlaubt.
Bei höherer Nachrichtenerzeugungsdichte hingegen, wie sie Grundlage der
Abbildungen 53c und 53d ist, bewirkt eine zu hohe Sendeleistung eine Ver-
schlechterung der Message Lifetime für Übertragungen aus dem Nahbereich.
Unter Berücksichtigung der besonderen Bedeutung, die der fehlerfreien Über-
mittlung von Statusnachrichten aus dem unmittelbaren Umfeld des Empfän-
gers im Kontext auf Cooperative Awareness basierender Sicherheitsanwen-
dungen zukommt, werden für ρg = 900Nachrichten/km·s mit Sendeleistungen
zwischen 23dBm und 26dBm sowie für ρg = 1350Nachrichten/km·s mit Sen-
deleistungen zwischen 20dBm und 22dBm annähernd optimale Ergebnisse
erzielt. Dies entspricht Kommunikationsdichten ρcom zwischen 1300 Frames/s
und 1850 Frames/s. Wird der Aktualität von Informationen aus weiterer Entfer-
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nung eine größere Bedeutung beigemessen, ist eine noch höhere Sendeleis-
tung empfehlenswert.
Demnach bewirkt auch bei hoher Nachrichtenerzeugungsdichte eine ver-
gleichsweise hohe Sendeleistung eine Performanzoptimierung des VANETs.
Die Ergebnisse der hier vorgestellten Untersuchung unterscheiden sich




sis des vereinfachten Two-Ray Ground Pfadverlustmodells18. Mittag et al. et-
wa verwenden in [111] zur Ausbreitungsmodellierung in einem Autobahnsze-
nario das vereinfachte Two-Ray Ground Modell in Kombination mit Nakaga-
mi-Fading mittlerer Intensität (m = 3). Bei einer vergleichbaren Simulations-
konfiguration mit Rb = 6Mbps, CW = 15 und fg = 10Nachrichten/s in Verbin-
dung mit einer Verkehrsdichte von ρ = 96 Fz./km kommen die Autoren zu
dem Ergebnis, dass zur Realisierung einer möglichst hohen Zuverlässigkeit
der Frameübertragung im Nahbereich eine Reduzierung der Sendeleistung
auf 10dBm notwendig ist. Schmidt-Eisenlohr et al. empfehlen in [141] un-
ter Verwendung desselben Ausbreitungsmodells für eine Konfiguration mit
Rb = 3Mbps, CW = 127 und fg = 8Nachrichten/s bei einer geringen Verkehrs-
dichte von ρ = 66 Fz./km eine Sendeleistung von 8,9dBm.
Von besonderem Interesse ist demnach eine Beantwortung der Frage, wo-
durch diese erheblichen Unterschiede hinsichtlich der zur Performanzopti-
mierung des Netzes geeigneten Sendeleistung hervorgerufen werden.
Erforderlich ist zu diesem Zweck eine vergleichende Bewertung der im
Rahmen der verschiedenen Simulationsstudien verwendeten Pfadverlustmo-Auswirkungen des
Pfadverlustmodells delle. Die in diesem Abschnitt vorgestellte Parameterstudie zu Auswirkun-
gen der Sendeleistung wurde daher – zusätzlich zur Verwendung des in Ab-
schnitt 4.3.4 beschriebenen Ausbreitungsmodells für Autobahnszenarien, das
auf dem Dual-Slope Pfadverlustmodell basiert – ebenfalls unter Zugrundele-
gung des vereinfachten Two-Ray Ground Modells durchgeführt, welches die
Grundlage einer Vielzahl früherer VANET-Simulationsstudien bildet (siehe
Abschnitt 4.3.1). In beiden Fällen wurde dabei Nakagami-Fading distanzab-
hängiger Intensität nach Gl. 4.32 angenommen.
Die Ergebnisse zeigt Abbildung 54 anhand eines Vergleichs der aus bei-
den Pfadverlustmodellen resultierenden PDR für verschiedene Sendeleis-
tungen Pt bei hoher Netzlast mit ρ = 135 Fz./km, fg = 10Nachrichten/s und
ρg = 1350Nachrichten/km·s.
Bei Anwendung des in Feldtests validierten Ausbreitungsmodells für Auto-
bahnen bewirkt unter den dargestellten Sendeleistungen eine Konfiguration
mit Pt = 20dBm eine größtmögliche Zuverlässigkeit des Netzes (siehe Abbil-
dung 54a). Eine weitere Reduzierung der Sendeleistung bringt keine signifi-
kante Verbesserung im besonders relevanten Nahbereich mit sich, verursacht
jedoch eine Reduzierung der PDR für größere Entfernungen.
Die Gegenüberstellung beider Pfadverlustmodelle offenbart, dass die An-
wendung des vereinfachten Two-Ray Ground Modells zu deutlich abweichen-
den Schlussfolgerungen führt: Die in Abbildung 54b gezeigten Ergebnisse
legen die Notwendigkeit einer weiteren Reduzierung der Sendeleistung auf
18Zur Erläuterung der verschiedenen Pfadverlustmodelle vgl. Abschnitt 4.3.1.
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Abbildung 54: Mittlere Packet Delivery Rate (PDR) für verschiedene Sendeleis-
tungen Pt bei Verwendung des Autobahn-Ausbreitungsmodells (a)
und des vereinfachten Two-Ray Ground Modells (b) mit distanz-
abhängiger Fading-Intensität, ρ = 135 Fz./km, fg = 10 Nachrichten/s und
ρg = 1350 Nachrichten/km·s.
Pt = 13dBm nahe, um die Zuverlässigkeit der Kommunikation im Nahbe-
reich zu maximieren.
Ein noch detaillierterer Einblick in die Auswirkungen des Pfadverlustmo-
dells auf die Beurteilung der Sendeleistung wird möglich, wenn die Zu-
sammenhänge zwischen PDR, PDR im interferenzfreien Fall sowie Gesamt-,
CSMA- und Hidden-Station-Kollisionsrate in die Betrachtung einbezogen
werden. Abbildung 55 zeigt für beide Pfadverlustmodelle einen Vergleich
dieser Performanzmetriken bei einer Sendeleistung von Pt = 20dBm und
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(b) Vereinfachtes Two-Ray Ground Modell
Abbildung 55: PDR im interferenzfreien und interferenzbehafteten Fall sowie Kolli-
sionsraten bei Verwendung des Autobahn-Ausbreitungsmodells (a)
und des vereinfachten Two-Ray Ground Modells (b) mit dis-
tanzabhängiger Fading-Intensität, Pt = 20 dBm, ρ = 135 Fz./km,
fg = 10 Nachrichten/s und ρg = 1350 Nachrichten/km·s.
Bereits in Abschnitt 5.3.1 wurde gezeigt, dass im Vergleich mit dem empi-
risch validierten Ausbreitungsmodell für Autobahnen eine Anwendung des
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des in VANET-Autobahnszenarien auftretenden Pfadverlustes führt. Aus der
Gegenüberstellung in Abbildung 55 wird darüber hinaus erkennbar, dass
diese Unterschätzung weitreichende Folgen für die Quantifizierung der bei
gegebener Sendeleistung und Netzlast auftretenden Kollisionen hat. Beson-
ders deutlich tritt in Abbildung 55b eine erhebliche Überschätzung der Häu-
figkeit von CSMA-Kollisionen bei Anwendung des vereinfachten Two-Ray
Ground Modells hervor, die eine zu pessimistische Beurteilung der Gesamt-
Kollisionsrate insbesondere für geringe Entfernungen verursacht. Eine deut-
liche Unterschätzung der unter den gegebenen Bedingungen zu wählenden
Sendeleistung ist die daraus resultierende Folge.
Zusammenfassend lässt sich feststellen, dass die Sendeleistung die Dienst-
güte und Performanz periodischer Broadcast-Kommunikation in VANETsZusammenfassende
Bewertung maßgeblich beeinflusst und daher ein probates Mittel zur Überlaststeuerung
darstellt. Durch eine Anpassung der Sendeleistung können Überlastsituatio-
nen zwar nicht vollständig vermieden werden, jedoch ist es bei geeigneter
Konfiguration möglich, die Zuverlässigkeit der Frameübertragung deutlich
zu erhöhen.
Bei geringer Netzlast bewirkt eine hohe Sendeleistung aufgrund der über-
wiegenden Pfadverlustlimitierung eine hohe Leistungsfähigkeit des Netzes.
Für Nachrichtenerzeugungsdichten ρg ≤ 600Nachrichten/km·s wird eine an der
Message Lifetime gemessene Optimierung der Aktualität verfügbarer Status-
informationen durch die höchste untersuchte Sendeleistung Pt = 30dBm er-
reicht.
Mit zunehmender Netzlast wächst der Einfluss der Interferenzlimitierung,
sodass eine Reduzierung der Sendeleistung zweckmäßig ist, um einen Kom-
promiss zwischen pfadverlust- und kollisionsbedingten Frameverlusten zu
erzielen. Für ρg = 900Nachrichten/km·s erzeugen Konfigurationen mit Sendeleis-
tungen zwischen 23dBm und 26dBm annähernd optimale Ergebnisse, wäh-
rend bei noch höherer Nachrichtenerzeugungsdichte ρg = 1350Nachrichten/km·s
Sendeleistungen zwischen 20dBm und 22dBm zu wählen sind, um eine mög-
lichst hohe Aktualität von Statusinformationen aus dem Nahbereich zu ge-
währleisten.
Bei höherer Netzlast werden annähernd optimale Ergebnisse somit bei
Kommunikationsdichten zwischen 1300 Frames/s und 1850 Frames/s erreicht. Die-
sen Werten entsprechen Channel Busy Times γde f und γcs in Höhe von
0,46 ≤ γde f ≤ 0,60 bzw. 0,70 ≤ γcs ≤ 0,83 (vgl. Abbildung 46).
Im Vergleich zu früheren Simulationsstudien in Autobahnszenarien auf Ba-
sis des vereinfachten Two-Ray Ground Pfadverlustmodells erweisen sich da-
mit bei gegebener Nachrichtenerzeugungsdichte deutlich höhere Sendeleis-
tungen als zweckmäßig. Ein Vergleich der aus verschiedenen Pfadverlustmo-
dellen resultierenden Simulationsergebnisse offenbart, dass eine Unterschät-
zung des Pfadverlustes, wie sie durch das vereinfachte Two-Ray Ground Mo-
dell verursacht wird, zu einer Unterschätzung der optimalen Sendeleistung
um mindestens 7dB führen kann. Diese Erkenntnis unterstreicht die Not-
wendigkeit einer realitätsnahen Ausbreitungsmodellierung im Rahmen von
Skalierbarkeitsuntersuchungen in VANETs.
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5.5.2 Nachrichtenerzeugungsrate
Einen elementaren Parameter periodischer Broadcast-Kommunikation in




zeugungsverzögerung19 bezeichnete Zeitintervall zwischen zwei aufeinan-
derfolgenden Nachrichtenerzeugungszeitpunkten einer Station und beein-
flusst daher maßgeblich die Aktualität der einem Fahrzeug über seine Um-
gebung zur Verfügung stehenden Informationen. Gleichzeitig wirkt sich die
verwendete Nachrichtenerzeugungsrate jedoch unmittelbar auf die Netzlast
sowie auf die Entstehung von Interferenzen und Framekollisionen aus, wie
bereits die in Abschnitt 5.2 vorgestellten Ergebnisse zeigen.
Im Hinblick auf die Entstehung und Vermeidung von Überlastsituationen
ist somit eine Betrachtung der Nachrichtenerzeugungsrate für die Leistungs-
bewertung in VANETs von besonderem Interesse. In diesem Abschnitt wer-
den daher die Auswirkungen der Nachrichtenerzeugungsrate auf die Per-
formanz des Netzes auf Basis von Simulationen untersucht. Folgende Fra-
gen, deren Beantwortung einen wichtigen Beitrag zur Entwicklung effektiver
Überlaststeuerungsverfahren bildet, stehen dabei im Vordergrund:
• Wie beeinflusst die Nachrichtenerzeugungsrate die Performanz periodi-
scher Broadcast-Kommunikation in VANETs?
• Können durch eine Anpassung der Nachrichtenerzeugungsrate effektiv
Überlastsituationen vermieden oder die Zuverlässigkeit der Kommuni-
kation im Überlastfall erhöht werden?
• Wie ist die Nachrichtenerzeugungsrate zu wählen, damit eine möglichst
hohe Performanz des Netzes erreicht wird, und wie hängt diese Ent-
scheidung von der gegebenen Verkehrsdichte ab?
Zur Untersuchung dieser Fragen dient eine Parameterstudie, deren Simu-
lationskonfiguration Tabelle 20 zusammenfasst. Der Parameterraum umfasst
ein breites Spektrum von Nachrichtenerzeugungsdichten ρg zwischen 15 und
2700Nachrichten/km·s.
Abbildung 56a zeigt die Frame Drop Rate in Abhängigkeit der Nachrich-




rend die überwiegende Mehrheit der untersuchten Konfigurationen keiner-
lei Frame Drops aufweist, werden für ρ = 90 Fz./km und fg = 20Nachrichten/s
sowie für ρ = 135 Fz./km und fg ≥ 15Nachrichten/s mit signifikanter Häufigkeit
Frames vom Sender verworfen.
Verursacht wird dieses Verhalten durch ein deutliches Anwachsen der
Netzlast mit steigender Nachrichtenerzeugungsrate, wie Abbildung 56b an-
hand der auf den Carrier-Sense-Schwellenwert Pr,cs = −93dBm bezogenen
Channel Busy Time γcs veranschaulicht. Wird die höchste untersuchte Ver-
kehrsdichte ρ = 135 Fz./km zugrunde gelegt, so wächst γcs im betrachteten Pa-
rameterraum von 0,06 für fg = 0,5Nachrichten/s auf 0,89 für fg = 20Nachrichten/s
an.
19Vgl. hierzu bereits Abschnitt 4.4.2.
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Parameter Wert







ρ {30, 60, 90, 135} Fz./km
fg { 12 , 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 15, 20}Nachrichten/s
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Abbildung 56: Mittlere Frame Drop Rate (a) und auf den Carrier-Sense-Schwellen-
wert Pr,cs = −93 dBm bezogene Channel Busy Time γcs (b) in Abhän-
gigkeit der Nachrichtenerzeugungsrate fg für verschiedene Verkehrs-
dichten ρ mit 15 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Weil jede Station im Vorfeld eines Medienzugriffs ihr Backoff-Intervall nur
im Falle eines als frei erkannten Übertragungsmediums dekrementiert, verur-
sacht eine Erhöhung der Nachrichtenerzeugungsrate neben einem Anwach-Auswirkungen auf
die Channel Access
Time
sen der Channel Busy Time γcs einen erheblichen Anstieg der Channel Access
Time (CAT). Dies veranschaulicht Abbildung 57a anhand des arithmetischen
Mittels Tca der CAT, welches mit steigender Nachrichtenerzeugungsrate über-
proportional anwächst.
Auffällig ist für ρ = 135 Fz./km, dass mit einer Anhebung der Nachrichtener-
zeugungsrate von fg = 15Nachrichten/s auf fg = 20Nachrichten/s eine signifikante
Reduzierung der mittleren CAT eintritt. Verursacht wird dieser Effekt durch
eine in diesem Parameterbereich deutlich ansteigende Frame Drop Rate (vgl.
Abbildung 56a) im Zusammenhang mit der Tatsache, dass für einen verwor-
fenen Frame keine CAT berechnet werden kann. Ein Frame wird immer dann
verworfen, wenn seine Übertragung nicht vor Ablauf der Erzeugungsverzö-
gerung Tgen begonnen werden konnte, sodass die Channel Access Time Tca
nach oben begrenzt wird durch Tgen. Unter Berücksichtigung des bei der
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(b) CCDF für ρ = 135 Fz./km
Abbildung 57: Channel Access Time Tca: Arithmetisches Mittel Tca für ver-
schiedene Verkehrsdichten ρ (a) und komplementäre Vertei-
lungsfunktion P (Tca > tca) (CCDF) für ρ = 135 Fz./km (b)
in Abhängigkeit der Nachrichtenerzeugungsrate fg mit
15 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Nachrichtenerzeugung verwendeten Jitters Jgen (vgl. Abschnitt 4.5.2.2), der
einer Gleichverteilung im Intervall [−1/(10· fg), +1/(10· fg)] folgt, gilt demnach
Tca < Tgen ⇔ Tca < 1fg + Jgen ⇒ Tca <
11
10 · fg . (5.2)
Mit steigender Netzlast und Nachrichtenerzeugungsrate nähert sich die





Abbildung 57b anhand der aus den Simulationen ermittelten komplementä-
ren Verteilungsfunktion (CCDF) der CAT für ρ = 135 Fz./km und ausgewählte
Nachrichtenerzeugungsraten zeigt. Ein Vergleich der dargestellten CCDF für
fg = 15Nachrichten/s und fg = 20Nachrichten/s erklärt das beobachtete Verhalten
von Tca.
Zur Beurteilung des Einflusses der Nachrichtenerzeugungsrate auf die Zu-
verlässigkeit der Kommunikation ist eine Betrachtung der Packet Delivery PDR in
Abhängigkeit der
Erzeugungsrate
Rate (PDR) zweckmäßig. Abbildung 58 zeigt die PDR in Abhängigkeit der Er-
zeugungsrate fg für verschiedene Distanzen d zwischen Sender und Empfän-
ger und sämtliche untersuchten Verkehrsdichten ρ in Verbindung mit Nach-
richtenerzeugungsdichten 15Nachrichten/km·s ≤ ρg ≤ 2700Nachrichten/km·s. Bereits
bei einer sehr geringen Verkehrsdichte von ρ = 30 Fz./km zeigt sich mit stei-
gender Erzeugungsrate eine signifikante Verringerung der PDR, die auf ein
erhöhtes Interferenzniveau und ein vermehrtes Auftreten von Framekolli-
sionen zurückzuführen ist. Frameübertragungen aus geringer Entfernung d
sind von dieser Verschlechterung der Zuverlässigkeit aufgrund ihrer höheren
Robustheit gegenüber Interferenzen weniger stark betroffen.
Mit zunehmender Verkehrsdichte ρ, verbunden mit einer erhöhten An-
zahl um den Medienzugriff konkurrierender Stationen, verstärkt sich die
mit einer Erhöhung der Erzeugungsrate einhergehende Verschlechterung der
PDR deutlich. Im Falle der höchsten untersuchten Verkehrsdichte von ρ =
135 Fz./km sinkt die PDR für Übertragungen aus der mittleren Entfernung d =
350m bereits für fg = 10Nachrichten/s deutlich unter 20%.





















d = 50 m
 d = 150 m
 d = 250 m
 d = 350 m
 d = 450 m
 d = 550 m
(a) ρ = 30 Fz./km




















d = 50 m
 d = 150 m
 d = 250 m
 d = 350 m
 d = 450 m
 d = 550 m





















d = 50 m
 d = 150 m
 d = 250 m
 d = 350 m
 d = 450 m
 d = 550 m
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Abbildung 58: Auswirkungen der Nachrichtenerzeugungsrate fg auf die Packet De-
livery Rate für verschiedene Distanzen d zwischen Sender und Emp-
fänger und Verkehrsdichten ρ mit Nachrichtenerzeugungsdichten
15 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Bei näherer Betrachtung der Ergebnisse bestätigt sich hier außerdem die
bereits in Abschnitt 5.4 dargelegte Erkenntnis, dass c. p. aus übereinstimmen-
den Nachrichtenerzeugungsdichten ρg annähernd identische PDRs resultie-
ren.
Während somit durch eine Erhöhung der Nachrichtenerzeugungsrate eine
Reduzierung der Erzeugungsverzögerung bewirkt und damit grundsätzlich
die Aktualität der einem Fahrzeug zur Verfügung stehenden Statusinforma-
tionen über seine Umgebung erhöht werden kann, wirkt sich diese Maßnah-
me negativ auf die Zuverlässigkeit der Datenübermittlung im Netz aus. Im
Überlastfall kann demnach durch eine Reduzierung der Nachrichtenerzeu-
gungsrate unter Inkaufnahme einer erhöhten Erzeugungsverzögerung die
Netzlast reduziert und somit eine Verbesserung der Zuverlässigkeit erreicht
werden.
Die Wirksamkeit des notwendigen Kompromisses zwischen Erzeugungs-
verzögerung und Zuverlässigkeit der Frameübertragung lässt sich durch die
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Message Lifetime quantifizieren, denn eine Minimierung der Message Life- Message Lifetime in
Abhängigkeit der
Erzeugungsrate
time ist gleichbedeutend mit einer Optimierung der Dienstgüte periodischer
Broadcasts im Sinne einer höchstmöglichen Aktualität der verfügbaren Sta-
tusinformationen. Abbildung 59 zeigt die Message Lifetime in Abhängigkeit
der Erzeugungsrate für verschiedene Distanzen d zwischen Sender und Emp-
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Abbildung 59: Auswirkungen der Nachrichtenerzeugungsrate fg auf die mittlere
Message Lifetime Tmlt für verschiedene Distanzen d zwischen Sender
und Empfänger und Verkehrsdichten ρ mit Nachrichtenerzeugungs-
dichten 15 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Abbildung 59a offenbart, dass bei sehr geringer Verkehrsdichte eine Erhö-
hung der Nachrichtenerzeugungsrate innerhalb des untersuchten Parameter-
raums ohne Einschränkungen zu einer Reduzierung der Message Lifetime
führt. Für ρ = 30 Fz./km liefert in diesem Rahmen eine Konfiguration mit
fg = 20Nachrichten/s optimale Ergebnisse. Im Zusammenhang mit einem nied-
rigem Interferenzniveau wird dieses Verhalten im Wesentlichen durch eine
im Verhältnis zur reduzierten Erzeugungsverzögerung nur geringfügig mit
der Nachrichtenerzeugungsrate anwachsende Kollisionsrate hervorgerufen.
190 leistungsbewertung durch simulation
Für höhere Verkehrsdichten hingegen setzt mit zunehmender Nachrichten-
erzeugungsrate eine Überkompensation der verringerten Erzeugungsverzö-
gerung durch wachsende Kollisionsraten ein. Von diesem Effekt sind größere
Entfernungen d aufgrund ihrer geringeren Robustheit gegenüber Interferen-
zen in besonderem Maße betroffen.
Mit zunehmender Verkehrsdichte kann demzufolge durch eine Reduzie-
rung der Nachrichtenerzeugungsrate eine deutliche Verringerung der Mes-
sage Lifetime und damit eine Erhöhung der Aktualität der verfügbaren Sta-
tusinformationen erzielt werden. Annähernd optimale Ergebnisse ergeben
sich im Fall ρ = 60 Fz./km für fg = 15Nachrichten/s, im Fall ρ = 90 Fz./km für
fg = 10Nachrichten/s sowie im Fall ρ = 135 Fz./km für fg = 7Nachrichten/s.
Unabhängig von der gegebenen Verkehrsdichte führt somit eine Nachrich-




optimalen Ergebnissen. Unter Berücksichtigung der Carrier-Sense-Reichwei-
te dcs = 731,1m, die aus den angenommenen Werten für Sendeleistung und
Carrier-Sense-Schwellenwert im Zusammenhang mit dem zugrunde liegen-
den Ausbreitungsmodell resultiert, ergibt sich rechnerisch eine dienstgüte-
optimierende Kommunikationsdichte ρcom von 1316 Frames/s.
Für die höchste untersuchte Verkehrsdichte ρ = 135 Fz./km ist eine Reduzie-
rung der Nachrichtenerzeugungsrate auf fg = 7Nachrichten/s im Vergleich zur
üblicherweise angenommenen Rate fg = 10Nachrichten/s verbunden mit einer
Reduzierung der Nachrichtenerzeugungsdichte ρg von 1350Nachrichten/km·s
auf 945Nachrichten/km·s. Dies entspricht einer Reduzierung der Kommunikati-
onsdichte ρcom von 1974 Frames/s auf 1382 Frames/s. Die durch diese Maßnahme
erzielbare Verbesserung der Netzperformance veranschaulicht Abbildung 60CCDF der Message
Lifetime anhand der aus beiden Simulationskonfigurationen ermittelten komplemen-
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(b) fg = 7 Nachrichten/s
Abbildung 60: Komplementäre Verteilungsfunktion P (Tmlt > tmlt) (CCDF) der
Message Lifetime Tmlt für fg = 10 Nachrichten/s (a) sowie
fg = 7 Nachrichten/s (b) mit ρ = 135 Fz./km.
Deutlich erkennbar wird insbesondere für mittlere Entfernungen eine Er-
höhung der Zuverlässigkeit der Nachrichtenübermittlung durch eine Vermei-
dung exzessiver Message Lifetimes: So kann beispielsweise für d = 350m die
Wahrscheinlichkeit einer 0,5 s übersteigenden Message Lifetime von 45% auf
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25% verringert werden. Wegen der damit einhergehenden größeren Erzeu-
gungsverzögerung wird dieser Effekt begleitet von einer geringfügig redu-
zierten Wahrscheinlichkeit sehr geringer Message Lifetimes für Übertragun-
gen aus sehr geringer Entfernung, die jedoch akzeptabel erscheint.
Über die zuvor beschriebenen Erkenntnisse hinaus ist in diesem Zusam-
menhang die Frage von Interesse, ob eine Optimierung der Aktualität der Goodput in
Abhängigkeit der
Erzeugungsrate
verfügbaren Statusinformationen mit einer Maximierung des Netzdurchsat-
zes einhergeht. In Abbildung 61 ist der in Mbps gemessene und unabhän-
gig von der Entfernung zwischen Sender und Empfänger ermittelte mittlere
Goodput in Abhängigkeit der Nachrichtenerzeugungsrate fg dargestellt. Die-
ser spiegelt den auf die Payload, welche in Form von CAMs vorliegt, bezo-
genen und wie in Abschnitt 4.5.2.2 beschrieben an zentraler Stelle im Netz
durch das CamApp-Modul gemessenen Netzdurchsatz wider.20

























ρ = 30 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
Abbildung 61: Goodput in Mbps in Abhängigkeit der Nachrichtenerzeugungsrate fg
für verschiedene Verkehrsdichten ρ.
Die Abbildung offenbart neben einem maximal erzielbaren Wert von etwa
2Mbps einen negativen Einfluss von Frame Drops auf den Goodput, der sich
insbesondere für ρ = 135 Fz./km und fg ≥ 12Nachrichten/s bemerkbar macht
(vgl. hierzu Abbildung 56a). Darüber hinaus lässt ein Vergleich von Abbil-
dung 61 mit Abbildung 59 deutlich erkennen, dass eine die Message Lifetime
minimierende Konfiguration der Nachrichtenerzeugungsrate zwar zu einem
vergleichsweise hohen Goodput führt, jedoch nicht gleichbedeutend ist mit
dessen Maximierung. Wird eine Maximierung des Goodputs angestrebt, so
ist eine signifikant höhere Nachrichtenerzeugungsrate zu wählen. Im Zen-
trum des Interesses der Optimierung periodischer Broadcast-Kommunikati-
on in VANETs steht im Hinblick auf kooperative Sicherheitsanwendungen
aber gerade die Aktualität der verfügbaren Statusinformationen aus geringer
und mittlerer Distanz, welche durch die distanzabhängige Message Lifetime
adäquat quantifiziert wird.
Zusammenfassend lässt sich feststellen, dass die Nachrichtenerzeugungsra-
te aufgrund ihrer unmittelbaren Auswirkungen auf Erzeugungsverzögerung Zusammenfassende
Bewertungund Interferenzniveau maßgeblich die Performanz periodischer Broadcasts
20Der Goodput bezieht sich hier auf die CAM-Nachrichtenlänge von 400Bytes und beinhal-
tet somit neben den reinen Nutzdaten ebenfalls den Security-Overhead.
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in VANETs beeinflusst. Ihre Anpassung stellt daher ein wirksames Mittel zur
Bewältigung von Überlastsituationen dar.
Während bei geringer Verkehrsdichte eine Erhöhung der Erzeugungsrate
grundsätzlich eine Reduzierung der Message Lifetime bewirkt, ist mit wach-
sender Verkehrsdichte eine Verringerung der Rate zweckmäßig, um Über-
lastsituationen zu vermeiden und die Zuverlässigkeit der Frameübertragung
zu erhöhen. Der damit einhergehende Kompromiss zwischen Erzeugungs-
verzögerung und Kollisionshäufigkeit bewirkt eine Optimierung der Dienst-
güte des Netzes im Hinblick auf die Aktualität der verfügbaren Statusin-
formationen. Unter Fokussierung der für kooperative Sicherheitsanwendun-
gen besonders relevanten Distanzen bis 350m werden diesbezüglich annä-
hernd optimale Ergebnisse bei Nachrichtenerzeugungsdichten ρg von etwa
900Nachrichten/km·s und Kommunikationsdichten ρcom von etwa 1300 Frames/s
erzielt.
5.5.3 Datenrate
Im Zusammenhang mit der Leistungsbewertung periodischer Broadcast-Kom-
munikation in VANETs stellt die bei der Übertragung der Daten verwendete
Brutto-Datenübertragungsrate Rb, kurz als Datenrate bezeichnet, einen wich-
tigen Parameter dar, dessen Auswirkungen in diesem Abschnitt näher unter-
sucht werden.
Die verwendete Datenrate beeinflusst die Performanz des Netzes grund-




bandbreite die Realisierung einer höheren Datenrate die Verwendung eines
höherwertigen Modulations- und Kodierschemas (MCS), einhergehend mit
einer geringeren Robustheit gegenüber Übertragungsstörungen. Bei höherer
Datenrate ist daher für ein erfolgreiches Dekodieren eines Datenframes c. p.
eine höhere Qualität des empfangenen Signals (im Rahmen dieser Arbeit ge-
messen an der Empfangsleistung Pr) notwendig, wodurch die maximal er-
zielbare Kommunikationsreichweite herabgesetzt wird. Andererseits ist mit
einer höheren Datenrate eine schnellere Übertragung der zu sendenden Da-
ten und damit eine kürzere Belegungsdauer des gemeinsam verwendeten
Übertragungsmediums verbunden. Die Verwendung einer höheren Datenra-
te erlaubt daher grundsätzlich eine Entlastung des Netzes und eine Reduzie-
rung auftretender Interferenzen.
Eine Anpassung der Datenrate Rb stellt daher ein potentiell geeignetes Mit-
tel zur Handhabung von Überlastsituationen dar, dessen effektive Nutzung
allerdings die Beantwortung verschiedener Fragen erfordert:
• In welchem Umfang beeinflusst die Datenrate die erzielbare Kommuni-
kationsreichweite, die Häufigkeit von Kollisionen und damit die Perfor-
manz des Netzes?
• Welche Konfiguration der Datenrate erlaubt eine möglichst hohe Zuver-
lässigkeit periodischer Broadcast-Kommunikation und wie beeinflusst
die gegebene Netzlast diese Entscheidung?
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• Können durch eine netzlastabhängige Anpassung der Datenrate die
Performanz des Netzes erhöht, Überlastsituation vermieden oder ihre
Auswirkungen gemindert werden?
Ähnlich zum Vorgehen in den vorhergehenden Abschnitten werden die-
se Fragen anhand des in Abschnitt 5.1 vorgestellten Autobahnszenarios im
Rahmen einer Parameterstudie untersucht, deren Simulationskonfiguration
Tabelle 21 zusammenfasst. Dabei werden sämtliche für eine Kanalbandbreite
von 10MHz, wie sie für Fahrzeug-zu-Fahrzeug-Kommunikation gemäß der
Standardspezifikationen ITS-G5 bzw. IEEE 802.11p vorgesehen ist, definier-
ten Datenraten untersucht [55, 76, 77].
Parameter Wert






ρ {30, 60, 90, 135} Fz./km
Pt {23, 30}dBm
Rb {3, 4,5, 6, 9, 12, 18, 24, 27}Mbps
SIRth siehe Tabelle 23
Pr,th siehe Tabelle 23
N −100 dBm
Tabelle 21: Konfigurationsparameter der Simulationsstudie zu Auswirkungen der
Datenrate Rb.
Den untersuchten Verkehrsdichten entsprechen bei einer Nachrichtener-
zeugungsrate von fg = 10Nachrichten/s Nachrichtenerzeugungsdichten zwi-
schen ρg = 300Nachrichten/km·s und ρg = 1350Nachrichten/km·s. Unter Berücksich-
tigung der aus den beiden untersuchten Sendeleistungen resultierenden Car-
rier-Sense-Reichweiten von dcs = 731,1m und dcs = 1173,7m ergeben sich
(nach Rundung) Kommunikationsdichten zwischen ρcom = 439 Frames/s und
ρcom = 3169 Frames/s, wie Tabelle 22 entnommen werden kann.
ρg [Nachrichten/km·s]
ρcom [Frames/s]





Tabelle 22: Kommunikationsdichten der im Rahmen der Simulationsstudie zu Aus-
wirkungen der Datenrate untersuchten Simulationskonfigurationen.
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Die Empfängerempfindlichkeit Pr,th wurde in Abschnitt 4.5.2.4 definiert als
die im interferenzfreien Fall für einen erfolgreichen Frameempfang min-
destens notwendige Empfangsleistung. Bei gegebener Rauschleistung N
(Noise Floor) wird die Empfängerempfindlichkeit über den Zusammenhang
SIRth =
Pr,th
N unmittelbar durch den SINR-Schwellenwert SIRth bestimmt. Zu
einer Kollision kommt es, wenn durch Interferenzen während der Dauer des
Empfangs eines Frames dessen SINR unter den Schwellenwert SIRth fällt.




Datenrate beeinflusst. Innerhalb des Simulationsmodells werden daher von
der Datenrate Rb abhängige Schwellenwerte verwendet, die sich an den in
Abschnitt 4.2 vorgestellten Ergebnissen der Labortests zur Ermittlung der
Empfängerempfindlichkeit orientieren und Tabelle 23 entnommen werden
können.
Modulation Koderate Rb [Mbps] SIRth [dB] Pr,th [dBm]
BPSK 1/2 3 7,0 −93,0
BPSK 3/4 4,5 8,0 −92,0
QPSK 1/2 6 9,0 −91,0
QPSK 3/4 9 11,0 −89,0
16-QAM 1/2 12 17,0 −83,0
16-QAM 3/4 18 19,0 −81,0
64-QAM 2/3 24 23,0 −77,0
64-QAM 3/4 27 25,0 −75,0
Tabelle 23: Im Simulationsmodell angenommene Empfängerempfindlichkeiten Pr,th
und SINR-Schwellenwerte SIRth in Abhängigkeit der Datenrate Rb.
Es kann angenommen werden, dass eine Verbesserung der Empfängeremp-
findlichkeit bei gegebener Datenrate (gleichbedeutend mit einer Reduzierung
des SINR-Schwellenwerts) signifikante Auswirkungen auf die Leistungsfä-
higkeit des Netzes besitzt. Dieser Aspekt wird im Rahmen der vorliegenden
Arbeit jedoch nicht nähert untersucht.
Abbildung 62 zeigt die Auswirkungen der bei der Übertragung eines
Frames verwendeten Datenrate auf die Packet Delivery Rate (PDR) im in-Auswirkungen auf
die PDR im
interferenzfreien Fall
terferenzfreien Fall für Sendeleistungen Pt = 23dBm und Pt = 30dBm in
Abhängigkeit der Distanz d zwischen sendendem und empfangendem Fahr-
zeug. Der interferenzfreie Fall offenbart eine signifikante Verschlechterung
der Zuverlässigkeit der Frameübertragung mit zunehmender Datenrate, die
mit einer Reduzierung der erzielbaren Kommunikationsreichweite einher-
geht.
Da die verwendete Datenrate maßgeblich die Belegungsdauer des gemein-
sam genutzten Übertragungsmediums beeinflusst, ist eine Erhöhung der Da-Auswirkungen auf
die Channel Busy
Time
tenrate mit einer Entlastung des Netzes verbunden. Abbildung 63 verdeut-
licht diesen Effekt anhand der aus verschiedenen Datenraten resultierenden
Channel Busy Times für beide untersuchten Sendeleistungen Pt und alle
vier untersuchten Verkehrsdichten ρ, gleichbedeutend mit Nachrichtenerzeu-
gungsdichten ρg zwischen 300 und 1350Nachrichten/km·s. Dargestellt sind die























 = 3 Mbps
 R
b
 = 4.5 Mbps
 R
b
 = 6 Mbps
 R
b
 = 9 Mbps
 R
b
 = 12 Mbps
 R
b
 = 18 Mbps
 R
b
 = 24 Mbps
 R
b
 = 27 Mbps
(a) Pt = 23 dBm






















 = 3 Mbps
 R
b
 = 4.5 Mbps
 R
b
 = 6 Mbps
 R
b
 = 9 Mbps
 R
b
 = 12 Mbps
 R
b
 = 18 Mbps
 R
b
 = 24 Mbps
 R
b
 = 27 Mbps
(b) Pt = 30 dBm
Abbildung 62: PDR im interferenzfreien Fall in Abhängigkeit der Distanz d zwischen
Sender und Empfänger für verschiedene Datenraten Rb bei mittlerer
und hoher Sendeleistung Pt. Zu beachten ist die unterschiedliche Ska-
lierung der Abszissen.
auf den Standard-Schwellenwert in Höhe von −85dBm bezogene Channel Bu-
sy Time γde f sowie die auf den Carrier-Sense-Schwellenwert Pr,cs = −93dBm
bezogene Channel Busy Time γcs.
Für alle gezeigten Konfigurationen ist erkennbar, dass eine Erhöhung der
Datenrate mit einer signifikanten Verringerung der Channel Busy Time ein-
hergeht, während eine zu geringe Datenrate im Falle hoher Kommunikati-
onsdichten zu ausgeprägten Überlastsituationen führen kann.
Die Channel Busy Time γcs entspricht der empirischen Wahrscheinlichkeit,
dass der Carrier-Sense-Mechanismus einer Station zu einem zufälligen Be-
trachtungszeitpunkt ein belegtes Übertragungsmedium vorfindet. Eine Erhö-
hung der Datenrate bewirkt demnach auch eine Reduzierung der im Rahmen Auswirkungen auf
die Channel Access
Time
des CSMA-Medienzugriffs entstehenden Verzögerungen, welche durch die
Channel Access Time (CAT) quantifiziert werden.
Abbildung 64 zeigt das arithmetische Mittel Tca der CAT in Abhängigkeit
der Datenrate Rb für die verschiedenen untersuchten Sendeleistungen und
Verkehrsdichten. Wird bei Vorhandensein einer hohen Kommunikationsdich-
te eine zu geringe Datenrate verwendet, kommt es zu exzessiven Verzögerun-
gen beim Kanalzugriff, die durch eine Erhöhung der Datenrate vermieden
werden können.
Übersteigt die CAT die Erzeugungsverzögerung, so wird der zu übertra-
gende Frame verworfen, d. h. es treten Frame Drops auf. Im Falle hoher
Kommunikationsdichten kann, wie Abbildung 65 veranschaulicht, eine Er- Auswirkungen auf
die Häufigkeit von
Frame Drops
höhung der Datenrate Frame Drops verhindern, indem das Übertragungsme-
dium entlastet und die resultierenden CATs verringert werden. Bereits bei
einer im Vergleich zur üblicherweise verwendeten Standard-Datenrate Rb =
6Mbps nur geringfügig erhöhten Datenrate von Rb = 9Mbps treten auch
für die höchste untersuchte Kommunikationsdichte von ρcom = 3169 Frames/s
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(c) γcs für Pt = 23 dBm

















(d) γcs für Pt = 30 dBm
Abbildung 63: Mittlere auf den Standard-Schwellenwert Pr,de f = −85 dBm
und den Carrier-Sense-Schwellenwert Pr,cs = −93 dBm bezoge-
ne Channel Busy Times γde f (a,b) und γcs (c,d) in Abhängig-
keit der Datenrate Rb bei mittlerer und hoher Sendeleistung Pt
für verschiedene Verkehrsdichten ρ mit fg = 10 Nachrichten/s und
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s.
(ρ = 135 Fz./km, Pt = 30dBm) keinerlei Frame Drops auf, wie Abbildung 65b
erkennen lässt.
Eine Erhöhung der Datenrate bewirkt demnach einerseits eine signifikante
Verringerung der PDR im interferenzfreien Fall und damit eine Reduzierung
der maximal erzielbaren Kommunikationsreichweite, andererseits führt diese
Maßnahme jedoch zu einer Entlastung des Netzes, die sich in einer Reduzie-
rung von Channel Busy Time, Channel Access Time und Frame Drop Rate
widerspiegelt.
Darüber hinaus ist von besonderem Interesse, wie sich die verwendete Da-




Zur Untersuchung dieser Frage ist eine Gegenüberstellung von PDR, PDR
im interferenzfreien Fall und Kollisionsrate in Verbindung mit einer Unter-
scheidung zwischen durch Hidden Stations verursachten Kollisionen und CS-
MA-Kollisionen zweckmäßig, wie sie Abbildung 66 für die geringste und die
höchste durch den Standard definierte Datenrate beinhaltet. Grundlage der
in Abbildung 66 gezeigten Simulationsergebnisse ist die höchste in diesem
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Abbildung 64: Arithmetisches Mittel der Channel Access Time Tca in Ab-
hängigkeit der Datenrate Rb für verschiedene Verkehrsdich-
ten ρ mit fg = 10 Nachrichten/s und Nachrichtenerzeugungsdichten
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s bei mittlerer (a) und ho-
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 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(b) Pt = 30 dBm
Abbildung 65: Mittlere Frame Drop Rate in Abhängigkeit der Datenrate Rb
für verschiedene Verkehrsdichten ρ bei mittlerer (a) und ho-
her (b) Sendeleistung Pt und Nachrichtenerzeugungsdichten
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s. Für höhere als die ge-
zeigten Datenraten treten keine Frame Drops auf.
Abschnitt untersuchte Nachrichtenerzeugungsdichte ρg = 1350Nachrichten/km·s
bei einer Sendeleistung Pt = 23dBm, gleichbedeutend mit einer Kommunika-
tionsdichte ρcom = 1974 Frames/s (vgl. Tabelle 22).
Die geringste untersuchte Datenrate (Rb = 3Mbps, siehe Abbildung 66a)
bewirkt, wie bereits zu Beginn des Abschnitts erläutert wurde, eine größt-
mögliche PDR im interferenzfreien Fall, da Frames bereits bei sehr geringer
Empfangsleistung erfolgreich dekodiert werden können (Pr,th = −93dBm, vgl.
Tabelle 23). Gleichzeitig verursacht die damit verbundene lange Frame-Über-
tragungsdauer eine sehr hohe Netzlast und damit ein sehr hohes Interferenz-
niveau, welches sich in hohen Kollisionsraten widerspiegelt. Für d = 150m
beträgt die PDR bereits lediglich 50%, da trotz geringer Entfernung jeder
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Abbildung 66: PDR im interferenzfreien und interferenzbehafteten Fall sowie
Kollisionsraten in Abhängigkeit der Distanz d zwischen Sender
und Empfänger bei geringster (a) und höchster (b) Datenrate Rb
mit Pt = 23 dBm, ρ = 135 Fz./km, fg = 10 Nachrichten/s und ρg =
1350 Nachrichten/km·s.
zweite Frame einer Kollision zum Opfer fällt. Sowohl CSMA- als auch Hi-
dden-Station-Kollisionen üben dabei einen erheblichen Einfluss aus. Im Zu-
sammenhang mit der robusten Reichweite gegen Hidden Stations treten Hid-
den-Station-Kollision in signifikanter Häufigkeit allerdings erst in deutlich
größerer Entfernung als CSMA-Kollisionen auf. Zu beachten ist darüber hin-
aus, dass die hier gezeigte Konfiguration mit Rb = 3Mbps Frame Drops in
nicht zu vernachlässigender Häufigkeit hervorruft (vgl. Abbildung 65a), die
aus Abbildung 66 nicht erkennbar sind.
Bei Verwendung der höchsten untersuchten Datenrate (Rb = 27Mbps, sie-
he Abbildung 66b) ergibt sich ein hiervon grundlegend abweichendes Ver-
halten des Netzes. Da ein erfolgreicher Frameempfang unter diesen Bedin-
gungen eine deutlich höhere Empfangsleistung erfordert (Pr,th = −75dBm,
vgl. Tabelle 23), zeigen die Simulationsergebnisse im Distanzverlauf einen
sehr schnellen Abfall der PDR im interferenzfreien Fall. Gleichzeitig bewirkt
die deutlich reduzierte Frame-Übertragungsdauer eine Entlastung des Net-
zes und eine erhebliche Verringerung der Kollisionshäufigkeit. CSMA-Kol-
lisionen spielen hier in Anbetracht ihrer geringen Häufigkeit im Vergleich
zu Hidden-Station-Kollisionen lediglich eine untergeordnete Rolle. Die resul-
tierende PDR und damit die Zuverlässigkeit der Frameübertragung können
so für geringe Entfernungen zwischen Sender und Empfänger bis ca. 130m
deutlich verbessert werden.
Zur Beantwortung der Frage, welche Konfiguration in Abhängigkeit der ge-
gebenen Netzlast die Dienstgüte periodischer Broadcast-Kommunikation inAuswirkungen auf
die Message Lifetime
für Pt = 23 dBm
VANETs optimiert, kann wiederum die Message Lifetime herangezogen wer-
den. Abbildung 67 zeigt die mittlere Message Lifetime Tmlt im Distanzverlauf
für sämtliche untersuchten Datenraten Rb und Nachrichtenerzeugungsdich-
ten ρg bei einer Sendeleistung Pt = 23dBm. Die zugehörigen Kommunikati-
onsdichten ρcom betragen zwischen 439 Frames/s und 1974 Frames/s (vgl. Tabel-
le 22).
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Bei geringer Erzeugungs- und Kommunikationsdichte, wie sie Grundlage
der in Abbildung 67a dargestellten Ergebnisse ist, bewirken geringe Datenra-
ten aufgrund der in diesem Fall überwiegenden Pfadverlustlimitierung des
Netzes kleinstmögliche Message Lifetimes und damit eine größtmögliche Zu-
verlässigkeit der Frameübertragung. Interessanterweise führt bereits bei die-
ser vergleichsweise geringen Netzlast eine Konfiguration mit Rb = 6Mbps
zu besseren Ergebnissen als Rb = 3Mbps oder Rb = 4,5Mbps, da mit der
höheren Datenrate nur unwesentlich höhere Anforderungen an den Signal-
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(c) ρg = 900 Nachrichten/km·s


















(d) ρg = 1350 Nachrichten/km·s
Abbildung 67: Mittlere Message Lifetime Tmlt in Abhängigkeit der Distanz d
zwischen Sender und Empfänger für verschiedene Datenraten Rb
und Nachrichtenerzeugungsdichten ρg mit fg = 10 Nachrichten/s und
Pt = 23 dBm.
Mit zunehmender Netzlast wächst, wie bereits in den vorherigen Abschnit-
ten erläutert wurde, der Einfluss der Interferenzlimitierung auf die Per-
formanz des VANETs. Bereits bei mittlerer Nachrichtenerzeugungsdichte
ρg = 600Nachrichten/km·s (siehe Abbildung 67b), d. h. für ρcom = 877 Frames/s,
führt die geringste Datenrate Rb = 3Mbps interferenzbedingt zu einer erheb-
lichen Performanzverschlechterung im Vergleich zu der auch hier bestgeeig-
neten Konfiguration mit Rb = 6Mbps.
Ein weiterer Anstieg der Nachrichtenerzeugungsdichte bewirkt aufgrund
zunehmender Interferenzen eine fortschreitende Verschlechterung der Perfor-
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manz geringer Datenraten, sodass eine Erhöhung der Datenrate zweckmäßig
ist. Für die beiden höchsten untersuchten Erzeugungsdichten resultieren aus
Konfigurationen mit Rb = 9Mbps bestmögliche Ergebnisse, wie die Abbil-
dungen 67c und 67d offenbaren. Ein deutlicher Performanzgewinn im Ver-
gleich zur Standard-Datenrate Rb = 6Mbps ergibt sich jedoch nur im Fall
ρg = 1350Nachrichten/km·s, d. h. für ρcom = 1974 Frames/s (siehe Abbildung 67d).
Eine darüber hinausgehende Anhebung der Datenrate führt hier aufgrund
zu hoher Anforderungen an die Signalqualität nicht zu einer weiteren Ver-
besserung.
Die Bestimmung einer die Dienstgüte des Netzes optimierenden Datenra-
te hängt jedoch nicht nur von der gegebenen Nachrichtenerzeugungsdichte,Auswirkungen auf
die Message Lifetime
für Pt = 30 dBm
sondern auch von der verwendeten Sendeleistung ab. Dies belegen die in Ab-
bildung 68 dargestellten mittleren Message Lifetimes, die unter Verwendung
der Sendeleistung Pt = 30dBm ermittelt wurden. Die zugehörigen Kommu-
nikationsdichten ρcom betragen hier zwischen 704 Frames/s und 3169 Frames/s
(vgl. Tabelle 22).
Auch bei dieser hohen Sendeleistung resultieren aus Konfigurationen mit
Rb = 6Mbps für die beiden geringsten untersuchten Nachrichtenerzeugungs-
dichten annähernd optimale Ergebnisse (siehe Abbildungen 68a und 68b).
Allerdings können bereits für ρg = 900Nachrichten/km·s, gleichbedeutend mit
ρcom = 2113 Frames/s, durch eine Erhöhung der Datenrate auf Rb = 9Mbps si-
gnifikante Verbesserungen erzielt werden (siehe Abbildung 68c). Bemerkens-
wert ist dabei, dass diese Konfiguration für d > 200m sogar eine größere Zu-
verlässigkeit der Frameübertragung zur Folge hat als die in Abbildung 67c
gezeigte Parametrierung mit Pt = 23dBm und Rb = 9 Mbps.
Für die höchste untersuchte Erzeugungsdichte ρg = 1350Nachrichten/km·s
führt diese Datenrate ebenfalls zu zufriedenstellenden Ergebnissen (siehe Ab-
bildung 68d). Um die Zuverlässigkeit von Frameübertragungen aus dem si-
cherheitsrelevanten Nahbereich weiter zu verbessern, kann hier jedoch auch
eine weitere Anhebung auf Rb = 18Mbps zweckmäßig sein. Aufgrund der
erhöhten Anforderungen an die Empfangsleistung verursacht diese Maßnah-
me allerdings eine Verschlechterung der Performanz für Übertragungen aus
größerer Entfernung.
Zusammenfassend kann festgestellt werden, dass die zur Frameübertra-
gung verwendete Datenrate Rb von wesentlicher Bedeutung für die Perfor-Zusammenfassende
Bewertung manz periodischer Broadcast-Kommunikation in VANETs ist, da sie in be-
deutendem Maße sowohl das Interferenzniveau im Netz als auch die erzielba-
re Kommunikationsreichweite beeinflusst. Während mit geringen Datenraten
aufgrund des robusten Modulations- und Kodierschemas hohe Kommunika-
tionsreichweiten im interferenzfreien Fall und somit bei überwiegender Pfad-
verlustlimitierung eine hohe Dienstgüte des Netzes verbunden sind, bewirkt
eine Erhöhung der Datenrate eine Reduzierung von Interferenzen und damit
eine Entlastung des Netzes. Grundsätzlich können daher bei hoher Kommu-
nikationsdichte, gleichbedeutend mit einem interferenzlimitierten Zustand
des Netzes, die Kollisionshäufigkeit verringert und die Zuverlässigkeit der
Kommunikation verbessert werden, indem höhere Datenraten zur Übertra-
gung verwendet werden.



























(a) ρg = 300 Nachrichten/km·s













































(c) ρg = 900 Nachrichten/km·s


















(d) ρg = 1350 Nachrichten/km·s
Abbildung 68: Mittlere Message Lifetime Tmlt in Abhängigkeit der Distanz d
zwischen Sender und Empfänger für verschiedene Datenraten Rb
und Nachrichtenerzeugungsdichten ρg mit fg = 10 Nachrichten/s und
Pt = 30 dBm.
Eine Erhöhung der Datenrate ist jedoch aufgrund der gleichzeitig steigen-
den Anforderungen an den Signal-Störabstand, die im Rahmen dieser Arbeit
in Labortests quantifiziert worden sind (siehe Abschnitt 4.2), nur in begrenz-
tem Umfang zweckmäßig.
Für sämtliche in diesem Abschnitt untersuchten Simulationskonfiguratio-
nen bewirkt eine Datenrate von Rb = 6Mbps, wie sie in VANETs üblicher-
weise als Standardwert herangezogen wird, mindestens akzeptable, teilweise
sogar – bezogen auf den untersuchten Parameterraum – optimale Ergebnis-
se. Bei einer Sendeleistung von Pt = 23dBm resultiert aus Konfigurationen
mit Rb = 6Mbps für Nachrichtenerzeugungsdichten ρg ≤ 600Nachrichten/km·s
eine bestmögliche an der Message Lifetime gemessene Dienstgüte, während
für ρg ≥ 900Nachrichten/km·s die Performanz des Netzes mit einer geringfügig
höheren Datenrate Rb = 9Mbps optimiert werden kann. Bei einer größeren
Sendeleistung von Pt = 30dBm, verbunden mit einem höheren Interferenz-
niveau im Netz, kann bei gleicher Nachrichtenerzeugungsdichte eine höhere
Datenrate zweckmäßig sein, um das Netz weiter zu entlasten.
Insgesamt verdeutlichen die Ergebnisse, dass nicht zu vernachlässigen-
de Wechselwirkungen zwischen verwendeter Datenrate, Sendeleistung und
202 leistungsbewertung durch simulation
Nachrichtenerzeugungsrate bestehen. In diesem Zusammenhang legt eine
vergleichende Betrachtung der aus den verschiedenen Simulationskonfigura-
tionen resultierenden Kommunikationsdichten ρcom (siehe Tabelle 22) nahe,
dass der Wert der leistungsoptimierenden Datenrate unmittelbar von der im
Netz gegebenen Kommunikationsdichte abhängt. Eine Konfiguration der Da-
tenrate in Abhängigkeit der durch die Kommunikationsdichte quantifizierten
Netzlast erscheint daher grundsätzlich zweckmäßig.
Die Simulationsergebnisse zeigen jedoch auch, dass durch eine netzlastab-
hängige Anpassung der Datenrate zwar die Dienstgüte periodischer Broad-
casts in VANETs verbessert, Überlastsituationen jedoch nicht grundsätzlich
vermieden werden können. Ergänzend müssen daher weitere Maßnahmen,
wie beispielsweise eine netzlastabhängige Anpassung der Nachrichtenerzeu-
gungsrate oder der Sendeleistung (vgl. hierzu Abschnitte 5.5.1 und 5.5.2),
getroffen werden.
Gleichwohl hängt die Wirksamkeit einer Erhöhung der Datenrate bei ho-
her Netzlast von den damit verbundenen Anforderungen der verwendeten
übertragungstechnischen Hardware an die Qualität des empfangenen Signals
ab. Während sich die im Rahmen der vorliegenden Arbeit vorgestellten Er-
gebnisse an der Leistungsfähigkeit herkömmlicher verfügbarer IEEE 802.11
Hardware orientieren, erscheint es erstrebenswert, in zukünftigen Studien die
diesbezüglichen Auswirkungen von Verbesserungen der datenratenabhängi-
gen Empfängerempfindlichkeit zu bewerten.
5.5.4 Carrier-Sense-Schwellenwert
In diesem Abschnitt werden anhand einer Simulationsstudie die Auswirkun-






Wie in Abschnitt 4.5.2.4 bereits erläutert wurde, bezeichnet der Carrier-
Sense-Schwellenwert Pr,cs die kumulative Empfangsleistung, ab welcher die
Medienzugriffssteuerung einer Station ein belegtes Übertragungsmedium an-
nimmt und somit keinen eigenen Übertragungsbeginn zulässt. Der Carrier-
Sense-Schwellwert Pr,cs unterliegt ebenso wie der SINR-Schwellenwert SIRth
physikalischen Grenzen im Zusammenhang mit der verwendeten Übertra-
gungstechnik und kann daher nicht beliebig klein gewählt werden.
Eine Reduzierung des Carrier-Sense-Schwellenwerts Pr,cs hat – unter der
Bedingung der übertragungstechnischen Realisierbarkeit – zur Folge, dass
im Rahmen des Medienzugriffs empfindlicher auf laufende Übertragungen
reagiert wird. Durch eine Erhöhung der mittleren Carrier-Sense-Reichweite
berücksichtigt die Medienzugriffssteuerung auch Übertragungen aus größe-
rer Entfernung. Daher kann angenommen werden, dass durch eine Reduzie-
rung des Carrier-Sense-Schwellenwerts eine Minderung des negativen Ein-
flusses von Hidden Stations auf die Netzperformance möglich ist.
Darüber hinaus ist jedoch auch denkbar, dass eine Erhöhung des Carrier-
Sense-Schwellenwerts ein geeignetes Mittel zur Handhabung von Überlastsi-
tuationen darstellt, etwa um Frame Drops zu vermeiden und dabei gleichzei-
tig unter Nutzung von Physical Layer Capture (PLC) umliegenden Stationen
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trotz zeitlich überlappender Übertragungen einen erfolgreichen Frameemp-
fang zu ermöglichen.
Aus diesen Überlegungen ergeben sich folgende Fragen:
• Welchen Einfluss hat der Carrier-Sense-Schwellenwert auf die Entste-
hung von CSMA- und Hidden-Station-Kollisionen?
• Kann die Performanz des Netzes durch eine Anpassung des Carrier-
Sense-Schwellenwerts verbessert werden und welche Form der Anpas-
sung ist in Abhängigkeit der Netzlast zu diesem Zweck geeignet?
Diese Fragen werden im weiteren Verlauf dieses Abschnitts anhand einer
Parameterstudie untersucht, deren Konfiguration Tabelle 24 zusammenfasst.
Parameter Wert








ρ {30, 60, 90, 135} Fz./km
fg {10, 20}Nachrichten/s
Pr,cs −99 dBm ≤ Pr,cs ≤ −65 dBm
Tabelle 24: Konfigurationsparameter der Simulationsstudie zu Auswirkungen des
Carrier-Sense-Schwellenwerts Pr,cs.
Da vermutet werden kann, dass zwischen dem Zustand des Kommunikati-
onsnetzes, insbesondere der gegebenen Netzlast, und den Auswirkungen ei-
ner Anpassung des Carrier-Sense-Schwellenwerts nicht zu vernachlässigende
Wechselbeziehungen bestehen, werden die im Folgenden vorgestellten Unter-
suchungen bei unterschiedlicher Netzlast durchgeführt. Aus den untersuch-
ten Verkehrsdichten ρ und Nachrichtenerzeugungsraten fg resultieren Nach-
richtenerzeugungsdichten ρg = fg · ρ zwischen ρg = 300Nachrichten/km·s und
ρg = 2700Nachrichten/km·s. Unter Berücksichtigung der Carrier-Sense-Reichwei-
te von dcs = 731,1m ergeben sich (nach Rundung) Kommunikationsdichten
zwischen ρcom = 439 Frames/s und ρcom = 3948 Frames/s, wie Tabelle 25 entnom-
men werden kann.
Besondere Aufmerksamkeit wird im Verlauf dieses Abschnitts dem für
die Dienstgüte des Netzes besonders relevanten Auftreten von Frame Drops
und Kollisionen gewidmet. Dabei wird wiederum zwischen CSMA- und Hid-
den-Station-Kollisionen unterschieden, um einen möglichst exakten Einblick
in die netzlastabhängigen Auswirkungen unterschiedlicher Carrier-Sense-
Schwellenwerte zu erhalten. Details zu dieser Unterscheidung können den
Abschnitten 4.4.1 und 4.5.2.6 entnommen werden.
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fg [Frames/s]
ρcom [Frames/s]
ρ = 30 Fz.km ρ = 60
Fz.
km ρ = 90
Fz.
km ρ = 135
Fz.
km
10 438,7 877,3 1316,0 1974,0
20 877,3 1754,6 2631,9 3947,9
Tabelle 25: Kommunikationsdichten der im Rahmen der Simulationsstudie zu Aus-
wirkungen des Carrier-Sense-Schwellenwerts untersuchten Simulations-
konfigurationen.
Wie die Simulationsergebnisse aus Abbildung 69 für verschiedene Ver-
kehrsdichten ρ und Nachrichtenerzeugungsraten fg zeigen, wirkt sich derAuswirkungen auf
die Häufigkeit von
Frame Drops
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(a) fg = 10 Nachrichten/s

















ρ = 30 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(b) fg = 20 Nachrichten/s
Abbildung 69: Mittlere Frame Drop Rate in Abhängigkeit des Carrier-Sense-Schwel-
lenwerts Pr,cs für verschiedene Verkehrsdichten ρ und Erzeugungsra-
ten fg.
Wird mit fg = 10Nachrichten/s die kleinere der beiden untersuchten Nach-
richtenerzeugungsraten verwendet, so treten nur für Pr,cs = −99dBm und
ρ = 135 Fz./km nennenswerte Frame Drops in vergleichsweise geringer Häu-
figkeit auf (siehe Abbildung 69a). Für fg = 20Nachrichten/s hingegen führen
kleinere Carrier-Sense-Schwellenwerte bei mittlerer und hoher Verkehrsdich-
te zu inakzeptabel hohen Frame Drop Rates (siehe Abbildung 69b). Durch An-
hebung des Carrier-Sense-Schwellenwertes wird die Frame Drop Rate maß-
geblich reduziert, sodass für Pr,cs ≥ −80dBm sogar im Falle der höchsten
untersuchten Nachrichtenerzeugungsdichte ρg = 2700Nachrichten/km·s, gleich-
bedeutend mit einer Kommunikationsdichte in Höhe von ρcom = 3948 Frames/s,
keine Frame Drops auftreten.
Aufgrund der erhöhten Gesamtzahl übertragener Frames ist eine Anhe-
bung des Carrier-Sense-Schwellenwertes jedoch mit einer Erhöhung des In-
terferenzniveaus verbunden. Zur umfassenden Bewertung der Performanz
des Netzes ist es daher erforderlich, die Auswirkungen von Änderungen des
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(a) CSMA-Kollisionen
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(c) Gesamt-Kollisionsrate
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(d) Mittlere Message Lifetime
Abbildung 70: Kollisionsraten und mittlere Message Lifetime Tmlt in Abhängig-
keit des Carrier-Sense-Schwellenwerts Pr,cs für verschiedene Dis-
tanzen d zwischen Sender und Empfänger bei geringer Nach-
richtenerzeugungsdichte ρg = 300 Nachrichten/km·s mit ρ = 30 Fz./km,
fg = 10 Nachrichten/s.
Carrier-Sense-Schwellenwerts auf die Entstehung von Framekollisionen zu
betrachten.
Abbildung 70 zeigt zunächst für die geringste hier untersuchte Nachrich-





Pt = 23dBm die von der Distanz d zwischen Sender und Empfänger abhän-
gigen Kollisionsraten sowie die mittlere Message Lifetime als Funktion des
Carrier-Sense-Schwellenwerts Pr,cs. Aus dieser Konfiguration resultiert eine
Kommunikationsdichte von ρcom = 439 Frames/s (siehe Tabelle 25).
Bei geringer Netzlast, wie sie im gezeigten Beispiel gegeben ist, kann der
Einfluss von CSMA-Kollisionen gegenüber dem Einfluss von Hidden-Stati-
on-Kollisionen vollständig vernachlässigt werden, wie die Abbildungen 70a
und 70b deutlich erkennen lassen. Eine Anhebung von Pr,cs ist wegen der
daraus resultierenden Reduzierung der Carrier-Sense-Reichweite mit einem
signifikanten Anstieg der Häufigkeit von Hidden-Station-Kollisionen ver-
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bunden, sodass eine Minimierung von Pr,cs eine Minimierung der Gesamt-
Kollisionsrate und somit eine Optimierung der Zuverlässigkeit des Netzes
bewirkt, wie Abbildung 70c veranschaulicht. Obwohl eine Verringerung von
Pr,cs eine Erhöhung der Kanalzugriffszeit zur Folge hat, zeigt Abbildung 70d,
dass mit einer Minimierung von Pr,cs bei geringer Netzlast auch eine Mini-
mierung der Message Lifetime einhergeht.
Bei höherer Netzlast hingegen, wie sie Grundlage der in Abbildung 71 ge-
zeigten Ergebnisse mit ρg = 900Nachrichten/km·s und ρcom = 1316 Frames/s ist,Auswirkungen bei
erhöhter Netzlast treten bei Verwendung kleiner Carrier-Sense-Schwellenwerte CSMA-Kollisio-
nen in nicht zu vernachlässigender Häufigkeit auf (siehe Abbildung 71a).
Wird der Schwellenwert angehoben, sinkt die Anzahl konkurrierender Statio-
nen innerhalb der Carrier-Sense-Reichweite und damit die Wahrscheinlich-
keit von CSMA-Kollisionen, während die Wahrscheinlichkeit von Hidden-
Station-Kollisionen steigt. Im Zusammenhang mit der robusten Reichweite
gegenüber Hidden Stations profitieren Übertragungen aus geringer Entfer-
nung besonders stark von diesem Effekt.
Da im Rahmen kooperativer Sicherheitsanwendungen eine hohe Zuver-
lässigkeit insbesondere für geringe Entfernungen anzustreben ist, kann für
Pr,cs = −93dBm von einer annähernd optimalen Konfiguration ausgegangen
werden, denn diese ist für d ≤ 200m mit der geringsten Gesamt-Kollisions-
rate sowie der geringsten mittleren Message Lifetime verbunden, wie den
Abbildungen 71c und 71d entnommen werden kann.
Die in Abbildung 72 dargestellten Ergebnisse für ρg = 1350Nachrichten/km·s
und ρcom = 1974 Frames/s veranschaulichen, dass sich der beobachtete TrendAuswirkungen bei
hoher Netzlast mit steigender Netzlast fortsetzt: Der Einfluss von CSMA-Kollisionen nimmt
zwar zu, dennoch kann durch eine weitere Anhebung des Carrier-Sense-
Schwellenwerts Pr,cs die Häufigkeit von CSMA-Kollisionen bis zur Vernach-
lässigbarkeit reduziert werden. Trotz einer erhöhten Häufigkeit von Hidden-
Station-Kollisionen können so die Gesamt-Kollisionsrate und die Message
Lifetime für Übertragungen aus geringer Entfernung verringert werden.
Für Pr,cs > −90dBm wird die Performanzverbesserung, die in Bezug auf
Übertragungen aus dem unmittelbaren Nahbereich um den Empfänger er-
zielbar ist, jedoch bereits begleitet von einer signifikanten Zunahme der Häu-
figkeit von Kollisionen für Übertragungen aus Entfernungen d ≥ 100m, so-
dass eine weitere Anhebung des Schwellenwerts auch bei der hier gegebenen
hohen Netzlast nicht zweckmäßig erscheint.
Darüber hinaus ist in diesem Zusammenhang die Frage von Interesse,
ob bei noch höherer, d. h. bei extrem hoher Netzlast die ZuverlässigkeitAuswirkungen bei
extrem hoher
Netzlast
der Nachrichtenübermittlung durch eine weitere Anhebung des Carrier-Sen-
se-Schwellenwerts effektiv verbessert werden kann. In Abbildung 73 sind
daher Gesamt-Kollisionsraten und Message Lifetimes in Abhängigkeit des
Schwellenwerts Pr,cs für stark überlastete Netzkonfigurationen mit Erzeu-
gungsdichten von 1800 und 2700Nachrichten/km·s bei einer Erzeugungsrate von
fg = 20Nachrichten/s dargestellt. Aus diesen Konfigurationen resultieren Kom-
munikationsdichten in Höhe von 2632 Frames/s bzw. 3948 Frames/s.
Für Übertragungen aus geringer Entfernung kann auch hier eine Redu-
zierung von Kollisionsrate und Message Lifetime erzielt werden, indem der
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(a) CSMA-Kollisionen
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(c) Gesamt-Kollisionsrate
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(d) Mittlere Message Lifetime
Abbildung 71: Kollisionsraten und mittlere Message Lifetime Tmlt in Abhängigkeit
des Carrier-Sense-Schwellenwerts Pr,cs für verschiedene Distanzen d
zwischen Sender und Empfänger bei hoher Nachrichtenerzeugungs-
dichte ρg = 900 Nachrichten/km·s mit ρ = 90 Fz./km, fg = 10 Nachrichten/s.
Carrier-Sense-Schwellenwert für ρ = 90 Fz./km und ρ = 135 Fz./km bis auf
Pr,cs = −85dBm bzw. Pr,cs = −80dBm heraufgesetzt wird. Eine signifikante
Verbesserung der Message Lifetime ist allerdings nur in dem Parameterbe-
reich beobachtbar, in welchem auch die Anzahl von Frame Drops reduziert
wird, wie ein Vergleich der Abbildung 69b mit den Abbildungen 73c und 73d
erkennen lässt.
Auch dieser Performanzgewinn wirkt sich allerdings zu Lasten der Kollisi-
onsrate und damit der Zuverlässigkeit von Übertragungen aus größeren Ent-
fernungen aus. Wegen der zunehmenden Kollisionswahrscheinlichkeit ver-
ursacht eine Erhöhung des Schwellenwerts Pr,cs außerdem ein starkes An-
wachsen der Message Lifetimes für größere Entfernungen. Stark ausgeprägte
Überlastsituationen, wie sie den hier untersuchen Netzkonfigurationen zu-
grunde liegen, können somit allein durch eine Anpassung des Carrier-Sense-
Schwellenwerts nicht zufriedenstellend bewältigt werden.


















d = 50 m
 d = 100 m
 d = 150 m
 d = 200 m
 d = 250 m
 d = 300 m
 d = 350 m
(a) CSMA-Kollisionen
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(c) Gesamt-Kollisionsrate
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(d) Mittlere Message Lifetime
Abbildung 72: Kollisionsraten und mittlere Message Lifetime Tmlt in Abhängig-
keit des Carrier-Sense-Schwellenwerts Pr,cs für verschiedene Dis-
tanzen d zwischen Sender und Empfänger bei hoher Nachrich-
tenerzeugungsdichte ρg = 1350 Nachrichten/km·s mit ρ = 135 Fz./km,
fg = 10 Nachrichten/s.
Zusammenfassend lässt sich feststellen, dass durch eine netzlastabhän-
gige Anpassung des Carrier-Sense-Schwellenwerts eine Verbesserung derZusammenfassende
Bewertung Performanz periodischer Broadcast-Kommunikation in VANETs möglich ist.
Grundsätzlich ist dabei mit wachsender Netzlast eine Anhebung des Schwel-
lenwerts zweckmäßig, welche sich allerdings nur in engen Grenzen und ins-
besondere für geringe Distanzen zwischen Sender und Empfänger positiv auf
die Zuverlässigkeit der Informationsübermittlung auswirkt. Gleichwohl kann
eine Anhebung des Carrier-Sense-Schwellwerts dazu beitragen, in Überlast-
situationen eine ausreichende Zuverlässigkeit für Frameübertragungen aus
dem unmittelbaren Nahbereich um den Empfänger sicherzustellen.
Die Wirksamkeit der Anpassung des Carrier-Sense-Schwellenwerts zur Be-
wältigung von Überlastsituationen ist demnach begrenzt. Erforderlich sind
zu diesem Zweck daher weitere Maßnahmen, etwa in Form einer Anpassung


















d = 50 m
 d = 100 m
 d = 150 m
 d = 200 m
 d = 250 m
 d = 300 m
 d = 350 m
(a) Kollisionsrate, ρ = 90 Fz./km
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(c) Message Lifetime, ρ = 90 Fz./km
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(d) Message Lifetime, ρ = 135 Fz./km
Abbildung 73: Gesamt-Kollisionsraten (a,b) sowie mittlere Message Life-
time Tmlt (c,d) in Abhängigkeit des Carrier-Sense-Schwel-
lenwerts Pr,cs bei sehr hohen Nachrichtenerzeugungsdichten
ρg = 1800 Nachrichten/km·s (a,c) und ρg = 2700 Nachrichten/km·s (b,d) mit
fg = 20 Nachrichten/s, Pt = 23 dBm, Rb = 6 Mbps, CW = 15.
der Nachrichtenerzeugungsrate oder der Sendeleistung, wie bereits in den
Abschnitten 5.5.1 und 5.5.2 erläutert wurde.
5.5.5 Größe des Contention Windows
Der Binary Exponential Backoff (BEB) Algorithmus stellt ein wichtiges Mit-
tel zur Überlaststeuerung bei Unicast-Kommunikation in herkömmlichen
IEEE 802.11 WLANs dar: Infolge einer fehlgeschlagenen Frameübertragung
wird die Größe des Contention Windows CW ausgehend von einem An-
fangswert CWmin bis zu einem Maximalwert CWmax vergrößert, wodurch die
Wahrscheinlichkeit von Kollisionen reduziert werden kann.
Wie in Abschnitt 2.2.4 bereits erläutert wurde, erlaubt der für Broadcast-
Kommunikation genutzte unbestätigte Übermittlungsmodus von IEEE 802.11
210 leistungsbewertung durch simulation
bzw. ITS-G5 dem Sender keine Erkennung von Übertragungsfehlern, sodassBEB-Algorithmus
für Broadcasts nicht
nutzbar
der BEB-Algorithmus nicht angewendet werden kann. Periodisch ausgesen-
dete Broadcast-Frames in VANETs, wie sie Gegenstand der Untersuchungen
im Rahmen dieser Arbeit sind, werden daher nicht wiederholt und grundsätz-
lich bei gleichbleibender Größe des Contention Windows mit CW = CWmin
versendet.
Dennoch stellt die Größe des Contention Windows einen potentiell zur




So ist beispielsweise denkbar, dass eine Anpassung des Contention Windows
nicht infolge der Erkennung eines Übertragungsfehlers, sondern in Abhän-
gigkeit der gegebenen Netzlast durchgeführt wird.
Ausgehend von diesen Überlegungen ergibt sich eine Reihe von Fragen, de-
ren Beantwortung im Vorfeld der Entwicklung von Mechanismen zur Über-
laststeuerung unverzichtbar ist:
• Auf welche Weise und in welchem Umfang beeinflusst die Größe des
Contention Windows die Performanz periodischer Broadcast-Kommu-
nikation in VANETs?
• Welche Größe des Contention Windows ist geeignet, um eine möglichst
hohe Zuverlässigkeit des Netzes zu erreichen und welchen Einfluss hat
die gegebene Netzlast auf diese Frage?
• Ist es möglich, Überlastsituationen durch eine Anpassung der Größe
des Contention Windows zu vermeiden oder die Zuverlässigkeit der
Kommunikation im Überlastfall zu verbessern?
Diese Fragen werden im Folgenden anhand einer Parameterstudie unter-
sucht, deren zugrunde liegende Simulationskonfiguration Tabelle 26 zusam-
menfasst.
Parameter Wert






ρ {30, 60, 90, 135} Fz./km
fg {10, 20}Nachrichten/s
CW {0, 1, 3, 7, 15, 31, 63, 127, 255, 511, 1023}
Tabelle 26: Konfigurationsparameter der Simulationsstudie zu Auswirkungen der
Größe des Contention Windows CW.
Auch die folgenden Untersuchungen wurden bei unterschiedlicher Netz-
last durchgeführt, da nicht zu vernachlässigende Wechselbeziehungen zwi-
schen einer Anpassung der Größe des Contention Windows und der gege-
benen Netzlast erwartet werden können. Die aus den verschiedenen Simu-
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lationskonfigurationen resultierenden Kommunikationsdichten ρcom können
Tabelle 27 entnommen werden.
fg [Frames/s]
ρcom [Frames/s]
ρ = 30 Fz.km ρ = 60
Fz.
km ρ = 90
Fz.
km ρ = 135
Fz.
km
10 438,7 877,3 1316,0 1974,0
20 877,3 1754,6 2631,9 3947,9
Tabelle 27: Kommunikationsdichten der im Rahmen der Simulationsstudie zu Aus-
wirkungen der Größe des Contention Windows untersuchten Simulati-
onskonfigurationen.
In Analogie zu den im vorangegangenen Abschnitt gewonnenen Erkennt-
nissen zum Carrier-Sense-Schwellenwert ist davon auszugehen, dass die in
diesem Abschnitt untersuchte Größe des Contention Windows die Häufigkei-
ten von Frame Drops und Kollisionen maßgeblich beeinflusst. Diesen für die
Zuverlässigkeit des Netzes besonders bedeutsamen Performanzindikatoren
widmen daher auch die im Folgenden vorgestellten Untersuchungen beson-
dere Aufmerksamkeit. Abbildung 74 zeigt für zwei verschiedene Erzeugungs-
raten fg und vier verschiedene Verkehrsdichten ρ die mittlere Frame Drop



















ρ = 30 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(a) fg = 10 Nachrichten/s



















ρ = 30 Fz./km
 ρ = 60 Fz./km
 ρ = 90 Fz./km
 ρ = 135 Fz./km
(b) fg = 20 Nachrichten/s
Abbildung 74: Mittlere Frame Drop Rate in Abhängigkeit der Größe des Con-
tention Windows CW für verschiedene Verkehrsdichten ρ
und Erzeugungsraten fg mit Nachrichtenerzeugungsdichten
300 Nachrichten/km·s ≤ ρg ≤ 2700 Nachrichten/km·s.
Die Darstellung veranschaulicht, dass sich die Größe des Contention Win-
dows ab einem von der gegebenen Netzlast abhängigen Schwellenwert un- Auswirkungen auf
die Häufigkeit von
Frame Drops
mittelbar auf die Frame Drop Rate auswirkt. Während bei Nachrichtenerzeu-
gungsdichten ρg ≤ 600Nachrichten/km·s unabhängig von CW keinerlei Frame
Drops auftreten, werden bei ρg = 1350Nachrichten/km·s für CW > 63 mit signi-
fikanter Häufigkeit Frames verworfen (siehe Abbildung 74a). Bei sehr hoher
Nachrichtenerzeugungsdichte ρg ≥ 1800Nachrichten/km·s können Frame Drops
nur durch eine sehr geringe Größe des Contention Windows vermieden wer-
212 leistungsbewertung durch simulation
den (siehe Abbildung 74b). Eine Anhebung von CW zur Handhabung von
Überlastsituationen ist demnach ohne die Inkaufnahme von Frame Drops
nur in begrenztem Rahmen möglich.
Abbildung 75 zeigt die netzlastabhängigen Auswirkungen des Contention
Windows auf die Packet Delivery Rate (PDR) für die Nachrichtenerzeugungs-Auswirkungen auf
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(a) ρg = 300 Nachrichten/km·s
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(c) ρg = 900 Nachrichten/km·s
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(d) ρg = 1350 Nachrichten/km·s
Abbildung 75: Packet Delivery Rate in Abhängigkeit der Größe des Contention Win-
dows CW für verschiedene Nachrichtenerzeugungsdichten ρg und
Distanzen d zwischen Sender und Empfänger mit fg = 10 Nachrichten/s
und ρ = 30 Fz./km (a), 60 Fz./km (b), 90 Fz./km (c), 135 Fz./km (d).
Bei geringer Netzlast hat die Größe des Contention Windows lediglich ver-
nachlässigbaren Einfluss auf die PDR, wie Abbildung 75a für die Nachrich-
tenerzeugungsdichte ρg = 300Nachrichten/km·s verdeutlicht. Auch für CW = 0,
gleichbedeutend mit einer Deaktivierung des dem CSMA/CA-Medienzugriff
inhärenten Backoff-Mechanismus, ist hier nur eine geringfügige Verringe-
rung der PDR um etwa drei Prozentpunkte im Vergleich zu größeren Con-
tention Windows beobachtbar. Dieses Verhalten ist bemerkenswert, da auch
bei dieser Netzkonfiguration für Entfernungen d ≥ 250m Kollisionen mit
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signifikanter Häufigkeit auftreten. Bei der unten folgenden Betrachtung der
Kollisionswahrscheinlichkeiten wird dieser Aspekt daher noch einmal aufge-
griffen.
Mit steigender Netzlast führt eine Vergrößerung des Contention Windows
zwar zu einer Erhöhung der PDR, dies jedoch nur in sehr begrenztem Um-
fang. Für ρg = 600Nachrichten/km·s und ρg = 900Nachrichten/km·s erzeugt eine
Parametrierung mit CW = 15 annähernd optimale Ergebnisse, während für
ρg = 1350Nachrichten/km·s durch eine weitere Vergrößerung des Contention
Windows eine geringfügige Erhöhung der PDR im Nahbereich erzielt wer-
den kann, die sich jedoch zu Lasten von Übertragungen aus größerer Distanz
auswirkt. Darüber hinaus offenbart Abbildung 75d, dass für CW ≥ 127 eine
signifikante Verbesserung der Packet Delivery Rate eintritt, die jedoch mit
dem Einsetzen von Frame Drops (vgl. Abbildung 74a) einhergeht. Da eine
direkte Vergleichbarkeit somit nicht gegeben ist, kann hieraus nicht auf ei-
ne Erhöhung der Zuverlässigkeit der Frameübertragung geschlossen werden.
Ohne Inkaufnahme von Frame Drops hingegen lassen die Ergebnisse nur
begrenztes Potential einer Anpassung des Contention Windows zur Vermei-
dung von Framekollisionen erkennen.
Zur Erklärung der geringen Auswirkungen einer Vergrößerung des Con-
tention Windows ist eine Betrachtung der beim Medienzugriff entstehenden Auswirkungen auf
die Channel Access
Time
Channel Access Times (CATs) zweckmäßig. Abbildung 76 veranschaulicht
die Abhängigkeit des arithmetischen Mittels Tca der CAT von der Größe des
Contention Windows für verschiedene Verkehrsdichten ρ, denen Nachrich-
tenerzeugungsdichten ρg zwischen 300Nachrichten/km·s und 1350Nachrichten/km·s
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(a) 0 ≤ CW ≤ 31














(b) 0 ≤ CW ≤ 1023
Abbildung 76: Mittlere Channel Access Time Tca in Abhängigkeit der Grö-
ße des Contention Windows CW für verschiedene Verkehrs-
dichten ρ mit 300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s und
fg = 10 Nachrichten/s.
Deutlich erkennbar ist, dass die mittlere CAT fast im gesamten Parameter-
bereich annähernd linear mit der Größe des Contention Windows wächst. Ab-
weichungen von diesem Verhalten sind lediglich für sehr geringe Größen des
Contention Windows (CW < 7) sowie für solche Konfigurationen festzustel-
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len, die mit einer signifikanten Häufigkeit von Frame Drops verbunden sind.
Dies ist hier für ρ = 135 Fz./km (gleichbedeutend mit ρg = 1350Nachrichten/km·s
bzw. ρcom = 1974 Frames/s) und CW > 63 der Fall. Verursacht wird dieser Ef-
fekt durch die Tatsache, dass für einen verworfenen Frame keine CAT berech-
net werden kann, sodass die Channel Access Time Tca nach oben begrenzt
wird durch die Erzeugungsverzögerung Tgen, wie bereits im Zusammenhang
mit den Auswirkungen verschiedener Nachrichtenerzeugungsraten auf Sei-
te 186 in Abschnitt 5.5.2 erläutert wurde.
Abbildung 77 zeigt anhand der aus den Simulationen ermittelten kom-
plementären Verteilungsfunktion (CCDF) der CAT, dass sich mit steigenderCCDF der Channel
Access Time Netzlast und Größe des Contention Windows die Verteilung der CATs auch
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(a) ρg = 900 Nachrichten/km·s




















 CW = 15
 CW = 63
 CW = 127
 CW = 255
 CW = 1023
(b) ρg = 1350 Nachrichten/km·s
Abbildung 77: Komplementäre Verteilungsfunktion P (Tca > tca) (CCDF) der Chan-
nel Access Time (Tca) für verschiedene Größen des Contention Win-
dows CW und Nachrichtenerzeugungsdichten ρg mit ρ = 90 Fz./km (a)
bzw. ρ = 135 Fz./km (b) und fg = 10 Nachrichten/s.
Die Ergebnisse lassen somit einen überaus deutlichen Einfluss der Größe
des Contention Windows auf die CAT erkennen. Im Falle periodisch erzeug-
ter Nachrichten, wie sie Grundlage der hier untersuchten Netzkonfiguratio-
nen sind, steigt mit zunehmender Wartezeit auf den Übertragungsbeginn ei-
nes Frames auch die Gesamtzahl der während dieses Zeitintervalls im Netz
erzeugten und damit um den Medienzugriff konkurrierenden Frames.
Zur näheren Untersuchung dieses Verhaltens wurde innerhalb der Simula-




um den Medienzugriff konkurriender Frames je Kilometer Länge des be-
trachteten Autobahnabschnitts erfasst und ausgewertet, welches mit kc f , km
bezeichnet wird21. Bei der Berechnung von kc f , km werden alle auf einen Über-
tragungsbeginn wartenden Frames vom Zeitpunkt ihrer Erzeugung bis zum
Zeitpunkt ihres Übertragungsbeginns oder Verwurfs berücksichtigt.
Die in Abbildung 78 dargestellten Ergebnisse offenbaren, dass ein annä-
hernd linearer Anstieg der CAT mit CW, wie ihn Abbildung 76 erkennen
lässt, einhergeht mit einem annähernd linearen Anstieg der Anzahl um den
21Die beobachtete Anzahl konkurriender Frames wurde zu diesem Zweck mit der jeweili-
gen Beobachtungsdauer gewichtet.
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Medienzugriff konkurrierender Frames. Dieser Effekt begrenzt bei periodi-
scher Broadcast-Kommunikation in VANETs maßgeblich die Wirksamkeit ei-
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 ρ = 135 Fz./km
(a) 0 ≤ CW ≤ 31














(b) 0 ≤ CW ≤ 1023
Abbildung 78: Mittlere Anzahl kc f ,km zeitgleich um den Medienzugriff konkur-
riender Frames pro Kilometer Strecke in Abhängigkeit von CW
für verschiedene Verkehrsdichten ρ mit fg = 10 Nachrichten/s und
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s.
Noch deutlicher werden die Auswirkungen der Größe des Contention Win-
dows, wenn die Anzahl möglicher Zeitpunkte für den Übertragungsbeginn
eines Frames in die Darstellung einbezogen wird. Beträgt die Größe des Con-
tention Windows CW Slots, so kommen grundsätzlich CW + 1 unterschied-
liche Zeitpunkte für einen Übertragungsbeginn in Frage, aus denen die Sta-
tion zufällig einen Zeitpunkt auswählt. Der Quotient kc f ,km/CW+1, der in Ab-
bildung 79a in Abhängigkeit von CW dargestellt ist, beschreibt somit die auf
einen Kilometer Strecke bezogene mittlere Anzahl von Frames, die zeitgleich
um einen für den Übertragungsbeginn nutzbaren Zeitschlitz konkurrieren. Er
stellt somit ein direktes Maß für das Risiko eines annähernd gleichzeitigen
Übertragungsbeginns von zwei oder mehr Stationen dar.
Die Simulationsergebnisse lassen erkennen, dass mit einer Vergrößerung
von CW der Quotient kc f ,km/CW+1 für kleine Werte von CW schnell abnimmt,
während für CW > 31 nur noch im Falle der höchsten dargestellten Netzlast
mit ρg = 1350Nachrichten/km·s eine signifikante Reduzierung des Quotienten
festzustellen ist, die für CW > 63 zudem auf Kosten von Frame Drops erfolgt.
Demnach kann durch eine Vergrößerung des Contention Windows in be-






ner Verbesserung ihrer zeitlichen Verteilung – erreicht werden. Diese zeitliche
Entzerrung geht für ρg ≥ 900Nachrichten/km·s einher mit einer erkennbaren Er-
höhung der Channel Busy Time (CBT), wie Abbildung 79b anhand der CBT
γde f veranschaulicht. Die CBT γde f bezieht sich dabei auf die in [49] defi-
nierte Standard-Empfängerempfindlichkeit in Höhe von −85dBm (vgl. Ab-
schnitt 4.4.4).
Über diese Beobachtungen hinaus ist zur Beurteilung der Auswirkungen
der Größe des Contention Windows auf die Dienstgüte und Performanz des
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 ρ = 90 Fz./km
 ρ = 135 Fz./km
(a) kc f ,km/(CW + 1)












(b) Channel Busy Time γde f
Abbildung 79: Mittlere Anzahl konkurriender Frames pro Kilometer Strecke und
für den Übertragungsbeginn verfügbarem Zeitschlitz kc f ,km/CW+1 (a)
sowie auf den Standard-Schwellenwert Pr,de f = −85 dBm be-
zogene Channel Busy Time γde f (b) in Abhängigkeit von CW
für verschiedene Verkehrsdichten ρ und fg = 10 Nachrichten/s mit
300 Nachrichten/km·s ≤ ρg ≤ 1350 Nachrichten/km·s.





besondere im Falle hoher Netzlast – von besonderem Interesse. Diese Metri-
ken sind in Abhängigkeit von CW für verschiedene Distanzen d zwischen
Sender und Empfänger und ρg = 900Nachrichten/km·s mit ρ = 90 Fz./km und
fg = 10Nachrichten/s in Abbildung 80 dargestellt. Die Kommunikationsdichte
dieser Konfiguration beträgt ρcom = 1316 Frames/s.
Abbildung 80a lässt erkennen, dass unabhängig von der Distanz d die Häu-
figkeit von CSMA-Kollisionen für CW < 31 durch eine Vergrößerung des
Contention Windows deutlich reduziert werden kann, während eine weitere
Anhebung von CW keine signifikante Verbesserung bewirkt. Dieses Verhal-
ten ist eine direkte Folge der oben dargestellten Zusammenhänge zwischen
Größe des Contention Windows, Channel Access Time sowie Anzahl konkur-
rierender Frames und spiegelt das in Abbildung 79a dargestellte Verhalten
des Quotienten kc f ,km/(CW + 1) wider.
Gleichzeitig offenbaren die in Abbildung 80b dargestellten Simulationser-
gebnisse, dass eine Vergrößerung des Contention Windows mit einer deut-
lichen Zunahme der Häufigkeit von Hidden-Station-Kollisionen verbunden
ist. Übertragungen aus geringerer Entfernung zeigen sich im Zusammen-
hang mit der gegen Hidden Stations robusten Reichweite weniger anfällig
für durch Hidden Stations verursachte Interferenzen und sind daher von die-
sem negativen Effekt weniger stark betroffen.
Verursacht wird die zunehmende Häufigkeit von Hidden-Station-Kollisio-
nen im Wesentlichen dadurch, dass ein (quasi-)gleichzeitiger Übertragungs-
beginn zweier oder mehrerer Stationen zu einer effektiven Erhöhung der Car-
rier-Sense-Reichweite führt, wie Abbildung 81 veranschaulicht: Wählen TX1
und TX2, deren Entfernung zueinander x beträgt, denselben Zeitschlitz für
den Beginn ihrer Übertragung, so kann es zu einer CSMA-Kollision kom-
men. Gleichzeitig erhöht sich die effektive Carrier-Sense-Reichweite für bei-
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(a) CSMA-Kollisionen
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(c) Gesamt-Kollisionsrate
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(d) Mittlere Message Lifetime
Abbildung 80: Kollisionsraten und mittlere Message Lifetime Tmlt in Abhängigkeit
der Größe des Contention Windows CW für verschiedene Distanzen d
zwischen Sender und Empfänger bei hoher Nachrichtenerzeugungs-
dichte ρg = 900 Nachrichten/km·s mit ρ = 90 Fz./km, fg = 10 Nachrichten/s.
de Stationen von dcs auf dcs + x, sodass Hidden Stations erst in größerer
Entfernung auftreten können, wodurch die Hidden-Station-Kollisionswahr-
scheinlichkeit reduziert wird.22 Eine Vergrößerung des Contention Windows
bewirkt jedoch eine verringerte Wahrscheinlichkeit eines gleichzeitigen Über-
tragungsbeginns und somit eine erhöhte Wahrscheinlichkeit von Hidden-Sta-
tion-Kollisionen.
Dieser Effekt wird verstärkt durch die mit einer Vergrößerung des Conten-
tion Windows verbundene Zunahme der Channel Busy Time (CBT) (siehe
Abbildung 79b): Eine Erhöhung der CBT bewirkt zugleich eine Erhöhung
der Wahrscheinlichkeit, dass eine Hidden-Station-Übertragung mit einer an-
deren laufenden Übertragung interferiert, sodass mit einer zunehmenden
Wahrscheinlichkeit von Hidden-Station-Kollisionen zu rechnen ist.
22In dieser Darstellung wird vereinfachend von einer deterministischen Carrier-Sense-
Reichweite ausgegangen, welche aufgrund des in Realität und Simulationsmodell vorhande-
nen Signalfadings in dieser Form nicht gegeben ist.






Abbildung 81: Erhöhung der effektiven Carrier-Sense-Reichweite: Bei gleichzeitigem
Übertragungsbeginn von TX1 und TX2 erhöht sich die effektive Carri-
er-Sense-Reichweite für beide Stationen von dcs auf dcs + x.
Eine Betrachtung der Gesamt-Kollisionsrate in Abbildung 80c verdeutlicht,
dass für CW < 31 eine Vergrößerung des Contention Windows durch eine
Vermeidung von CSMA-Kollisionen eine Verbesserung der Zuverlässigkeit
der Nachrichtenübermittlung bewirkt. Übertragungen aus geringer Entfer-
nung profitieren in besonderem Maße von diesem Effekt. Mit wachsender
Entfernung wird die reduzierte Häufigkeit von CSMA-Kollisionen allerdings
zunehmend durch Hidden-Station-Kollisionen kompensiert, sodass für grö-
ßere Entfernungen und CW > 15 eine Vergrößerung des Contention Win-
dows sogar eine Erhöhung der Gesamt-Kollisionsrate bewirkt.
Das beobachtete Verhalten des Netzes spiegelt sich unmittelbar im Ver-
lauf der in Abbildung 80d gezeigten Message Lifetime wider, welcher dar-
über hinaus jedoch deutlich die negativen Auswirkungen der mit der Größe
des Contention Windows wachsenden CAT aufzeigt (vgl. Abbildung 76). Zu
beachten ist in diesem Zusammenhang, dass für ρg = 900Nachrichten/km·s mit
Ausnahme von CW = 1023 keine Frame Drops auftreten.
Eine Vergrößerung des Contention Windows kann demnach nur eine Redu-
zierung der Wahrscheinlichkeit von CSMA-Kollisionen, die durch annähernd
gleichzeitigen Übertragungsbeginn mehrerer Stationen verursacht werden,
nicht jedoch eine Reduzierung der Wahrscheinlichkeit von Hidden-Station-
Kollisionen bewirken. Dieses Verhalten erklärt ebenfalls die in Abbildung 75a
bei niedriger Netzlast (ρg = 300Nachrichten/km·s) beobachtete weitgehende Un-
abhängigkeit der Packet Delivery Rate von der Größe des Contention Win-
dows: Wie bereits in Abschnitt 5.5.4 gezeigt wurde (siehe Abbildung 70), ist
für geringe Netzlast die Häufigkeit von CSMA-Kollisionen gegenüber der
Häufigkeit von Hidden-Station-Kollisionen absolut vernachlässigbar, sodass
sich eine Vergrößerung des Contention Windows nicht positiv auf die Zuver-
lässigkeit des Netzes auswirken kann.
Noch deutlicher treten die oben beschriebenen Auswirkungen der Grö-
ße des Contention Windows auf die Entstehung von Kollisionen bei einer
weiteren Erhöhung der Netzlast hervor, wie sie Grundlage der in Abbil-
dung 82 dargestellten Ergebnisse mit ρg = 1350Nachrichten/km·s, ρ = 135 Fz./km
und fg = 10Nachrichten/s ist. Diese Konfiguration entspricht einer Kommuni-
kationsdichte von ρcom = 1974 Frames/s.
Wie die Simulationsergebnisse offenbaren, kann zwar durch eine weitere
Vergrößerung des Contention Windows bis CW = 1023 eine Reduzierung
der Häufigkeit von CSMA-Kollisionen herbeigeführt werden (siehe Abbil-
dung 82a), diese führt jedoch wegen einer erhöhten Häufigkeit von Hidden-
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(d) Mittlere Message Lifetime
Abbildung 82: Kollisionsraten und mittlere Message Lifetime Tmlt in Abhängig-
keit der Größe des Contention Windows CW für verschiedene Dis-
tanzen d zwischen Sender und Empfänger bei hoher Nachrich-
tenerzeugungsdichte ρg = 1350 Nachrichten/km·s mit ρ = 135 Fz./km,
fg = 10 Nachrichten/s.





ner Reduzierung der Gesamt-Kollisionsrate (siehe Abbildung 82c). Da über
diese Beobachtungen hinaus mit der Größe des Contention Windows eine
Zunahme der CAT eintritt (vgl. Abbildung 76), kann für CW > 15 keine
signifikante Verbesserung der Performanz des Netzes erreicht werden, wie
eine Betrachtung der Message Lifetimes in Abbildung 82d zeigt.
Für CW ≥ 127 treten Frame Drops in nicht zu vernachlässigender Häu-
figkeit auf (vgl. Abbildung 74a) und führen zu einer Entlastung des Über-
tragungsmediums, wodurch eine in Abbildung 82c deutlich erkennbare Re-
duzierung der Gesamt-Kollisionswahrscheinlichkeit eintritt. Übertragungen
aus größerer Entfernung profitieren in besonderem Maße von dieser Entlas-
tung, da sie überdurchschnittlich häufig Opfer von Kollisionen werden. Das
Auftreten von Frame Drops ist daher mit einer deutlichen Verringerung der
Message Lifetime für große Entfernungen, jedoch auch mit einem Anstieg
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der Message Lifetime für geringe Entfernungen verbunden, wie aus Abbil-
dung 82d hervorgeht.
Zusammenfassend kann festgestellt werden, dass die Größe des Conten-
tion Windows die Dienstgüte und Performanz des Netzes im Hinblick aufZusammenfassende
Bewertung die Entstehung von Frame Drops, Kanalzugriffsverzögerungen (CATs) und
Kollisionen unmittelbar beeinflusst.
Um eine möglichst hohe Zuverlässigkeit des Netzes zu erreichen, ist prinzi-
piell mit zunehmender Netzlast eine Vergrößerung des Contention Windows
zweckmäßig. Gleichwohl wirkt sich diese Maßnahme nur in sehr engen Gren-
zen positiv auf die Performanz des Netzes aus, sofern keine Frame Drops in
Kauf genommen werden sollen. In diesem Fall liefern Konfigurationen mit
CW = 15 unabhängig von der Entfernung zwischen Sender und Empfän-
ger annähernd optimale Ergebnisse, wodurch die Eignung von CW = 15 als
im Kontext dieser Arbeit verwendete Standardkonfiguration für periodische
Broadcast-Kommunikation in VANETs bestätigt wird.
Bei hoher Netzlast kann durch eine weitere Anhebung von CW das Auf-
treten von Frame Drops und somit eine Entlastung des Netzes erzwungen
werden, aus der eine Verringerung der Kollisionswahrscheinlichkeit folgt.
Gemessen an der hieraus resultierenden Message Lifetime führt diese Ent-
lastung jedoch – insbesondere im Hinblick auf den für kooperative Sicher-
heitsanwendungen besonders relevanten Nahbereich – nicht zu einer Verbes-
serung der Dienstgüte des Netzes. Andere Maßnahmen zur Entlastung des
Netzes, wie etwa eine Verringerung der Nachrichtenerzeugungsrate oder der
Sendeleistung (vgl. Abschnitte 5.5.1 und 5.5.2) erscheinen in diesem Kontext
deutlich effektiver.
Eine Anpassung des Contention Windows allein stellt somit kein geeigne-
tes Mittel zur Vermeidung von Überlastsituationen bei periodischer Broad-
cast-Kommunikation in VANETs dar, sodass andere Maßnahmen getroffen
werden müssen.
5.5.6 Fazit
Im Verlauf dieses Abschnitts wurden anhand mehrerer Parameterstudien die
netzlastabhängigen Auswirkungen unterschiedlicher konfigurierbarer Kom-
munikationsparameter auf die Performanz periodischer Broadcast-Kommu-
nikation in VANETs untersucht, quantifiziert und bewertet. Auf dieser Grund-
lage konnten wertvolle Erkenntnisse über das jeweilige Potential, das eine
netzlastabhängige Anpassung dieser Parameter für die Vermeidung oder Be-
wältigung von Überlastsituationen bietet, gewonnen werden.
Im Rahmen eines diesbezüglichen Fazits lässt sich zunächst festhalten, dass
die untersuchten Kommunikationsparameter die Leistungsfähigkeit des Net-
zes nicht nur auf sehr unterschiedliche Weise, sondern auch in sehr unter-
schiedlichem Maße beeinflussen. Zu konstatieren sind dabei komplexe Wech-Komplexe
Wechselwirkungen selwirkungen zwischen Parametrierung der Stationen, gegebener Netzlast
und resultierender Dienstgüte. In diesem Zusammenhang ist die Unterschei-
dung zwischen pfadverlustlimitiertem und interferenzlimitiertem Zustand
des VANETs von grundlegender Bedeutung: Während in einem pfadverlust-
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limitierten Netz nur wenig Rücksicht auf das Interferenzniveau genommen
werden muss, wird mit zunehmender Interferenzlimitierung eine Begren-
zung der Netzlast notwendig, um die Bereitstellung einer akzeptablen Dienst-
güte zu ermöglichen. Im Kontext auf periodischer Broadcast-Kommunikati-
on basierender Cooperative-Awareness-Anwendungen manifestiert sich die
Dienstgüte in der Aktualität der aus Sicht eines Fahrzeugs verfügbaren Sta-
tusinformationen, welche in geeigneter Weise durch die Message Lifetime
quantifiziert werden kann.
Die im Verlauf dieses Abschnitts untersuchten Kommunikationsparameter




und Überlastsituationen zu vermeiden oder deren Auswirkungen zu mildern.
Tabelle 28 zeigt zunächst in einer zusammenfassenden Gegenüberstellung
den Einfluss der untersuchten Kommunikationsparameter auf die verschie-
denen zur Quantifizierung der Netzlast herangezogenen Metriken23, d. h. auf
die Nachrichtenerzeugungsdichte ρg, die Kommunikationsdichte ρcom sowie
die Channel Busy Time γ, und unterscheidet zu diesem Zweck zwischen
unmittelbarem, mittelbarem und fehlendem Einfluss des jeweiligen Parame-
ters. Dabei bezeichnen γde f und γcs die auf den Standard-Schwellenwert
Pr,de f = −85 dBm bzw. auf den Carrier-Sense-Schwellenwert Pr,cs bezogene
Channel Busy Time.
Netzlasta)
Parameter ρg ρcom γde f γcs
Sendeleistung – X X X
Nachrichtenerzeugungsrate X X X X
Datenrate – – X X
Carrier-Sense-Schwellenwert – – (X) X
Größe des Contention Windows – – (X) (X)
a)X/(X)/– : unmittelbarer/mittelbarer/kein Einfluss.
Tabelle 28: Einfluss der in Abschnitt 5.5 untersuchten Kommunikationsparameter
auf die durch die Metriken ρg, ρcom, γde f und γcs quantifizierte Netzlast.
Ein lediglich mittelbarer Einfluss der Größe des Contention Windows auf
die Channel Busy Time γ lässt sich vor dem Hintergrund der in Abschnitt 5.5.5 Mittelbarer Einfluss
auf die Channel
Busy Time
vorgestellten Ergebnisse insofern konstatieren, als eine Veränderung der Grö-
ße des Contention Windows diesbezüglich Effekte hervorruft, deren Ausmaß
vergleichsweise gering und deren Wirkungen zueinander gegenläufig sind:
Einerseits bewirkt eine Vergrößerung des Contention Windows eine zeitliche
Entzerrung der Frameübertragungen und dadurch eine geringfügige Erhö-
hung der Channel Busy Time, andererseits kann eine übermäßige Vergröße-
rung des Contention Windows das Auftreten von Frame Drops hervorrufen,
die das gemeinsam genutzte Übertragungsmedium entlasten – im Interesse
einer Dienstgüteoptimierung allerdings vermieden werden sollten.24 In ana-
23Zur Definition der netzlastquantifizierenden Metriken siehe Abschnitt 4.4.4.
24Vgl. hierzu insbesondere Abbildungen 74 und 79b.
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loger Weise treffen diese Erkenntnisse auch auf den Carrier-Sense-Schwellen-
wert zu, bei dessen Verringerung ähnliche Effekte wie bei einer Vergrößerung
des Contention Windows beobachtet werden können.25 Auf die Channel Busy
Time γcs hingegen wirkt sich eine Veränderung des Carrier-Sense-Schwellen-
werts wegen der damit einhergehenden Veränderung der Bezugsgröße dieser
Metrik naturgemäß nicht nur mittelbar, sondern unmittelbar aus.
Mit steigender Netzlast erhöht sich das Interferenzniveau innerhalb des
VANETs, woraus grundsätzlich eine Verringerung der Zuverlässigkeit der
Frameübermittlung folgt. Dennoch kann eine Erhöhung der Netzlast mit ei-
ner Verbesserung der Dienstgüte verbunden sein: So wirken sich etwa Er-
höhungen der Sendeleistung oder der Nachrichtenerzeugungsrate positiv
auf die Kommunikationsreichweite bzw. die Nachrichtenerzeugungsverzöge-
rung aus und können somit trotz herabgesetzter Zuverlässigkeit eine Verrin-
gerung der Message Lifetime hervorrufen.
Gemessen an der mittleren Message Lifetime wird eine bestmögliche Dienst-
güte des Netzes näherungsweise für Kommunikationsdichten ρcom in ei-Dienstgüteoptimie-
rende
Netzlast
nem Wertebereich von 1300 Frames/s ≤ ρcom ≤ 1850 Frames/s erzielt. Diesen
Zahlenwerten entsprechen Channel Busy Times γde f und γcs in Höhe von
0,46 ≤ γde f ≤ 0,60 bzw. 0,70 ≤ γcs ≤ 0,83.26 Um sicherzustellen zu können,
dass periodische Broadcast-Kommunikation in ITS-G5-VANETs den Anfor-
derungen kooperativer Sicherheitsanwendungen gerecht wird, sollten diese
Werte nicht signifikant überschritten werden.
Die ETSI Technical Specification (TS) 102 68727 sieht im Vergleich zu die-
sen Ergebnissen eine signifikant geringere maximal zulässige Channel Busy
Time vor, die sich ebenfalls auf den Standard-Schwellenwert Pr,de f = −85dBm
bezieht und mit γde f ,max = 0,4 beziffert wird [49].
Eine netzlastabhängige Anpassung der Nachrichtenerzeugungsrate stellt
vor dem Hintergrund der im Verlauf dieses Abschnitts vorgestellten Simula-Potential der
Nachrichtenerzeu-
gungsrate
tionsergebnisse und im Vergleich mit den übrigen untersuchten Kommunika-
tionsparametern das wirksamste Mittel zur Bewältigung oder proaktiven Ver-
meidung von Überlastsituationen dar.28 Während bei vorherrschender Pfad-
verlustlimitierung eine Erhöhung der Erzeugungsrate grundsätzlich eine Re-
duzierung der Message Lifetime bewirkt, ist mit zunehmender Interferenz-
limitierung eine Verringerung der Rate zweckmäßig, um einen Kompromiss
zwischen Erzeugungsverzögerung und Kollisionshäufigkeit zu erzielen und
auf diese Weise die Dienstgüte zu optimieren.
Die für die Frameübertragung verwendete Sendeleistung erweist sich eben-
falls als probates Mittel zur Überlaststeuerung.29 Während im Fall einesPotential der
Sendeleistung pfadverlustlimitierten Netzes aus einer maximalen Sendeleistung eine best-
mögliche Dienstgüte resultiert, kann mit zunehmender Interferenzlimitie-
rung durch eine Reduzierung der Sendeleistung ein Kompromiss zwischen
pfadverlustbedingten und kollisionsbedingten Frameverlusten herbeigeführt
werden, der eine Optimierung der Dienstgüte für den besonders sicherheits-
25Vgl. hierzu insbesondere Abbildung 69.
26Die angegebenen Werte von γcs beziehen sich auf Pr,cs = −93 dBm.
27Vgl. hierzu bereits Abschnitt 2.2.6.
28Vgl. hierzu Abschnitt 5.5.2.
29Vgl. hierzu Abschnitt 5.5.1.
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relevanten Nahbereich um den Sender bewirkt. Bei geeigneter Konfigura-
tion können mithilfe einer Anpassung der Sendeleistung Überlastsituatio-
nen zwar nicht vollständig vermieden, ihre negativen Auswirkungen jedoch
durch eine zuverlässigere Frameübermittlung deutlich gemindert werden. Im
Vergleich zu früheren Simulationsstudien, die auf einer abweichenden, em-
pirisch nicht validierten Ausbreitungsmodellierung basieren, erweisen sich
dabei zum einen deutlich höhere Sendeleistungen als zweckmäßig, zum an-
deren erscheint das Potential einer netzlastabhängigen Anpassung der Sende-
leistung zur Überlaststeuerung insgesamt geringer als bisher angenommen.
Darüber hinaus kann eine netzlastabhängige Anpassung der Datenrate ei-
nen nicht zu vernachlässigenden Beitrag zur Überlaststeuerung und Dienst- Potential der
Datenrategüteoptimierung leisten.30 Bei geringer Kommunikationsdichte und überwie-
gender Pfadverlustlimitierung kann durch geringe Datenraten eine robuste
Frameübertragung in Verbindung mit hohen Kommunikationsreichweiten
angestrebt und auf diese Weise eine bestmögliche Dienstgüte erzielt werden.
Bei hoher Kommunikationsdichte und damit verbundener Interferenzlimitie-
rung des Netzes hingegen kann durch eine höhere Datenrate der gemeinsam
genutzte Funkkanal entlastet und auf diese Weise die Dienstgüte für den
Nahbereich um den Sender optimiert werden. Da mit einer Erhöhung der
Datenrate eine erhebliche Steigerung der Anforderungen an den Signal-Stör-
abstand einhergeht, ist eine netzlastabhängige Anpassung der Datenrate al-
lerdings nur in begrenztem Umfang zweckmäßig und die Effektivität dieser
Maßnahme eingeschränkt.
Diese Ergebnisse gelten vorbehaltlos nur bei Zugrundelegung der im Kon-
text der vorliegenden Arbeit verwendeten IEEE 802.11 Hardware. Zukünfti-
ge Studien müssen die Frage beantworten, inwieweit sich eine verbesserte
Leistungsfähigkeit der verwendeten Übertragungstechnik auf das Potential
auswirkt, das eine Anpassung der Datenrate für die Vermeidung oder Bewäl-
tigung von Überlastsituationen bietet.
Durch eine netzlastabhängige Anpassung des Carrier-Sense-Schwellen-
werts hingegen kann lediglich in engen Grenzen eine Verbesserung der Potential des
Carrier-Sense-
Schwellenwerts
Dienstgüte erzielt werden.31 Bei erhöhter Netzlast lässt sich – ausgehend
von dem den Simulationsstudien dieses Kapitels zugrunde gelegten Stan-
dard-Schwellenwert Pr,cs = −93 dBm – durch eine moderate Anhebung des
Carrier-Sense-Schwellenwerts eine Optimierung der Dienstgüte für den un-
mittelbaren Nahbereich um den Sender herbeigeführen. Für Verfahren zur
Überlaststeuerung kann einer Anpassung des Carrier-Sense-Schwellenwerts
allerdings lediglich eine unterstützende Funktion zukommen.
Im Vergleich der im Verlauf dieses Abschnitts untersuchten Kommunikati-
onsparameter bietet die Größe des Contention Windows das geringste Poten- Potential der Größe
des Contention
Windows
tial für eine Überlaststeuerung bei periodischer Broadcast-Kommunikation in
VANETs.32 Dessen ungeachtet ist festzuhalten, dass eine geeignete Konfigu-
ration dieses Parameters, die unter den Rahmenbedingungen der hier unter-
suchten Simulationsszenarien mit CW = 15 als gegeben angesehen werden
30Vgl. hierzu Abschnitt 5.5.3.
31Vgl. hierzu Abschnitt 5.5.4.
32Vgl. hierzu Abschnitt 5.5.5.
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kann, von grundlegender Bedeutung für die Performanz des Netzes ist. Dar-
über hinaus können bei hoher Netzlast durch eine Vergrößerung des Conten-
tion Windows zwar gezielt Frame Drops hervorgerufen werden, signifikante
Verbesserungen der an der Message Lifetime gemessenen Dienstgüte lassen
sich durch eine netzlastabhängige Anpassung der Größe des Contention Win-
dows jedoch nicht erzielen.
6
Z U S A M M E N FA S S U N G U N D A U S B L I C K
Den Gegenstand der vorliegenden Arbeit bildete die netzlastabhängige Be-
wertung der Dienstgüte in Fahrzeug-zu-Fahrzeug-Kommunikationsnetzen,
die als Vehicular Ad-Hoc Networks (VANETs) bezeichnet werden.
Die drahtlose Ad-hoc-Vernetzung von Fahrzeugen in VANETs eröffnet die
Möglichkeit, den Straßenverkehr durch den Einsatz kooperativer Systeme si- Anwendungs-
potential von
VANETs
cherer, effizienter und komfortabler zu gestalten. Einen wesentlichen Beitrag
zur Erhöhung der Verkehrssicherheit können kooperative Sicherheitsanwen-
dungen leisten, die auf einer periodischen Übermittlung von Statusnachrich-
ten durch Fahrzeug-zu-Fahrzeug-Kommunikation beruhen. Der Austausch
dieser Statusnachrichten, welche in der Terminologie der europäischen ITS-
Protokollarchitektur als Cooperative Awareness Messages (CAMs) bezeich-
net werden, bewirkt eine räumliche und zeitliche Erweiterung des Wahrneh-
mungshorizonts des Fahrers und dient auf diese Weise der proaktiven Ver-
meidung von Verkehrsunfällen.
In Europa stellt die von ETSI standardisierte Funktechnologie ITS-G5 die
favorisierte Lösung dar, um eine Vernetzung von Fahrzeugen mit ihrer Um- ETSI ITS-G5 und
IEEE 802.11welt durch VANETs zu realisieren. ETSI ITS-G5 basiert auf dem Standard
IEEE 802.11 und ist eng an dessen Erweiterung IEEE 802.11p angelehnt.
Kooperative Sicherheitsanwendungen stellen in Bezug auf die erforderli-
che Zuverlässigkeit, akzeptable Verzögerung und angestrebte Reichweite der Anforderungen und
HerausforderungenNachrichtenübermittlung anspruchsvolle Anforderungen an die Dienstgüte
des Netzes. Demgegenüber führen hochdynamische Netztopologien, ungüns-
tige Ausbreitungseigenschaften, Multi-User-Interferenzen und die Broadcast-
Natur sicherheitsrelevanter Kommunikation dazu, dass die Erfüllung dieser
Anforderungen in VANETs auf Grundlage von ITS-G5 mit erheblichen Her-
ausforderungen verbunden ist. Hervorzuheben ist in diesem Zusammenhang
die begrenzte Skalierbarkeit periodischer Broadcast-Kommunikation in VA- Begrenzte
SkalierbarkeitNETs, deren negative Auswirkungen auf die Dienstgüte sich vor allem bei
hoher Netzlast manifestieren und folglich die Entwicklung von Maßnahmen
zur Handhabung von Überlastsituationen erforderlich machen.
Vor diesem Hintergrund ist eine belastbare Bewertung der unter realis-




und Optimierungszwecke von elementarer Bedeutung. Insbesondere erfor-
dert die Entwicklung effektiver Maßnahmen zur Handhabung von Überlast-
situationen ein möglichst detailliertes Verständnis und eine exakte Quantifi-
zierung netzlastabhängiger Effekte, die sich auf die Dienstgüte des Netzes
auswirken. Simulationen stellen ein effektives Werkzeug zur Gewinnung ent-
sprechender Erkenntnisse über die Performanz von VANETs dar und bilde-
ten daher den methodischen Schwerpunkt dieser Dissertation.
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6.1 modellierung von broadcast-kommunikation in vanets
Die Aussagekraft der mithilfe von Simulationsstudien gewonnenen Ergeb-
nisse und ihre Übertragbarkeit auf die Realität hängen maßgeblich von derModellierung
Qualität des zugrunde liegenden Simulationsmodells ab. Nach einem Über-
blick über relevante Grundlagen der Fahrzeug-zu-Fahrzeug-Kommunikation
und einer zusammenfassenden Darstellung verwandter Arbeiten im zweiten
und dritten Kapitel widmete sich das vierte Kapitel der vorliegenden Disser-
tation aus diesem Grund der Modellierung von Broadcast-Kommunikation
in VANETs.
In diesem Rahmen wurde eine für Labor- und Feldtests geeignete Mess-
umgebung geschaffen, die es ermöglicht, empirisch validierte Modelle fürMessumgebung für
Labor- und Feldtests die simulationsgestützte Leistungsbewertung zu gewinnen. Mit ihrer Hilfe
wurde zunächst in Labortests die datenratenabhängige Empfängerempfind-
lichkeit der verwendeten IEEE 802.11 Interfacekarten bestimmt, um dem Si-
mulationsmodell diesbezüglich realitätsnahe Schwellenwerte zugrunde legen
zu können.
Unter Verwendung der entwickelten Messumgebung wurden darüber hin-
aus Feldtests durchgeführt und dabei die in der Realität gegebenen Ausbrei-Durchführung von
Feldtests tungsbedingungen von Fahrzeug-zu-Fahrzeug-Kommunikation auf Autobah-
nen empirisch ermittelt. Durch einen Vergleich der aus dieser Messkampagne
gewonnenen Ergebnisse mit Pfadverlustmodellen, die in früheren VANET-
Simulationsstudien verwandter Arbeiten zur Charakterisierung des Funkka-
nals herangezogen wurden, konnte aufgezeigt werden, dass zwischen den
bisher genutzten Modellen und den in der Realität beobachtbaren Bedingun-
gen inakzeptable Abweichungen bestehen.
Motiviert durch die diesbezüglichen Schwächen bisher verfügbarer Simu-
lationsmodelle konnte aus den Ergebnissen der Feldtests ein Ausbreitungs-Empirisch
validiertes
Ausbreitungsmodell
modell für die simulationsgestützte Leistungsbewertung abgeleitet werden,
welches die realen Ausbreitungsverhältnisse im Hinblick auf Pfadverlust und
Fading des Signals mit hinreichender Genauigkeit abbildet. Das empirisch
validierte Ausbreitungsmodell für Fahrzeug-zu-Fahrzeug-Kommunikation
in Autobahnszenarien basiert auf einem Dual-Slope-Pfadverlustmodell in
Verbindung mit Nakagami-Fading, dessen Intensität mit wachsender Ent-
fernung zunimmt.
Um eine aussagekräftige Bewertung der Dienstgüte periodischer Broadcast-
Kommunikation in VANETs zu ermöglichen, wurden individuell an diesePerformanzmetriken
Aufgabe angepasste Performanzmetriken für die simulationsgestützte Leis-
tungsbewertung eingeführt, die vornehmlich der Quantifizierung von Frame-
verlusten, Verzögerungen und Netzlast dienen. Dies beinhaltete unter ande-
rem eine Definition der Message Lifetime, welche aus Sicht des EmpfängersMessage Lifetime
das erreichte Alter der lokal verfügbaren Informationen über den Status be-
nachbarter Fahrzeuge charakterisiert. Da die Message Lifetime neben Erzeu-
gungsverzögerungen und Frameverlusten auch im Netz auftretende Ende-
zu-Ende-Verzögerungen und darin enthaltene Channel Access Times in einer
skalaren Größe widerspiegelt, eignet sie sich hervorragend für die Dienstgü-
tebewertung periodischer Broadcast-Kommunikation.
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Auf dieser Grundlage wurden im Rahmen der vorliegenden Arbeit ein
umfangreiches Simulationsmodell sowie eine darauf aufbauende Simulati- Kopplung von
Netzwerk- und Ver-
kehrsflusssimulation
onsumgebung für VANETs entwickelt. Deren Architektur stützt sich auf eine
Kopplung von Netzwerksimulation und mikroskopischer Verkehrsflusssimu-
lation, um eine realistische Modellierung der Teilnehmermobilität gewährleis-
ten zu können. Die Bereitstellung von Mobilitätsdaten erfolgt dabei durch
den Verkehrsflusssimulator SUMO, der an ein Netzwerksimulationsmodell
auf Basis des Simulators OMNeT++ angebunden wurde.
Als Ausgangspunkt für die Implementierung des Netzwerksimulationsmo-
dells diente das öffentlich verfügbare INETMANET-Framework. Auf dessen Implementierung
des Netzwerk-
simulationsmodells
Grundlage konnte durch umfangreiche Erweiterungen und Anpassungen ei-
ne Komponentenbibliothek geschaffen werden, welche die relevanten Teile
der europäischen ITS-Protokollarchitektur detailgetreu abbildet und durch ei-
ne realitätsnahe Ausbreitungsmodellierung eine aussagekräftige Simulation
auf ITS-G5 basierender Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs
ermöglicht. Aufgrund der fehlenden Unterstützung für diese Funktionalität
im INETMANET-Framework gehört zu den vorgenommenen Erweiterungen
auch eine Modellierung von Physical Layer Capture (PLC). Einen wichtigen
Bestandteil der entwickelten Simulationsumgebung bildet außerdem die Im-
plementierung einer komplexen Auswertungsmethodik, welche die Voraus-
setzungen für einen detaillierten, gleichsam mikroskopischen Einblick in das
Verhalten periodischer Broadcast-Kommunikation in VANETs schafft und da-
bei die Berechnung einer Vielzahl von Performanzmetriken zulässt. Auf diese
Weise konnte unter anderem eine Möglichkeit zur Unterscheidung zwischen
CSMA- und Hidden-Station-Kollisionen und zur Quantifizierung ihrer jewei-
ligen Häufigkeit bereitgestellt werden.
Im Ergebnis steht damit eine leistungsfähige Simulationsumgebung zur
Verfügung, die eine effiziente und aussagekräftige Dienstgütebewertung von Leistungsfähige
Simulationsumgebung
für VANETs
Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs erlaubt und deren zu-
grunde liegendes Simulationsmodell die hierfür relevanten Bedingungen und
Charakteristika realitätsnah abbildet.
6.2 leistungsbewertung durch simulation
Das fünfte Kapitel dieser Arbeit widmete sich unter Verwendung des zu-
vor entwickelten Modellierungs- und Simulationskonzeptes der simulations- Leistungsbewertung
anhand extensiver
Simulationsstudien
gestützten Leistungsbewertung periodischer Broadcast-Kommunikation in
VANETs. Den Untersuchungsgegenstand der extensiven Simulationsstudien
bildete ein Autobahnszenario, dessen Rahmenbedingungen jenen der im vier-
ten Kapitel vorgestellten Feldtests entsprechen. Dabei wurden zur Untersu-
chung netzlastabhängiger Effekte unterschiedliche Verkehrsdichten zugrun-
de gelegt und angenommen, dass jedes Fahrzeug periodisch CAMs erzeugt
und auf Basis von ITS-G5 übermittelt.
Um die Skalierbarkeitsproblematik in VANETs grundsätzlich zu veran-
schaulichen und ihr Ausmaß bewerten zu können, wurden anhand der im Untersuchung
grundlegender
Skalierbarkeitseffekte
vierten Kapitel eingeführten Performanzmetriken zunächst die Auswirkun-
gen der Verkehrsdichte und der Nachrichtenerzeugungsrate auf die Perform-
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anz des Netzes quantifiziert und diesbezüglich grundlegende Zusammen-
hänge dargelegt. Die Ergebnisse zeigten einen maßgeblichen Einfluss der
durch die Nachrichtenerzeugungsdichte bestimmten Netzlast auf Paketver-
luste, Channel Access Times und Message Lifetimes, der bei hoher Verkehrs-
dichte zu Überlastsituationen und damit zu einer inakzeptablen Dienstgüte
führen kann.
Anschließend konzentrierten sich die Untersuchungen auf ausgewählte
Modellierungsaspekte. Zunächst wurde der Einfluss der Ausbreitungsmo-Einfluss der Ausbrei-
tungsmodellierung dellierung auf die Qualität der simulationsgestützten Dienstgütebewertung
evaluiert, indem Simulationen unter Verwendung verschiedener Pfadverlust-
modelle und Fading-Intensitäten durchgeführt wurden. Dabei offenbarten
sich sowohl bei geringer als auch bei hoher Netzlast maßgebliche Unterschie-
de zwischen den verwendeten Ausbreitungsmodellen und es konnte gezeigt
werden, dass die aus einer Anwendung etablierter Pfadverlustmodelle resul-
tierenden Ergebnisse substanziell von jenen abweichen, die sich bei Nutzung
des empirisch validierten Ausbreitungsmodells für Autobahnszenarien auf
Basis eines Dual-Slope-Pfadverlustmodells ergeben. Die Untersuchungen do-
kumentierten zudem erhebliche Auswirkungen der Fading-Intensität auf die
Dienstgüte des Netzes. Insoweit wurde insbesondere der intuitiven Erwar-
tungen zuwiderlaufende Effekt ersichtlich, dass bei hoher Netzlast die Zu-
verlässigkeit der Kommunikation innerhalb des für kooperative Sicherheits-
anwendungen besonders relevanten Nahbereichs um den Sender durch Fa-
ding nicht beeinträchtigt wird, sondern sogar signifikant verbessern werden
kann.
Die Modellierung von Pfadverlust und Fading beeinflusst somit maßgeb-
lich die Qualität der Simulationsergebnisse. Aus diesem Grund stellt eine
realitätsnahe Ausbreitungsmodellierung, wie sie die vorliegende Arbeit mit
dem durch Feldtests validierten Ausbreitungsmodell für Autobahnszenarien
bereitstellt, eine unverzichtbare Grundlage für die simulationsbasierte Dienst-
gütebewertung in VANETs dar.
Des Weiteren konnte anhand der gewonnenen Simulationsergebnisse auf-
gezeigt werden, dass die Nutzung von Physical Layer Capture (PLC) eineEinfluss von
Physical Layer
Capture
erhebliche Verbesserung der erzielbaren Dienstgüte bewirkt. Sofern das Si-
mulationsmodell keine Berücksichtigung von PLC vorsieht, wird die Zuver-
lässigkeit der Frameübermittlung gerade innerhalb des besonders relevanten
Nahbereichs um den Sender signifikant unterschätzt. Demnach ist eine Mo-
dellierung von PLC im Rahmen von Simulationsstudien unabdingbar, um
die netzlastabhängige Dienstgüte und Skalierbarkeit periodischer Broadcast-
Kommunikation in VANETs belastbar bewerten zu können.
Im weiteren Verlauf des Kapitels wurde außerdem untersucht, ob und in
welchem Maße sich die zuvor definierten Metriken Nachrichtenerzeugungs-Quantifizierung der
Netzlast dichte, Kommunikationsdichte sowie Channel Busy Time eignen, um die mit
einer bestimmten Parametrierung des VANETs einhergehende Netzlast quan-
titativ zu bewerten und hieraus unmittelbare Rückschlüsse auf die resultie-
rende Dienstgüte ziehen zu können. Anhand zu diesem Zweck durchgeführ-
ter Simulationen wurde herausgearbeitet, dass die Kommunikationsdichte
zwar intuitiv und präzise die erzeugte Netzlast quantifiziert, aus ihrem Wert
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jedoch auch bei bekannter Sendeleistung und Nachrichtenerzeugungsdich-
te nicht ohne Weiteres die an der Message Lifetime gemessene Dienstgüte
des Netzes abgeleitet werden kann. Darüber hinaus konnte gezeigt werden,
dass die Channel Busy Time bei gemäßigter Netzlast streng monoton und
zum Teil annähernd linear mit der Kommunikationsdichte wächst, bei hoher
Netzlast allerdings asymptotisch gegen einen Grenzwert strebt. Innerhalb des
für Überlaststeuerungsverfahren relevanten Zielbereichs gemäßigter Netzlast
kann somit die Channel Busy Time, welche den Stationen des VANETs im Ge-
gensatz zur Kommunikationsdichte durch lokale Messungen unmittelbar zu-
gänglich ist, als Metrik für eine aussagekräftige Quantifizierung der Netzlast
genutzt werden, da sich die Kommunikationsdichte eindeutig und zuverläs-
sig aus der Channel Busy Time bestimmen lässt.
Vor dem Hintergrund der zuvor dargelegten Skalierbarkeitsproblematik
periodischer Broadcast-Kommunikation in VANETs widmete sich der ver- Vermeidung von
Überlastbleibende Teil des fünften Kapitels, der zugleich dessen Schwerpunkt bil-
dete, einer eingehenden Untersuchung und Bewertung der netzlastabhängi-
gen Auswirkungen verschiedener konfigurierbarer Kommunikationsparame-
ter auf die Performanz des Netzes. Dabei wurden im Rahmen umfangreicher
Simulationsstudien die Parameter Sendeleistung, Nachrichtenerzeugungsra-
te, Datenrate, Carrier-Sense-Schwellenwert und Größe des Contention Win-
dows betrachtet und ihr jeweiliges Potential zur Bewältigung und Vermei-
dung von Skalierbarkeitsproblemen und Überlastsituationen bewertet.
Auf Grundlage dieser Parameterstudien konnten Wertebereiche der Kom-
munikationsdichte und der Channel Busy Time als Maß für die dienstgü- Dienstgüte-
optimierende
Netzlast
teoptimierende Netzlast identifiziert werden, welches nicht signifikant über-
schritten werden sollte, um sicherzustellen, dass periodische Broadcast-Kom-
munikation in VANETs auf Basis von ITS-G5 den Anforderungen kooperati-
ver Sicherheitsanwendungen genügt.1
Des Weiteren offenbarten die Simulationsergebnisse, dass eine netzlastab-
hängige Anpassung der Nachrichtenerzeugungsrate im Vergleich mit den üb-
rigen untersuchten Kommunikationsparametern das wirksamste Mittel zur Nachrichtenerzeu-
gungsrate und
Sendeleistung
Bewältigung oder proaktiven Vermeidung von Überlastsituationen darstellt.
Als ebenfalls für Überlaststeuerungszwecke geeignet erwies sich darüber hin-
aus eine Anpassung der für die Frameübertragung verwendeten Sendeleis-
tung. Den Ergebnissen früherer Simulationsstudien gegenüber, die auf einer
von dieser Arbeit abweichenden und empirisch nicht validierten Ausbrei-
tungsmodellierung basieren, erscheint eine Reduzierung der Sendeleistung
als Maßnahme zur Überlaststeuerung jedoch deutlich weniger effektiv als
bisher angenommen.
Erkennbar wurde außerdem, dass eine netzlastabhängige Anpassung der
Datenrate – indem diese mit steigender Netzlast erhöht wird – einen be- Datenrate und
Carrier-Sense-
Schwellenwert
grenzten, gleichwohl wertvollen Beitrag zur Überlaststeuerung und Dienst-
güteoptimierung leisten kann, während sich eine Anpassung des Carrier-
Sense-Schwellenwerts – indem dieser bei erhöhter Netzlast moderat ange-
hoben wird – aufgrund ihrer vergleichsweise geringen Wirksamkeit nur mit
Einschränkungen für Überlaststeuerungsverfahren eignet.
1Einzelheiten und Zahlenwerte können Abschnitt 5.5.6 entnommen werden.
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Im Hinblick auf die Größe des Contention Windows gelang es schließlich
aufzuzeigen, dass die geeignete Konfiguration dieses Parameters zwar vonGröße des
Contention
Windows
grundlegender Bedeutung für die Performanz des Netzes ist, seine Anpas-
sung an die Netzlast jedoch zur Verbesserung der Dienstgüte periodischer
Broadcast-Kommunikation in VANETs kaum zweckmäßig ist. Die Größe des
Contention Windows weist daher unter den untersuchten Kommunikations-
parametern das geringste Potential zur Handhabung von Überlastsituationen
auf.
6.3 ausblick
Die in der vorliegenden Arbeit vorgestellten Ergebnisse verdeutlichen die
mangelnde Skalierbarkeit periodischer Broadcast-Kommunikation in VANETsSkalierbarkeits-
problematik in
VANETs
auf Basis von IEEE 802.11 und ETSI ITS-G5. Während VANETs bei geringer
Netzlast grundsätzlich einen pfadverlustlimitierten Zustand aufweisen, in
welchem den Auswirkungen von Interferenzen lediglich eine untergeordnete
Bedeutung zukommt, können Multi-User-Interferenzen bei hoher Netzlast
gravierende Beeinträchtigungen der Dienstgüte hervorrufen, die einen inter-
ferenzlimitierten Zustand des Netzes charakterisieren. Diese Beeinträchtigun-
gen der Dienstgüte manifestieren sich in einer geringen Zuverlässigkeit der
Frameübermittlung, hohen Verzögerungen sowie dem Auftreten von Frame
Drops und können im Überlastfall das für kooperative Sicherheitsanwendun-
gen akzeptable Maß überschreiten.
Vollumfänglich kommt diese Skalierbarkeitsproblematik jedoch erst zum




das gemeinsam genutzte Übertragungsmedium konkurriert. Die daraus er-
wachsenden Herausforderungen sind für die erste Generation von Fahrzeug-
zu-Fahrzeug-Kommunikationssystemen auf Basis von ETSI ITS-G5 demnach
lediglich von sekundärer Relevanz, denn nach ihrer Markteinführung ist zu-
nächst mit einem geringen, allerdings stetig wachsenden Ausstattungsgrad
zu rechnen. Aus diesem Grund kommt vorerst dem Einsatz hoher Sendeleis-
tungen sowie robuster Modulations- und Kodierschemata eine vorrangige
Bedeutung zu, um in einem pfadverlustlimitierten Netz größtmögliche Kom-
munikationsreichweiten zu erzielen.
Mittelfristig ist hingegen ein möglichst großer Anteil mit entsprechenden




derlich, um das mit Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs ver-
bundene Potential vollständig erschließen zu können. Dies gilt insbesondere
für Anwendungen zur Erhöhung der Verkehrssicherheit, die auf Cooperative
Awareness basieren. Spätere Entwicklungsstufen der Systeme müssen daher
Überlastsituationen, die aus dem Zusammentreffen hoher Ausstattungsgrade
und hoher Verkehrsdichten resultieren, sowie ihre gravierenden Auswirkun-
gen auf die Dienstgüte periodischer Broadcast-Kommunikation berücksichti-
gen.
Als Ergebnis der in dieser Dissertation vorgestellten Untersuchungen ste-
hen detaillierte Erkenntnisse über die netzlastabhängige Dienstgüte und Per-
formanz von Fahrzeug-zu-Fahrzeug-Kommunikation in VANETs zur Verfü-
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gung. Diese Erkenntnisse bilden eine wichtige Grundlage für die Entwick-
lung, Parametrierung und Optimierung effektiver Überlaststeuerungsverfah-
ren, die der Vermeidung und Bewältigung übermäßig hoher Netzlast dienen.
Die gewonnenen Ergebnisse zeigen allerdings auch, dass Überlaststeuerungs-
verfahren, die auf einer netzlastabhängigen Anpassung einzelner konfigurier-
barer Kommunikationsparameter beruhen, keine Patentlösung der bestehen-
den Skalierbarkeitsproblematik darstellen, sondern lediglich ihre negativen
Auswirkungen mindern können.
Im Rahmen der vorliegenden Arbeit wurden die Auswirkungen der un-
tersuchten Kommunikationsparameter auf die Dienstgüte des Netzes über- Multiple Parameter-
anpassung zur
Überlaststeuerung
wiegend isoliert voneinander betrachtet. Gleichwohl lassen die Simulations-
studien erkennen, dass Überlaststeuerungsverfahren auf der Grundlage ei-
ner netzlastabhängigen Anpassung mehrerer miteinander kombinierter Pa-
rameter eine besonders hohe Wirksamkeit versprechen könnten. Die zuvor
dargestellten Ergebnisse legen zu diesem Zweck eine Kombination der Pa-
rameter Nachrichtenerzeugungsrate und Sendeleistung nahe, die durch eine
ergänzende Anpassung der Datenrate und des Carrier-Sense-Schwellenwerts
unterstützt werden sollte. In zukünftigen Studien erscheint daher die Quanti-
fizierung des Potentials einer solchen multiplen und netzlastabhängigen Pa-
rameteranpassung zur Überwindung der bestehenden Skalierbarkeitsproble-
matik von ITS-G5-VANETs erstrebenswert.
Darüber hinaus deuten die gewonnenen Ergebnisse darauf hin, dass der
Einsatz von Überlaststeuerungsverfahren als alleiniges Mittel nicht genü- Notwendige
Steigerung des
Netzdurchsatzes
gen könnte, um durch Überlastsituationen verursachte Beeinträchtigungen
der Dienstgüte auf ein akzeptables Maß zu reduzieren, wenn hohe Ausstat-
tungsgrade in Verbindung mit hohen Verkehrsdichten, wie sie für Autobahn-
oder Innenstadtverkehr typisch sind, erreicht werden. Für spätere Generatio-
nen von Fahrzeug-zu-Fahrzeug-Kommunikationssystemen könnte daher ei-
ne Steigerung des erzielbaren Netzdurchsatzes auf Grundlage erhöhter Brut-
to-Datenübertragungsraten unumgänglich werden. Ermöglicht würde dies
zum einen durch eine Erhöhung der für die Funkübertragung genutzten Ka-
nalbandbreite, die für ITS-G5-Systeme derzeit lediglich 10 MHz beträgt, zum
anderen durch übertragungstechnische Verbesserungen der datenratenabhän-
gigen Empfängerempfindlichkeit, welche die Verwendung höherer Datenra-
ten bei gleichbleibender Zuverlässigkeit der Frameübermittlung erlauben.
Die in dieser Dissertation vorgestellten Untersuchungen konzentrierten
sich auf Fahrzeug-zu-Fahrzeug-Kommunikation in Autobahnszenarien. Zu- Dienstgütebewer-
tung anderweitiger
Verkehrsszenarien
künftige Studien müssen die Bewertung der netzlastabhängigen Dienstgüte
und Leistungsfähigkeit von VANETs daher auf anderweitige Verkehrsszena-
rien ausweiten, die deutlich abweichende Bedingungen aufweisen können.
Hierzu gehören insbesondere Innenstadtszenarien, welche aufgrund des gra-
vierenden Einflusses von Abschattungen, die durch städtische Bebauung ver-
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Abbildung 83: Two-Ray Ground Reflection Pfadverlustmodell [66].
Unter der Annahme, dass die durch die Bodenreflexion verursachte Verzö-
gerung τ (Delay Spread) deutlich kleiner ist als die inverse Kanalbandbreite
B−1, d. h. τ  B−1, gilt für das (komplexe) Basisbandsignal u(t) ≈ u(t− τ).
Mit dieser Näherung und der Annahme einer isotropen Antennencharakteris-
tik kann die durch die Überlagerung der unreflektierten und der reflektierten





)2 ∣∣∣∣1l + R e−j∆φx + x′
∣∣∣∣2 . (A.1)
Dabei kennzeichnen l bzw. x + x′ die Länge der Wege, welche die LOS-Kom-
ponente bzw. die am Boden reflektierte Signalkomponente zwischen Sender
und Empfänger zurücklegen (siehe Abbildung 83) und R den Reflexionsko-
effizienten des Bodens mit
R =
sin θ − Z






er − cos2/er bei vertikaler Polarisation der Antenne√
er − cos2 bei horizontaler Polarisation der Antenne
(A.3)
mit der relativen Permittivität er des Bodens gilt. ∆φ beschreibt die Phasen-
verschiebung zwischen den beiden empfangenen Signalkomponenten mit
∆φ =





welche durch die unterschiedlichen Laufzeiten beider Komponenten entsteht
[66, 130]. Mit der Entfernung d zwischen Sender und Empfänger sowie den
Sende- und Empfangsantennenhöhen ht und hr gelten die geometrischen Be-
ziehungen
(x + x′)2 = (ht + hr)2 + d2 und (A.5)
l2 = (ht − hr)2 + d2 , (A.6)
woraus nach kurzer Umformung












folgt. Unter der Annahme, dass d deutlich größer als ht und hr ist, können
diese Ausdrücke hinreichend genau mithilfe eines Taylor-Polynoms ersten
Grades unter Ausnutzung von
√
1+ z ≈ 1+ z/2 approximiert werden. Für
die Differenz zwischen den Längen der von den beiden Signalkomponenten
zurückgelegten Wege gilt folglich































Im asymptotischen Grenzfall gilt darüber hinaus (siehe Abbildung 83)
lim
d→∞
(x + x′) = lim
d→∞
l = d sowie lim
d→∞
θ = 0
und unabhängig von er (siehe Gl. A.2 und Gl. A.3)
lim
θ→0
R = −1 .
Für die Empfangsleistung ergibt sich daher durch Einsetzen in Gl. A.1 für






























· 2 · (1− cos (∆φ)) , (A.11)
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a.2 autobahnszenario : ergänzende simulationsauswertungen
Ergänzend zu den in Abschnitt 5.3.1 vorgestellten Simulationsergebnissen
veranschaulicht Abbildung 84 die Auswirkungen des Pfadverlustmodells aufAuswirkungen des
Pfadverlustmodells
bei mittlerer Fading-
Intensität (m = 3)
die Packet Delivery Rate für verschiedene Fahrzeugdichten ρ bei mittlerer Fa-
ding-Intensität (m = 3). Auch hier ist sehr deutlich ein substanzieller Einfluss
des verwendeten Pfadverlustmodells auf die Packet Delivery Rate und damit
















Vereinfachtes Two-Ray Ground Modell
 Log-Distance Pfadverlustmodell (α = 2,15)
 Log-Distance Pfadverlustmodell (α = 2,3)





















(a) ρ = 30 Fz./km









































(c) ρ = 90 Fz./km




















(d) ρ = 135 Fz./km
Abbildung 84: Auswirkungen des Pfadverlustmodells auf die Packet Delivery Ra-
te für verschiedene Fahrzeugdichten ρ bei mittlerer Fading-Intensität
(m = 3) und fg = 10 Frames/s, Pt = 23 dBm, CW = 15, Rb = 6 Mbps.
Ein Vergleich mit den in Abschnitt 5.3.1 gezeigten Ergebnissen (siehe insbe-
sondere Abbildung 38), denen Nakagami-Fading distanzabhängiger Intensi-
tät zugrunde liegt, verdeutlicht, dass die dort erläuterten Erkenntnisse bezüg-
lich der Auswirkungen der unterschiedlichen Pfadverlustmodelle und ihrer
Ursachen unabhängig von der Fading-Intensität Gültigkeit besitzen. Einzel-
heiten können daher Abschnitt 5.3.1 entnommen werden.
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