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Sommaire
Aveclagénéralisationdurecoursàl’infographiedansl’industriedesloisirs,la
demandeconcernantlaproductiondescènesdesimulationdeﬂuidesd’unréalisme
croissantafortementaugmentédurantlesdeuxdernièresdécennies.Nouspropo-
sonsdenombreuxélémentspertinentspoursimulerleﬂuide,essentielementtournés
versl’approchelagrangienne(lesméthodesparticulaires).Cemémoireadoncpour
objetl’étudeetlamiseaupointdetechniquespermettantdereproduirelecompor-
tementdesﬂuidess’appuyantsurl’aspectparticulaireduﬂuide.Lesalgorithmesde
cesdernièresannéespermettentungaindeperformancesigniﬁcatif,nouspermettant
d’obtenirdessimulationsdeﬂuidesincompressiblesentempsréel.L’usagedesnoyaux
constantsparmorceaux,nouveloutildecalculnumérique,auseindesimulationsde
ﬂuidesditeslagrangiennesseraégalementabordé.Avecl’augmentationcontinuedela
puissancedecalculetdenouvelesavancéestelesquelaprogrammationditeGPGPU,
nousverronségalementcommentobtenirunerecherchedevoisinageeﬃcacepermet-
tantd’augmentergrandementlesperformancesdecalcul.
Mots-clés:Simulationdeﬂuides;Méthodelagrangienne;SPH;ÉquationsdeNavier-
Stokes;Noyauxconstantsparmorceaux;GPGPU;CUDA.
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Introduction
Unﬂuideestuncorpssusceptibledes’écouler,sedéformerfacilement.Ilestconsi-
dérécommeunmilieumatérielcontinue.Ondiscernelesﬂuidescompressiblesélas-
tiquestelesquelesgazmaiségalementlesﬂuidespeucompressibles(incompressibles)
apparentésauxliquides.Onobservedepuiscesdernièresannéesunintérêtcontinu
dansledomainedelasimulation,delareproductiondecomportementscomplexesou
devisuelsdeﬂuides.Lademandeetlesattentesconcernantlaproductiondescènes
d’unréalismequasi-parfaitontfortementaugmentédurantlesdeuxdernièresdécen-
nies.Paraileurslesméthodesempiriquesbaséessurdesinterventionsmanuelesne
suﬃsentplusàdonnersatisfactionàgrandeécheleoudansdessituationscomplexes.
Lasimulationdeﬂuidesestprésentedansdeuxprincipalesindustries:lecinéma
etl’industriedujeuxvidéo,ouencorel’infographie.Ledernierﬁlm«LaReinedes
neiges»deDisney(«Frozen»enanglais),entémoigneaveclesdernièresavancées
delasimulationdeneige[SSC+13].Danscemémoire,denombreuxélémentsperti-
nentspourlessimulationsdeﬂuidesserontabordés,essentielementtournésversles
méthodesparticulaires.Cesméthodesbaséessurl’approchelagrangiennedeviennent
unealternativedeplusenplusattrayanteparrapportàl’approcheeulériennequi
reposesurunmailagetraditionneletdesconceptsbaséssurdesgriles.Cemémoire
adoncpourobjetl’étudeetlamiseaupointdetechniquespermettantdereproduire
lecomportementdesﬂuidesfacilitantl’inclusiondesliquidesdansdesscènesréalisées
enimagesdesynthèse.
Auseinduchapitre1,nousprésentonsladynamiquedesﬂuidesetl’ensembledes
équationsquipermettentdedécrirelecomportementduﬂuideenmouvement.His-
toriquement,lespremièreséquationsdeconservationdelamasseetdemouvement
duﬂuideontétéobtenuesparLeonhardEuleravantHenriNavieretGeorgeGabriel
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Stokes.Utilisantuneapprochephysique,cechapitredécritl’obtentiondeceséqua-
tions;l’annexeApermettantdemieuxcomprendrelanotationutilisée.Cechapitre
décritégalementlacomplexitémathématiquedeceséquationsetlesapproches(eu-
lériennes/lagrangiennes)àadopteraﬁndelesrésoudre.Biensouvent,eninfographie,
leséquationsquirégissentlemouvementdesﬂuidessontsimpliﬁéesaﬁndeconserver
d’excelentesperformancesdecalculmaisaussidesrendusréalistes.
Parlasuite,danslechapitre2,diversprincipesmathématiquesdesméthodes
particulairessontprésentés.NotammentlaméthodeSPH(«SmoothedParticleHy-
drodynamics»enanglais)quiestsouventprésentéecommeuneméthodeparticulaire
pure.IntroduiteparLucy[Luc77]en1977,ainsiqueGingoldetMonaghan[GM77],
eleestd’abordappliquéeàlamodélisationd’amasstelairesenastrophysique,puis
trèsviteadoptéeeninfographie[MCG03]danslebutd’êtreutiliséedansl’industriede
l’animation.Nousretrouvonségalementdanslechapitre2unediscussiondesnoyaux
applicablesauxméthodesparticulaires.
Àl’aidedesoutilsmathématiquesdéﬁnisdanslechapitre2,denombreuxsystèmes
d’équationsauxdérivéespartielesouordinairespeuventêtrerésolus.Lebutdece
mémoireestd’appliquerlesméthodeparticulairesàl’étudedessimulationsdeﬂuides.
Nousnepasseronspasenrevuetouslesmodèlesparticulairesquiontpuêtreutilisés
danslesnombreuxdomainesdelaphysique.Nousalonsseulementdécrirequelques
stratégiesclefsdecesdernièresannéesdansledomainedel’infographieàl’aidede
laméthodeSPH.Pourcela,lechapitre3permetdecomprendrel’utilisationdes
principesmathématiquesdesméthodesparticulairesdansuncontextedesimulation
deﬂuides,aﬁnderésoudreleséquationsdeEuler/Navier-Stokes.
Lechapitre4complètelechapitre3.Enapprochelagrangienne,leﬂuideesttra-
ditionnelementcommeenphysiqueconsidérécommefaiblementcompressible.La
raisonestqu’ilestnettementplusfaciledecalculerlapressionàpartird’uneéqua-
tiond’étatdécritedanslechapitre3,plutôtqued’avoiràobtenircettepressionparle
biaisdelarésolutiond’uneéquation(àl’imagedesméthodeseulériennesquiutilisent
uneéquationdePoisson).Lechapitre4présentelesalgorithmesetcorrectionsadop-
tésaﬁnderendreleﬂuidecompressible,incompressible.Lesalgorithmesperformants
decesdernièresannéesoﬀrentungaindeperformancesigniﬁcatif,nouspermettant
d’obtenirdessimulationsdeﬂuidesdequalitéentempsréel.
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Danslalittérature,plusieursnoyauxsontproposésaﬁndepermettreunebonne
simulationdesforcesévaluéesàl’aidedugradientouduLaplaciendanslebutde
résoudreleséquationsdeladynamiquedesﬂuides.Auseinduchapitre5,nouspro-
posonsd’apporteruneutilisationdesnoyauxconstantsparmorceaux,développés
parJean-MarcBeley,PhilippeBeley,FabriceColinetRichardEgli[BBCE09].Ces
noyauxseprésententcommeuncompromisentrelesnoyauxclassiquesutilisésenap-
prochelagrangienneetlesdiﬀérencesﬁnieseulériennes.Leurusageenunedimension
dansl’article[BBCE09],permetdemettreenvaleuretceencomparaisonavecles
méthodesSPHclassiques,unegrandeaméliorationdanslesestimationsdesvaleurs
d’unefonctionetdesesdeuxpremièresdérivées.Nousappliquonscesnoyauxen
deuxdimensionsdansuneapprochelagrangienne.L’estimationàl’aidedecesnoyaux
estbaséesurunerésolutionmatriciele[CESM11].Nousutilisonségalementuneap-
prochedeprogrammationlinéaire,permettantdefournirdesrésultatsencourageant
pouruneéventueleutilisationdansdesméthodeseulériennes.
Malheureusement,lasimulationdeﬂuidesnécessitesouventdesalgorithmestrès
complexesetuntempsdecalculimportantpourreprésenterlafaçondontleﬂuide
évolueavecl’environnement.Parconséquent,cessimulationssontgénéralementlimi-
téesàunrendudithorsligne(«oﬀline»enanglais).Cependant,avecl’augmentation
continuedelapuissancedecalculetdenouvelesavancéestelsquelesGPU(«Gra-
phicsProcessingUnit»enanglais),nouspouvonssimulerdesﬂuidesentempsréel
pourdesapplicationsinteractivescommelesjeuxvidéo.Lechapitre6portesurla
programmationditehautementparalèle.Méthodesetprincipesdeprogrammation
sontdécritsdanslebutd’obtenirunprogrammederendudesﬂuidesentroisdimen-
sions.Cechapitre6seconcentreessentielementsurlespratiquesdeprogrammation
diteGPGPU(«General-PurposecomputationonGraphicProcessingUnits»enan-
glais)maisaussisurlarecherchedevoisinagesqui,dansuncontextedesimulations
particulaires,permetd’augmentergrandementlesperformancesdecalcul.
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Chapitre1
Introductionàladynamiqueetà
lasimulationdesﬂuides
Décrirelemouvementd’unﬂuidefaitappelàdesnotionsdiﬀérentesdecelesdé-
veloppéesenmécaniquedupoint(mouvementetphysiquedupointmatériel)oudu
solide.Lemouvementd’unﬂuideestunécoulementoùilyadéformationcontinue
duﬂuide.Onpeutisoler(parlapenséeouentrouvantunmoyendevisualisation,
colorationparexemple)unepartierestreinteduﬂuideetendéduirelecomporte-
mentetlescontraintesquesubissentleﬂuide.Ladynamiquedesﬂuidess’attache
àdécrireprécisémentlemouvementdesﬂuidesauseind’unécoulement,enlere-
liantauxdiﬀérentesforcesenprésence.L’objectifestdoncdemettreenplaceune
équationlocalequipuisserendrecomptedulienentrevitesse,pression,forcesde
volumeetdefrottement(viscosité).Avantdelirecequisuit,ilpeutêtrejudicieuxde
prendreconnaissanceducontenudel’annexeApourmieuxappréhenderlanotation
scientiﬁqueutilisée.
1.1 Leséquationsd’Euler
Dansladynamiquedesﬂuides,leséquationsd’Eulersontunensembled’équations
régissantl’écoulementduﬂuidenonvisqueux.Leséquationstraduisentlesprincipes
physiquessuivant:laconservationdelamasse(lacontinuité),delaquantitéde
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mouvement(moment)etdel’énergie,correspondantauxéquationsdeNavier-Stokes
enconsidérantlaviscositénuleetenl’absenced’échangedechaleur.Historiquement,
leséquationsdeconservationdelamasseetdumouvementontétéobtenuesparEuler
avantNavier-Stokes(unedescriptiondeceséquationsestfaitedanslasection1.2).
Cetensembled’équationsdoitsonnomàLeonhardEuler.
1.1.1 L’équationdeconservationdu mouvementd’Euler
Ladémonstrationci-dessouss’inspiredeceledulivre[And95]etpermetdedé-
montrerd’unefaçontrèssimpledequelemanièreEuleraobtenul’équationdeconser-
vationdelaquantitédemouvement(«momentumequation»enanglais).Considérant
lechampdevecteursvitessev(enm·s−1)déﬁniendeuxdimensions:
v=(vx,vy)=(vx(x,y,t),vy(x,y,t)), (1.1)
ainsiqueleprincipedesdiﬀérentielestotalesutiliséparEuler:
dvx=∂vx∂x∆x+
∂vx
∂y∆y+
∂vx
∂t∆t, (1.2)
dvy=∂vy∂x∆x+
∂vy
∂y∆y+
∂vy
∂t∆t, (1.3)
ensuite,enprenantencompteletempsàl’aidede∆t,onobtient:
dvx
dt=
∂vx
∂x
∆x
dt+
∂vx
∂y
∆y
∆t+
∂vx
∂t, (1.4)
dvy
∆t=
∂vy
∂x
∆x
∆t+
∂vy
∂y
∆y
∆t+
∂vy
∂t. (1.5)
Toutefois,ilestnécessairedeserappeler:
vx=∆x∆t=
dx
dt;etvy=
∆y
∆t=
dy
dt. (1.6)
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Onretrouvedonc,avecunesimplesubstitution,lesdérivéestotalessuivantes:
dvx
dt=
∂vx
∂xvx+
∂vx
∂yvy+
∂vx
∂t, (1.7)
dvy
dt=
∂vy
∂xvx+
∂vy
∂yvy+
∂vy
∂t. (1.8)
Eulers’appuiesurladeuxièmeloideNewton.Lesexpressionsprécédentesrepré-
sententl’accélérationd’unélémentdeﬂuide.Quantauxforces,Euleridentiﬁeausein
duﬂuidelapression,lafrictionetlagravité.Pourlemoment,abandonnonslafriction
etmettonsl’accentsurlapressionetlagravité.Soitlaforcedegravitésuivante:
Fg=g=(0,−Mg), (1.9)
oùgreprésentelaconstantedegravitésouventappeléepesanteur,g=9.81m·s−2.
M (enkg)représentelamassetotaleduﬂuide:
M =ρV. (1.10)
V(enm3entroisdimensions)représentelevolumeduﬂuideetρlafonctionde
densité(enkg·m−3entroisdimensionsetkg·m−2endeuxdimensions)représente
unegrandeurphysiquequicaractériselamasseduﬂuideparunitédevolume.En
deuxdimensions,onseretrouveavecuneportionduﬂuide,c’est-à-direunesurface
discrétisée(∆x∆y)quireprésenteunrectangleduﬂuideﬁgure1.1.Lamasselocale
durectangledeﬂuideestdonc:
ML=ρ∆x∆y. (1.11)
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Figure1.1–Unrectangledeﬂuide
EulersupposealorsquelapressionaupointAestp(enPa)etendéduitles
valeursdelapressionpourchaquecoindurectangleﬁgure1.1.Unepressiondeun
pascalcorrespondàuneforcedeunnewtonexercéesurunesurfacedeunm2:
1Pa=1N·m−2.Laforcedepressionagissantsurchaquefaceestapproximéeen
prenantlamoyennedespressionsprésentesauniveaudechaquesommetetenla
multipliantparlasurface.Ceciestilustrédanslaﬁgure1.2.Onpeutdoncendéduire
lescomposantesxetydesforces.
Fx=FAC−FBD=−∂p∂x∆y∆x (1.12)
Fy=FAB−FCD=−∂p∂y∆x∆y (1.13)
EnsuiteonappliqueladeuxièmeloideNewton,c’est-à-direlarelationfondamen-
taledeladynamique:
F=Mdvdt. (1.14)
Pourchaquecomposanteonseretrouveavec:
Fg,x+Fx=MLdvxdt, (1.15)
Fg,y+Fy=MLdvydt, (1.16)
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Figure1.2–Comportementdelaforcedepressionsurlerectangledeﬂuide
−∂p∂x∆x∆y=ρ∆x∆y
∂vx
∂xvx+
∂vx
∂yvy+
∂vx
∂t , (1.17)
−ρg∆x∆y−∂p∂y∆x∆y=ρ∆x∆y
∂vy
∂xvx+
∂vy
∂yvy+
∂vy
∂t . (1.18)
Cecinousdonnel’équationsuivantedeconservationdumomentd’Eulerpourun
ﬂuideincompressible(endeuxoutroisdimensions):
∂v
∂t+v·∇v=−
1
ρ∇p+g. (1.19)
1.1.2 L’équationdeconservationdela massed’Euler
L’équationdeconservationdelamassesouventappeléel’équationdecontinuité
(«continuityequation»enanglais)estl’expressiond’unprincipefondamental.Cette
équationprécisequelamasseduﬂuideestconservéelocalementlorsqueleﬂuide
estincompressible:enlagrangienoud’unpointdevueparticulaire,lesparticulesde
ﬂuidequientrentdansunerégion(avecunevitesseinitialenonnule)doiventensortir
sanspertenicréationdeparticules.Pourobtenircetteéquation,nousconsidéronsun
rectangledeﬂuidequideviententroisdimensionsunvolumedecontrôle,soitun
cubedeﬂuideﬁgure1.3.Laconservationdelamasseexigequeladiﬀérencedeﬂux
netquitraverselevolumedecontrôlesoitnule.End’autrestermes,ilnepeutpasy
avoird’accumulationoudedisparitionduﬂuidedansunvolumedecontrôle.
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Figure1.3–Volumedecontrôle
OnconsidèreunerégionarbitrairemaisﬁxedudomaineΩ.Lamassetotaledu
ﬂuideM estdonclasuivante:
M =ρV,
M =
˚
Ω
ρdV, (1.20)
cecinouspermetdesimpliﬁerpourlevolumedecontrôleﬁgure1.3,etd’endéduire
lamasselocaleML:
ML=ρ∆x∆y∆z. (1.21)
L’évolutiondelamasseparrapportautemps,auseinduvolumedecontrôleest
donnéeparl’équation(1.22).
∂ρ
∂t∆x∆y∆z (1.22)
Àl’aidedeﬁgure1.3,onpeutcalculerlaquantitédeﬂuide(ouﬂux)quitraversele
volumedecontrôle.Enparticulierpourlafacex,leﬂuxestdonnépar:
ρvx+∂ρvx∂x∆x ∆y∆z−ρvx∆y∆z=
∂ρvx
∂x∆x∆y∆z. (1.23)
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Delamêmefaçon,ona:
∂ρvy
∂y∆x∆y∆z pourlafacey, (1.24)
∂ρvz
∂z∆x∆y∆z pourlafacez. (1.25)
Pardéﬁnition,etencombinantleséquations(1.23)-(1.24)-(1.25),onobtientl’équation
delaconservationdelamassequinouspermetdegénéralisersurl’ensembledu
domaineΩentroisdimensions:
∂ρ
∂t+
∂ρvx
∂x+
∂ρvy
∂y +
∂ρvz
∂z =0,
∂ρ
∂t+∇·(ρv)=0. (1.26)
Remarque
Lescontraintesprésentesdansunﬂuideapparaissentsousformededeuxéquations
deconservation:unepourlamasseetl’autrepourlaquantitédemouvement.Ilest
importantdenoterquepourunﬂuideincompressible,ladérivéelagrangienne(1.27)
(oudérivéeparticulaire)deladensitéestnuleDρDt =0[BMF07]:
∂ρ
∂t+v·∇(ρ)=0. (1.27)
Ensoustrayantceciàl’équationdeconservationdelamasse,onobtientρ∇·v=0
cequi,biensouvent,nousconduitàuneformulationplussimple:
∇·v=0. (1.28)
Ilestimportantdenoterqu’unexposésurladérivéelagrangienneestfourniparla
suite,auseindelasous-section1.4.2.
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1.2 LeséquationsdeNavier-Stokes
(a)ClaudeLouisMarieHenriNavier (b)GeorgeGabrielStokes
Figure1.4–PortraitdesphysiciensNavieretStokes
OndoitàHenriNavier(mathématicien,ingénieuretéconomistefrançais;ﬁ-
gure1.4a)l’idée,en1822,d’introduireuntermesupplémentaireàl’équationd’Euler,
censéreprésenterunecertaineperted’énergiedansleﬂuide.Ensimpliﬁantsonap-
proche,onpeutconsidérerqu’ilacherchéàincorporerauxéquationsd’Euler,une
équationditedelachaleur.CettedernièreéquationreposesurlaloideFourier,éta-
bliemathématiquementparJean-BaptisteBioten1804puisexpérimentalementpar
Fourieren1822.Ladensitéduﬂuxdechaleurestproportionneleaugradientdela
température,sionnoteTlatempératured’unsolideenkelvin(K),ona:
φ+λ∇T=0, (1.29)
oùλestuncoeﬃcientpositifcensédécrireletauxdedissipationdelachaleuret
ladensitédeﬂuxdechaleurφs’exprimeenwattparmètrecarré(W·m−2).Un
biland’énergieetl’expressiondelaloideFourierconduisentàl’équationgénéralede
conductiondelachaleur(1.30).Enconsidérantnulelaproductiond’énergieausein
mêmedumatériau,onobtient:
ρ∂T∂t=
λ
c∇
2T, (1.30)
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oùρestladensitédumatériauetcestlachaleurspéciﬁquemassiquedumatériau
enJ·kg−1·K−1.Enappliquantl’équation(1.30)pourlechampdevecteursvitesse
v,onintroduitauseindel’équationdeconservationdumouvementletermede
viscosité.AinsiNavier,suiviparGeorgeGabrielStokes(mathématicienetphysicien
britannique;ﬁgure1.4b)en1845,aproposélemodèleleplusutiliséenphysique
pourdécrirel’évolutiond’unﬂuidevisqueux(cetermerendantcompteprécisément
decettedissipationd’énergiesousformedechaleurliéeàlafrictionauseinduﬂuide).
L’équationdeconservationdumouvementetl’équationdeconservationdelamasse
deNavier-Stokess’écriventdelamanièresuivante:
∂v
∂t+v·∇v=−
1
ρ∇p+g+ν∇
2v, (1.31)
∂ρ
∂t+∇·(ρv)=0, (1.32)
oùν=µρdésignelaviscositécinématiqueduﬂuide(unitéSI:m2·s−1)etv·∇vest
letermed’advection(anglicisme)oudeconvection.
1.3 Quesigniﬁerésoudreceséquations?
LarésolutiondeséquationsdeNavier-Stokesfaitpartiedel’undesseptproblèmes
dumilénaireproposésparl’institutdemathématiquesClay[Fef00].
PourrésoudreleproblèmedelafondationClay,ilconvientdedévelopperune
théoriederésolutiond’équationsauxdérivéespartieles.Pourdévelopperunetele
théorie,ilfauttoutd’aborddéﬁnircequel’onentendparlarésolutiondeceséqua-
tions.Ceproblème[Fef00]bienposé,doitsatisfaireplusieursconditionsdonttrois
d’entreelessontlessuivantes:
1.soitlaconditiond’existence:l’étatduﬂuideétantsupposéconnuàuninstant
donné(initialisonscetempsàt=0),ilexisteunesolutionàl’équationàdes
instantsfuturst+∆t;
2.laconditiond’unicité:iln’existequ’uneseulesolutionàl’équationcoïncidant
aveccetétatinitial;
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3.laconditiondestabilité:cettesolutioneststablesousperturbations,cequi
signiﬁequesil’onmodiﬁeuntoutpetitpeul’étatduﬂuideinitial,lesétats
ultérieursneserontquepeumodiﬁésàleurtour,dumoinspendantuncertain
temps.
Ilyadeuxmanièresdecomprendrepourquoil’équationdeNavier-Stokesest
compliquée:lavisionmathématiqueetlavisionphysique.Pourlemathématicien,
l’équationestcompliquéeparcequec’estuneéquationdiﬀérentielenon-linéaire.Si
vouslacomparezàl’équationquidécritlemouvementd’unressort(ouàceledela
chaleur),lacomplicationvientdutermev·∇vdeconvectionquiestuntermenon
linéaire.Lesturbulencesobservéesauprèsdesréacteursd’unavionsontl’ilustration
physiquedelanon-linéaritédel’équationdeNavier-Stokes.Quandleproblèmeaété
poséparlafondationClay,onsavaitdéjàplusieurschosesausujetdel’équation.
D’unepart,endeuxdimensions,onsaitdémontrerqu’ilexistetoujoursunesolution.
Onsaitégalementquesilechampdevecteursvitesseinitialestsuﬃsammentpetit,il
existetoujoursunesolutionrégulièreglobalementdéﬁnie.Physiquement,celacorres-
pondauxrégimesoùonestsûrquel’écoulementseralaminaire(avecunfaiblenombre
deReynolds)etpasturbulent(nombredeReynoldsplusgrand,supérieurà2000),
etdonconévitel’inﬂuencefortedesnon-linéarités.GrigoriPerelmansembles’inté-
resseràlarésolutiondeceséquations,aprèsavoirdémontrélaconjecturePoincaré
[CMM+10]en2003(également,undesseptproblèmesdumilénairedelafondation
Clay).
Eninformatique,enparticulierpourlasimulationdeﬂuides,ilestimpossible
d’implémenterl’équationexactedansunordinateur,c’estégalementlecaspourdes
équationsauxdérivéesordinairesetpartieles.Onestobligéderemplacercesdérivées
paruneapproximation,ildevientdoncdiﬃciled’obtenirunesolutionexplicitedes
équationsdeNavier-Stokes.Pourcela,nousalonssuivredeuxgrandesapprochesaﬁn
dedécrireaumieuxladynamiquedesﬂuides.
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1.4 Approcheslagrangienneeteulérienne
Unﬂuideestunmilieumatérielcontinu,déformable,quipeuts’écouler.Endyna-
miquedesﬂuidesladescriptioneulérienneetlagrangiennesontlesdeuxtechniques
quipermettentdecaractériserunécoulement.Nousalonsdécrirecesdeuxapproches
aﬁndemieuxcomprendrelesenjeuxdelarésolutiondeséquationsdeladynamique
desﬂuides(Euler/Navier-Stokes).
1.4.1 Comparaisondesdeuxapproches
Ilexistedeuxgrandesfamilesdediscrétisation:l’approcheeulériennequirepose
surdesgrilesdecalculs(ﬁgure1.5a)etl’approchelagrangiennequireposesurdes
particules(ﬁgure1.5b).Lesgrilesdiscrétisentl’espaceetlesparticulesdiscrétisentla
masseetégalementledomaineavecuneapprochediﬀérente.L’étapesuivanteconsiste
àobtenirdessolutionsapprochées.
(a)Grileeulérienne (b)Particuleslagrangiennes
Figure1.5–Ilustrationsdesapprocheseulérienneetlagrangienne
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Approcheeulérienne
Eledécritlechampdevitessesquiassocieàchaquepointunvecteurvitessevisible
dansl’équation(1.33).Ladescriptioneulérienneconsistedoncàdéﬁnirlesgrandeurs
physiquesendespointsﬁxesduréférentiel.Cettedescriptionestbienadaptéepour
eﬀectuerdesanalogiesavecl’électromagnétisme(établissementd’équationslocales).
Danscettedescriptionlavitesseduﬂuideestunefonctiondedeuxvariablesindé-
pendantesrett:
v(t)=v(r,t). (1.33)
Plusgénéralement,ilpourraêtretrèsutilededéterminer,enunpointdonnéde
l’espace,descaractéristiquesduﬂuidetelesquesavitesse,sapression,satempéra-
ture.Ladescriptionlagrangienneestpeuadaptéeàcepointdevue.
Approchelagrangienne
Contrairementàl’approcheeulérienne,laphotographieavecuntempsdeposeplus
longpermetdevisualiserdestrajectoiresdeladescriptionlagrangienne(dunomdu
mathématicienLouisLagrange).Ladescriptionlagrangienneconsistedoncàdéﬁnir
lesgrandeursphysiquesendespointsattachésàlamatière:c’estladescriptionutilisée
enmécaniquedupoint.Eleconsistedoncàsuivredansletempslesparticulesdu
ﬂuidelelongdeleurstrajectoires:c’estunedescriptionintuitivedeleurmouvement.
Pouruneparticulei,avecunvecteurpositionri,onapourunrepère(i,j,k):
vi(t)=dridt=
dxi
dti+
dyi
dtj+
dzi
dtk. (1.34)
Conclusion
Ladescriptioneulérienneprivilégiedespointsdel’espaceauxquelsonassocieun
champdevitessesdépendantdel’espaceetdutemps:variablesindépendantes.La
descriptionlagrangienneprivilégielesparticulesquel’onsuitdansleurdéplacement
etàquionassocieunensembledevitessesnedépendantquedutempscommele
montrelaﬁgure1.5.Àl’instantt,aupointreneulériencorrespondantàlaposition
ridenotreparticulelagrangienneona:
vi(t)lagrange=v(r,t)euler. (1.35)
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1.4.2 Avantage:ladérivéelagrangienne
SoitF(r,t)unegrandeurattachéeàuneparticuleﬂuide(parexemplesadensité,
savitesse...).F(r,t)peutêtreunegrandeurvectorieleouscalaire.Entretett+∆t,
lavariationdeFpourunemêmeparticuleest:
DF=F(r(t+∆t),t+∆t)−F(r,t)= ∂F∂t+(v·∇)F dt, (1.36)
aupremierordreent.OnnoteDFDt ladérivéeparticulaireoudérivéeensuivantle
mouvementquicorrespondàladérivéedel’approchelagrangienne.
DF
Dt =
dF
dt=
∂F
∂t+v·∇F (1.37)
LetermedFdt désigneladérivéetotaleouordinaire,∂F∂t représenteladérivéeusuele
oupartieleparrapportautemps(pourunepositionﬁxe).Onretrouvecettedérivée
auseindeséquations(1.7),(1.8).DanslecasparticulierouFdésignelavitessede
notreparticuledeﬂuide,onpeutmontrerque:
Dv
Dt =
∂v
∂t+v·∇v. (1.38)
Ilestdonctrèsavantageuxd’utiliserl’approchelagrangienne,plusprécisément
ladérivéelagrangienne,carletermenon-linéairedel’équationdeladynamiquedes
ﬂuidesestimplicite.Aﬁndefaireproﬁterlesméthodeseulériennesdecetavantage,
certainestechniquesappeléesméthodeshybridessontnées.LaméthodePIC/FLIP
(«ParticleInCel»et«Fluid-Implicit-Particle»enanglais)baséesurlesécritsde
Brackbil,[BKR88]et[BR86]estunedestechniqueslesplusutiliséesensimulation
deﬂuides.
Touslestermes(sansl’advection),telsquel’accélérationdueàlagravité,laforce
delapression,deviscositéetlarésolutiondesconditionsauxfrontièressontintégrés
surlagrile,toutcommedansuneméthodeeulérienneclassique.Enﬁn,oninterpole
lesvaleurscalculéesdevitesseetd’accélérationdelagrilesurlesparticules.On
metainsiàjourlapositiondesparticulesprésentesauseindudomaine,puison
ré-interpolelesvaleursdevitessesdesparticulesdanslechampvectorieldevitesse
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delagrilepourréaliserunecertaineadvection.Cessimulationsoﬀrentd’excelents
résultatscommeonpeutlevoirdanslaﬁgure1.6.
Figure1.6–Simulationd’unbrisdebarrageàl’aidedelaméthodehybridePIC/FLIP
Àcausedecelacemémoiretraiteraessentielementdesméthodesditepurement
lagrangiennes:lesméthodesparticulaires.Nousalonsdécrire,dansunpremiertemps
lesbasesmathématiquesdecesméthodes,puisnousalonslesappliquerdirectement
àladynamiquedesﬂuidespourréaliserdessimulationsdequalité.Dansuneoptique
desimulationtempsréel,nousﬁnironssurledéveloppementetl’applicationdeces
algorithmesdansuncontextedeprogrammationparalèle.
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Chapitre2
Particuleshydrodynamiques
lissées,ouSmoothedParticle
Hydrodynamics(SPH)
LaméthodeSPH(«SmoothedParticleHydrodynamics»enanglais)estsouvent
présentéecommeuneméthodeparticulairepure(lagrangienne).Publiéeen1977par
Lucy[Luc77],ainsiqueGingoldetMonaghan[GM77],eleestd’abordappliquéeà
lamodélisationdegalaxiesenastrophysique.L’approcheparticulairesemontrepar-
ticulièrementadaptéeàcetypedemodélisationcaruneparticulesuﬃtàreprésenter
uncorpscéleste.Cetteméthode,alorstrèsprochedelaméthodede Monte-Carlo,
consisteàestimer(représentationd’intégraleﬁnie)desfonctions(scalairesouvec-
torieles)ouleursdérivéesaumoyend’unensembleﬁnidepointsdeprélèvement
(voisins).Trèspopulaire,cetteméthodefutadoptéeeninfographie[MCG03]aﬁn
d’étudieretd’observerlecomportementdesﬂuidesàsurfacelibre[Mon92,MK99].
Comparéeàd’autresméthodesbienconnuespourl’approximationnumériquededé-
rivées,commelaméthodedesdiﬀérencesﬁnies,quiexigequelesparticulessoient
alignéessurunegrilerégulière,SPHpeutestimerlesdérivéescontinuesàl’aidedes
diﬀérencesdepositiond’unvoisinagedeparticulesdisposéirrégulièrement.
L’ensembledesinformationsprésentéesdanscettesectionestextraitdespublica-
tionssuivantes[GM77,GM82,Mon92,Mon94,MK99,Mon05,Luc77,LL03,LL10]
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dontlesauteurscomptentparmilesplusreconnuspourlaméthodeSPH.Comme
pourlechapitre1,avantdelirecequisuit,ilestimportantdeprendreconnaissance
ducontenudel’annexeA.
2.1 Principefondamentaldes méthodesparticu-
laires
Ons’intéresseàunefonctionfdelavariabler,quiestunvecteurquireprésente
uneposition(plusdedétailsdanslasous-sectionA.1.1),f(r).Cettefonctionpeut
êtreàvaleurscomplexes.L’idéeprincipaleestderemplacercettefonctionparune
formulationintégraleéquivalenteenutilisantlespropriétésdudeltadeDirac(parle
biaisd’uneconvolution),(δdirac)obtenuesparPaulDiracen1958:
f(r)=(f∗δdirac)(r)=
ˆ
Ω
f(r)δdirac(r−r)dr. (2.1)
Pourdonnerunsensàunobjetδdiracvériﬁant(2.1),ilfautgénéraliserlanotionde
fonction;onparlealorsdefonctionsgénéraliséesoudedistributions.Pourplusde
détailssurlesdistributions,seréférerà[BCL99].
2.1.1 Principeenunedimension
festdéﬁnieenxetcontinuesurΩ.Ensuite,lafonctionδdeDiracouencorela
distributiondeDiracestremplacéeparunefonctiongénéraliséedelissage,appelée
noyau,W avecunsupportﬁnih>0.
f(x) =limh→0
ˆ
Ω
f(x)W(x−x,h)dx. (2.2)
Enstatistique,cetteformulationestappeléel’estimationparnoyau(ouencoremé-
thodedeParzen-Rosenblatt).Ils’agitd’uneconvolutionentrelafonctionfetla
fonctionnoyauW (2.1).Toutefois,pourquecetteégalitésoitvraieilfautquela
fonctionnoyaurespectecertainesconditions:
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–Sonintégraledoitêtrenormalisée,cequiestappeléealorsconditiond’unicité:
ˆ
Ω
W(x,h)dx=1. (2.3)
–Eledoitconverger(ausensdesdistributions)versladistributiondeDirac:
limh→0W(x,h)=δdirac(x). (2.4)
–Eledoitêtresymétriqueoupaire:
W(x,h)=W(−x,h). (2.5)
–Eledoitêtreàsupportcompactouﬁni:
W(x,h)=0si|x|>h. (2.6)
–Pourdesraisonsd’ordrephysique,eledoitêtrenonnégative.
LaplupartdesfonctionsnoyauxutiliséesenSPHsontdesapproximationsd’une
fonctionnoyaudetypegaussienne.Unefonctionnoyauquirespectel’équation(2.2)
estaussiappelée,enanalysefonctionnele,unnoyaureproduisant.Unediscussionsur
lesfonctionsnoyauxestprésentéedanslasection2.3.
Enﬁn,pourobteniruneconvergenced’ordrek,c’estàdirereproduireunpolynôme
dedegrékouinférieur,lesfonctionsnoyauxdoiventégalementsatisfaireunecondition
supplémentaire: ˆ
Ω
xjW(x,h)dx=0 avec 0<j≤k. (2.7)
CecipeutêtrevériﬁéenutilisantledéveloppementensériedeTaylor.Toutd’abord,
onintroduitlanotiond’indicesmultiples:
|α|=α1+α2+···+αk,α!=α1!α2!···αk!,xα=xα11xα22 ···xαkk. (2.8)
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pourα∈Nketx∈Rk.Onpeutendéduire,sitouteslesdérivéespartielesdefsont
continuesjusqu’àl’ordrek,lanotationd’indicesmultiplesdel’opérateurdedérivée:
Dαf= ∂
|α|f
∂xα11 ···∂xαkk . (2.9)
OnécritledéveloppementensériedeTaylord’unefonctionfdeplusieursvariables
dérivablesk+1foisetdéﬁniesurnotredomaineΩ,centréenxdelafaçonsuivante
enutilisantlanotationd’indicesmultiples:


f(x)=
|α|≤k
Dαf(x)
α! (x−x)
α+
|α|=k+1
Rα(x−x)α,
avec|Rα|≤maxy∈Ω|
Dαf(y)
α! |.
(2.10)
OndéﬁnitalorsunresteRα.Soit,pourplusdecompréhension,ledéveloppementen
sériedeTaylorenunedimensionsuivantdelafonctionfauvoisinaged’unpointx
dupolynômededegrék:
f(x)=f(x)+df(x)dx(x−x)+
1
2
d2f(x)
dx2 (x−x)
2+···+O(x−x)k+1, (2.11)
oùO((x−x)k+1)représentel’ordredeconvergencedudéveloppement.Enutilisant
pourk=1,leséquations(2.2)et(2.11)onobtient:
f(x) =f(x)limh→0
ˆ
Ω
W(x−x,h)dx
+df(x)dx limh→0
ˆ
Ω
(x−x)W(x−x,h)dx
+O((x−x)2)W(x−x,h). (2.12)
Enrespectantainsil’ensemblelesconditions(2.3),(2.5)et(2.7),onobtientdonc:
f(x) =f(x)+O((x−x)2)W(x−x,h), (2.13)
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où(x−x)2estl’erreurrelativedel’approximationd’unpolynômededegré1.Cette
erreurrelativeestaumaximumO(h2)carW disposed’unsupportﬁnih>0(2.6).
[Sam14],[LL03],[Mon05]et[CESM11]oﬀrentplusdedétailssurlesconditionsd’ap-
proximation.
2.1.2 Généralisationendeuxettroisdimensions
Àpartirdel’estimationparnoyau(2.2),onpeutapproximeràl’aided’unesomme
ﬁnieutilisantlavaleurdefdéﬁniesurdeséchantilonsdepointsxjouencoredes
particulesàunepositionrjentroisdimensions.
f(r) ≈
j
f(rj)W(r−rj,h)Vj, (2.14)
Vjestlevolumeoccupéparlaparticulejetreprésentelepasdediscrétisation.En
SPH,sonvolumeestdonnéparVj=mjρj oùmjestlamasseassociéeàlaparticulej
etρjestladensitédeladistributiondeparticulesauvoisinagedecele-ci.
W disposed’unsupportcompact,cequiveutdirequ’unepartiedelasommation
surl’ensembledudomaineen(2.14)estégaleàzéro.Onseretrouveàréaliserune
sommationsurunvoisinagedenparticules.Enconsidéranthsuﬃsammentpetit,on
peutécrirel’approximationsuivante:
f(r)=
n
j
f(rj)W(r−rj,h)Vj. (2.15)
Deplus,desproblèmesinterviennentsouscetteformulation,carelenerespecte
paslapropriétédudeltadeKronecker VjW(r−rj,h)=δi,j.Denombreusesamé-
liorationsdelaformulationSPHontétéproposéesaﬁndecorrigercetyped’erreur.
Lesproblèmesetaméliorationsserontdétailésauseindeschapitre3etchapitre4.
2.2 Principedesdérivées
Nousproﬁtonsdecettesectionpourfaireréférenceàl’annexeA,danslaquelede
nombreuxrappelsmathématiquessontdécrits(gradient,Laplacienouencorediver-
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genceenune,deuxettroisdimensions).
2.2.1 L’opérateurgradient
Pourexprimerdeséquationsdiﬀérentielesàl’aidedelaméthodeSPH,ilest
nécessaired’utiliserdesapproximationsappropriées.Pourdériveruneformulation
SPH,ilfautdériverlafonctionfvectorieledansl’équation(2.2).
∇ f(r) =limh→0
ˆ
Ω
∇f(r)W(r−r,h)dr, (2.16)
etl’intégrationparpartiesdonne:
∇ f(r) =limh→0f(r)W(r−r,h)dΩ−limh→0
ˆ
Ω
f(r)(−1)∇W(r−r,h)dr.(2.17)
Lethéorèmeduﬂux-divergence,appeléaussithéorèmedeGreen-Ostrogradski,aﬃrme
l’égalitéentrel’intégraledeladivergenced’unchampvectorielsurunvolumeΩ
dansR3etleﬂuxdecechampàtraverslafrontièreSdansR2duvolume(quiest
uneintégraledesurface).Cethéorèmeestseulementapplicableentroisdimensions.
L’égalitéestlasuivante:
˚
Ω
∇·FdΩ=
"
S
(F·n)dS. (2.18)
L’usageduthéorèmeduﬂux-divergence(2.18)estpourfaciliterladémonstration
etlacompréhension,pourplusdedétailssurl’obtentionexactedel’approximation
del’opérateurgradientàn-dimensionsseréférerà[Sam14].L’équation(2.17),avec
l’usageduthéorèmeduﬂux-divergence,devient:
∇ f(r) =limh→0f(r)W(r−r,h)·ndS+limh→0
ˆ
Ω
f(r)∇W(r−r,h)dr.(2.19)
Letermed’intégrationdelasurfaces’annule(2.20),carW estàsupportcompact
doncW(h,h)=0:
f(r)W(r−r,h)·ndS=0. (2.20)
23
2.2.Principedesdérivées
Celapeutjustementconduireàdeserreurs,cardanslecasd’unesimulationdeﬂuide,
lafrontièreduﬂuidenesatisfaitpastoujourscettehypothèse.Onpeutleconstater
danslaﬁgure2.1.Laﬁgure2.1asatisfaitparfaitementl’égalitéen(2.20)alorsque
cetteégalitén’estpasvraiedanslaﬁgure2.1b.
(a) (b)
Figure2.1–ApproximationsSPHdanslecasunidimensionnel.
(a)Approximationpouruneparticuleavecunedistributiondeparticulesvoisines
irrégulières.Cetteilustrationrespecte(2.20).
(b)Approximationpouruneparticuledontledomaineesttronquéparlafrontière.
Cetteilustrationnerespectepas(2.20).
L’équation(2.19)etl’approximationparsommedonnent:
∇f(r)=
n
j
f(rj)∇W(r−rj,h)Vj. (2.21)
Cetteéquationdisposetoutefoisd’undésavantage.Onn’obtientpasnécessairement
0danslecasdel’approximationdeladérivéed’unefonctionconstante.Descondi-
tionssupplémentairessontalorsnécessairesdanslebutd’eﬀectueruneapproximation
correctedeladérivéedupremierordredef.Onretrouvecesconditionsdanslespu-
blicationssuivantes:[Sam14],[LL03]et[Mon05].
Remarque
Endeuxoutroisdimensions,onpeututiliserlescoordonnéespolairesoulescoor-
donnéessphériquescequipermetréécrivant(2.19)d’obtenircertainescaractéristiques
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delafonctionnoyauW.Endeuxdimensions,onax=rcosθety=rsinθ:
Wij=W(ri−rj,h)=W(ri−rj,h)=W(rij,h), (2.22)
∇Wij=ri−rjrij
∂W(ri−rj,h)
∂rij =
rij
rij
∂Wij
∂rij, (2.23)
oùrijestladistanceEuclidienneséparantlaparticuleconcernéeietsaparticule
voisinej.Leséquations(2.22),(2.23)segénéralisententroisdimensions.
2.2.2 Autresformulationsdesdérivéesdupremierordre
∇festsouventsubstituépardesformulationséquivalentesquel’onpeutretrouver
auseindelasous-section3.1.3.Cependant,ilexisted’autresusagesdeladérivéedu
premierordreouencorelapremièredérivée,parexemplel’opérateurdedivergence
(onpeutretrouverladescriptiondecetopérateurdanslasous-sectionA.1.3)quisuit
lesmêmesrèglesquel’opérateurgradientc’est-à-dire:
∇· f(r) =limh→0
ˆ
Ω
∇·f(r)W(r−r,h)dr, (2.24)
=limh→0
ˆ
Ω
f(r)·∇W(r−r,h)dr, (2.25)
d’où∇·f(r)=
n
j
f(rj)·∇W(r−rj,h)Vj. (2.26)
Ilyaaussilerotationnel(onpeutretrouverladescriptiondecetopérateurdansla
sous-sectionA.1.4)quisuitégalementlesmêmesrèglesquel’opérateurgradientet
parconséquentl’opérateurdedivergence:
∇× f(r) =limh→0
ˆ
Ω
∇×f(r)W(r−r,h)dr, (2.27)
=limh→0
ˆ
Ω
f(r)×∇W(r−r,h)dr, (2.28)
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d’où∇×f(r)=
n
j
f(rj)×∇W(r−rj,h)Vj. (2.29)
2.2.3 L’opérateurLaplacien
Delamêmemanièrequepourlapremièredérivée,onpeutfacilementobtenirla
dérivéedusecondordre,enl’occurrenceleLaplacien.Ilestcependantnécessaired’ob-
tenirdesconditionsd’approximationplusrigoureusesetstrictesquepourlapremière
dérivée.L’approximationdeladeuxièmedérivéeest:
∇2f(r)=
n
j
f(rj)∇2W(r−rj,h)Vj. (2.30)
Ladiscrétisationdeladérivéedusecondordredel’équation(2.30)présentequelques
problèmesselonMonaghan[Mon05].Ilexistedesformulationsdiﬀérentes.Ladérivée
dusecondordreestsouventutiliséepourcalculerlaviscositéouencoreladiﬀusion
dansleﬂuide.Unealternativeintéressantepourcalculerladérivéedusecondordre
estdecombinerlesdiﬀérencesﬁniesetl’approximationSPHdelapremièredérivée.
Toutd’abord,onseplaceenunedimension,ensuiteonposelaformulesuivante:
ˆf(x)−f(x)
x−x
∂W
∂x(x−x,h)dx. (2.31)
AvecledéveloppementensériedeTayloràunedimensiondel’équation(2.11),on
obtientensubstituantf(x)dans(2.31):
ˆ df
dx(x)+
1
2
d2f
dx2(x)(x−x)
∂W
∂x(x−x,h)dx+o(h
3)
=dfdx(x)
ˆ∂W
∂x(x−x,h)dx+
1
2
d2f
dx2(x)
ˆ
(x−x)∂W∂x(x−x,h)dx+o(h
3),
=12
d2f
dx2(x)+o(h
3). (2.32)
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(2.32)estobtenuegrâceà:
ˆ
(x−x)∂W∂x(x−x,h)dx=[(x−x)W(x−x,h)]
+∞
−∞−
ˆ
(−1)W(x−x,h)dx,
ˆ
(x−x)∂W∂x(x−x,h)dx=1. (2.33)
Donconobtientenutilisantl’approximationSPH:
d2f
dx2(xi)=2
n
j
f(xi)−f(xj)
xi−xj
∂Wij
∂x +o(h
3). (2.34)
2.3 Choixdunoyaud’interpolationemployé
Ilexisteplusieursformesdenoyauxdanslalittérature.Tousessayentderespecter
l’ensembledesconditionsdécritesci-dessus.Danscettesection,nousalonsdécrire
lesfonctionsnoyauxounoyauxutilisésauseindecemémoire.
2.3.1 Lagaussienne
GingoldetMonaghan[GM77]ontutiliséunnoyaugaussien.Citonsicilapremière
règled’ordeJoeMonaghan:«Ifyouwanttoﬁndaphysicalinterpretationthenit
isalwaysbesttoassumethekernelisGaussian».Cenoyaufacileàutiliserestdonc
utilisépourestimerlafonctionfetsesdeuxpremièresdérivéesenunpointcarilest
indéﬁnimentdérivable.
W(r,h)=βD


e− r
2
h2 , si0≤ r ≤h,
0 sinon, (2.35)
oùβDreprésentelaconstanteliéeàladimensionDduproblème(cf.tableau2.1)
aﬁnderespecterlesconditionsci-dessous,danslecasd’uneinterpolationsurun
champdeparticulesuniformémentréparties.Ilestànoterquecetordred’approxi-
mationn’estplusvalabledèsqu’elesontabandonnécetterépartition,d’oùl’usage
courantdetechniquesde(re)normalisation,présentéesplusloin,aﬁnderestaurerces
conditions(section3.1.1).
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β1D β2D β3D
1√πh
1
πh2
2h3
3π
Tableau2.1–Constantesdunoyaugaussienenfonctiondeladimension
2.3.2 Poly6
Müler[MCG03]introduitunnoyauditpolynomialnomméPoly6.Cenoyaucom-
portelamêmeformequ’unegaussienneetrépondauxmêmesconditionsmathéma-
tiques:ilestdeuxfoiscontinûmentdiﬀérentiableetnouspermetdoncd’estimerla
fonctionf(àl’aidedeW ﬁgure2.2a)etsesdeuxpremièresdérivées(∇W ﬁgure2.2b
et∇2W ﬁgure2.2c).Cenoyauestfonctionder2etnonder,cequilerendpratique
pourcalculerladensitéduﬂuidenotéρiliéeàuneparticulei.Cetteestimationsera
décritedanslechapitre3.
Wpoly6(r,h)=βD


(h2− r2)3 si0≤ r ≤h,
0 sinon, (2.36)
oùβD représentelaconstanteliéeàladimensionDduproblèmecf.tableau2.2.
β1D β2D β3D
35
32h7
4
πh8
315
64πh9
Tableau2.2–ConstantesdunoyauPoly6enfonctiondeladimension
Cetypedenoyau(polynomial)esttrèsutiliséensimulationlagrangienne.Ilen
existedenombreusesformescommeparexemplelenoyaucubicspline(2.37),employé
entreautredans[MFZ97,Mon05,BT07,SP09,SB12]cequifaitdeluilenoyaule
plusemployéensimulationSPH.Pourl’obtentiondeβD,ilfautseréférerà[LL10].
Cenoyaupossèdeunedistancedelissagede2h,ilpermetégalementd’approximerla
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simulationsestdûàunaspectphysique.Encoreunefoiscenoyaunerespectequepeu
deconditionsmathématiquespourl’applicationcorrected’unnoyaudanslecasd’une
interpolationSPH.Müler[MCG03]yvoituneinterprétationphysique.Sil’onobserve
laformeduLaplacienﬁgure2.4conconstatequeplusonapprochedel’origine,plusla
valeurduLaplaciendunoyauestgrande.Ceciconﬁrmelecomportementdeviscosité:
pluslesparticulesvoisinesserontproches,pluselesvontavoirdel’importancedans
lecaractèrediﬀusdelaviscosité(visibledanslaﬁgure3.4).
2.4 Conclusion
Auseindecechapitre,nousavonsdécritlesbasesmathématiquesdelaméthode
SPH,méthodepurementlagrangienne.Elenouspermetd’estimerlesdérivéesconti-
nuesd’unefonctionàl’aidedesdiﬀérencesdepositiond’unvoisinagedepointsrépar-
tisirrégulièrement.Ainsinouspouvonsrésoudredeséquationsdiﬀérentielescomme
celesdeladynamiquedesﬂuides.Lechoixdunoyauestimportant;eneﬀetcomme
décritprécédemment,certainsnoyauxseprêtentàl’estimationdecertainesdérivées
etd’autresnon.Ceciestétudiédansleprochainchapitre.
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Chapitre3
Applicationdes méthodes
particulairesauxéquationsdela
dynamiquedesﬂuides
Àl’aidedesoutilsmathématiquesdéﬁnisprécédemment,denombreuxsystèmes
d’équationsauxdérivéespartielesouordinairespeuventêtrerésolus.Lebutdece
mémoireestd’appliquerlesméthodesparticulairesàl’étudedessimulationsdeﬂuide.
Nousnepasseronspasenrevuetouslesmodèlesparticulairesquiontpuêtredéve-
loppésdanslesnombreuxdomainesdelaphysique.Nousalonsseulementdécrire
quelquesstratégiesclefsdecesdernièresannéesdansledomainedel’infographieà
l’aidedelaméthodeSPH.Enapprochelagrangienne,leﬂuideesttraditionnelement
considérécommefaiblementcompressible.Laraisonestqu’ilestnettementplusfacile
decalculerlapressionàpartird’uneéquationd’étatdécritedanslasous-section3.1.2,
plutôtqued’avoiràobtenircettepressionparlebiaisdelarésolutiond’uneéqua-
tion(àl’imagedesméthodeseulériennesquiutilisentuneéquationdePoisson).Ainsi
auseindecechapitre,nousalonsdécouvrirlesméthodesetapprochesadoptées
aﬁnderendreleﬂuideincompressible.Avantdelirecequisuit,ilestimportantde
prendreconnaissanceducontenudel’annexeBpourmieuxappréhenderlescritères
destabilitéainsiquelesschémasd’intégration.
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3.1 Résolutiondeséquationsdeladynamiquedes
ﬂuides
UnevueconceptueledeSPHestquel’écoulementduﬂuideestdécomposéenpor-
tionsdeﬂuide.Chacunedesportionsi(particules)possèdeunemasseassociée(mi),
unedensité(ρi),unevitesse(vi),unepression(pi),etc.Cesvaleurssontconstantes
pourcetteportion.LasimplicitéconceptueledecemodèledeLagrangerésidedans
lefaitqueleﬂuideestdécomposéenunesériedeparticules,quiinteragissentles
unesaveclesautresselonlesloisdeladynamiquedesﬂuidesdécritesdanslecha-
pitre1.Pourlessimulationsdécritesdanscemémoire,ilestpréférabled’employer
leséquationsd’Euler(section1.1),quidisposentd’uneformulationplussimpleque
leséquationsdeNavier-Stokes(section1.2)carelesnefontpasintervenirleterme
dediﬀusion(viscosité)surlignédansl’équation(3.1).Deplusquandlenombrede
Reynolds(nombresansdimensionquicaractériseunécoulement)estbeaucoupplus
grandquel’unité,cequiestpresquetoujoursvraidanslesécoulementsnaturels,le
termeproportionnelàlaviscositéestnégligeable,desortequeleséquationsdela
dynamiquedesﬂuidesseréduisentauxéquationsd’Euler.
Rappeldeséquationsdeladynamiquedesﬂuides
Onnoteρi,unevaleurscalaire,ladensitédéﬁniesurlaparticuleiquiapour
positionri.L’inﬂuenced’uneparticulejsuruneparticuleidépenddesadistance
etdesonvolumeestimé.mj,ρjetrjsontlamasse,ladensitéetlapositiondela
particulej.
ρ DvDt =−∇p+µ∇
2v+ρg. (3.1)
Cecipermetdedéduiredirectementl’accélérationaietlapositiondelaparticulei
concernée:
ai=DviDt =
dvi
dt=
Fi
ρi = fi, (3.2)
Dri
Dt =
dri
dt=vi, (3.3)
oùfireprésentelaforceparunitédemasse(accélérationenm·s−2).
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3.1.1 L’estimationdeladensité
Lamassedelaparticule(mi)estdéﬁnieparl’utilisateur.Ladensité,ele,repré-
senteunchampscalairedéﬁniauseindudomaine,représentéparleﬂuide.Àl’aidede
l’équation(2.15),l’estimationdeladensitépeutêtreformuléedelafaçonsuivante:
{ρ}i=
n
j=1
mj
ρjρjW(ri−rj,h),
ρi=
n
j=1
mjWij. (3.4)
Dansdenombreusespublications[LL03, Mon05,SP08,LL10],cetteestimation
(3.4)estconsidéréecommeconservativec’est-à-direqu’eleconservelamasseglo-
balement.Considéranthconstant,onpeutintégrerladensitéestiméedelafaçon
suivante: ˆ
Ω
ρ(r)dr≈
j
mj=M. (3.5)
Lamasseduﬂuideestcontenueauseindel’ensembledesparticulesdéﬁnies,onob-
tientdonc,àl’aidede(3.4),uneestimationdeladensitéquiconservelamasse(3.5).
Uneautreapprochedel’estimationdeladensité(3.9)auseinduﬂuidepeutêtre
obtenueàl’aidedel’équationdelaconservationdelamasse(décritedanslasous-
section1.1.2).Cetteéquationci-dessouspeutégalementêtreobtenueenutilisantla
dérivéetotaledel’estimationdeladensitédéﬁnieen(3.4):
dρ
dt i
=
n
j=1
mj ∂Wij∂ri·
dri
dt+
∂Wij
∂rj ·
drj
dt+
∂Wij
∂h
dh
dt . (3.6)
Oronsaitque: dri
dt=vi,
drj
dt=vj,
dh
dt=0. (3.7)
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Lavaleurdehestconstantecarelereprésentelesupportdunoyau.Ladistance
delissagehenSPHestgénéralementﬁxéeaudébutdelasimulation.(3.7)nous
permetd’écrire:
dρ
dt i
=
n
j=1
mj(vi·∇iWij+vj·∇jWij). (3.8)
Deplus,∇iWij=−∇jWij,grâceàlarèglededérivationenchaîne,cequinousdonne:
dρi
dt=
n
j=1
mj(vi−vj)·∇W(ri−rj,h). (3.9)
Cetteéquationestgénéralementpréféréeàl’estimationdeladensitéàl’aidedel’équa-
tion(3.4),carelepermetd’éliminerleslacunesdesparticulessituéessurlasurface,
visiblesdanslaﬁgure3.1.Elepermetégalementdeplusfacilementinitialiserleﬂuide,
étantdonnéquetouteslesparticulessontcrééesetinitialiséesavecleurdensitéégale
àladensitédereposduﬂuideρ0(utiliséedanslasous-section3.1.2).
(a) (b)
Figure3.1–Distributiondesparticulesprochesdelasurfaceduﬂuide.
(a)L’utilisationdel’équation(3.9)permetunemeileuredistribution.
(b)L’utilisationdel’équation(3.4)imposeauxparticulessituéesàlasurfacedese
rapprocheraﬁnd’atteindreunedensitéconstante.
Cependant,l’usagedel’équation(3.9)pourestimerladensitéestnettementplus
sujetauxproblèmesdestabilitéliésauxconditionsCFL(Courant–Friedrichs–Lewy).
CesconditionssontdécritesdanslasectionB.1.Cetteestimationdépendfortement
deladivergencedesvélocités(vitesses)contrairementàl’estimationdel’équation
(3.4).
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Correctiondunoyaupourestimationdeladensité
Danslalittérature,ilexisteunecertainecorrectionutiliséesurl’équation(3.4)
aﬁndepalierlesartefactsvisiblesdanslaﬁgure3.1b.Cettecorrectionappeléeleﬁltre
deShepard,[She68],estunecorrectiondunoyaudel’ordre0:
ρi=
n
j=1
mjW∗ij, (3.10)
où W∗ij= Wijnj=1mjρjWij
. (3.11)
Cettecorrectionappliquéepériodiquement(appliquéetousles10ou20pasdetemps)
permetdenormaliserlenoyau.Etainsidefournirauxparticulessituéesauxfrontières
uneestimationdeladensitéplusprochedeladensitécibleρ0.
3.1.2 L’équationd’état
Unefoisl’estimationdeladensitéobtenue,lapressioncorrespondantepeutêtre
calculée.Pourcefaire,beaucoupd’auteursutilisentleséquationsd’état(«stateequa-
tion»enanglais).Ceséquationssontutiliséespourlierensemblelespropriétésdu
ﬂuide,enparticulier,pourdéduirelapressionliéeàladensité.Commel’équation
d’étatestarbitraire,diﬀérentschoixpeuventêtrefaitsenfonctiondesbesoinsdes
diﬀérentessimulations.
Lapremièreéquationutiliséeestceledesgazparfaits,danscetteéquationon
considèreleﬂuidecompressibleetàtempératureconstante:
pi=kρi, (3.12)
oùkreprésenteuneconstantedéﬁnieparl’utilisateur.Unemodiﬁcationdecette
équationaétéproposéepar[DG96]danslebutquechaqueparticuleiatteigneune
densitéconstanteρ0(souventappeléedensitéaureposduﬂuide):
pi=k(ρi−ρ0). (3.13)
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Cetteformulation(3.13)estutiliséeauseindelasimulationSPHdeMüler[MCG03].
Lasecondeéquationutiliséeestobtenuepar[Mon94]suiteauxécritsdeBatchelor,
[Bat00],initialementen1973.Cettedeuxièmeéquation(3.14)estappeléel’équation
deTait(«Tait’sequation»enanglais).L’équationaétépubliéeàl’origineparPeter
GuthrieTaiten1888:
pi=B ρiρ0
γ
−1 , (3.14)
oùB=ρ0kγ estuneconstante,ρ0estladensitécibleetγestuneconstante,habituel-
lementcompriseentre1et7.MorrisetFox[MFZ97]suggèred’utiliserunγ=1qui
facilitel’obtentiond’unfaiblenombredeReynolds.Danslebutd’éviterlestransi-
tionsquifontapparaîtredesinstabilitésduesàl’ampliﬁcationdesperturbations.Le
choixdeγ=1oﬀreuneversioncompressibleduﬂuide,similaireàceledécritedans
l’équation(3.13),alorsquelechoixdeﬁxerγ=7oﬀreunmodèlefaiblementcom-
pressible(utiliséjustementpour«WeaklycompressibleSPHforfreesurfaceﬂows»
[BT07]).CetteéquationdeTaitestdevenueuneréférencedepuis2003careleest
utiliséepourpresquetouteslessimulationsmodernesSPH.
Lavaleurdeladensitéaureposoucibleestbiensouventchoisiepourcorrespondre
àlaphysique,c’est-à-direρ0=1000kg·m−3(ladensitédel’eauaureposà4◦C).
Cependant,lechoixdecetteconstanteρ0,nousfournitdespressionsnonphysiques,
commeonpeutleconstaterdansl’équation(3.13),caronobtientdesvaleursde
pressionsnégativesoupositives.Onparleradonc,depressionrelative.Lebutde
l’obtentiondevaleurspositivesetnégativespourlapressionrelativeseradécritdans
laprochainesection(sous-section3.1.3).
L’avantaged’utiliseruneéquationd’étatestqu’iln’estpasnécessairederésoudre
uneloidePoissonpourobtenirlapression(généralementutiliséedanslesapproches
eulériennesettrèslongueàrésoudre).
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3.1.3 L’estimationdugradientdelapression
Munisdelapression,nouspouvonsdoncobtenirlaforcedepressionauseindu
ﬂuide.L’estimationdugradientdelapressionennotationSPHestlasuivante:
−1ρ∇pi
=−1ρi∇pi,
=−1ρi
n
j=1
mj
ρjpj∇W(ri−rj,h).
(3.15)
Cependant,ilnefautpasnégligerladeuxièmerègled’ordeJoeMonaghan:«Rewrite
formulaswithdensityinsideoperators».Pourcelaondéﬁnitdiﬀérentesformulations
dugradientavecladensité.Onretrouveuneformulationdiﬀérentieledugradient
décriteparColin,EglietLin[CEL06](pourplusdedétailssurl’obtentiondeces
formulationscf.sous-sectionA.1.6):
−1ρ∇pi
= −1ρ2(∇(ρp)−p∇ρ)i
,
=−1ρ2i
n
j=1
mj(pj−pi)∇W(ri−rj,h).
(3.16)
Müler[MCG03]décrituneversionsimilairedel’équationprécédente:
−12ρ∇(1p)i
=−1ρi
n
j=1
mjpj+pi2ρj ∇W(ri−rj,h), (3.17)
−1ρ
1∇p+p∇1
2 i
= −1ρ∇pi
. (3.18)
OnconstatequeMülerneréalisepasexactementlabonneestimationdansl’équation
(3.18).Iltenteplutôtderéaliserunesortedemoyennearithmetiquedelapression
décritedansl’équation(3.17).Malheureusement,cesformulationsnepermettentpas
devaliderlatroisièmeloideNewton.Commelespressionsobtenuesnesontpas
lesmêmesd’uneparticuleàl’autre,lesforcesdepressionàobtenirdoiventêtre
symétriquesaﬁnderespecterlaloid’action-réactiondeNewton.
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Pourcelaestapparueuneformulationditesymétriquedugradient(3.19).Cette
formulationdécritedans[Mon92,Mon05,LL03,CEL06]estdevenuelaréférencepour
estimerlegradientdelapression[BT07,SP09,MM13]:
−1ρ∇pi
= −∇ pρ −
p
ρ2∇ρi
,
=−
n
j=1
mj pjρ2j+
pi
ρ2i ∇W(ri−rj,h).
(3.19)
Àpartirdecetteestimationdugradientdelapression,onobtientuneforcede
pressionparunitédevolume.Cetteforcedépenddirectementdelavaleurdela
pressionobtenueàl’aidedel’équationd’étatdécritedanslasous-section3.1.2.Cette
forceilustréeauseindelaﬁgure3.2varieenfonctiondelavaleurnonphysique
delapression.Unepressionrelativenégative(unevaleurdedensitéinférieureàla
densitéaureposdenotreﬂuide)nousfournituneforced’attraction(ﬁgure3.2a).
Alorsqu’unevaleurdepressionrelativepositivenousindiqueunedensitésupérieure
àladensitécibledereposdenotreﬂuide(ﬁgure3.2b)etdoncuneforcerépulsive.
(a)Pressionnégative(densitéinsuﬃsante) (b)Pressionpositive(densitétropélevée)
Figure3.2–Comportementdelaforcedepression
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3.1.4 L’estimationdelaviscosité
C’estlaviscositéduﬂuidequiassure,parl’intermédiairedelaforcedefriction
quis’exerceentrelesdiﬀérentescouchesduﬂuide,letransportdiﬀusifdelaquan-
titédemouvement.Laviscositépeuts’interprétercommeunediﬀusiondequantité
demouvementcommeonpeutleconstateraveclaprésenceduLaplaciendansles
équationsdeNavier-Stokes.Lecoeﬃcientcaractérisantcetaspectdiﬀusifestleco-
eﬃcientdeviscositédynamiqueµ.Ilcaractérisel’aptitudeduﬂuideàs’écoulerde
façonvisqueuseets’exprimeenpascal·seconde(Pa·s).
Onpeutdécrirelaviscositéensuivantl’équationdeNavier-Stokes[MCG03]ou
encoreutiliseruntermededissipationartiﬁcielappeléviscositéartiﬁciele,comme
proposépar[Mon92,Mon94]etappliquéauseindessimulations[BT07,SP09].
L’approximationdelaviscositéselon Matthias Müler[MCG03]
Enpartantdel’approximationduLaplacienobtenueparColin,EglietLin[CEL06]
àl’aidedel’usagedoubledelaformulationdiﬀérentieledugradient(cf.sous-sectionA.1.6
pourplusdedétails),ona:
∇2fi=1ρi
n
j=1
mj(fj−fi)∇2W(ri−rj,h)−2ρi∇W(ri−rj,h)·∇ρi . (3.20)
Deplus,ρiestcenséêtreégalàρ0entouttemps(sionconsidèreleﬂuidein-
compressible).ρiestidéalementunefonctionconstanteetdonc∇ρi=0.Cecinous
permetd’écrirel’équation(3.20)delafaçonsuivante:
µ
ρ∇
2v
i
=µρ2i
n
j=1
mj(vj−vi)∇2W(ri−rj,h). (3.21)
MathiasMülerdécritdonclaviscositéàpartirdel’équation(3.21):
µ
ρ∇
2v
i
=µρi
n
j=1
mj
ρj(vj−vi)∇
2W(ri−rj,h), (3.22)
oùµestuneconstanteappliquéeàchaqueparticule,constantedéﬁnieparl’utilisateur
auseindelasimulationaﬁndefourniruneﬀetvisuelplusoumoinsvisqueux.
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Remarque
Laformulationetl’usageduLaplaciendunoyaudanslebutd’estimerlavis-
cositépeutconduireàdeserreurs.LaformeduLaplacienesttrès(trop)sensible
àl’organisationetaupositionnementdesparticules.Pourplusd’informationssur
leserreursd’interpolationdusecondordreauseindelaméthodeSPH,seréférer
auxécritsdeMonaghan[Mon05].Pourpaliercettelacune,Mülerutiliseunnoyau
quinesatisfaitpascertainesconditions(mathématiques)essentieles(noyauVisco-
sitysous-section2.3.4),maisquirespectel’interprétationphysiquedelaviscosité.De
nombreuxautresauteursproposentetutilisentuneestimationdelaviscositéàl’aide
d’uneviscositéartiﬁcielequipermetdeconserveretd’utiliserdesnoyauxrespectant
lesconditionsd’approximations.
Viscositéartiﬁciele
Commedansdenombreusesméthodesnumériques,uneviscositéartiﬁcielepeut
êtreajoutéeaumodèlenon-visqueuxdel’équationd’Euler.Cetteviscositéartiﬁciele,
désignéeparleterme«ArtiﬁcialViscosity»(AV)enanglaisetnotéeΠs’inscritdirec-
tementdansl’équationdeconservationdumouvementd’Euler(etnonNavier-Stokes).
C’estuntermedestabilisationdescalculs,utiliséauseindeméthodeseulérienneset
introduitauseindesméthodesSPHparMonaghan([MG83]et[Mon85])pouréviter
l’interpénétrationdesparticules(visiblesurlaﬁgure3.3)lorsducalculdephénomènes
dechocs.
Dvi
Dt =g−
1
ρi∇pi+


nj=1mjΠij∇W(rij,h) sivij·rij<0,
0 sivij·rij 0. (3.23)
AinsiMonaghanproposedeprendreuneformesymétrique,inspiréedesdiﬀérences
ﬁnies.Onpeutdémontrer[Mon05]quevij·rij>0estéquivalentà∇·v>0.En
utilisantl’équationdel’estimationdeladivergenceSPH(2.26)etladéﬁnitiondu
gradientdunoyau(2.23),leproduitscalairevij·rijreproduitlecomportementde
ladivergencedanslecasdesméthodesparticulaires(avecvij=vi−vj).Surla
ﬁgure3.3,onconstatecommentl’équation(3.23)estappliquée.
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(a)Divergencepositive (b)Divergencenégative
Figure3.3–Comportementdeladivergenceàl’aidedeparticules
Πijestdéﬁnidelamanièresuivante:
Πij=ν vij·rijrij2+ h2 , (3.24)
oùh2,avec=0.01,placéaudénominateurapourbutd’éviterqueΠijsoitindéﬁni,
quandrij=0.Ceciarrivequanddeuxparticulessonttropprochesl’unedel’autre.
Laviscositécinématique(ν=µρ)s’écritdelafaçonsuivante:
ν=2αAVhvijρi+ρj , (3.25)
αAV déﬁnitl’inﬂuencedecetteviscositéartiﬁciele.Pournepasintroduiretropdedis-
sipation,savaleurestgénéralementchoisie:0.02≤αAV ≤0.5.SelonMonaghancette
approximationdelaviscositéconservel’aspectlinéaireetangulairedelaconservation
dumouvement.
Viscositéartiﬁcieleréaliste
Ens’inspirantd’uneexpressionSPHmodélisantlaconductionthermique,Morris
danssonarticle[MFZ97],appliqueleprincipedeviscositéartiﬁcieledeMonaghan,
avecuneviscositédynamique(µ)propreàchaqueparticule:
1
ρ∇·µ∇ v i
=
n
j=1
mj(µi+µj)rij·∇Wij
ρiρj r2ij+ h2
vij. (3.26)
43
3.1.Résolutiondeséquationsdeladynamiquedesfluides
Cettenouveleformulationdelaviscositéartiﬁcieleconserveparfaitementl’aspect
linéaireetangulairedelaconservationdumouvement.Plusréaliste,cettenouvele
viscositéestmieuxadaptéeauxécoulementsdeﬂuideàfaiblenombreReynoldsdit
laminaire(trèspeuturbulents,nombreReynoldsinférieurà2000)commel’aremarqué
Morris.L’apportdecetteformeparrapportàceledeMonaghanestdeprojeterles
composantesscalairesdevsurlenoyau,etnonlevecteur.Legainenprécisionsur
ladispositioninitialeestdoncsensible.Parabusdelangagecettenouveleviscosité
estappeléeviscositélaminaire(«laminarviscosity»enanglais)pourdiﬀérencierla
viscositéartiﬁcielede Monaghan,decelede Morris,carlesdeuxreposentsurle
mêmeprincipe.
Remarque
L’usaged’uneviscositéartiﬁcieleoulaminairepermetdoncd’obtenir,enune
seuleétapedecalcul,lavaleurdugradientdelapressionetuntermededissipation
(viscosité)caronutiliselemêmegradientdunoyaupourestimerlesdeux.Cecipermet
d’accroîtrelesperformancesdecalcul.
3.1.5 LacorrectionXSPH
Initialementproposéepar Monaghan[Mon89],cettetechniqueestplussouvent
utiliséeaﬁndemodéliserdesécoulementsàgrandevitesseconsidéréscommeturbu-
lents(nombredeReynoldssuﬃsammentélevéentre2000et3000).
v∗i=vi+αXSPH
n
j=1
mj
ρj+ρi(vj−vi)W(ri−rj,h) (3.27)
Celaapoureﬀetd’éviterl’inter-pénétrationcarcettecorrectionpermetdemain-
tenirunebonnerépartitiondesparticules.Lavitesseétantdiﬀuséedanslevoisinage
dechaqueparticule,celes-ciconserventeﬀectivementunerépartitionplusordonnée
(ﬁgure3.4).Cettevitessecorrigéepeutêtreégalementemployéeauseindel’équa-
tiondeconservationdelamasse(3.9).Attentionànepasutilisercettetechnique
auseind’unmodèlequicontientuneviscositéartiﬁcieleoulaminairesouspeine
d’ajouterunedissipationtropforteduchampvectorieldesvitesses.Leparamètre
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αXSPH déﬁnitl’intensitédelacorrection,ilestcourammentﬁxédefaçonsimilaire
àαAV.Cettecorrectionrajouteuncaractèrediﬀusauxvélocitésobtenuescequise
rapprochedel’interprétationphysiquedelaviscosité.Cettecorrectionestutilisée
danslessimulationsde[SB12]et[MM13].
(a)Avantapplicationdelaforcedeviscosité(b)Aprèsapplicationdelaforcedeviscosité
Figure3.4–Comportementdelaviscosité(correctionXSPH)
3.2 Tensiondesurface
Àlasurfaced’unmilieuliquideouàl’interfaceentredeuxmilieuxdenses,la
matièren’estpas,localement,rigoureusementdanslemêmeétat.Danslebutde
réaliserunesimulationditmultiphasiqueousimplementàsurfacelibre,ilestimpor-
tantdeprendreencomptelatensiondesurfacesouventappeléetensionsuperﬁciele.
Latensiondesurfaceestsymboliséeparuneforcesupplémentaireauxéquationsde
Euler/Navier-Stokes.Cetteforceestnaturelementcalculéeàpartirdelacourbure
localedelasurface(visibledanslaﬁgure3.5),àl’aided’uneévaluationSPHs’ap-
puyantsurlaprésencedesparticules.Cettetensionestiméecorrespondauxforces
quis’exercentàl’interfaceduﬂuide.Quandlesmoléculesdeﬂuidessontensurface,
elessontattiréesparlesmoléculesaudessousetcelesàcoté,maispasparceles
extérieures.Larésultanteestuneforcedirigéeversl’intérieurduﬂuide.Decette
manière,lacohésionentremolécules,engendreuneforcetangenteàlasurface.La
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méthodeutiliséeestbaséesurl’articledeMüler[MCG03]quireprésenteunmodèle
macroscopiquedelatensiondesurface.
(a)Avantapplicationdelaforcedesurface (b)Aprèsapplicationdelaforcedesurface
Figure3.5–Comportementdelatensionsuperﬁciele
Ilestimportantderappelerquenoussouhaitonsreprésenteruneforceauseinde
l’équation(3.2)pourchaqueparticule:
fsurfacei =F
surface
i
ρi . (3.28)
oùfsurfacei représentelaforcedesurfaceparunitédemasse(accélérationenm·s−2).
Danslebutderechercherlasurfaceduﬂuideaﬁnd’yappliquerlaforcedesurface,
lemodèlemacroscopique,égalementappelécommunémentlemodèledelaforcede
surfacecontinue,estbaséesurunchampdecouleurc(«colorﬁeld»enanglais).Le
champdecouleuràl’imagedesméthodederéglagedeniveau[FF01,LSSF06](«level
sets»enanglais),estunefonctiondéﬁnieavecc=1auxendroitsoùilyaprésencede
particulesetc=0aileurs.DanslaformulationSPHlechampdecouleurestdéﬁnit
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pouruneparticuleidelamanièresuivante:
ci=c(ri),
=
n
j=1
cjmjρjWij, (3.29)
=
n
j=1
mj
ρjWij.
Ladirectiondugradientcorrespondàceleduvecteurnormalàlasurfacepointant
versl’intérieurduﬂuide.Onobtientàl’aidede(3.30)lanormaleduﬂuide,considérée
commelanormalenidechaqueparticulei.
ni=∇ci=
n
j=1
mj
ρj∇Wij (3.30)
LadivergencedugradientautrementditleLaplaciendecechampdecouleurpermet
demesurerlacourburekdelasurface:
k=−∇·nini =
−∇2ci
ni . (3.31)
Ilestimportantd’obtenirpourladéﬁnitiondecetteforcelesignecorrect,c’està
direunecourburepositivepourlesvolumesconvexes.Pourcelalesignenégatifest
introduitauseindel’équation(3.31).Müler[MCG03]déﬁnitlaforcedesurface:
Fsurfacei =ϕkni=−ϕ∇2cinini, (3.32)
oùϕestuneconstantedéﬁnieparl’utilisateur.Mülerdécidededistribuerlaforce
desurfaceentrelesparticulesàproximitédelasurfaceenmultipliantparlanormale
ni.L’évaluationdeni àdespositionsoùni disposed’unepetitevaleurcauserait
desproblèmesnumériques.Pourcela, Mülercalculelatensiondesurfacesi ni
estsupérieureàunecertainevaleurl,eleaussidéﬁnieparl’utilisateur,danslebut
d’appliquerlaforcedesurfaceseulementauxparticulesquicomposentlasurfacedu
ﬂuide(ﬁgure3.6).
ni ≤l. (3.33)
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Figure3.6–Tensionsuperﬁcielepourunegouttedeﬂuide
Cependant,ilexistedanslalittérature[BT07]uneautredescriptiondesforcesde
surfaceàl’aided’unmodèleditmicroscopique.Cemodèleserapprochedel’aspect
particulaireduﬂuide,ilconsidèredesforcesdecohésionentrelesparticulesetce,
aﬁnd’imiterlesforcesd’attractionentrelesmolécules.Contrairementaumodèle
macroscopiquequisesertduLaplacienaﬁnd’extrairelasurfacedel’ensemblede
particules,le modèle microscopiquesesertseulementdelavaleurdunoyau,car
commenousl’avonsvuprécédemmentl’approximationdelasecondedérivéeàl’aide
duLaplaciendunoyauestsusceptibledegénérerdeserreurs.Ilestpossibled’obtenir
uneforcedesurfaceàl’aided’unepressionartiﬁciele,cettepressionestdécritedans
leprochainchapitre,plusprécisémentdanslasous-section4.2.2.
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Chapitre4
Algorithmederésolutiondes
méthodesparticulairesdestinéeà
l’infographie
Danscechapitre,nousalonsdécrirel’ensembledesalgorithmesutilisésdansles
méthodesparticulaires,essentielementSPH.Dansunpremiertemps,nousalonsré-
sumerl’algorithmeditclassiquecartrèslargementutilisé.Cettepremièreapproche
permetdefournirdessimulationsdequalitéaudétrimentdutempsderendu.Ce-
pendantlesproblèmesdecompressibilitéduﬂuidenesontpastotalementrésoluset
nécessitentunpasdetempstrèspetit.Ensuitenousverronslesalgorithmesditsitéra-
tifsqui,àl’aidedesous-étapesdecalcul,renforcentl’incompressibilitéetpermettent
demeileuresperformancesenutilisantdespasdetempssigniﬁcativementplusgrands
queceuxutilisésdansl’algorithmeclassique.Commepourlechapitre3,avantdelire
cequisuit,ilestimportantdeprendreconnaissanceducontenudel’annexeB.
4.1 Algorithmeditclassique
L’algorithme4.1estutilisédanslessimulations[MCG03,BT07].Ilestrelative-
mentsimplecarseulement4bouclessuﬃsentàréaliserl’ensembledelasimulation.
Lesméthodesderecherchedevoisinagessonttrèsimportantes.Chaqueapproxima-
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Entrées:Unensembledeparticulesiautempst
Sorties:Unensembledeparticulesiautempst+1
1pourchaqueparticuleifaire
2 RechercherlevoisinagealorsnotéNi(t)
3ﬁn
4pourchaqueparticuleifaire
5 Calculerρi(t)àl’aidedeNi(t)
6 Calculerpi(t)
7ﬁn
8pourchaqueparticuleifaire
9 Calculerlegradientdelapression− 1ρi(t)∇pi(t)àl’aidedeNi(t)
10 Calculerlesforcesextérieures(gravitéetsurface)
11 Calculerlaviscosité(artiﬁcieleounon)àl’aidedeNi(t)
12ﬁn
13pourchaqueparticuleifaire
14 Mettreàjourlavitessevi(t+1)
15 Mettreàjourlapositionri(t+1)
16 Gérerlescaslimites(frontières)
17ﬁn
Algorithme4.1:BoucledesimulationSPH/WCSPH
tionSPHnécessitedeconnaîtrelevoisinagedeparticulesNi(t)situéesàunedistance
euclidienneinférieureouégaleausupportdunoyau(hou2hsuivantlafonctionnoyau
employée).Lefaitdeconnaîtrelevoisinageaupréalablenousévited’itérerdouble-
mentsurl’ensembledesparticules.Diﬀérentesméthodesd’optimisationderecherche
devoisinageexistent,cesméthodessontdécritesdanslasous-section6.3.3.
L’obtentiondeladensitépeutsefaireàl’aidedelasommationSPH(3.4)mais
elepeutégalementsefaireàl’aidedel’équationdeconservationdelamasse(3.9).La
ﬁgure4.1metenperspectiveladiﬀérencedecompressibilitéentreunesimulationSPH
utilisantlasommationSPHetl’équationdesgazparfaits(3.13)pourl’obtentionde
pietunesimulationdetypeWCSPHutilisantl’équationdeconservationdelamasse
etl’équationdesTait(3.14).Toutefoisuneapprochedetypefaiblementcompressible
nécessiteunpluspetitpasdetempsaﬁnderespecterlescritèresdestabilitédetype
CFLdécritsdansl’annexeB.
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(a)Simulationbaséesur[MCG03]detypeSPHfortementcompressibleavec∆t=0.0001
(b)Simulationbaséesur[BT07]detypeWCSPHfaiblementcompressibleavec∆t=0.00001
Figure4.1–IlustrationsàdiﬀérentstempstdessimulationsSPHet WCSPH
L’ensembledesforcescalculéespermetdemettreàjourl’accélérationselonl’équa-
tion(3.2)etainsilaposition,lavitessedechaqueparticule.Lesméthodesd’intégra-
tionsnumériquessontdécritesdansl’annexeB,plusprécisémentdanslasectionB.2.
Ilconvientdejudicieusementchoisirleschémanumériqued’intégrationpourobtenir
nosrésultats,lavitessepourl’équationdeconservationdumouvementouencorela
densitépourlaconservationdelamasseetceaﬁndeconserverunboncompromis
entrelasimulationetlesperformancesderendu.
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4.2 Algorithmedititératif
4.2.1 SimulationSPHincompressible,préditeetcorrective
«Predictive-CorrectiveIncompressibleSPH»(PCISPH)enanglais[SP09]estun
despremiersalgorithmesderésolutiondeséquationsdeladynamiquedesﬂuidesde
manièreitérative.Celui-cipermetderésoudrelesproblèmesd’incompressibilitéet
dedisposerd’unpasdetempsraisonnableaﬁndefournirunesimulationdeﬂuide
eﬃcace.Pourmieuxlecomprendrenousalonsendécrirelesétapesclés.
Onnoteρ∗(t+1)ladensitéintermédiaireprédite,ladensitéobtenueàl’aidedes
valeursdepostionsintermédiairesr∗:
ρ∗i(t+1)=
n
j=1
mjW(r∗i(t+1)−r∗j(t+1),h), (4.1)
=
n
j=1
mjW(r∗i(t)+∆r∗i(t)−r∗j(t)−∆r∗j(t),h), (4.2)
=
n
j=1
mjW(r∗ij(t)+∆r∗ij(t),h). (4.3)
Enappliquantl’approximationdeTaylordupremierordreetenconsidérant∆r∗ij(t)
suﬃsammentpetit.Ona:
ρ∗i(t+1)=ρ∗i(t)+∆ρ∗i(t). (4.4)
Parlasuiteons’intéresseàlaforcedepression,enutilisantlegradientsymétrique
(3.19).Lesauteurs,SolenthaleretPajarola[SP09]calculentlapressiondelamanière
suivante(4.5).Lapressionestobtenueendérivantl’expressiondelaforcedepression
aﬁnd’obtenirunepressionenadéquationavecladensitécibleρ0.Onrajouteàla
pressionpi(t),unefonctiondeρ∗erri(t+1)susceptibledecorrigerlapressionausein
ducalculdelaligne20del’algorithme4.2.L’équationutilisée(4.7)serapprochede
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l’équationd’étatdesgazparfaits(3.13)oùk=1.
pi(t)=pi(t)+fρ∗erri(t+1) , (4.5)
fρ∗erri(t+1) =δρ∗erri(t+1), (4.6)
ρ∗erri(t+1)=ρ∗i(t+1)−ρ0, (4.7)
avecδquivaut:
δ=− ρ
20
2∆t2m2i − nj=1∇Wij· nj=1∇Wij− nj=1(∇Wij·∇Wij)
. (4.8)
Pourplusdedétailssurl’obtentiondeδ,seréférerdirectementàl’article[SP09].
Onretrouvel’ensembledescalculsdansl’algorithme4.2.Laparticularitédecetal-
gorithmeestquelecalculdelapressionsefaitdemanièreadditive.Decettefaçon,
onobtientuneforcedepressioncorrigéeaﬁndepermettreàρi(t+1)deconverger
versladensitéaureposduﬂuideρ0etdoncderenforcerl’incompressibilité.Nous
décidonsdeprédirel’évolutiondelaparticulepourendéduiresadensitéetainsila
corrigerenitérantsurlaforcedepression.Cecipermetd’obtenirdesforcessuﬃsam-
mentfaiblesetdoncdesaccélérationsrespectantplusfacilementlesconditionsCFL,
nouspermettantd’augmentersensiblementlepasdetemps.
Cetalgorithmedisposed’uneméthodequiitèrejusqu’àuncertainnombred’étapes
IterationMinimumdéﬁniparl’utilisateur(1≤IterationMinimum≤50).Cette
méthodeitèreégalementjusqu’àcequel’erreurglobalededensité(4.9)auseindu
ﬂuidesoitinférieureàuncertainseuilηdéﬁniluiaussiparl’utilisateur(1%ou10%
parexemple).
ρerr(t+1)=
n
j=1
ρ∗erri(t+1)
n . (4.9)
53
4.2.Algorithmedititératif
Entrées:Unensembledeparticulesiautempst
Sorties:Unensembledeparticulesiautempst+1
1 pourchaqueparticuleifaire
2 RechercherlevoisinagealorsnotéNi(t)
3 ﬁn
4 pourchaqueparticuleifaire
5 Calculerρi(t)
6 Calculerlaviscosité(artiﬁcieleounon)etlesforcesdegravité
7 Initialiserpi(t)=0
8 ﬁn
9 tantqueρerr(t+1)>η iter<IterationMinimumfaire
10 pourchaqueparticuleifaire
11 Prédirelavitessev∗i(t+1)
12 Prédirelapositionr∗i(t+1)
13 ﬁn
14 pourchaqueparticuleifaire
15 Prédireladensitéρ∗i(t+1)àl’aideder∗i(t+1)
16 Calculerl’erreurdedensitéρ∗erri(t+1)
17 Mettreàjourlapressionpi(t)=pi(t)+fρ∗erri(t+1)
18 ﬁn
19 pourchaqueparticuleifaire
20 Calculerlegradientdelapression− 1ρi(t)∗∇pi(t)
21 ﬁn
22 Calculerρerr(t+1)
23 iter=iter+1
24 ﬁn
25 pourchaqueparticuleifaire
26 Mettreàjourlavitessevi(t+1)etlapositionri(t+1)
27 Gérerlescaslimites(frontières)
28 ﬁn
Algorithme4.2:BoucledesimulationPCISPH
Cependant,cetalgorithmecomporteundésavantage.Ilsesituedanslarecherche
devoisinage.Eneﬀetladensitépréditeρ∗i(t+1),estcalculéeàl’aideduvoisinage
déﬁnidurantl’étapet,Ni(t),cequiaugmenteletauxd’erreurdesestimationsde
ladensitépréditeetainsidelapression.Pourdesraisonsd’eﬃcacité,lesauteurs,
SolenthaleretPajarolaréutilisentlemêmevoisinage.
54
4.2.Algorithmedititératif
4.2.2 Simulationdeﬂuidebaséesurlaposition
Lasimulationdeﬂuidebaséesurlaposition(«PositionBasedFluids»enanglais)
[MM13]estunmoyendesimulerdesliquides,suiteauxécritsdeMülersurlady-
namiquebaséesurlaposition[MHHR07](«PositionBasedDynamics»enanglais).
PositionBasedDynamics(PBD)disposed’algorithmesetdeprincipesquisontutilisés
pourlasimulationdevêtementsdéformablesdansleSDK(«SoftwareDevelopment
Kit»enanglais)PhysXdeNvidia.SurleprincipeitératifdePBD,lasimulationde
ﬂuidebaséesurlaposition(PBF)peutmaintenirl’incompressibilitépluseﬃcacement
quel’algorithmeclassiqueSPH.L’algorithme4.3esttrèssimilaireàceluidécritprécé-
demment.Ilaégalementuntermedepressionartiﬁcielequiamélioreladistribution
desparticulesetcréedeseﬀetsdetension,permettantunequalitédesurfacedeﬂuide
supérieure.
MilesMacklin[MHHR07]considèrelamêmemassemipourchaqueparticuleet
déﬁnitunecontraintededensitésurlapositiondechaqueparticuledelamanière
suivante:
Ci(r1,...,rn)=ρiρ0−1. (4.10)
Àl’imagedel’équationdeTait(3.14)oùB=1etγ=1,cettecontraintenousfournit
unepseudo-pressionrelative.Parlasuite,cettecontraintedoitrespecterl’équation
suivante(4.11).Peuimportelavariationdespositionsdesparticulesi,laconservation
delamasse,enl’occurrencelavariationdeladensitédechaqueparticule,doitêtre
constante:
Ci(r+∆r)=0. (4.11)
LaméthodedeNewton-Raphsonpermetderésoudreleséquationsdelaformef(x)=
0entrouvantlesvaleursdexpourlesquelesl’égalitéestvalable.Enappliquantla
méthodedeNewton-Raphson,lesauteursMacklinetMülerdécriventlesrelations
suivantes:
∆r≈∇C(r)λ, (4.12)
Ci(r+∆r)≈C(r)+∇C·∆r=0, (4.13)
≈C(r)+∇C·∇C(r)λ=0. (4.14)
55
4.2.Algorithmedititératif
Entrées:Unensembledeparticulesiautempst
Sorties:Unensembledeparticulesiautempst+1
1 pourchaqueparticuleifaire
2 Calculerlavitesseintermédiairev∗i(t)(aveclaforcedegravité)etlapositionintermédiairer∗i(t)
3 ﬁn
4 pourchaqueparticuleifaire
5 RechercherlevoisinagealorsnotéN∗i(t)àl’aideder∗i(t)
6 ﬁn
7 tantqueiter<IterationMinimumfaire
8 pourchaqueparticuleifaire
9 Calculerladensitéintermédiaireρ∗i(t)
10 Calculerλiàl’aideder∗i(t)etρ∗i(t)
11 ﬁn
12 pourchaqueparticuleifaire
13 Calculerlavariationdeposition∆r∗i
14 Gérerlescaslimites(frontières)
15 ﬁn
16 pourchaqueparticuleifaire
17 Prédirelaprochainepositionr∗i(t+1)=r∗i(t)+∆r∗i
18 ﬁn
19 iter=iter+1
20 ﬁn
21 pourchaqueparticuleifaire
22 Mettreàjourlavitessevi(t+1)= 1∆t(r∗i(t+1)−ri(t))
23 AppliquerlacorrectionXSPH
24 Mettreàjourlapositionri(t+1)=r∗i(t+1)
25 ﬁn
Algorithme4.3:Boucledesimulationdeﬂuidebaséesurlaposition
EnutilisantlasommationSPHsurlegradientd’unefonctiononobtientlegradient
delacontrainte(4.11)pouruneparticulek:
∇rkCi= 1ρ0
n
j=1
∇rkW(ri−rj,h). (4.15)
Cetteéquationnousfournitdeuxpossibilités,ennousappuyantsurlasymétriedu
gradientdunoyauSPH:
∇rkCi= 1ρ0


nj=1∇rkW(ri−rj,h) sik=i,
−∇rkW(ri−rj,h) sik=j.
(4.16)
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Enintégrantlesrésultatsprécédentsdansl’équation(4.14),onpeutdonctrèsfacile-
mentobtenirλi:
λi=−Ci(r1,...,rn)
k∇rkCi 2, (4.17)
etdéﬁnirlavariationdepositionquisatisfaitl’équation(4.11):
∆ri= 1ρ0
n
j=1
(λi+λj)∇W(ri−rj,h). (4.18)
Cettedernièreéquation(4.18)peutparaîtrecomplexe,cependantils’agitseulement
d’estimerunevariationdepositiondelamêmemanièrequelecalculdeforcede
pression(enutilisantlegradientsymétrique(3.19)):
∆ri=
n
j=1
mj pjβj+
pi
βi ∇W(ri−rj,h), (4.19)
oùβjetβireprésententrespectivementunefonctiondeλietλj.Cetteméthode
itèredefaçonsimilaireàl’algorithme4.2saufpourlecalculdel’erreurglobalede
densité.L’utilisateurdéﬁnitlenombred’itérationsminimumenfonctiondelasimu-
lation,turbulenteounon.CependantPBFfournitunesolutionauprincipalproblème
derecherchedevoisinagedePCISPH.Ilcalcullevoisinageàl’aided’uneposition
intermédiairer∗i.
Lapressionartiﬁcieleutiliséeestcelede Monaghan[Mon00],quipermetde
résoudrelesproblèmesdel’estimationdugradientdanslecasoùunnombreinsuﬃsant
departiculessontproches.Clavet[CBP05]utiliseunesecondepression«proche»pour
conserverunebonnecohésiondesparticulestoutenfacilitantl’estimationdugradient
delapression.Aﬁnd’éviterlesvaleursnégativesdelapression,MilesMacklinrajoute
unepressionartiﬁcieleauseinducalculdelavariationdeposition:
∆ri= 1ρ0
n
j=1
(λi+λj+partificiele)∇W(ri−rj,h), (4.20)
oùpartificieleest:
partificiele=−τ W(ri−rj,h)W(h,h)
σ
. (4.21)
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Auseindenossimulations(visiblessurlaﬁgure4.2)endeuxdimensions,nous
avonsτ=0.0000008,=0.2etσ=4quisemblenousfournirdetrèsbonsrésultats.
Lesauteursfournissentd’autresconstantesàutiliserentroisdimensions.
Figure4.2–IlustrationsàdiﬀérentstempstdessimulationsPBFavec∆t=0.01
Cetteapprochenouspermetd’obtenirunesimulationtrèsfaiblementcompressible
voireincompressibleavecunpasdetempsrelativementgrand(ﬁgure4.2)pourdes
résultatssimilaireàlaﬁgure4.1.
4.3 Rendementetdiscussion
4.3.1 Rendement
Lerendementdesalgorithmesitératifsestgénéralementcaractériséparlepasde
tempsmaximalpossibleetlenombred’itérationsrequispouruneerreurdedensité
spéciﬁée.SolenthaleretPajarola[SP09]montrentquePCISPHpermetd’obtenirun
pasdetempsquiestjusqu’àdeuxfoisplusgrandqueceluiutiliséauseindesi-
mulationsSPHfaiblementcompressibles[BT07](algorithmeclassique).Lenombre
moyend’itérationsestcomprisentretroisetcinqpourdeserreursglobalesdedensité
comprisesen1%et10%pourdessimulationsdetypebrisdebarrage(ﬁgure4.1-
ﬁgure4.2-ﬁgure6.8).PBFtolèredespasdetempsplusimportants,cependantcet
algorithmenécessiteplusd’itérations,résultantenuneperformanceglobalesimilaire.
Toutefois,commeindiquédans[MM13]uneanalyseapprofondiedesperformancesdes
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lementdéﬁnirdesconstantesprochesdelaphysique?Unquestionnementauqueltrès
peud’articlespeuventrépondreparmanqued’explicationduraisonnementoupar
manquededétailsquantauxconstantesutilisées.Ilseraitintéressantderéaliserune
analysedesconstantesoptimales.
60
Chapitre5
Animationlagrangienneàl’aide
desnoyauxconstantsparmorceaux
Auseindecechapitre,nousproposonsd’apporteruneutilisationdesnoyaux
constantsparmorceaux,développésparJean-MarcBeley,PhilippeBeley,Fabrice
ColinetRichardEgli[BBCE09].Aprèsunedescriptionenunedimensiondeces
noyauxetdeleursusages[BBCE09],nousappliquonscesnoyauxendeuxdimensions
dansuneapprochelagrangienneencomparaisonaveclesméthodesSPHclassiques.
Laméthodeestbaséesurunerésolutionmatriciele[CESM11]d’unsystèmelinéaire,
nousutilisonségalementuneapprochedeprogrammationlinéaire,permettantde
fournirdesrésultatsencourageantspouruneéventueleutilisationdansdesméthodes
eulériennes.
5.1 Déﬁnitiondesnoyauxconstantsparmorceaux
enunedimension
Danscemémoirenousutiliseronstroisnoyauxdiscontinus(ﬁgure5.1)précédem-
mentutiliséspar[BBCE09,CESM11,Sam14].Cesnoyauxserontemployéspoures-
timerunefonctiondemêmequesespremièresetsecondesdérivées.L’idéeàl’origine
delanotiondesnoyauxconstantsparmorceauxestlamêmequepourlesnoyaux
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SPH.Eneﬀet,cesnoyauxdécritsplusloin,respectentlesmêmesconditionsqueles
noyauxSPHausensdesdistributions.CommelesnoyauxSPH,ilsobéissentàcer-
tainesconditionsdereproductiondesfonctionspolynomialesjusqu’àundegrédonné.
Poursimpliﬁerlacompréhension,nousutilisonslanotationprécédemmentintroduite
dans[CESM11,Sam14].Disposantd’unsupportdenoyauh,lepremiernoyau(
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conde
Figure5.1–Graphedunoyauconstantparmorceaux,δcstpm(x,h)pourh=1
gure5.1a),quenousdénoteronsδcstpm(x,h)pourh>0,estdéﬁnipar:
δcstpm(x,h)=


1
2h si−h≤x≤h,
0 sinon. (5.1)
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Ledeuxièmenoyau(ﬁgure5.1b)représentelapremièredérivéeausensdesdérivées
faiblesdunoyauδcstpm(x,h).Pourcelailestnotéδ(1)cstpmetestdéﬁnipar:
δ(1)cstpm(x,h)=


1
h2 si−h≤x≤0,
−1h2 si0≤x≤h,
0 sinon.
(5.2)
Etlederniernoyau(ﬁgure5.1c),notéδ(2)cstpm:
δ(2)cstpm(x,h)=


4
h3 si−h2≤x≤h,
−4h3 si0≤x≤h2,
0 sinon.
(5.3)
Ilsserontutilisés,respectivement,pourestimerlafonctionfetsesdeuxpremières
dérivéesenunpoint,enl’occurrencelapositiond’uneparticule.Àladiﬀérencedes
noyauxSPHoùladérivationdirectedunoyaupermetd’obtenirunnoyaupourl’ap-
proximationdesdérivéesd’unefonction,ondéﬁniticiunnoyaupourchacunedes
dérivées.Leurusageenunedimensionn’estplusàdémontrer,dans[BBCE09],les
auteursdécriventlaprécisiondel’estimationdesnoyauxCSTPM(constantsparmor-
ceaux)etprouventquejustementcesnoyauxsontpluspréciscomparésauxrésultats
obtenusaveclenoyau«Poly6».
Noussouligneronsauseindecechapitre,lacapacitédesnoyauxaudécentrage
ainsiqueleurutilisationdanslecasd’unesimulationlagrangienne.
5.2 Déﬁnitiondesnoyauxconstantsparmorceaux
endeuxdimensions
5.2.1 Déﬁnitiondesnoyauxconstantsparmorceauxendeux
dimensions
Lesnoyauxprécédentspermettentd’eﬀectuerdesapproximationsselonuneseule
dimension.Dans[CESM11],Colin,EglietSerghinigénéralisentàplusieursdimensions
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l’usagedecesnoyaux.Ilsuﬃtd’eﬀectuerleproduitdedeuxnoyauxenunedimension
pourobtenirlenoyausouhaitéendeuxdimensions.Soitr=[x,y]T,onsouhaite
estimerlafonctionetsesdérivéesenxetenyjusqu’ausecondordre.
Wcstpm:=δcstpm(x)δcstpm(y),
∂Wcstpm/∂x:=δ(1)cstpm(x)δcstpm(y),
∂Wcstpm/∂y:=δ(1)cstpm(y)δcstpm(x),
∂2Wcstpm/∂x2:=δ(2)cstpm(x)δcstpm(y),
∂2Wcstpm/∂y2:=δ(2)cstpm(y)δcstpm(x),
avec∂Wcstpm/∂xladérivéepremièreenx,∂Wcstpm/∂yladérivéepremièreenyainsi
que∂2Wcstpm/∂x2ladérivéesecondeenxet∂2Wcstpm/∂y2ladérivéesecondeeny.
Enutilisantlesconditionsd’interpolationsetledéveloppementensériedeTayloren
plusieursdimensions,Colin,EglietSerghini[CESM11]montrentquelesordresde
convergencesontdel’ordredeO(h)pourlapremièredérivée.L’ordredeconvergence
estl’erreurrelativedécritedanslechapitre2.Cesnoyauxsontplusprécisqueles
noyauxSPHaumomentdel’évaluationnumériquedesintégralesdesproduitsde
convolution.
5.2.2 Usagedesnoyauxconstantsparmorceauxendeuxdi-
mensions
Àpartirduprincipedesméthodesparticulairesetdesconditionsd’interpolations
desnoyaux,onpeut,pouruneparticuleisurunvoisinagejdenparticules,évaluer
ladérivéek-ièmedefàl’aidedesnoyauxCSTPM(constantsparmorceaux)endeux
dimensions.Colin,EglietSerghini[CESM11]proposentuneméthodeévaluantdes
poidscorrespondantàchaquenoyauauvoisinaged’unpoint:
f(k)(ri) ≈
ˆ
Ω
f(rj)W(k)i,jdΩ≈
n
j=1
f(rj)w(k)i,j (5.4)
oùw(k)i,jreprésentelespoidsquipermettentd’évaluerladérivéek-ième,etW(k)i,j re-
présenteladérivéek-ièmedunoyau.
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Pourcela,onconstruitlesmatricesderésolutionM delafaçonsuivante:
M(0,1) =


1 1 .. 1
x1−xi x2−xi .. xn−xi
y1−yi y2−yi .. yn−yi

; (5.5)
M(2) =


1 1 .. 1
x1−xi x2−xi .. xn−xi
y1−yi y2−yi .. yn−yi
(x1−xi)(y1−yi)(x2−xi)(y2−yi)..(xn−xi)(yn−yi)
(x1−xi)2 (x2−xi)2 .. (xn−xi)2
(y1−yi)2 (y2−yi)2 .. (yn−yi)2


. (5.6)
AvecM(0,1)lamatriceMutiliséepourestimerlafonctionainsiquesapremièredérivée
enxietenyi.M(2)estlamatriceutiliséepourestimerlasecondedérivéeenxieten
yi.Lebutestd’obtenirl’ensembledespoidsw(k)i,jquivontnouspermettred’estimerla
fonctionetsesdérivéesk-ième.OnnoteradoncWcstpmlevecteurcontenantlespoids
pourl’estimationdelafonction,∂Wcstpm/∂xpourl’estimationdelapremièredérivée
enxidelafonctionet∂2Wcstpm/∂x2pourl’estimationdelasecondedérivéeenxi:
Wcstpm=


w(0)i,1
w(0)i,2
..
w(0)i,n


; (5.7a)
∂Wcstpm/∂x=


w(1)i,1
w(1)i,2
..
w(1)i,n


; ∂Wcstpm/∂y =


w(1)i,1
w(1)i,2
..
w(1)i,n


; (5.7b,c)
∂2Wcstpm/∂x2=


w(2)i,1
w(2)i,2
..
w(2)i,n


; ∂2Wcstpm/∂y2=


w(2)i,1
w(2)i,2
..
w(2)i,n


. (5.7d,e)
65
5.2.Définitiondesnoyauxconstantsparmorceauxendeuxdimensions
NouscherchonsàrésoudreunsystèmedetypeAx=boùAreprésentelamatrice
M (5.5)(5.6)etxreprésentelespoidsdéﬁnisdansleséquations(5.7).Levecteurb
permetdesatisfairelesconditionsd’interpolationdunoyauaﬁnjustementd’obtenir
l’estimationadéquatedelafonctionetdesesdérivées:
b=


1
0
0

pourWcstpmavecM(0,1); (5.8)
b=


0
1
0

pour
∂Wcstpm
∂x avecM
(0,1); b=


0
0
1

pour
∂Wcstpm
∂y avecM
(0,1);(5.9)
b=


0
0
0
0
2
0


pour∂
2Wcstpm
∂x2 avecM
(2); b=


0
0
0
0
0
2


pour∂
2Wcstpm
∂y2 avecM
(2).(5.10)
Pourplusd’informationssurlaconstitutiondesvecteursbaﬁndesatisfairelescondi-
tionsd’interpolationetdereprésentationdesfonctionspolynomiales,nousinvitons
lelecteuràseréférerà[CESM11].
Larésolutiondecessystèmespermetdoncd’attribuerdespoidsàl’ensembledes
particulesprésentesdanslevoisinaged’uneparticulepourchaquedimensionetpour
lesdérivéespremièreetseconde.Ilfautsoulignerqued’autresconditionsd’ordre
pratiquesontnécessairesaﬁnderésoudreuntelsystème.Lenombredeparticulesà
l’intérieurduvoisinage,endeuxdimensions,doitêtredetroisauminimumpourla
premièredérivéeetdesixpourlaseconde.Silenombredeparticulesàl’intérieur
dehesttropfaible,lesystèmenepossèdepasdesolutions.Évidemment,ilfaut
faireensortequelepositionnementdesparticulesàl’intérieurdunoyaupermettela
résolutiondusystème.Ilfauts’assurerquelesparticulesnesoientpastoutesalignées
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selonl’axexouy.Ilfautcependantnoterquelaprécisiondunoyaudépenddela
distancedelaparticulelapluséloignéehr´eeletnondusupporthth´eoriquevisibledans
laﬁgure5.2.
Figure5.2–SupportsdesnoyauxCSTPM
5.2.3 Comparaisonavecla méthodeSPH
Rappelssurl’approximationSPH
Apartirduprincipedel’estimationSPH,onpeutapproximeràl’aided’unesomme
ﬁnielavaleurdefenrietdesesdérivées.fpeutêtreunscalaireouunvecteuretest
déﬁniepourdesparticulesàunepositionrjendeuxoutroisdimensionsdimensions.
f(k)(ri) ≈
ˆ
Ω
f(rj)W(k)sph(ri−rj,h)dΩ≈
j
f(rj)W(k)ijVj (5.11)
Vjestlevolumeoccupéparlaparticulej.SelonlaméthodeSPHsonvolumeest
donnéparVj=mjρj oùmjestlamasseassociéeàlaparticulejetρjestladensitéde
cele-ci.hreprésentelesupportdunoyau.
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Diﬀérenceentrelesapproximations
Opérateur Déﬁnition ApproximationSPH ApproximationNoyauxdiscontinus
Gradient ∇p=


∂p
∂x
∂p
∂y

 ∇fi= nj=1mj fjρj ∇Wsph(ri−rj,h) ∇fi= nj=1fj∇Wcstpm
Divergence ∇·v=∂vx∂x+∂vy∂y ∇·fi= nj=1mj fjρj ·∇Wsph(ri−rj,h) ∇·fi= nj=1fj·∇Wcstpm
Laplacien ∇2v=∂2vx∂x2 +∂
2vy
∂y2 ∇2fi= nj=1mj fjρj ∇2Wsph(ri−rj,h) ∇2fi= nj=1fj∇2Wcstpm
Tableau5.1–Tableaurésumantlesdeuxtypesd’approximations
fiestlavaleurdelafonctionfpourlaparticulei:f(ri).Wsphn’estautrequ’unnoyau
SPH,∇Wsphsongradientet∇2WsphsonLaplacien.∇Wcstpmreprésentel’ensembledes
poidscalculés∂Wcstpm/∂xet∂Wcstpm/∂yàl’aidedesnoyauxconstantsparmorceaux
aﬁnd’estimerladérivéepremièredelafonctionfenxety.Ilestimportantdenoter
l’absencedutermed’unitédevolumeVj= mjρj danslecasd’uneapproximationà
l’aidedesnoyauxconstantsparmorceaux.Celui-ciseretrouveimplicitementinclus
auseindelavaleurdespoidsobtenuepourchaqueparticulejduvoisinage.
Pourcomprendrecommentcettevaleurseretrouveimpliciteauseinducalculde
l’approximationaveclesnouveauxnoyaux,nousalonsnousinspirerdelaméthode
dequadraturedeGauss.Dansuncasunidimensionnel,ona:
f(x) =limh→0
ˆ
Ω
f(x)W(x−x,h)dx, (5.12)
avecdxquireprésenteenSPHnotreunitédevolumeVj.Pourl’usagedesnoyaux
constantsparmorceauxona:
{f(x)}i≈
j
fjWijwij, (5.13)
avecWijquireprésentelavaleurdunoyauprésentedansladéﬁnition(5.1)etwijqui
représentenotrepasd’intégration,pourcelalorsdelaconceptiondenosmatricesM
ilestnécessaired’yinscrirelesdiﬀérencesdeposition.Parlasuite,onpose:
wij:=Wijwij. (5.14)
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Onpeutdoncseretrouveravecdesvaleursdepoidswij<0carwij,quipeutêtre
négatif,seretrouventimplicitementinclusdurantlecalculdespoids.
5.3 Usagedesnoyauxconstantspar morceauxen
deuxdimensions
Auseindecettesection,nousdécrivonscommentnousavonsappliquélaméthode
desnoyauxconstantsparmorceauxaﬁnderésoudreleséquationsdeladynamique
desﬂuides.Ilestimportantdeprendreconnaissancedelasection3.1précédente,
pouraideràlacompréhensiondelarésolutiondeséquationsdeEuler/Navier-Stokes.
5.3.1 Unepremièreapprochepoursélectionnerlessolutions
Nousdisposonsd’unsystèmed’équationlinéaireAx=bpermettantdecalculer
lespoidsdechaquevoisinstoutens’assurantdurespectdesconditionsdereproduc-
tion.Cependant,onremarquequesilenombredeparticulesdanslevoisinageest
supérieuràtroispourlapremièredérivéeousixpourlasecondedérivée,lesystème
estditsous-déterminé.Eneﬀet,ondisposed’uneinﬁnitédesolutions.Ilyatropde
poidsàattribuerettroppeudeconditions.Ilnousfautprivilégiercertainessolutions.
Nouschoisissonsparmicetteinﬁnitéselonuncritère;unpremiercritèreestlanorme
aucarré.Pourcela,Colin,EglietSerghini[CESM11]minimisentlanormeaucarré
duvecteurdepoidsxaﬁnd’obtenirunesolutionunique.
min x
2
2
sujetàAx=b
LaméthodedesmultiplicateursdeLagrangepermetjustementdetrouverles
pointsstationnaires(icilesminimums)d’unefonctiondérivableavecunetelecontrainte.
Pourcelailnousfautintégrerlesmultiplicateursauseindusystèmelinéaireàré-
soudre: 
In MT
M 0



W
λ

=

0
b

, (5.15)
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oùW estlevecteurdessolutions,contenantlespoidssouhaités.λreprésenteles
coeﬃcientsdesmultiplicateursdeLagrange.
Onseretrouvedoncàrésoudrel’ensembledeséquationssuivantes:


InW +MTλ=0,
MW =b. (5.16)
L’usagedesmultiplicateursdeLagrangenouspermetdoncd’obtenirunesolution.
Larésolutiondusystèmeestopéréeàl’aidedelafonctiondgesvfournieparLapack
[ADO92],quiréaliseunedécompositionLU.
Vériﬁcationdelarésolutionàl’aidedeLapack
Àl’imagedesrésultatsnumériquesobservésdansl’article[BBCE09],nousavons
réaliséuneétudesurlarésolutiondeLapack.NousconstruisonsuneséquencedeN
pointsavecN =2000disposésaléatoirement(avecunedistributiondeprobabilité
uniforme)dansundomaineR2avecR∈[0,1].Nousavonsﬁxélevoisinagedechaque
particulederéférence.Lebutestd’étudierl’erreurderésolutiondusystèmefournie
parLapack.L’erreurestobtenueavecAx−b,lamoyennedeserreursetl’erreur
maximumobtenuesurles2000particulessontprésentesdansletableau5.2.
Premièredérivéeenxety Deuxièmedérivéeenxety
Nombredeparticules Erreurmoyenne Erreurmaximum Erreurmoyenne Erreurmaximum
6 2,25E-17 1,78E-15 4,79E-14 2,30E-10
7 2,05E-17 1,78E-15 4,09E-16 7,11E-13
8 1,92E-17 5,55E-16 1,29E-16 6,04E-14
9 1,81E-17 4,51E-16 9,58E-17 8,53E-14
10 1,45E-17 6,11E-16 7,47E-17 1,20E-14
15 1,05E-17 6,66E-16 4,52E-17 3,11E-15
20 9,18E-18 7,77E-16 3,62E-17 3,11E-15
50 8,29E-18 1,11E-15 2,79E-17 4,00E-15
100 5,86E-18 1,15E-15 1,36E-17 4,66E-15
Tableau5.2–Testsdevériﬁcationdessolutions
Ilestimportantdenoterquedanslecadredessimulationsnousutilisonsletype
double,typeàvirguleﬂottanteàprécisiondouble.Ils’agithabituelementdutype
IEEE-75464bits.Onremarquequemêmesileniveaud’erreursrestenégligeable,il
estpréférabled’employerdessimulationsavecunnombredevoisinssupérieuràhuit.
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Pourcelanousavonsdéﬁnilavaleurdusupportdenoyau(théorique)égaleàtrois
foislavaleurdurayondelaparticule.Noussouhaitonsobtenirunvoisinagedeneuf
particulescommeonpeutleconstatersurlaﬁgure5.3.
Figure5.3–Déﬁnitiondusupportthéorique
Cemêmevoisinagefournitd’excelentsrésultatsenméthodeSPH.Nousessayons
d’obtenirdesrésultatscomparables.Lehnedoitpasêtretropgrandpourdessimu-
lationssimilairescarnousperdrionsl’avantagedel’usagedesnoyauxconstantspar
morceaux.Cependant,dansl’optiquedetoujoursrésoudrelesystème,nousaugmen-
tonstemporairementlesupportd’unnoyaupouruneparticuledonnée.
5.3.2 Casetprocéduresdevalidation
DanslebutdecomprendrelefonctionnementdesnoyauxCSTPMnousavons
développéuncaspédagogique.Ce,casvisiblesurlaﬁgure5.4,seratrèsutilepour
l’étudeducalculdespoids.Cedomainedisposeseulementde25particules.Nous
pouvonsdoncnousassurer,danslecasoùl’onsouhaitefavorisercertainesparticules
(sous-section5.4.2),delabonnedispositionetrépartitiondespoidssurlesparticules
voisines.
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Figure5.4–Présentationducaspédagogique
Noussouhaitonsfournirunesimulationsimplesanscalculsdefrontière.Nous
souhaitonségalementqueladensitéinitialeauseindudomainesoituniforme.Pour
celalaconﬁgurationgéométriquedutoreestutile(«torus»enanglais).Laﬁgure5.5
ci-aprèsdécritcommentnousavonsprocédépourréaliseruntoreavecundomaine
endeuxdimensions.Ilestimportantderappelerquedanscecadredesimulationsla
gravitén’estpasprésente:g=[0,0]T.
Figure5.5–Ilustrationdelaconceptiondutoregéométrique
5.3.3 Estimationdeladensité
Ladensitédéﬁniepouruneparticulei,notéeρiestcalculéedelamanièresuivante:
ρi=
n
j=1
ρjWcstpm, (5.17)
avecWcstpmlespoidsobtenuspourestimerlafonctionρaveclamatriceM(0,1)(5.5)et
lesconditionsdereproduction(5.8).Onretrouveuneformulationsimilaireàl’estima-
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tiondedensitédemanièreSPH(3.4).Cetteformulation(5.17)nécessited’initialiser
ladensitéaupréalable.Pourcelanousinitialisonsladensitéselon:
ρinit= K4h2, (5.18)
oùKreprésentelenombremaximaldeparticulesauseindunoyauquiestdeneuf
avecunsupportnoyaudonnéparh=0.045.Onobtientdoncunedensitéinitiale
ρinit=1111.Leprincipedel’estimationdedensitéestcommepourlaméthodeSPH,
d’observerleszonesdefortedensitéetleszonesdefaibledensité.
(a)Estimationdelafonctionde
densitéàl’aided’unnoyauSPH
(b)Estimationdelafonctionde
densitéàl’aided’unnoyauCSTPM
Figure5.6–Ilustrationdel’estimationdelafonctiondedensité
Toutefoisnousn’obtenonspaslesmêmesrésultatscomparativementàlaméthode
SPH.Eneﬀet,lafacultéaudécentragedesnoyauxconstantsparmorceauxoblige
ànedisposerquedesinformationsdéﬁniessurlesparticules(ﬁgure5.6b)alorsque
laméthodeSPHcommeonpeutleconstaterdisposedesonsupportcirculaireﬁxe
(ﬁgure5.6a).Cesupportcirculairepermetdeconnaîtreleszonesdefaibledensité,
parexempleàlafrontièred’unliquide.Alorsquel’usagedel’équation(5.17),nous
fournit,pourl’ensembledesparticules,lamêmevaleurdedensité.L’estimationdela
densitéobtenuegrâceaunoyauconstantparmorceauxestviablemathématiquement
maiselesefaitdemanièretroplocaleetonnedisposequedepeud’informations
spatialesautourdesparticules.
Pourremédieràcettediﬃculténousavonsdécidéd’estimerladensitéens’ap-
puyantsurlaconservationdelamasse.L’équationdelaconservationdelamasse
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(1.26)fournitl’évolutiondeladensitéàl’aidedeladivergenceduchampdevec-
teursvitesse.LaformulationSPHquiestimeladensitéenappliquantl’équationdela
conservationdelamasseestintroduitedanslasous-section3.1.1,ils’agitdel’équation
(3.9).Laformulationdelaconservationdelamasseestlégèrementdiﬀérente:
dρ
dt=−∇·(ρv),
=−∇ρ·v−ρ∇·v. (5.19)
Enappliquantl’approximationdesnoyauxconstantsparmorceaux,pouruneparti-
culei,ona:
dρi
dt=
n
j=1
−ρj∇Wcstpm·vi−ρi
n
j=1
vj·∇Wcstpm
=
n
j=1
−

ρj∂Wcstpm/∂x
ρj∂Wcstpm/∂y

·

vxi
vyi

−ρi
n
j=1

vxj
vyj

·

∂Wcstpm/∂x
∂Wcstpm/∂y

. (5.20)
Avecuneintégrationd’Euler(sectionB.2),onobtientlamiseàjourdeladensité
pourlepasdetempssuivant.Cependant,ladensitéévolueseulementdanslecasoù
ilyadivergencedesvélocités.Pourcelanousavonsmisenplaceunsouﬄeurconstant
(«blower»enanglais)visiblesurlaﬁgure5.7aucentredelareprésentationdutore.
Figure5.7–Miseenplaced’unsouﬄeur
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Lesrésultatsobservéssonttrèsconcluantsetpermettentdelocaliserleszonesde
faibleetfortedensité.
5.3.4 Estimationdugradientdelapression
Laformulationdel’estimationdugradientdelapressionauseindeséquationsde
Euler/Navier-StokesaveclesnoyauxCSTPMestlasuivante:
−1ρ∇pi
=−1ρi
n
j=1
pj∇Wcstpm. (5.21)
Cetteéquation,ci-dessus,esttrèssimilaireàlaformulationsimpledel’estimationdu
gradientdelapressionsuivantlaméthodeSPH(3.15).L’obtentiondelavaleurdep
estréaliséeenutilisantuneéquationd’état(déﬁniedanslasous-section3.1.2),plus
précisémentl’équationdesgazparfaitsàsavoirl’équation(3.13).Lestestsréalisés
surlecasd’école/pédagogiqueaveclaméthodeSPHmettentenlumièrel’importance
delaforcedepression.Précédemmentconstatéauseinduchapitre3,silapres-
sionrelativeestinitialementnégativepourl’ensembledesparticulesonconstateune
forced’attraction(ﬁgure5.8b).Silapressionrelativeestinitialementpositivepour
l’ensembledesparticulesonobserveuneforcederépulsion(ﬁgure5.8c).
(a)Conﬁgurationdebase
desparticulesauseindu
domaine
(b)Initialisationnégative
delavaleurdelapression
relative
(c)Initialisationpositive
delavaleurdelapression
relative
Figure5.8–ComportementdelaforcedepressiondemanièreSPH
LestestsréaliséssurlecaspédagogiqueaveclaméthodedesnoyauxCSTPM
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démontrentégalementl’aspecttroplocaldelarésolutiondugradientdelapression.
Silapressionrelativeestinitialementnégativeouinitialementpositive,onobserve
aucunchangementsurlaconﬁgurationdesparticulesﬁgure5.9betﬁgure5.9c.La
forcedepressionintervientseulementdanslecasouilyaunediﬀérencedepres-
sionprésenteauseindusupportdunoyau.Celacompliqueledéveloppementde
méthodesitérativesappliquéesauxnoyauxCSTPM,carcesméthodesutiliséesavec
lesnoyauxSPHitèrentsurleprinciped’attractionetderépulsiondecetteforcede
pression.L’aspectrestreintdelarésolutiondugradientdelapressionpeutconduire
(a)Conﬁgurationdebase
desparticulesauseindu
domaine
(b)Initialisationnégative
delavaleurdelapression
relative
(c)Initialisationpositive
delavaleurdelapression
relative
Figure5.9–Comportementdelaforcedepressionàl’aided’unnoyauCSTPM
àdesregroupementsdeparticules(«clustering»enanglais).Dansunesimulationla-
grangienne,onnesouhaitepasderegroupementdeparticules.C’estpourcelaque
Müler[MCG03],parexemple,utilisedesnoyauxnerespectantpascorrectementles
conditionsdereproductiondespolynômesetd’interpolations:«Spiky».
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5.3.5 Estimationdelaviscosité
Laformulationdel’estimationdelaviscositéauseindeséquationsdeEuler/Navier-
StokesaveclesnoyauxCSTPMestlasuivante:
µ
ρ∇
2v
i
=µρi
n
j=1
vj∇2Wcstpm, (5.22)
=µρi
n
j=1

vxj∂2Wcstpm/∂x2+vxj∂2Wcstpm/∂y2
vyj∂2Wcstpm/∂x2+vyj∂2Wcstpm/∂y2

. (5.23)
Cependant,lacontraintedeposséderunvoisinagedesixparticulesnonalignéesaﬁnde
résoudrelesystèmeavecM(2)(5.6)peutêtreproblématique.Deplusnousl’avonsvu
danslessectionsprécédentes,l’usagedesdérivéessecondes(Laplacien)dunoyaupeut
conduireàdeserreursd’approximations.Pourcela,Monaghanetd’autresauteursde
laméthodeSPHontrecoursàuneviscositésouventartiﬁcielecalculéeaveclegradient
dunoyauetnonsonLapalacien.NousutilisonslacorrectiondetypeXSPH(sous-
section3.1.5)àl’aided’unnoyauSPHpourstabiliserlasimulation.L’usagedecetype
decorrectionpourilustrerlaviscositépeutpermettred’éviterleregroupementdes
particules.Nousobtenonsdemeileursrésultatsavecl’usagedelacorrectionXSPH.
5.3.6 Améliorationdelasimulation
Dansunsoucidestabilisationdelasimulation,nousavonsintroduituneforce(ar-
tiﬁciele)decolisionquiinﬂuencefortementlecomportementduﬂuidepourconserver
unecertainecohésionparticulaire(moléculaire):
fC (5.24)
Cetteforcedecolisions’ajouteaucalculdelaquantitédumouvementdesequations
deladynamiquedesﬂuides(Navier-Stokes).Eleapourbutdestabiliserlasimula-
tionpouréviterlesregroupementsdeparticulespouvantconduireàdeserreursde
résolutionsdusystèmeouencoredeserreursd’estimations.Cetteforcepermetd’ilus-
trerlefaitquechaqueparticuledisposedesonunitédevolume.Précédemment,nous
avonsobservédanslasous-section5.2.3l’absencedutermeVj=mj/ρj.Àl’aidedes
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forcesdecolisionnouspouvonsdéﬁniruneforcepermettantd’ilustrercetteunitéde
volumeimplicitedanslavaleurdespoids.Chaqueparticuledisposedesonvolume
ﬁxe,surfaceendeuxdimensions,provoquantdescalculsdecolisions.Deuxparticules
nepeuventoccuperlamêmesurface.
Laforcedecolisioninterparticulaireestcalculéeenappliquantlaméthodedesélé-
mentsdiscrets(DEM)[Mis03].Ondistinguelaforced’élasticitéfi,e,laforced’amor-
tissementfi,aetlaforcedecisailementfi,x.Toutescesforcesreprésententlaforce
decolisionnotéefC:
fi,e=−κ(d− rij)rijrij, (5.25)
fi,a=τvij, (5.26)
fi,x=ηvijT, (5.27)
oùd,κ,τetηreprésententrespectivementlediamètredelaparticulederéférence,
lecoeﬃcientd’élasticité,d’amortissementetdecisailement.Laforcedecisailement
estcalculéeaveclavitesserelativetangentiele.AvecvijT :
vijT =vij− vij·rijrij
rij
rij. (5.28)
Ensuite,laforcedecolisionestappliquéepourchaqueparticulei:
fi,C=
n
j=1
fi,e+fi,a+fi,x. (5.29)
Lesrésultatsobservésàl’aidedecetteforcedecolisionsonttrèsencourageants
(ﬁgure5.10etﬁgure5.11).Cetteméthodenousfournitunchampdevecteursvitesses
stableauseindutore(ﬁgure5.11a)etrépondantàuncomportementsimilaireàun
ﬂuide(ﬁgure5.10a).Cetteforceestcalculéeaumomentdelamiseàjourduvecteur
vitesseenﬁndechaquepasdetemps,pournepastropinﬂuencerlescalculsde
pressionetdeviscosité.Nousavonsdéﬁnidà90%desavaleurréele(d=0.015)
permettantainsiunlégerregroupementvisiblesurlaﬁgure5.10betlaﬁgure5.11b.
L’undesavantagesmajeursdel’utilisationdecetteforceestqu’elepermet,non
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(a)Champdevecteursvitesses (b)Positiondechaqueparticule
Figure5.10–Ilustrationdudébutdelasimulationdeﬂuidesauseindutore
seulementunestabilisationdelasimulationetdessystèmesàrésoudre,maisele
permetànotreapprochedeplusfacilementrespecterlaconditiondestabilitéCFL
(sectionB.1).Eneﬀet,uneparticuledisposantd’unevitessetropgrandepourlepasde
tempsdéﬁnisevoitrapidementdiminuéeparunecolisionavecuneautreparticule.
Cependantl’usaged’uneteleforcenonnule(localement)inﬂuencefortementles
equationsdeladynamiquesdesﬂuides.
(a)Champdevecteursvitesses (b)Positiondechaqueparticule
Figure5.11–Ilustrationdelaﬁndelasimulationdeﬂuidesauseindutore
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5.4 Unedeuxièmeapprochepoursélectionnerles
solutions
5.4.1 Choisirparcritèred’optimisation
Letitreparaphraseunarticlephared’EmmanuelCandès[CT05].Enprésenced’un
systèmed’équationslinéairessous-déterminé,ilfautbienchoisirparmilavariétéaﬃne
dessolutions.SionminimiselanormeEuclidienneaucarré,onauralaprojection
del’originesurlavariétéaﬃne.UnautrechoixestdeminimiserlanormeL1etnon
lanormeL2précédemmentutilisée.Lasituationestdonclasuivante:nousavons
unsystèmed’équationslinéairesAx=bpermettantdecalculerlespoidsdechaque
voisinstoutens’assurantdurespectdesconditionsdereproduction.Cesystèmeest
généralementsous-déterminéetnousdevonssélectionnerunesolutionparticulière.
Pourcelaondéﬁnitunefonctionobjectifφ(x)etonsouhaiterésoudre:
minφ(x),
sujetàAx=b.
Voiciquelqueschoixpourφ:
1.φ(x)=x2= j|wi,j|2.OnparlealorsdenormeL2aucarré,fonctionstricte-
mentconvexeetdiﬀérentiable.Lesconditionsd’optimalitédeLagrangemènent
àladéﬁnitiond’unsystèmed’équationslinéaires(équation(5.15))quel’onpeut
résoudreavecn’importequeleroutined’algèbrelinéaire,parexempleLapack.
Lasolutionesttoujoursunique.
2.φ(x)= jαj|wi,j|2;similaireàlaprécédente,maispondéréechaquecomposante
dexparα.
–Siα>0,çacorrespondàunenormedontleslignesdeniveausontdeselipses
lelongdesaxescanoniques,solutionunique.
–Sicertainsαjsontnuls,lescomposantescorrespondanteswi,jnesontpas
minimisées,donconditqueleurspoidsserontfavorisés(pasdéfavorisés).
C’esticiqu’intervientlanotiondefavorisation.Onpourraitmêmeessayer
desvaleursnégativesdeα,etalorslescomposantescorrespondanteswi,j
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seraientmaximisées.φn’estpasunenormeniunenormeaucarrédansce
cas.L’unicitédelasolutionn’estplusgarantiesiunouplusieursdesαjsont
nuls.
3.φ(x)=x = j|wi,j|.C’estlaminimisationdelanormediteL1.L’articlede
Candès[CT05]précitéarenducetteapprochetrèspopulaireenyajoutantdu
traitementdesignalpourreprésenterdessignauxdemanièretrèséparse.Ce
genredechoixréduithabituelementlenombredepoidspositifs(non-nuls)et
donnerait,probablement,unefavorisationimplicite.L’idéeestderemplaceras-
tucieusementmin j|wi,j|parmin jui,joùui,jmodéliselesvaleursabsolues
parlescontraintesui,j≥wi,jetui,j≥−wi,j
Nousdécidonsdoncd’opterpouruneprogrammationditelinéaire.Aﬁnderésoudre:
min W
sujetàMW =b
Lesystèmedevientdonc:
minU,W ui,j (5.30)
sujetà
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−In −In
−In In



U
W

=


b
0
0

 (5.31)
Laboiteàoutils«quapro»(«linearquadraticprogrammingsolver»enanglais)
[CSB09]deScilabcomporteunefonctionlinpro(«linearprogrammingsolver»en
anglais)quirésoutdirectementcegenredeproblèmeenautantqu’ilsoitramenéà
laformeadéquate.Cependantmêmesicetteboiteàoutilsnousfournitdesrésultats
concluants(ﬁgure5.12b),ildevientdiﬃciled’intégrerScilabauseinduprogramme
C++.Pourcela,nousdécidonsd’utiliser«GLPK»[Mak00](«GNUlinearprogram-
mingkit»enanglais),quiestunlogicieldestinéàrésoudredesproblèmesdepro-
grammationlinéaire(LP)àgrandeécheleetd’autresproblèmesconnexes.Ils’agit
d’unensemblederoutinesécritesenCetorganiséessouslaformed’unebibliothèque.
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Àl’aidedeGLPK,nousobtenonslesmêmerésultatsquepourlaﬁgure5.12bviaun
algorithmedusimplexe.Onconstate,surlaﬁgure5.12
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,unefavorisationimpliciteen
utilisantlaprogrammationlinéaire.Cetteapprochefavoriseuntripletdeparticules.
(a)Poidsobtenuspour∂Wcstpm/∂xavecle
critèredenormeL2
-	1.25
-	1.25
2.5
aucarré
(b)Poidsobtenuspour∂Wcstpm/∂xavecle
critèredenormeL1
Figure5.12–Comparaisonentrediﬀérentesméthodesderésolutionpour∂Wcstpm/∂x
Comparaisondesperformancesdecalcul
Dansuncontexted’obtentiondesimulationsditesentemps-réel,nousavonscom-
parélesperformancesdecalculentreGLPKetLapack.Aucoursd’unesimulation
nousavonsuncertainnombred’échantilonsappelésparticulesetpourchaqueparti-
culeàchaquepasdetempsnousdevonsrésoudredessystèmeslinéaires.Ils’agitd’un
totaldecinqsystèmeslinéairesàrésoudreetcedanslebutd’obtenirdespoidspour
chaqueparticulepermettantd’approximerlafonctionetsesdeuxpremièresdérivées.
Letableau5.3,ci-dessous,permetdediﬀérencierlecoûtcalculatoiredel’utilisation
d’unebibliothèqueintégralementécriteenC(GLPK)etd’unebibliothèqueécriteen
FORTRAN(Lapack)interfacéenC.
Unesimplerésolutiond’unsystèmeavecGLPKcoûteentresixetseptfoisplusde
temps.Cecoûtcalculatoireestnormal,maisilnouspousseàréaliserdessimulations
diteshorsligne(«oﬀ-line»enanglais).
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Nombredeparticules TempsdecalculavecLapack(ms) TempsdecalculavecGLPK(ms)
500 60ms 391ms
1000 100ms 812ms
5000 493ms 3514ms
10000 1119ms 7005ms
15000 1666ms 10486ms
20000 2264ms 14064ms
25000 2648ms 17572ms
Tableau5.3–TestsréaliséspourcomparerlesperformancesderésolutiondeLapack
etGLPK
5.4.2 Solutionsfavorisées
Nousavonsvuprécédemmentquegrâceàl’approchedeprogrammationlinéaire
nousdisposonsd’unefavorisationimplicite,cependantnoussouhaitonsfavorisercer-
tainesparticules.Enfavorisantdesparticulesalignéesselonune mêmedirection
prochedelaparticuleconsidérée,noussommescapablesdedéterminerdespoids
favorisantlesestimationsdanscettedirection.L’intérêtdefavoriserunedirectionest
desélectionnercertainesinformationsparmitoutescelesprésentesdanslevoisinage.
L’angleavecladirectionfavoriséeetladistanceentrelaparticulederéférenceetles
particulevoisinessontdeuxcritèresdesélectionimportants.Plusons’éloignedela
particulecible,plushaugmenteetlaqualitédesapproximationsbaisseenconsé-
quence.Leprincipedefavorisationsdansl’usagedesnouveauxnoyauxadéjàété
employépar[CESM11,Sam14].
Surlaﬁgure5.13,onretrouvelevoisinagedeneufparticules,l’idéeestdeconcen-
trerlespoidspourlapremièredérivéeparrapportàxsurlaparticuleàdroiteetà
gauchedelaparticulederéférence.Pourlapremièredérivéeparrapportày,nous
concentronslespoidssurlaparticuleenhautetenbas.Noussouhaitonsappliquer
ceprincipedefavorisation,danslecadred’uneapprochedeprogrammationlinéaire.
Variantesdelaprogrammationlinéaire:favorisationindirecte
Aprèsquelquesessais,ilestapparuclairementquelamodélisationutilisantla
normeL1nepossèdepasdesolutionunique:lanormeL1n’estpasunefonction
strictementconvexe.Engénéral,ons’attendàcequelasolutionsoitunique,mais
pourdesconﬁgurationsrelativementrégulières,ilyauraplusieurssolutionsoptimales.
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Figure5.13–Favorisationauseindusupport
Noussouhaitonsrésoudreunsystèmetoutenfavorisantcertainesparticules.Soitle
systèmedeprogrammationlinéairesuivant:
min W ,
sujetàMW =b.
Siceproblèmeestdégénéréetqu’ilpossèdeplusieurssolutionsoptimales,onpeut
toujoursluiajouteruncritèreadditionneldontlerôleserad’encouragerunedes
multiplessolutions.Aulieuderésoudremin W ,nousutilisonsunenormepondérée
min PW =min |pi,jwi,j|.Siondéﬁnitlespi,jàun,onretrouvelecasdécritdans
l’équation(5.31).Nousavonsﬁxé:
pi,j=1+βi,j, (5.32)
oùβi,jreprésenteladistanceeuclidiennenormalisée,séparantlaparticulederéférence
etlaparticulevoisine.Unepossibilitéestd’adopterl’artiﬁcedeminimiserlasomme
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desvariablesauxiliairesui,jdanslemodèle,commedécritprécédemment:
min ui,j,
sujetàui,j≥pi,jwi,j,
ui,j≥−pi,jwi,j,
MW =b.
Lesystèmedevient: 
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−In −P
−In P

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U
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
=


b
0
0

, (5.33)
avecPlamatricediagonaledesvaleursdepi,j.
IlestfaciledeconcevoirladistanceeuclidienneàpartirdelamatriceM(0,1)car
eledisposedéjàdetouteslesinformationsdediﬀérencesdepositionsnécessaires.À
l’aidedecettefavorisation,nousn’obtenonspasvraimentleminimumdelanormeL1.
Toutefois,nousobtenonsdesrésultatsencourageantsquirespectentuncomportement
deﬂuide,visiblesurlaﬁgure5.13.Lesystèmeestnettementplusstablecomparati-
vementaucritèredenormeL2aucarré.Cependant,l’usagedesforcesdecolisionest
nécessairesil’onsouhaiteunesimulationinconditionnelementstabledansletemps.
Figure5.14–Favorisation«indirecte»auseindusupportdanslecaspédagogique
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Cettepremièrefavorisationdisposed’unproblème,visiblesurlaﬁgure5.14,il
s’agitd’unefavorisation«indirecte».Danslecasoùl’onsouhaiteagrandirlevoisinage
parexempledanslecaspédagogiqueavecunvoisinagede25particules,onconstate
quelesparticulesfavoriséessontlesplusalignées,maiségalementlespluséloignées
cequinecorrespondpasànotreobjectifdefavorisation.Onsouhaitefavoriserles
particuleslesplusalignéesetlesplusprochesdelaparticuleconcernée.
Variantesdelaprogrammationlinéaire:favorisationdirecte
Uneautrepossibilitéestdecontinuerd’adopterl’artiﬁcedeminimiserlasomme
desvariablesauxiliairesui,jdanslemodèle,commedécritprécédemment:
min ui,j,
sujetàui,j≥pi,jwi,j,
ui,j≥−pi,jwi,j,
MW =b.
Lesystèmedevient: 
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. (5.34)
Enmodiﬁantnotreapprochedel’usagedespi,j,cettefois-ci,ondéﬁnitlespi,jdela
façonsuivante:
pi,j=βi,j, (5.35)
oùβi,jreprésenteladistanceeuclidiennenormalisée.
Cettedeuxièmeapprochedisposed’unefavorisation«directe».Contrairementà
laﬁgure5.14,laﬁgure5.15permetdevisualiserlesaméliorationsdenotredeuxième
approche.Lesparticuleslesplusalignéesetlesplusprochesseretrouventêtrefavori-
sées.Nousobtenonsunesimulationstableaprèsdenombreusesitérations(auseindu
toreavecunsouﬄeur)cequipermetdes’aﬀranchirdel’usagedelaforcedecolisions.
Lasimulationestinconditionnelementstabledansletempssansl’usagedeforcesde
colisions,visiblesurlaﬁgure5.16.
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Figure5.15–Favorisation«directe»auseindusupportdanslecaspédagogique
(a)Ilustrationdudébutdelasimulationde
ﬂuidesauseindutore
(b)Simulationdeﬂuidesauseindutoreavec
favorisation«directe»
Figure5.16–Ilustrationdelaﬁndelasimulationdeﬂuidesauseindutore
5.5 Conclusion
Auseindecechapitre,nousavonsdécritetmisenœuvredestechniquesper-
mettantd’appliquerlesnoyauxconstantsparmorceauxauseind’unsimulationto-
talementlagrangienne.L’approchedeprogrammationlinéairefournitdesrésultats
trèsencourageants.Unefavorisationimpliciteetlapossibilitédefavoriserd’autres
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particulesfournissentdetrèsbonrésultatsmêmesi,dansunsoucidestabilisation,
noussommesparfoiscontraintd’ajouterdesforcesdecolisionauseindusystème.
Nousavonsdémontréquel’usaged’unefavorisation«directe»permetdes’aﬀranchir
descalculsdesforcesdecolisions.Lesavantagesdelaprogrammationlinéaireserait
susceptiblesdefournird’excelentsrésultatsauseindeméthodeseulériennes.Cepen-
dant,lanécessitéderésoudredenombreuxsystèmeslinéairespourchaqueparticule
inﬂuencefortementsurlesperformancesglobalesderendudesimulation.
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Chapitre6
ProgrammationparalèlesurGPU
Lesinformationscontenuesdanscettesectionsontenpartieextraitesducours
«HeterogeneousParalelProgramming»[Hwu14],dulivre«ProgrammingMassively
ParalelProcessors:AHands-onApproach»[KWm12]etduguidedeprogrammation
deCUDA(«ComputeUniﬁedDeviceArchitecture»enanglais)[Nvi14].
6.1 IntroductionàCUDA
6.1.1 Historique
Pendanttrenteans,l’undesprincipauxmoyensd’améliorerlesperformancesdes
calculssurordinateurconsistaitàaccroîtrelafréquencedel’horlogedesprocesseurs,
lesunitéscentralesdetraitement(CPU,«CentralProcessingUnit»enanglais).Du-
rantlesannées1990,lademandeengraphismeen3Ds’estrapidementaccrue.Des
sociétéscommeNvidia,ATITechnologiesontcommencéàproduiredesaccéléra-
teursgraphiquespourlegrandpublic.Pourlapremièrefois,unprocesseurgraphique
pouvaitexécuterdirectementlestraitementsconcernantlestransformationsgéomé-
triquesetlalumière,permettantainsidecréerdesapplicationsvisuelementplus
intéressantes.Àcetteépoqueestnéel’unitédetraitementgraphique(GPU,«Gra-
phicsProcessingUnit»enanglais).Aveccetteapparition,denombreuxchercheursont
étudiélapossibilitéd’utilisercesunitésdetraitementpourautrechosequedel’aﬃ-
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chagedetypeOpenGLouDirectX.Lesdébutsdestraitementsautresquegraphiques
surleGPUétaientcomplexes.Toutetentatived’eﬀectueruntraitementquelconque
surunGPUétaitsoumiseauxcontraintesdel’API(«ApplicationProgrammingIn-
terface»enanglais)graphiqueutilisée.Ennovembre2006,Nvidiadévoilalepremier
GPUDirectX10:laGeForce8800GTX,quifutégalementlepremierGPUrepo-
santsurl’architectureCUDA(«ComputeUniﬁedDeviceArchitecture»enanglais).
Cettearchitecturea,eneﬀet,introduitplusieursnouveauxcomposantsconçusspécia-
lementpourlestraitementsGPUgénérauxetgomméainsilaplupartdesrestrictions
induitesparlesprécédentscircuits.CettetechnologiedeprogrammationditeGPGPU
(«General-PurposecomputationonGraphicProcessingUnits»enanglais)exploite
lapuissancedecalculdesGPUpourletraitementdestâchesmassivementparalèles.
Pourintéresserlemaximumdedéveloppeurspossibles,Nvidiaadoncchoisile
langageC,unenormeincontournabledel’industrieinformatique.Depuis2006CUDA
rencontreunfortsuccès.Denombreusesbibliothèquesetapplicationsvoientlejour:
«cuFFT–Fast»utiliséepourlestransforméesdeFourrier,«cuSPARSE»utiliséepour
lesmatricescreusesetc.Depuissonlancementaudébutde2007,ungrandnombrede
sociétés(OracleCorporation,MathWorksetc.)choisissentdedévelopperunepartie
deleursapplicationsenCUDAC.Lesgainsentermedeperformancesontsouvent
deplusieursordresdegrandeur(exempledanslasous-sectionsuivante)parrapport
auximplémentationsprécédentes.
6.1.2 PourquoiCUDA?PourquoileGPU?
LaplateformeCUDAinclutdesextensionsCetC++quipermettentl’expres-
siondedonnéesdensesetcomplexesdansuncontextedeparalélisme.Lesprogram-
meurspeuventchoisird’exprimerleparalélismeavecdeslangagesàhautesperfor-
mancescommeC,C++,Fortranouavecdesstandardsouvertscommelesdirectives
OpenACC(«OpenAccelerators»enanglais).L’usagedecalculparalèleestaujour-
d’huidéployéedansdesmiliersd’applicationsaccéléréesparlesGPUeteleest
présentedansdenombreuxdossiersderecherche.
Cependant,ilexisteuneautreAPIsusceptiblederépondreauxdemandesde
traitementsparalèles:OpenCL(«OpenComputingLanguage»enanglais).OpenCL
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estlacombinaisond’uneAPIetd’unlangagedeprogrammationdérivéduC,proposé
commeunstandardouvertparKhronosGroupdepuisdécembre2008.CetteAPI
plusjeuneestmulti-plateformecontrairementàCUDAquinefonctionnequesurles
dispositifsNvidia.Toutefois,disposantd’unecarteNvidiaGeForceGTX650Tide
typeKepler,nousavonsfaitlechoixdenoustournerversl’APIquioﬀredemeileures
performancesetquidisposed’unlangageplusprochedel’architecturematériele.
LesGPUsontd’oresetdéjàutilisésdansdenombreuxdomaines.Leurutilitéet
eﬃcacitén’estplusàdémontrer.Parexemple,leNationalCenterforAtmospheric
ResearchauxEtats-Unisaporté1%desoncodederechercheetprévisionmétéoro-
logiquesousCUDAetobtenuungaindeperformancede20%surlatotalitédel’ap-
plication.EnFrance,BNPParibasaimplémentéunearchitectureGPUquicontient
deuxmodulesTeslaS1070,consommant2kWaﬁnderemplacerenviron500coeurs
CPU,consommant25kW.Cecioﬀre:
–unedivisionpar190del’ensembledelaconsommationélectrique;
–destempsderéponsesdiviséspar15;
–réductionsdescoûts.
AlorsquelesCPUsontconçuspourexécuterunseulthread(anglicisme,ﬁld’exé-
cution)contenantdesinstructionsséquentielesàunecadenceélevée.LesGPUquant
àeuxsontconçuspourexécuterdesinstructionsenparalèledansdenombreux
threads.Notonsqu’unthreadsurunGPUn’apastoutàfaitlemêmesensqu’un
threadCPU.Lechoixd’unetechnologieGPGPUreprésentéemajoritairementpar
Nvidiasemblerépondreparfaitementauxbesoinsnécessairesdanslecadred’une
simulationdeﬂuideentempsréel.Uneremiseencausedesalgorithmesdesimula-
tions(chapitre4)aﬁndesetournerversdestechnologiesparalèles(HPC,«High-
PerformanceComputing»enanglais)estnécessaireetpermettrademeileuresper-
formances.
6.2 QuelquesnotionssurCUDA
CUDAestcomposéd’un«Framework»,d’unensembled’outilsetd’uneextension
dulangageC.GrâceàCUDA,ledéveloppeurpeututiliserlapuissancedecalcul
d’unecartegraphiquepourcertainesopérationsdestinéesàêtretraitéesparleGPU
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aulieuduCPU.LeCPUestd’aileurstoujoursnécessairepourcoordonnerletravail
avecleGPU.LeGPUestainsivucommeuncoprocesseurmassivementparalèletrès
bienadaptéautraitementd’algorithmesparalélisables.Uneopérationdestinéeau
GPUestappeléeun«kernel»(noyau,parlasuiteonconserveraletermedekernel).
L’exécutiond’unprogrammeCUDAs’eﬀectuedelafaçonsuivante:
1.leprogrammeestexécutéparleCPU;
2.unkernelestinvoqué,sonexécutionsedéplacesurleGPU;
3.ungrandnombredethreadssontgénérésetexécutésenparalèlesurleGPU.
6.2.1 ModèledesthreadssurCUDA
L’APICUDApermetdereproduire,auniveaulogiciel,lesspéciﬁcitésdel’ar-
chitecturematérieleGPUetdegérerlacommunicationentreCPUetGPU.Cela
permetdevoir,àtraverslaprogrammation,leGPUcommeunegriledecalculàune
oudeuxdimensions,forméedeblocsdecalculindépendantsvisiblessurlaﬁgure6.1.
Chacundecesblocsestphysiquementliéàunmultiprocesseurdeﬂux(appelé«SM»
ou«SMX»parNvidia)etestdécomposéenunematricedethreadsàune,deuxou
troisdimensions.C’estaudéveloppeurd’organiserlesblocssurlagrileetdedéter-
minerladimensionetlatailedesblocsselonlescaractéristiquesdesonapplication.
Parexemple,sil’onsouhaitemultiplierdeuxmatricesouréaliseruneopérationsur
desvolumes,onchoisirarespectivementdesblocsàdeuxdimensionsouàtroisdimen-
sions.Lahiérarchiedesthreadspermetdecomprendrelacartographiedesprocesseurs
surunGPU(caractéristiquessurunearchitectureGPUdetypeKepler):
1.lekernelestinvoquéparleCPUetexécutéparleGPU.Lesdimensionsde
lagriledoiventêtrespéciﬁéesaulancementdukernel.Lagrile,dedimension
(x,y)estteleque1≤x,y≤65536;
2.chaqueSMXordonnanceetexécutequatrewarpsdemanièreconcurrente,soit
32x4x16=2048threadsexécutésenparalèle;
3.leSMXpeuttraiterdeuxinstructionsindépendantesparwarp,soit2x4=8
instructionstraitéesenparalèleparcycled’horloge,pourchaqueSMX,d’où32
pourleGPUutilisé(4SMX).
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Figure6.1–ModèlesimpliﬁédesthreadssurCUDA
6.2.2 Hiérarchie mémoiresurCUDA
Leprincipalgoulotd’étranglementdanslestraitementsGPUestleplussouvent
labandepassantedubus(systèmedecommunicationpartagé)decommunication
entreleCPUetleGPU[GH11].UnGPUdisposed’unepuissancedetraitementtele
qu’ilestimpossibledeluifournirlesdonnéessuﬃsammentvitepourexploitercette
puissance.Ilestdoncnécessaired’avoirdestechniquespermettantderéduireletraﬁc
entremémoireCPUetGPU.
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Figure6.2–ModèlesimpliﬁédelamémoiresurCUDA
LadescriptiondumodèlemémoiresurCUDAsurlaﬁgure6.2estsimpliﬁéepour
faciliterlacompréhension.
–Lamémoireglobaleenbasduschéma(ﬁgure6.2)estlemoyendecommuniquer
desdonnéesentrel’hôteetleGPU(souventappelé«device»enanglais).Le
contenudelamémoireglobaleestvisibledepuistouslesthreadsetestaccessible
enlecture/écriture;
–lamémoireconstanteindiquée«constantmemory»enanglais,n’estaccessible
qu’enlectureseulementparleGPU;
–lamémoirepartagéeparblocestvisibledepuistouslesthreadsdecebloc;
–lamémoirelocale,commelesregistres,n’estvisiblequeduthread.
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6.2.3 Destempsd’accès mémoirediﬀérents
Commeonpeutleconstatersurlaﬁgure6.2,lamémoirepartagéeestassociée
aubloc.Elesesituesurlamêmepucequelescœurs(«cores»enanglais),exécutant
lesthreads.Lacommunicationestrelativementrapide,carlamémoirevivestatique
(SRAM,«StaticRAM»enanglais),estplusrapidequelamémoiresituéeendehorsde
lapuce(«oﬀ-chip»enanglais)detypemémoirevivedynamique(DRAM,«Dynamic
RAM»enanglais).Ilestdoncimportantd’optimiseraumaximuml’usagedelamé-
moirepartagéeauseindesalgorithmes(usagedécritauseindelasous-section6.3.3).
Chaquethreaddisposed’unaccèsdirectàsesregistresetàsamémoirelocale.Les
registressontbeaucoupplusrapidesquelamémoirelocale.L’accèsd’unthreadàla
mémoireglobalesouﬀredesproblèmesinhérentsauxcommunicationsentrepuces:
consommationdepuissance,débit,etc.Lamémoireconstante(accessiblequ’enlec-
ture)disposed’unaccèsprivilégié,eledevienttrèsutilepourstockerlesconstantes
delasimulation.
L’ensembledesinformationsdécritessontrésuméesauseindutableau6.1.Ce
tableaumontrelarépartitiondesvariablesentrelesdiﬀérenteszonesmémoires.
Déclaration Lieudestockage Rapidité Visibilité Duréedevie
intvariable; unregistreduthread bonne thread thread
inttableau[10]; lamémoirelocaleduthread moyenne thread thread
__shared__intvariable; lamémoirepartagée bonne bloc bloc
__device__intvariable; lamémoireglobale lente grile application
__constant__intconstante; lamémoireconstante bonne grile application
Tableau6.1–Répartitiondesvariablesentrelesdiﬀérenteszonesmémoires
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6.3 SimulationlagrangiennesurleGPU
6.3.1 Unbon modèlededonnées
Unebonnestructurededonnées
Leconceptdeparticuleporteused’informationsetinteragissantavecsesvoisines,
conduitnaturelementàunereprésentationdesdonnéessousformed’objets.Ilfaut
adopterunestructurededonnéesadéquateentermesdeperformance.Deuxchoix
s’oﬀrent:
–unestructuredetableaux,communémentappeléeSOA,«StructureOfArray»
enanglais;
–untableaudestructures,communémentappeléAOS,«ArrayOfStructure»en
anglais.
structParticule
{
floatx,y,z,densite;
floatvx,vy,vz,pression;
};
Particulem_systeme[N];
algorithme6.1–Tableaudestructures
structSystemeDeParticules
{
floatx[N],y[N],z[N],densite[N];
floatvx[N],vy[N],vz[N],pression[N];
};
SystemeDeParticulesm_systeme;
algorithme6.2–Structuredetableaux
Surlaﬁgure6.3,unsimplealgorithmedetri(triparbasesurleGPU)estap-
pliquésurx(généréealéatoirement),unedescomposantesdel’algorithme6.1etde
l’algorithme6.2.Latailedel’élémentenabscissereprésenteN.Entermedeperfor-
mance,ongagnejusqu’à5foisplusdetempsenadoptantunestructuredetypeSOA
commelemontrelaﬁgure6.3.
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Figure6.3–Comparaisondutempsd’exécutiondel’algorithmedetri
Unbontypededonnées
structSystemeDeParticules
{
float4x_y_z_densite[N];
float4vx_vy_vz_pressure[N];
};
algorithme6.3–ReprésentationdusystèmedeparticulessurleGPU
L’usageauseindel’algorithme6.3defloat4estprimordial(typedéﬁniparNvidia
[Nvi14]composéde4valeursﬂottantes).Leséchangesaveclamémoireglobalesont
de128octetsalignés.Selon[NHP07],ilestimportantd’utiliserdesvariablesdetype
float4carcetypedisposede16octetsalignés.Contrairementautypefloat3qui
estreprésentésur12octetsnonalignés,letypefloat4permetauSMXdemieux
gérerlesdonnéesenunseulcycled’horloge.L’usagedefloat3auraitconduitàce
qu’onappeledesdébordementsmémoireetdoncplusieurstransactionsde128octets
pouracquérircertainesdonnées.Deplus,cetypededonnéesnouspermetd’accéder
auxcoordonnéesdelaparticule(x,y,z)enmêmetempsquelavaleurdesadensité.
Lameileureapprocheestparconséquentdeconsidérercequiengendrelemoinsde
transactionsde128octets.
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6.3.2 UtilisationdefonctionsGPUsurleCPU
LesfonctionsGPUappeléeskernelsontcontenuesauseindeﬁchierssourcesconte-
nantlesextensionsdulangageCUDA(*.cu).Cesﬁchierssourcessontcompilésavec
nvcc(NvidiaCUDAcompilateur).PourplusdedétailssurlecompilateurCUDA,
seréférerà[Nvi14].LescodesCUDAfonctionnentsurleCPUetleGPU.Cepen-
dantaﬁndel’intégrerauprogrammeC++nousutilisonslesfonctionsCUDAàl’aide
desfonctions«wrapper».Unefonction«wrapper»estunefonctioncontenuedansun
ﬁchierdit«wrap»dontlafonctionprincipaleestd’appeleruneautrefonction.
voidcalcul_index_lineaire_cpu(float4*x_y_z_densite,int*indexTri,intN)
{
for(intid= 0;id<N; ++id)
{
int3posPartGrille;//int3 (3 valeurs entieres)
float3positionParticule=float3(x_y_z_densite[id]);//recuperation des 3 premieres valeurs de float4
posPartGrille.x=floor(positionParticule.x/tailleCaseX);//index cx de la position px de la particule
posPartGrille.y=floor(positionParticule.y/tailleCaseY);//index cy de la position py de la particule
posPartGrille.z=floor(positionParticule.z/tailleCaseZ);//index cz de la position pz de la particule
// plus souvent tailleCaseX=tailleCaseY=tailleCaseZ=h
indexTri[id] =posPartGrille.z*nbCasesY*nbCasesX+posPartGrille.y*nbCasesX+posPartGrille.x;
}
}
voidmain()
{
.....
calcul_index_lineaire(x_y_z_densite,indexTri,N);
}
algorithme6.4–VersionCPUducode
__global__voidcalcul_index_lineaire_gpu(float4*x_y_z_densite,int*indexTri,intN)
{
intid=blockIdx.x*blockDim.x+threadIdx.x;
if(id<N)
{
int3posPartGrille;//int3 (3 valeurs entieres)
float3positionParticule=float3(x_y_z_densite[id]);//recuperation des 3 premieres valeurs de float4
posPartGrille.x=floor(positionParticule.x/tailleCaseX);//index cx de la position px de la particule
posPartGrille.y=floor(positionParticule.y/tailleCaseY);//index cy de la position py de la particule
posPartGrille.z=floor(positionParticule.z/tailleCaseZ);//index cz de la position pz de la particule
indexTri[id] =posPartGrille.z*nbCasesY*nbCasesX+posPartGrille.y*nbCasesX+posPartGrille.x;
}
}
extern"C"
{
voidcalcul_index_lineaire_for_cpp()
{
.....
dim3dimBlock(blocksize);//dim3 similaire a int3
dim3dimGrid(ceil(N/ (float)blocksize) );
calcul_index_lineaire_gpu<<<dimGrid,dimBlock>>>(x_y_z_densite,indexTri,N);
}
}
algorithme6.5–VersionGPUducodeutiliséauseinduprogrammeC++
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blocksizeestlenombremaximaldethreadsqu’unblocpeutcontenir(1024threads
pournotreGPU).Touteslesfonctions__global__et__device__ontautomatique-
mentaccèsauxvariablesdéﬁnies,suivantes:
–dim3gridDim,dimensionsdelagrile,nombredeblocs(auplus2D);
–dim3blockDim,dimensionsdubloc,nombredethreads;
–dim3blockIdx,indexdublocauseindelagrile;
–dim3threadIdx,indexduthreadauseindubloc.
Ainsil’algorithme6.4etl’algorithme6.5décriventetcomparentlaprogrammation
CPUetGPUd’unefonctiondecalculd’indexlinéaire.Cettefonctionseratrèsutile
danslarecherchedevoisinage(cf.section6.3.3).Onconstatequ’ilestsimpled’utiliser
unefonctionGPUaﬁnderemplacerunesimplebouclefor.Enconsidérantune
simulationdenparticules,notéeNdansleprogramme,ondécidededéﬁnirune
fonctionkernelavecunegrileunidimensionnele.Chaquethreadcorrespondàchaque
particule.Onsouhaiteobtenirunegriledetailesuﬃsammentgrandecarchaquebloc
nepeutcontenirplusde1024threads.
Parexemple,pourunesimulationavecN=50000,onimposeblocksize=1024et
doncaveclarelation,ceil(N/(float)blocksize)ondéﬁnitunegrilede49blocs
contenantchacun1024threads.
LamémoireconstanteestutiliséeenlecturepourlesconstantescommetailleCaseX
ouencorenbCasesX.Lalecturedepuiscettemémoirenecoûtequ’uncycle.Pourtous
lesthreadsd’undemi-warp,lalecturedepuiscettemémoireestaussirapidequedepuis
unregistrecommeonpeutleremarquerdansletableau6.1.
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6.3.3 Unerecherchedevoisinageeﬃcace
Structureenarbreougrileuniforme
Larecherchedevoisinage,danslecadred’unesimulationdeﬂuidelagrangienne
estunélémentclédelaqualitéetdel’aspecttempsréeldelasimulation(cf.cha-
pitre4).Sil’onanparticules,onnesouhaitepasuntempsdecalculenO(n2).
Aﬁnderéduirecetempsdecalcul,diﬀérentesméthodesdestructurededonnéesde
partitiondel’espaceexistent.Nousalonsdécriredeuxgrandesfamilesdestructure
dedonnéesdepartitiondel’espace,lastructureenarbre(«tree»enanglais)etla
grileuniforme.Nousalonsmettrel’accentsurdeuxcaractéristiquesdecesstructures
quesontlacomplexitédutempsdeconstructionetd’accèsauxdonnées.Eneﬀet,
dansuncontextedesimulationdeparticules,levoisinageévoluedynamiquement.
Cecinécessiteunereconstructiondelastructureàchaquepasdetemps.Onpeut
voirsurlaﬁgure6.4quelarecherchedevoisinagenécessiteunaccèsrapideauxcel-
lulesadjacentesdelaparticulecourante.Deplus,nousdevonsconserverlespositions
desdonnéesprésentesdansledomainec’est-à-direnedéplaceraucuneparticule.Les
diﬀérentescomplexitéentempsdenosdeuxstructuressontlessuivantes:
Complexitéentempsen moyenne
Typedestructure Construction Accès
Structureenarbre O(nlogn) O(logn)
Grileuniforme O(n) O(1)
Tableau6.2–Complexitéentreunegrileuniformeetunestructureenarbre
D’aprèslespublications[MCG03,CBP05,BT07,SB12,MM13,YT13],ilestplus
simpled’utiliserunestructuredetypegrilecaronsouhaiteprivilégierl’accèsaux
données.Notreapprocheestd’utiliserunegrileuniformesurleGPUaﬁnd’accélérer
etdefaciliterlarecherchedevoisinage.
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(a)Unestructureenarbredetype«Kd-tree» (b)Unegrileuniforme
Figure6.4–Comparaisonvisueleentreunegrileuniformeetunestructureenarbre
Lagrileuniformesimple
Onremarquesurlaﬁgure6.5,quelaparticuleconcernéedisposantd’unefonction
noyaudesupporth,nécessiteunvoisinagede9cases(delongueurdecôtéh)en
comptantele-même.Soit27casessil’onsesitueentroisdimensions.Chaquecase
doitavoirlescôtésdetaileégaleausupportdunoyau,danslebutd’obteniraumoins
touteslesparticulessituéesàunedistancehdelaparticulederéférence.
Ondisposedoncd’unegrileuniformeavecnbCasesX,nbCasesYetnbCasesZqui
représentent,respectivement,lenombredecasesenx,yetz.Nousdevonsdéterminer
l’indexd’uneparticuleauseindelagrileaﬁnderécupérerlesparticulescontenues
danslescasesadjacentes.Cetindexs’obtientfacilementendivisantlapositiondela
particuleparlatailed’unecase.Parlasuiteonutilisel’indexationlinéairequinous
permetderéduireenuneseuledimensionleproblèmeàtroisoudeuxdimensions
(fonctionutiliséeauseindel’algorithme6.5).
Parexemple,pouruneparticuledeposition(px,py,pz),onendéduitqu’elese
situeauseindelacase(cx,cy,cz).Sonindexlinéaireestlesuivant:
intIdxLineaire=cx+cy*nbCasesX+cz*nbCasesX*nbCasesY
algorithme6.6–Indexlinéaired’uneparticule
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Figure6.5–Recherchedevoisinagedansunegrilerégulière
Unefoiscetindexobtenuonpeutfacilementrécupérerlecontenudescasesadja-
centes(cx±1,cy±1,cz±1).
Laméthodedegrileuniformesimpleconsisteàgénéreruntableaupourchaque
casedelagrile.Cetableaucontientl’adressemémoiredechaqueparticuleconte-
nueauseindecettecase.Cependant,cetteméthodeestbeaucouptropcoûteuseen
mémoiresurtoutpouruneprogrammationdetypeGPGPU.Eneﬀet,l’alocationdy-
namiqueesttrèscoûteuse.Àchaquepasdetempsnostableauxchangentdetaileen
fonctiondunombredeparticulesprésentesdanschaquecase.
Pourcela,nousalonsadopteruneapprochebaséesurlagrileuniformesimple,
maismoinscontraignantedupointdevuedelamémoireetsurtoutplusfacilement
paralélisable.
Lagriletriéeparindex
Lagriletriéeparindexbaséesurl’article[Gre08]et[KS09]semblemieuxrépondre
auxcontraintesdelaprogrammationsurleGPU.Pourcelaonsesertdel’indexation
linéairecependantilnousfaututiliserd’autrestableaux.Cestableauxdécritsdans
l’algorithme6.7vontnouspermettredefacilementrécupérerlevoisinage.
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structGrilleIndexTriee
{
intindexTri[N];
intcaseDebut[nbCasesX*nbCasesY*nbCasesZ];
intcaseFin[nbCasesX*nbCasesY*nbCasesZ];
};
algorithme6.7–Structuredelagriletriéeparindex
indexTriestuntableaudetaileN(nombredeparticules)contenantl’ensembledes
indexlinéairesliéauxpositionsdesparticules.Cetableauseratriéenfonctionde
l’indexlinéairedechaqueparticule,àl’aidedutriparbase(«radixsort»enanglais)
fourniparlabibliothèqueThrust[BH11].SelonSatsh,HarrisetGarland[SHG09],le
triparbasefournitd’excelentsrésultatssurleGPU,ilestjustementintégréausein
duSDKdeCUDA.caseDebutetcaseFinsontdestableauxpermettantdestocker
oùcommencel’indexd’unecaseetoùilsetermine,visiblessurlaﬁgure6.6a.Ilsont
unetaileﬁxéeaudébutdelasimulationnbCasesX*nbCasesY*nbCasesZreprésentele
nombretotaldecasesdanslasimulation.
(a)Lestableauxd’indextriés (b)Unegrilerégulière
Figure6.6–Représentationdel’usaged’unegrilerégulièreetdutriparindex
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Leprincipedel’algorithmeestilustréendeuxdimensionsauseindelaﬁgure6.6.
Cetteilustrationdémontredefaçonsimplel’utilitédelagriletriéeparindex.De
cettemanièreonpeutobtenirunerecherchedevoisinageeﬃcacefacilementparal-
lélisable.Aucunealocationdynamiquen’estnécessaire.Ainsionobtientungainen
vitessenonnégligeable.Deplus,nousutilisonslamémoirepartagéeauseindel’algo-
rithmederecherchedevoisinage.Nécessitantunesynchronisationdesthreads,cette
techniquepermetàchaquethreaddeconnaîtrelavaleurdel’indexlinéairedescases
voisines.ParexemplesiunthreadparcourtunélémentdutableauindexTrid’index
triés(ﬁgure6.7
Mémoire
partagée
),onpeutfacilement,àl’aidedelamémoirepartagée,endéduiredes
threadsvoisinsoùcommencecettecaseetoùeleﬁnit.
Figure6.7–Usagedelamémoirepartagée
Decettefaçon,onpeutoptimiserlarecherchepourcompléterlestableauxcaseDebut
etcaseFin.L’ensembleducodequicomposel’algorithmedegriletriéeparindex
n’estpasprésentauseindecettesection.
6.3.4 Visualisationetaméliorations
Visualisation
LavisualisationdesparticulesestopéréeavecOpenGL.Plusprécisément,nous
utilisonslepipelineprogrammableàl’aidedel’interoperabilitéOpenGLfournipar
CUDA.Un«shader»(lemotestissuduverbeanglais«toshade»prisdanslesensde
nuancer)estprogrammépourlerendudesparticules.L’interopérabilitéOpenGLde
CUDAnouspermetdefournirdirectementletableaudepositionsdeparticulesau
«shader»carcelui-cisesituedéjàsurlamémoiredelacartegraphique.Ainsi,nous
évitonsaumaximum,lesdialoguesentrelamémoireduCPUetlamémoireduGPU.
Lerendudelasimulationentroisdimensionsestvisibledanslaﬁgure6.8.
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Figure6.8–Visualisationdelasimulationdebrisdebarrageentroisdimensions
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Améliorations
Uneaméliorationpossibledel’algorithmeseraitd’utiliserl’indexationenzpropo-
séepar[GS10].Àl’aidedel’ordreenz,lesparticulessonttriéesdelamêmefaçonque
pourlagrileuniforme.Enraisondutri,lesparticulesquisontdanslamêmecelule
sontégalementàproximitéspatialedanslamémoire.Celaaméliorelacohérencede
lamémoire.Deplus,lesauteursutilisentaumaximumlamémoirepartagéeeny
introduisantpourchaqueblocduGPU,lecontenud’unecase.Ainsi,ilestnettement
plusrapided’opérersurunecaseetses26casesvoisines. Malheureusement,letri
delagriledépendfortementdudomaineladéﬁnissant,ilpeutêtreutiledereconsi-
dérernotreapprocheenutilisantunetabledehachagespatialepermettantainside
considérerdetrèsgrandsdomaines.
6.4 Performanceetconclusion
6.4.1 Performance
Lestestsontétéréalisésauseindelasimulationdetypebrisdebarrage(ﬁ-
gure6.8).NotreconﬁgurationestunCPUIntelCore2Quadà2.66GHzavec6GB
demémoireviveetunGPUNvidiaGeForceGTX650Tiavec2GBdemémoire.
Ilestdiﬃciledecomparerdesrésultatsprécisémentselon[WFF11]enutilisantune
précisionﬂottante.DeplusleCPUetleGPUnesontpasdemêmesgénérationset
doncnerépondentpasauxmêmesstandards.Cependant,ens’inspirantdesarticles
publiésàSIGGRAPH[GS10,MM13],nousavonssouhaitécomparer,pourunesimu-
lationsimilaire,letempsdecalculetd’aﬃchagesurleCPUetleGPU,tableau6.3.
Lesrésultatssontenimagesparseconde(ips)etpermettentdemettreenlumièrele
gaindevitesseimpressionnantd’uneprogrammationorientéeGPU.Nousobtenons
desrésultatscomparablesàceuxdeGoswamietSchlegel[GS10]sansindexationen
z:
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Nombre moyend’imagesparseconde(ips)
Nombredeparticules GPU CPU
15000 29ips 1.7ips
25000 27ips 1ips
50000 20ips 0.4ips
100000 10ips 0.2ips
200000 4ips 0.1ips
Tableau6.3–Performancedelasimulationetdurendupourunesimulationdetype
brisdebarrage
6.4.2 Conclusion
Danscettesection,nousavonsdémontrécommentobtenirunesimulationdepar-
ticulesavecrendusurleGPU.L’usagedelacartegraphiquepermetuneaccélération
descalculstrèsimportante,maisnécessitederepensercesalgorithmesetunefaçon
deprogrammerpluscomplexe.Lanécessitédeconnaîtrel’architecturematérieleest
nécessaire.L’usageduGPUesttrèsutilepouraccélérerlescalculs.Cependant,dans
l’optiquederéaliserdesalgorithmespréliminaires,ilestutiledecommencersurune
versionCPUquioﬀreplusdemaniabilitéetdefacilitédansuneprogrammationde
typeobjet.Avecl’arrivéedeCUDA6,Nvidiasouhaiterésoudrelesmanquesdema-
niabilité.Ceciaﬁndepermettreuneutilisationplusaccessibledelaprogrammation
surGPUdanslebutd’accélérertoustypesdecalculs(dynamiquesounon).
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Lapremierchapitredecemémoireprésenteunedescriptiongénéraledeladyna-
miquedesﬂuidesetdudéﬁquereprésentelarésolutiondeséquationsd’Euler/Navier-
Stokesdansledomainedelaphysique,desmathématiquesetdel’infographie.Deux
approchesprincipalessontutilisées:l’approchelagrangienneetl’approcheeulérienne.
Chacuneprésentedesavantagesetdesinconvénients.Lesméthodeslagrangiennesuti-
lisentlesparticulesàl’aidedesfonctionsdelissage,ounoyauxSPHalorsquelesmé-
thodeseulériennesutilisentlesdiﬀérencesﬁniesauseind’unegriledecalcul.Desmé-
thodeshybridesontétéproposéesettirentpartiedesavantagesdechaqueapproche.
Cemémoireseconcentreessentielementsurl’approchelagrangienne.Pourcela,le
chapitre2permetdefournirl’ensembledesbasesmathématiquesdesméthodespar-
ticulairesens’appuyantsurlaméthodeSPH.Leschapitres3et4permettentdecom-
prendrel’utilisationdesprincipesmathématiquesdesméthodesparticulairesdansun
contextedesimulationdeﬂuides.CeciaﬁnderésoudreleséquationsdeEuler/Navier-
Stokes.Enapprochelagrangienne,leﬂuideesttraditionnelementconsidérécomme
faiblementcompressible.Laraisonestqu’ilestnettementplusfaciledecalculerla
pressionàpartird’uneéquationd’étatdécritedanslechapitre3,plutôtqued’avoir
àobtenircettepressionparlebiaisdelarésolutiond’uneéquation(àl’imagedes
méthodeseulériennesquiutilisentuneéquationdePoisson).Lechapitre4présente
lesalgorithmesetcorrectionsadoptésaﬁnderendreleﬂuideincompressible.Lesal-
gorithmesperformantsdecesdernièresannéespermettentungaindeperformance
signiﬁcatif.Unerevueexhaustivedesdernièresavancéesdelasimulationdeﬂuides
permetdemettreenlumièrel’avantaged’utiliseruneapprochelagrangiennedansle
butdefournirunesimulationdeﬂuideincompressibledequalité.L’applicationet
l’explicationdecesdernièresavancéesconstituentunecontributionfournissantainsi
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l’étudenécessairepourcomprendrelesenjeuxd’uneméthodeparticulaire.Dansla
littérature,plusieursnoyauxsontproposésaﬁndepermettreunebonnesimulation
desforcesquidépendentdugradientetduLaplacien.Celadanslebutderésoudreles
équationsdeladynamiquedesﬂuides.Auseinduchapitre5,nousproposonsuneuti-
lisationdesnoyauxconstantsparmorceauxetce,dansuncontextelagrangien.Leur
usageenunedimension[BBCE09]permetdemettreenvaleuretceencomparai-
sonaveclesméthodesSPHclassiques,unegrandeaméliorationdanslesestimations
desvaleursd’unefonctionetdesesdeuxpremièresdérivées.Nousavonsappliquéces
noyauxendeuxdimensionsdansuneapprochelagrangienne.Baséesurunerésolution
matriciele[CESM11],nousavonsutiliséégalementuneapprochedeprogrammation
linéaire,permettantdefournirdesrésultatsencourageants.Cependant,lasimulation
deﬂuidesnécessitesouventdesalgorithmestrèscomplexesetuntempsdecalcul
importantpourreprésenterlafaçondontleﬂuideévolueavecl’environnement.Par
conséquent,cessimulationssontgénéralementlimitéesàunrendudithorsligne(«oﬀ
line»enanglais).Cependant,avecl’augmentationcontinuedelapuissancedecalcul
etdenouvelesavancéestelsquelesGPU,nouspouvonssimulerdesﬂuidesentemps
réelpourdesapplicationsinteractivescommelesjeuxvidéo.Lechapitre6porte
l’attentionsurlaprogrammationditehautementparalèle.Méthodesetprincipesde
programmationsontdécritsdanslebutd’obtenirunprogrammederendudesﬂuides
entroisdimensions.Cechapitre6seconcentreessentielementsurlespratiquesde
programmationditeGPGPU(«General-PurposecomputationonGraphicProcessing
Units»enanglais)maisaussisurlarecherchedevoisinagesqui,dansunesimulation
particulaire,permetd’augmentergrandementlesperformancesdecalcul.
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Outils mathématiques
A.1 Outils-Calculvectoriel
A.1.1 Déﬁnitions
Auseindecemémoire,denombreusesnotationssontprésentes.Nousalonsici
déﬁnirquelquestermesaﬁndefaciliterlacompréhensionetl’usagedecestermes.
D’unemanièregénéraleona:
–runvecteurreprésentantlapositionsoitr=(x,y,z)dansunespaceeuclidien
àtroisdimensions;
–vunchampvectorielreprésentantlavitesse,déﬁniparsestroiscomposantes:
vx(r),vy(r),etvz(r);
–aunchampvectorielreprésentantl’accélération,déﬁniparsestroiscompo-
santes:ax(r),ay(r),etaz(r).
Unchampdevecteursouchampvectorielestunefonctionquiassocieunvecteurà
chaquepointd’unespaceeuclidien.Unchampscalaireestunefonctiondeplusieurs
variablesquiassocieunseulnombreréel(ouscalaire)àchaquepointdel’espace.
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A.1.2 Gradient
Simplementappliquéàunchampscalairef(x,y,z)entroisdimensions,l’opérateur
∇donnelegradientduchamp.Legradientobtenuest,lui,unchampvectoriel.Le
gradientreprésentelavariationdelafonctionfparrapportàlavariationdeses
diﬀérentsparamètres.Parexempleendeuxdimensionsona:
∇f(x,y)= ∂f∂x,
∂f
∂y . (A.1)
Etdoncentroisdimensionsona:
∇f(x,y,z)= ∂f∂x,
∂f
∂y,
∂f
∂z . (A.2)
Legradient,danssonaspectsymboliquereprésentel’opérateurdesdérivées,par
exempleentroisdimensions:
∇= ∂∂x,
∂
∂y,
∂
∂z . (A.3)
Parfoisonrencontreunenotationalternativedugradient:
∇f=∂f∂x. (A.4)
A.1.3 Divergence
Leproduitscalairesymboliqueentrel’opérateur∇etunchampvectorielvdonne
ladivergencedecechampvectoriel.Ladivergenceobtenueest,ele,unchampscalaire.
Parexempleendeuxdimensions:
∇·v=∇·(vx,vy)=∂vx∂x+
∂vy
∂y. (A.5)
Etentroisdimensions:
∇·v=∇·(vx,vy,vz)=∂vx∂x+
∂vy
∂y+
∂vz
∂z. (A.6)
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Onpeutfacilementcomprendrelanotation∇·,ilsuﬃtderéaliserleproduitscalaire
symboliqueentrel’opérateurgradientetunchampvectoriel:
∇·v=∇·(vx,vy,vz)= ∂∂x,
∂
∂y,
∂
∂z ·(vx,vy,vz), (A.7)
∇·v= ∂∂xvx+
∂
∂yvy+
∂
∂zvz. (A.8)
D’unemanièregénérale,ladivergenceestreliée,enphysique,àl’expressionlocale
delapropriétédeconservationd’unegrandeurenparticulierdeladensité.Cela
représenteleﬂux,parunitédevolume,duvecteurvàtraversunesurface.Si∇·v>0
celasigniﬁequenoussommesenprésenced’unesource.Demême,si∇·v<0,ils’agit
d’unpuits.Si,dansundomaine,iln’yanisourcenipuits,alors∇·v=0etlechamp
devecteurvestditsolénoïdalouincompressible.
A.1.4 Rotationnel
Leproduitvectorielsymbolique×entrel’opérateur∇etunchampvectorielv
(déﬁniparsestroiscomposantes:vx(x,y,z),vy(x,y,z),etvz(x,y,z)entroisdi-
mensions),donnelerotationneldecechampvectoriel.Lerotationnelobtenuest,lui
aussi,unchampvectoriel.Plusdiﬃcileàsereprésenterquelegradientouencorela
divergence,ilexprimelatendancequ’ontleslignesdechampd’unchampvectorielà
tournerautourd’unpoint.
∇×v=∇×(vx,vy,vz)= ∂vz∂y−
∂vy
∂z,
∂vx
∂z−
∂vz
∂x,
∂vy
∂x−
∂vx
∂y (A.9)
Endeuxdimensions,lerotationnelreprésenteseulementunscalaire,latroisième
composantedurotationnelentroisdimensions.
∇×v=∇×(vx,vy)= ∂vy∂x−
∂vx
∂y (A.10)
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Onpeutfacilementcomprendrelanotation∇×.Ilsuﬃtderéaliserleproduitvectoriel
symboliqueentrel’opérateurgradientetunchampvectoriel:
∇×v= ∂∂x,
∂
∂y,
∂
∂z ×(vx,vy,vz), (A.11)
∇×v= ∂∂yvz−
∂
∂zvy,
∂
∂zvx−
∂
∂xvz,
∂
∂xvy−
∂
∂yvx . (A.12)
A.1.5 Laplacien
Ladivergencedugradientd’unchampscalairedéﬁnitsonLaplacienscalaire.On
ditaussiqueleLaplacienscalaireestl’applicationsymboliqueauchampscalairedu
carré(enfaitlesdérivéespartielessecondes)del’opérateur∇.LeLaplacienobtenuest
luiaussi(parconstruction)unchampscalaire.Onrencontredeuxtypesdenotation
pourleLaplacien,∇2ouencoreladivergencedugradient∇·∇.Soitfendeux
dimensions:
∇·∇f(x,y)=∇2f=∂
2f
∂x2+
∂2f
∂y2. (A.13)
Etdoncentroisdimensionsona:
∇2f(x,y,z)=∂
2f
∂x2+
∂2f
∂y2+
∂2f
∂z2. (A.14)
IlestimportantdenoterqueleLaplacienpeuts’appliqueràunchampvectoriel,
onparlealorsdeLaplacienvectoriel.LeLaplacienvectorielesttoutsimplement,
leLaplacienscalaireappliquéàchacunedescomposantesvx(x,y,z),vy(x,y,z),et
vz(x,y,z)duchampvectorielv:
∇2v=∂
2vx
∂x2+
∂2vy
∂y2+
∂2vz
∂z2. (A.15)
Pardéﬁnition,laformulation∇2f=0estappeléeéquationdeLaplace.Sion
décidederemplacerle0parunecertainequantiténonnule,∇2f=qonparlealors
d’équationdePoissonouencoreloidePoisson(utiliséeenstatistique).
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A.1.6 Identitésutiles
Larègleduproduit:
∇(fq)=(∇f)q+f∇q. (A.16)
Larègleduquotient:
∇ fq =
(∇f)q−f∇q
q2 , (A.17)
∇f
q =∇
f
q +
f∇q
q2 . (A.18)
Larègledeladivergence:
∇·(fv)=(∇f)·v+f∇·v. (A.19)
LarègleduLaplacienobtenueenappliquantdeuxfoislarègleduproduit:
∇2(fq)=f∇2q+q∇2f +2∇f·∇q, (A.20)
q∇2f =∇2(fq)− ∇2q−2∇f·∇q. (A.21)
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AnnexeB
Schémad’intégrationetcritèredu
temps
B.1 ConditionCFL
LaconditionoucritèreCFL(Courant-Friedrichs-Lewy),dunomdesmathémati-
ciensRichardCourant,KurtFriedrichsetHansLewy,estuneconditionnécessaire
simpleettrèsintuitivepourlaconvergencedessolutionsnumériques,publiéeen1928
[CFL28].Elesertàdonnerlepasdediscrétisationetlepasdetempssouslesquels
onobserveuneinstabilitédecalcul,erreurd’approximation,quipeutgrandiraufur
etàmesuredescalculs.Toutefois,laconditionCFLestuncritèrenécessairedesta-
bilité,maispassuﬃsant.Biensouventd’autrescritèresentrentenjeudanslecasde
simulationscomplexescommelasimulationdeﬂuide.
B.1.1 Description mathématiqueducritèreCFL
Lecasàunedimension
C=v∆t∆x≤Cmax, (B.1)
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OùCreprésentelenombredeCourantquiestuneconstante(sansdimension)utilisée
etdéterminéepourdesbesoinsdestabilitédelasimulation.
Lecasàdeuxdimensionsetgénéralisation
Danslecasàdeuxdimensions,onaunevitessev=(vx,vy)etlaconditionCFL
s’écritdelamanièresuivante:
C=vx∆t∆x +
vy∆t
∆y ≤Cmax. (B.2)
Paranalogieavecl’équation(B.2),onobtientlecasàndimensions:
C=∆t
n
i=1
vxi
∆xi. (B.3)
B.1.2 Descriptiondanslecasd’unesimulationdeﬂuideeu-
lérienne
Enutilisantuneapprocheeulérienne,cetteconditionspéciﬁequelesdéplacements
admissiblesduﬂuidesurunpasdetempsdoiventresterpetitsparrapportàlataile
descelulesdelagrile.
Selon[BMF07],laconditionCFLpermetdedéﬁnirlepasdetemps∆tànepas
dépasser(enconsidérant∆x=∆y):
∆t≤Cmax∆xvmax . (B.4)
Dans[FF01,FSJ01],laconstanteestﬁxéeàCmax=5.LeparamètreCmaxn’aja-
maisétéprissupérieurà5pourleschémaprédicteur-correcteur(sous-sectionB.2.3ou
sous-sectionB.2.4)ouleschémadeRunge-Kuttad’ordre2,3ou4(sous-sectionB.2.5).
Remarque
Pourlaméthodeditesemi-lagrangienne[Sta99,Sta03],laconditionCFLestauto-
matiquementsatisfaite.L’advectiondelavélocitéestdéduitedeparticulesvirtueles,
qui,aupasdetempsprécédentpossédaientunevaleurdevélocité.Lesimplefait
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deremonterleﬂotpourendéduireunecertainecaractéristique,enl’occurrencela
vitesse,permetàcetteméthoded’êtreconsidéréecommeinconditionnelementstable.
B.1.3 Descriptiondanslecasd’unesimulationdeﬂuidela-
grangienne
Ilexisteunevariétédeméthodesetd’explicationsaﬁndedéﬁnirunpasdetemps
enadéquationaveclessolutionsdetypeSPH.Lavitesseestdéﬁniesurchaquepar-
ticule,ilestdoncdiﬃcilededéﬁnirunevitesselimiteouplutôtunpasdetemps
suﬃsantpourconserverunestabilité.Nousalonsrésumercesméthodesetendéduire
uneapprocheutileaﬁnderespectercetteconditiond’unemanièrelagrangienne.
Dans[GM82,Mon92,LL03],lesauteursdécriventl’approchedesconditionsCFL
suivantes:
∆t=min
i
hi
c , (B.5)
avechiquireprésentelesupportdunoyau(déﬁnidanslechapitre2)employépour
chaqueparticuleietcreprésentelavitessecaractéristiquedumilieu(souventeleest
déﬁniecommelavitessedusondansl’eau).Enposanthilemêmepourtoutesles
particules,onobtientl’interprétationsuivante:
∆tf=min
i
h
fi , (B.6)
oùfi estlanormedesforcesextérieuresparunitédemasse(accélérationenm·s−2).
Cependant,danslecasdel’usaged’untermeartiﬁcielpourladiﬀusionvisqueuse
(viscosité)[Mon89,MFZ97],laformulationsuivantedelaconditionCFLestutilisée:
∆tAV =min
i


h
cs+max
j
hvijrij
r2ij

, (B.7)
oùcsreprésentelavitessedusondansl’eau(«celerityofsound»enanglais)déﬁnie
lorsdel’usagedelaviscositéartiﬁciele(section3.1.4).Danscecasprécisoncherche
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àobtenirleminimumsurchaqueparticuleiquipossèdeenvoisinagejparticules.
Enconsidérantl’ensembledesdéﬁnitionsdupasdetempsprécédent,onpeutdonc
endéduirelepasdetempssuivant,aﬁnd’obtenirunesimulationstableenlagrangien:
∆t=min
i
(∆tf,∆tAV). (B.8)
Dans[Mon92,Mon94],Monaghansuggèred’utiliseruneformulationsimilaire(B.9)
maisilﬁxedeuxconstantesλ1=0.4etλ2=0.25;cettedéﬁnitionseraappliquéeet
utiliséedansdenombreusessimulationscommeparexempledans[BT07]:
∆t=min
i
(λ1∆tf,λ2∆tAV). (B.9)
Pourplusd’informationssurladéﬁnitiondesconditionsCFLutiliséesetappliquées
auseindesimulationsSPH,lelecteurestinvitéàconsulterlespublicationssuivantes:
[Mon92,Mon05,LL03,LL10,MFZ97].
B.1.4 Conclusion
DanslesdeuxapprocheslesconditionsCFLsontdesconditionsplusquenéces-
saires.Deuxapprochesdistinctesexpliquentaussilesformulationsdiﬀérentes.Ilest
ànoterquel’utilisateurﬁxeunpasdetempsetquecelui-ciestsubdivisédemanière
adaptativepourrespecterlaconditiondestabilitéCFL.Doncpourunpasdetemps
donnéilestpossiblededisposerdeplusieurssous-étapesaﬁnd’obtenirunesolution
numériquementcorrecte.
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B.2 Schémad’intégrationnumérique
LarésolutiondeséquationsdiﬀérentielesdeNavier-Stokes(ouEuler)estunpoint
souventabordédanslesdiﬀérentstravaux(articles,mémoiresetthèses)relatifsà
laméthodedesimulationdeﬂuide.Denombreuxschémasdiﬀérentssontemployés
maisassezpeudedétailstechniquessontdisponiblessurl’écrituredecetterésolution
numérique.Ainsi,cetteannexeestconsacréeàcetaspectfondamentaldelasimulation
deﬂuide.Toutefois,cetteannexenecontientpasl’ensembledesschémasexistants
maisseulementceuxutilisésdanscemémoire.
Dansleséquationssuivantes,nousnoteronsr,vetalaposition,lavitesseetl’ac-
célérationd’uneparticulelorsdel’intégrationdeséquationsdiﬀérentielesdutemps
tautempst+∆t,souventappelét+1pourdesraisonsdesimplicité.Cessché-
maspeuventégalementêtreutiliséspourintégrerladensitéρdansl’équationde
conservationdelamasse.Avecatcalculéeàl’aidedel’équationdeconservationdu
mouvement.
B.2.1 Méthoded’Euler
Laméthoded’Eulerestlaplusbasiquedesméthodesexplicitespourl’intégration
numériquedeséquationsdiﬀérentielesordinaires.Eleauneprécisiondepremier
ordreetuncoûtdecalculextrêmementfaibleet,entantquetel,c’estunalgorithme
trèsperformant.L’algorithmeprendlaformesuivante:
vt+1=vt+∆tat,
rt+1=rt+∆tvt.
(B.10)
B.2.2 Méthoded’Eulersemi-implicite
Enéchangeantsimplementlamiseàjourdelavitessedanslamiseàjourdela
positiononobtientuneformulationimplicitedeméthoded’Euler.Ongagnedeux
avantagesimportants:cetteméthodeestsymplectique(élémentsquisontentrelacés
lesunsdanslesautres)etelefournituneplusgrandestabilitéquel’équation(B.10).
Celasigniﬁequel’erreurlocale(déﬁniecommel’erreurfaiteenuneseuleétape)est
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o(∆t2).L’erreurglobaleestdeo(∆t).
vt+1=vt+∆tat
rt+1=rt+∆tvt+1
(B.11)
B.2.3 MéthodedeVerlet
LaméthodeaétédéveloppéeparlephysicienfrançaisLoupVerleten1967.L’al-
gorithmedeVerletréduitletauxd’erreursintroduitesparl’intégrationencalculantla
positionaupasdetempssuivantàpartirdespositionscourantesetprécédentes,sans
faireappelàlavitesse.EnutilisantdeuxdéveloppementsdeTaylordelaposition
r(t+1)etr(t−1).
rt+1=rt+vt∆t+12at∆t
2+16
d3rt
dt3∆t
3+o(∆t4) (B.12)
rt−1=rt−vt∆t+12at∆t
2−16
d3rt
dt3∆t
3+o(∆t4) (B.13)
Enadditionnantlesdeuxexpressionsensembleonobtientunenouveleméthoded’in-
tégration:
rt+1=2rt−rt−1+∆t2at,
vt=rt+1−rt−12∆t .
(B.14)
Onremarquequelavitesseestcalculéeavecuncertainretard.Laméthodedispose
d’uneerreurglobaledeo(∆t2)pourlapositionetpourlavitesse,uneerreurlocale
deo(∆t4)pourlapositionetdeo(∆t2)pourlavitesse.Onpeutlaconsidérercomme
uneméthodeprécisedusecondordrenotammentutiliséepar Monaghan,[Mon05],
dansunschémapluscomplexedeprédiction/correction.Égalementdansunschéma
deprédiction/relaxationutiliséparSimonClavet[CBP05]aﬁnderésoudrecertains
problèmesdestabilité.
Lesinconvénientsdecetteméthoderésidentdanslanécessitédeconserverles
positionsrt−1,rtetrt+1,cequisigniﬁeégalementquel’algorithmenedisposepasde
pointdedépart.
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MéthodedeVerletpourlavitesse
EnmodiﬁantquelquepeulaméthodedeVerletdebase,nouspouvonssupprimer
lafaiblessedecetteméthodeetdisposerainsid’unpointdedépart:
rt+1=rt+∆tvt+12∆t
2at,
vt+1=vt+12(at+at+1)∆t.
(B.15)
Toutefois,l’approximationdevt+1demandedeconnaîtrelavaleurdeat+1,quibien
souventdanslecomportementd’unﬂuide,nécessitevt+1pourêtrecalculée.Onpeut
doncutiliserl’approximationdevt+1suivante:
vt+1=rt+1−rt∆t . (B.16)
B.2.4 MéthodeLeapFrogouSaute-Mouton
Leapfrogestuneméthoded’intégrationtrèssimilaireàlaméthodedeVerletpour
lavitesse.LenomSaute-Moutonvientdufaitquelespositionsetlesvitessessont
calculéesàdesmomentsentrelacés(t+12ett−12).Laméthodeestsouventutilisée
danslesméthodesSPHenraisondesabonneperformanceetprécision,[MCG03,
BT07,SP08,SP09, Mon92].Laprécisiondelapositionestlamêmequepourles
algorithmesdeVerlet,maisilesto(∆t3)pourlavitesse.
vt+12=vt−12+∆tat (B.17)
rt+1=rt+∆tvt+12 (B.18)
Aveccommeconditioninitialepourlavitesse,unesimpleintégrationd’Euler:
v−12=v0−
1
2∆ta0. (B.19)
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Toutefoisl’approximationdevtestnécessairepourlecalculdesforces:
vt=
vt−12+vt+12
2 . (B.20)
B.2.5 MéthodedeRunge-Kutta
Lesméthodesontéténomméesainsienl’honneurdesmathématiciensCarlRunge
et Martin WilhelmKuttalesquelsélaborèrentlaméthodeen1901.Cesméthodes
reposentsurleprincipedel’itération,c’est-à-direqu’unepremièreestimationdela
solutionestutiliséepourcalculerunesecondeestimation,plusprécise,etainside
suite.Onditlesméthodescarlaméthodediﬀèreselonl’ordred’intégration.Ilest
importantdenoterquecesméthodesexistentégalementsousleursformulationsim-
plicites,icinousalonsseulementdécrirelesméthodesdetypeexplicite.
Runge-Kuttad’ordre1
Cetteméthodeestéquivalenteàlaméthoded’Euler.
Runge-Kuttad’ordre4(RK4)
CetteméthodedeRunge-KuttaestsouventdénomméeRK4ousimplementla
méthodedeRunge-Kutta.Pourlacompréhensiondel’algorithmeonutilise:
at=a(rt,vt). (B.21)
Oncommenceenrecherchantles4estimationssuivantes:
r1=rt,
v1=vt,
a1=at,
r2=rt+12∆tv
1,
v2=vt+12∆ta
1,
a2=ar2,v2 ,
(B.22)
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r3=rt+12∆tv
2,
v3=vt+12∆ta
2,
a3=ar3,v3 ,
r4=rt+∆tv3,
v4=vt+∆ta3,
a4=ar4,v4 .
(B.23)
Ensuiteonpeutfacilementobtenirlanouvelevitesseetposition:
vt+1=vt+∆t6 a
1+2a2+2a3+a4 ,
rt+1=rt+∆t6 v
1+2v2+2v3+v4 .
(B.24)
LaméthodeRK4estuneméthodedequatrièmeordre,cequisigniﬁequel’erreurlocale
estdel’ordredeo(∆t5)ainsiqued’uneerreurglobaledeo(∆t4).Cetteméthodetrès
préciseestégalementtrèscoûteuseentempsdecalculetdoncfaibleenperformance.
Eneﬀet,ilnousfautestimerquatrefoisl’accélération,soitréaliser,pourunmême
pasdetemps,quatrecalculsdiﬀérents.
Runge-Kuttad’ordre2(RK2)
LaméthodeRK2estunecompositiondelaméthoded’Euleretesttrèsprochede
laméthodedeVerlet.L’erreurlocaleestdeo(∆t3)etl’erreurglobaleestdeo(∆t2).
Eleconsisteàestimerladérivéeaumilieudupasdetempsetàestimerlepasde
tempscompletàpartirdecettenouveleestimation.
Oncommenceparlesdeuxestimationssuivantes:
r1=rt,
v1=vt,
a1=at,
r2=rt+12∆tv
1,
v2=vt+12∆ta
1,
a2=ar2,v2 .
(B.25)
Puisonendéduitlapositionetlavitesseaupasdetempscomplet:
vt+1=vt+∆ta2,
rt+1=rt+∆tv2.
(B.26)
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Onreconnaîtainsiquelaméthoded’intégrationutiliséepourlestempsintermédiaires
estceledupointmilieu.Souventappelée«Midpointmethod»enanglais.Laméthode
dupointmilieuestuneméthodeRunge-Kuttadusecondordre.Méthodetrèsutilisée
notammentauseindesméthodeseulériennes.Nousl’avonsutiliséedanslecadred’une
simulationdeﬂuidedetypePIC/FLIP(hybride)baséesurlesécritsdeBrackbil,
[BKR88]et[BR86].
B.2.6 Conclusion
Cettesectiondécritunensembledeméthodesd’intégrationsnumériques.L’in-
tégrationestundesproblèmessouventrencontrésensimulationdeﬂuide.C’est
pourcelaquelesintégrationsd’équationsdiﬀérentielesreprésententunvastechamp
d’étude,quecesoitenmathématiquespuresouenmathématiquesappliquées.Le
tableauB.1décritetcomparel’erreurglobaleobservéepouruneéquationdiﬀéren-
tieledetypedx(t)dt =−2x(t)oùlasolutionanalytiqueestx(t)=e−2tetnouspermet
doncdeconclurequelesméthodesRunge-Kuttasontdesméthodestrèsprécises(les
meileures)maisauxdépensdel’aspecttempsréel(gaindevitesse).Cesméthodes
sontpluscoûteusesentempsdecalcul.
Méthodes L’erreurglobale
Méthoded’Euler 0.028
Méthodedupointmilieu(RK2) −0.00211
MéthodeRunge-Kuttad’ordre3(RK3) 0.000105
MéthodeRunge-Kuttad’ordre4(RK4) −4.2651×10−6
Méthoded’Eulersemi-implicite −0.0261
Méthodedupointmilieuimplicite 0.000904
TableauB.1–Tableaureprésentantl’erreurglobaleàt=1avec∆t=0.1
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