Abstract
in which f (x|µ) is the likelihood that µ will produce the observed effect, 
Usually the priors of signal and backgrounds are independent, i.e. f0(λS, λB) = 37 f0(λS)f0(λB). Let's consider a simplified case but without losing gen-
38
erality to obtain some intuitions from the Bayesian method, in which 39 f0(λS) = k (k is a constant) and f0(λB) = δ(λB − mB) (δ is the Dirac 40 delta function and mB is the expected background). Then the Eq. (2) 41 would be rewritten as f (λS|x1, f0(λS, λB1)), after some derivation we get Table 1 . 
