Atomic radii and charges are two major parameters used in implicit solvent electrostatics and energy calculations. The optimization problem for charges and radii is under-determined, leading to uncertainty in the values of these parameters and in the results of solvation energy calculations using these parameters. This paper presents a method for quantifying this uncertainty in solvation energies using surrogate models based on generalized polynomial chaos (gPC) expansions. There are relatively few atom types used to specify radii parameters in implicit solvation calculations; therefore, surrogate models for these low-dimensional spaces could be constructed using 1 arXiv:1705.10035v1 [q-bio.BM] 29 May 2017 least-squares fitting. However, there are many more types of atomic charges; therefore, construction of surrogate models for the charge parameter space required compressed sensing combined with an iterative rotation method to enhance problem sparsity. We present results for the uncertainty in small molecule solvation energies based on these approaches. Additionally, we explore the correlation between uncertainties due to radii and charges which motivates the need for future work in uncertainty quantification methods for high-dimensional parameter spaces. The method presented in this paper is a promising approach for efficiently quantifying uncertainty in a wide range of force field parameterization problems, including those beyond continuum solvation calculations.
least-squares fitting. However, there are many more types of atomic charges; therefore, construction of surrogate models for the charge parameter space required compressed sensing combined with an iterative rotation method to enhance problem sparsity. We present results for the uncertainty in small molecule solvation energies based on these approaches. Additionally, we explore the correlation between uncertainties due to radii and charges which motivates the need for future work in uncertainty quantification methods for high-dimensional parameter spaces. The method presented in this paper is a promising approach for efficiently quantifying uncertainty in a wide range of force field parameterization problems, including those beyond continuum solvation calculations.
Introduction
Implicit solvent models and their applications have been the subject of numerous previous reviews.
1 -3 Such solvation models require the coordinates of the solute atoms as well as atomic charge distributions and a representation of the solute-solvent interface. Charges and interfaces are generally modeled through parameterized empirical representations; however, these parameterizations are often under-determined, leading to uncertainty in the resulting parameter sets. [4] [5] [6] The Poisson equation is a popular model for implicit solvent electrostatics and serves as a good example for exploring the influence of this uncertainty on properties such as molecular solvation energy. [1] [2] [3] This is a partial differential equation for the electrostatic potential ϕ : Ω → R −∇ · (x)∇ϕ(x) = ρ(x) for x ∈ Ω (1)
where Ω ⊂ R 3 is the problem domain, ∂Ω is the domain boundary, : Ω → [1, ∞) is a dielectric coefficient, ρ : Ω → R is the charge distribution, and ϕ D is a reference potential function (e.g., Coulomb's law) used for the Dirichlet boundary condition. The dielectric coefficient is usually defined implicitly [7] [8] [9] [10] with respect to the solute atomic radii {σ i } and solvent properties such that the coefficient reaches two limiting constant values: u inside the solute and v away from the solute in bulk solvent. The solvation energy is calculated by
where ϕ is the Poisson equation solution for the system with a bulk value of corresponding to the solvent of interest and ϕ 0 is the solution for the system with a bulk value of corresponding to a vacuum. For atomic monopoles, the solute charge distribution has the (numerically unfortunate) form ρ(x) = 
Atomic charge models are designed to approximate the "true" vacuum electrostatic potential due to quantum mechanical electron and nuclei charge distributions. While quantum mechanical charge distributions can be incorporated directly in implicit solvent models, 11, 12 atomic point charge distributions are generally used. 2 These point charges can include inducible and fixed multipoles 13, 14 but monopoles are the most common form. For the purposes of assigning charges, atoms are grouped into sets based on molecular connectivity and environment. 15 The charge values for atoms in these sets are usually determined by numerical fitting to quantum mechanical vacuum electrostatic potentials. Such charge optimization is ill-posed and fitting requires careful choice of the objective function and regularization constraints. [16] [17] [18] [19] While sophisticated fitting procedures have been developed, significant information reduction occurs in the transformation of the continuous quantum mechanical electron density into a discrete set of atomic point charges.
Solute-solvent interface models are much more empirical than the charge distribution models; the definition of a solvent "interface" is imprecise at length scales comparable to the size of water molecules. Therefore, such models are generally developed to represent a reason- In the present work, we quantify the uncertainty in solvation energy calculated by the Poisson equation and induced by the uncertainty of the input radii and charge parameters.
In particular, we construct two surrogate (or statistical regression) models of the solvation energy in terms of the radii and the atomic charges, respectively. These surrogate models enable us to estimate the solvation energy with different input parameters quickly and to evaluate the statistical information of the target properties (e.g., probability density function) efficiently. We model the input parameters as independent (i. 
Methods
We demonstrated the framework using a test set of 17 compounds from the SAMPL computational challenge for solvation energy prediction 15 (see Table 1 ). 44 Mulliken. 45 The HartreeFock method and the 6-31G*basis set were used to optimize molecular geometries. The methods we selected here are popular ones from different approaches that have been proposed for the derivation of atomic charges. For instance the General Amber force field use atomic charges which are fitted by RESP, the GLYCAM force field employs the CHELPG method, and CHARMM force field developers used both approaches. We note that some of these resutls are known to be sensitive to details in the molecular modeling, which increases the uncertainties in the input (atomic charge). We demonstrate that even with this less favorite scenario, our method is still able to investigate the uncertainty in the solvation energy with relatively few Monte Carlo samples.
We assumed that the variation of atomic charges across different methods can be modeled by a Gaussian random field with covariance kernel
where η i is the standard deviation of the i-th atomic charge, x i is the position of the i-th atom, and 0 < p < 2. We used atomic charges from 11 different methods to estimate η i and then used the maximum likelihood estimate (MLE) method to estimate θ and p. Since the sum of N A charges in a molecule is constrained (to its formal molecular charge Q ∈ Z), we modeled the Gaussian random field with N A − 1 atoms by removing the last hydrogen in the PDB file. Additionally, we use symmetry in the molecular structure to reduce the number of independent atomic charge types before applying the MLE to identify the random field.
For example, in a benzene, there is only one type of carbon and one type of hydrogen due to the symmetry of this molecule. Therefore, we considered the charges of its atoms as a Gaussian random field with only two entries instead of 12 ones (the total number of atoms in benzene).
After obtaining the covariance matrix by integrating across methods, we represented the atomic charge as
where q = (q 1 , q 2 , · · · , q N A −1 ) are the atomic charges, q is the mean of q estimated from the
random variables, and L c is a lower triangular matrix from the Cholesky decomposition of the covariance matrix (Eq. 5). We note that for the atoms in the test set used in the present work, the covariance matrices of these random field are almost diagonal: the off-diagonal entries are smaller than 10 −12 . This suggests the correlation between atomic charges is effective removed during their symmetry-based grouping. The atomic charge for the remaining atom is obtained by summation of the other random charge variables based on the constraint to model uncertainty in the radii parameters in the same manner. Although radii are nonnegative, we did not explicitly impose constraints on the radii. After obtaining the covariance matrix, we represented the radii as
where σ = (σ 1 , · · · , σ N A ), σ i is the radius of atom (type) i, ζ = (ζ 1 , · · · , ζ N A ) are independent zero-mean unit-variance Gaussian random variable and L r is a lower triangular matrix from the Cholesky decomposition of the covariance matrix. We note that the standard deviations here are smaller than 10% of the mean values which implies very low probabilities for unphysical negative radii values. Therefore, by employing truncated Gaussian random variables within 4 standard deviations (capturing more than 99.99% of the probability), we guaranteed that the radii are always positive and that the distributions of the truncated Gaussian variables were almost identical to the original Gaussian variates.
Although we use γ and ζ to denote the random variables used for modeling the uncertainties in q j and σ j , in what follows, we still use ξ = (ξ 1 , ξ 2 , · · · ) to denote general uncertain inputs when introducing the algorithm and reporting results.
Solvation energy surrogate models
We used generalized polynomial chaos (gPC) expansions as surrogate models for the solvation energy. The goal of surrogate construction is to estimate the variations in quantities of interest, such as solvation energy, much more efficiently than solving the original problem, such as solving the Poisson equation. The details for these expansions are provided in Supporting Information.
Poisson equation solver
We used the Adaptive Poisson-Boltzmann Solver (APBS) 48 to solve the Poisson equation for solvation energies.
Results and discussion
For each test case, we used Monte Carlo simulations to generate 10, 000 samples of the input parameters ξ q and then solved PB equation using APBS to obtain output samples of the solvation energy E q = E(ξ q ). We used these outputs as "ground truth" reference solutions to examine the performance of the surrogate models. More precisely, given a surrogate model E, we use two different root-mean-squared error (RMSE) measures to examine its accuracy:
We also use box-whisker plots to demonstrate the statistics. The line in the middle is the median of 16 molecules, the tops and bottoms of the boxes are 25th and 75th percentiles, and the whisker plots cover more than 99% probability.
Influence of radii uncertainties on solvation energies
We investigated the effect of the uncertainties in the radii with fixed atomic charges obtained from AM1-BCC. 37 As an example, there are eight different sets of radii for N, N -dimethyl- 
Influence of atomic charge uncertainties on solvation energies
We also examined the influence of charge perturbation for solvation energy calculations with fixed radii (ZAP-9). As an example, there are 14 different types of atoms in N, N -dimethyl-pmethoxybenzamide as shown in Supporting Material. We note that we model the surrogate with 13 inputs due to the constraint on the summation of the charges. The mean and standard deviation are computed from the results of 11 different charge fitting approaches.
We used no more than 3000 multi-variate normalized Hermite polynomials (up to fourth order) in the gPC surrogate model for E g for all the molecules. We use N, N -dimethyl-pmethoxybenzamide as an example. The influences of the uncertainties in the input atomic charges on the solvation energy for each molecule are demontrated in Figure 5 . For most molecules, the experiment results lie in the whisker plots and some of them are in the box. We also present the number of output samples needed to construct a surrogate with RMSE less than 5% with respect to the number of atom types in Figure 6 .
Combined influence of radius and atomic charge uncertainties
Comparing the PDFs in Figures 1 (b) and 4 (b), we notice that the uncertainty in the solvation energy induced by the atomic charges is stronger than that induced by the radii. The atomic charges vary significantly across different methods while the variation in the radii is much smaller. To understand the combined influence of charges and radii on solvation energies, we modeled the correlated uncertainties for these two types of parameters can be Not surprisingly, the number of output samples needed to construct an accurate surrogate increases as we take into account both uncertainties in the charges and radii. The shape of the solvation energy changes PDF also slightly as the radii variation of the radii across different methods are much smaller than charge variations.
The influences of the uncertainties in the input atomic charges on the solvation energy for each molecule are demontrated in Figure 8 . This figure is similar to Figure 5 since the uncertainties in the atomic charges dominate the results. Figure 9 shows the number of output samples needed to construct a surrogate with less than 5% RMSE for all 17 molecules Number of simulations to reach 95% accuracy TFMB → Figure 9 : "•" : number of output samples need to construct a surrogate model with RMSE less than 5% with respect to the number of atom charge types plus radius types; "-" fitting curve −0.6x
to the number of atom types in the molecule.
Conclusions
We used a newly developed extension of compressive sensing method to construct surrogate models of solvation energy based on gPC expansions. These surrogate models allow us to efficiently and accurately estimate the variation in solvation energy due to uncertainty in parameter input. Our results demonstrate that for the data sets used in the present work, the variation of radii across different approaches are small. On the other hand, the variations of the atomic charges obtained by different methods are much larger. Therefore, the number of output samples needed for accurate UQ analysis requires are much larger, growing quadratically with respect to the number of atom types. In addition, modeling the radii uncertainty and the atomic charges uncertainty are different in that the former is transferable while the latter is not. More specifically, the radii of atoms are identified disregard of which molecule or residual they belong to in practice, hence, the uncertainty of the radius of a specific atom can be applied to different molecules. However, the atomic charges are computed by fitting the ab initio results, which does not guarantee that the same atom in different molecules has the same uncertainty in the charges. This framework can be applied to estimate the statistics (e.g., mean, variance), PDF, confidence interval, Chernoff-like bounds, 49 etc. of solvation computing and other chemical computing when the inputs are uncertain. The current study focused on uncertainty in solute charges and radii;
however, this framework could also be applied to other solvation model characteristics such as dielectric coefficient, solvent radius, and biomolecular surface definition.
In the future, we anticipate that this approach could be used for a much wider range of force field parameterization activities, including both coarse-grained and atomistic representations of biomolecules. Uncertainty quantification methods have begun to be used in force field parameterization of simple alkane systems; 50 this paper demonstrates the ability to extend the methods to higher-dimensional systems with more diversity of atom types.
Application of these methods offer the benefit of efficiently characterizing parameter space and understanding the impact of parameter variation on quantities of interest. Additionally, the iterative method we used in the present work is very suitable for this type of problem, as the accuracy of the surrogate models are improved significant after iterations. Especially, the error of the surrogate models for the atomic charge induced uncertainties are reduced by 40% ∼ 50% compared with the standard compressive sensing method. Also, there is significant room for development in the numerical methods. For example, the sparsityenhancing approaches can be combined with other techniques including improved sampling strategies, 51, 52 adaptive basis selection, 53,54 and advanced optimization methods. 55, 56 These approaches improve the accuracy of the compressive sensing method from different aspects.
As such, they will help to reduce the number of expensive simulations or quantum mechanics calculations needed for constructing accurate surrogates.
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where · F represents the Frobenius norm and N A is the total number of atom types. The correlation magnitude between different fitting methods is presented in Figure S1 . 
B Setup of the input uncertainties
Example uncertainties for N, N -dimenthyl-p-methoxybenzamide charges and radii are given in Tables S4 and S3 , respectively. 
C Generalized polynomial chaos expansions
Let E(ξ) denote a quantity of interest, such as the solvation energy, which depends on uncertain variables ξ. The gPC expansion for E can be written as
where ε is the model error, N is a positive integer, c n are expansion coefficients, and ψ n are multivariate polynomials which are orthonormal with respect to the distribution of ξ:
where ρ ξ : Γ → [0, ∞) is the probability distribution function (PDF) of ξ over domain Γ ⊆ R d and δ ij is the Kronecker delta. In this work, we study systems relying on ddimensional Gaussian random vector ξ ∼ N (0, I). Therefore, the gPC basis functions are constructed by tensor products of univariate orthonormal Hermite polynomials. For a multi-
For two different multi-indices
we have the property
where
For simplicity, we denote ψ α i as ψ i and set ψ i = 1. The mean and the variance can be estimated very easily from this expansion:
After the basis functions are selected, the surrogate model is constructed by computing the coefficients c n . The first step is to generate input parameter samples ξ q , q = 1, 2, · · · , M ; e.g., by using Monte Carlo sampling, and to obtain corresponding output samples E q by running the Poisson solver with the input parameters ξ q . With this data, the simplest approach to compute c n is linear regression. However, such approaches only work when M > N ; i.e., if the compound consists of many atoms and the number of uncertain parameters are large, we need to include many ψ n in the surrogate model to obtain an accurate surrogate model for the PB solver. In general, we can only obtain relatively small number of output samples due to limited computational resources such that M < N or M N . Therefore, we generally need to solve the under-determined linear system:
T is the vector of output samples, Ψ is an M × N matrix with
T is a vector of error samples with ε i = ε(ξ i ). The compressive sensing method is effective at solving this type of under-determined problem when c is sparse and Ψ satisfies some condition.
? ? ? Here "sparse" means that many c n are close to 0, and only a small number of c n are of large magnitude. There are several approaches to enhance sparsity; ? ? ? ? the compressive sensing method typically approximates c by solving the following 1 minimization problem:
where τ = ε 2 is the magnitude of the truncation error estimated by the cross-validation.
?
Standard convex optimization methods are applicable ? to this type of minimization problem.
In this work, we used a specifically designed MATLAB package spgl1 ? ? to solve (P 1,τ ). We implement a newly developed sparsity-enhancing compressive sensing technique ? to further improve the accuracy of the solution to (P 1,τ ).
Given a fixed M , the accuracy of the compressive sensing method relies on the structure of Ψ and the sparsity of c. The former can be improved by special sampling strategies,
and the latter can be improved by sparsity-enhancing techniques.
? ? The sparsity-enhancing techniques find another set of random variables η = (η 1 , η 2 , · · · , η d ) T such that the vectorc, which are the gPC coefficients of u with respect to η, is sparser. In order words, our goal is to seek η(ξ) with
c n ψ n (ξ) = N n=1c n ψ n (η) = E g (η), such thatc is sparser than c. We use a rotation matrix A to identify η: η = Aξ. Since ξ are i.i.d. Gaussian, and A is orthonormal (i.e., AA T = I), we have η ∼ N (0, I). Therefore,
is a gPC expansion with respect to η because ψ n are orthonormal Hermite polynomials and ρ η (x) = ρ ξ (x), hence the orthonormal condition Eq. (1) holds. In order to obtain the rotation matrix A, we first define the "gradient matrix" ? ? G:
where G is symmetric, ∇E(ξ) = (∂E/∂ξ 1 , ∂E/∂ξ 2 , · · · , ∂E/∂ξ d ) T is a column vector, U = (U 1 , U 2 , · · · , U d ) is an orthonormal matrix consisting of eigenvectors U i , and Λ = diag(λ 1 , λ 2 , · · · , λ d ) with λ 1 ≥ λ 2 ≥ · · · ≥ 0 is a diagonal matrix with elements representing decreasing variation of the system along the respective eigenvectors. We choose A = U T , which is a orthonormal matrix. Consequently, when the differences between λ i are large, g helps to concentrate the dependence of u primarily on the first few new random variables η i due to the larger variation of u along the directions of the corresponding eigenvectors. Therefore, we obtain a sparserc than c. Since E is unknown, we use E g computed from standard 1 minimization method to approximate G:
The entries of G can be approximated as:
where K ij is a "stiffness" matrix with entries
We note that K ij can be pre-computed since {ψ i } are normalized Hermite polynomials. Here we provide the formula of (K ij ) kl and more details can be found in.
After identifying A and consequently η we solve P (1, γ) to obtainc. This procedure can be performed iteratively; i.e., every time we find ac, we identify a new A, then consequently define new η. Hence, we can solve (P 1,γ ) to find a new, possibly sparserc. The entire iterative procedure is summarized in Algorithm 1.
In this algorithm, steps 1-4 construct the surrogate model by directly applying the compressive sensing method to the Monte Carlo sampling output. Steps 5-8 use sparsityenhancing techniques to improve the accuracy of the compressive sensing method iteratively.
In step 8, we use τ (l+1) because the estimate of the truncation error by the cross-validation can be different in each iteration. In step 9, a termination criterion is required such as the empirical test | ij |U ij | − d| < κ where we chose κ = 0.1d. ? This criterion implies that if the (l + 1)-th rotation matrix is close to identity matrix or permutation matrix, we should stop the iteration. It is usually sufficient to use one or two iterations since further rotations do not improve the accuracy significantly.
? ?
