Taking into account the increasing importance of supply chain management and attempting to align different strategies available to buyers, some researchers have combined the two important problems mentioned above (lot-sizing and supplier selection) (Tempelmeier, 2002; Liao and Kuhn, 2004; Basnet and Leung, 2005; Rezaei and Davoodi, 2006 Liao and Rittscher, 2007; Cheng and Ye, 2010) , bringing together qualitative and quantitative metrics for supplier selection, and inventory costs for lot-sizing, and applying mathematical programming to account for the constraints of the integrated system. For a review of this approach, see Aissaoui et al. (2007) .
A third important decision facing buyers involves determining the selling price or pricing.
Abad (1994) has drawn a distinction based on two assumptions: 1) annual demand for the item is fixed and the buyer only has to plan his procuring (i.e. lot-sizing) policy; 2) annual demand is a function of the price. When the latter is the case, buyers are faced with decisions regarding prices and lot-size. These two areas are examined together in a number of studies (e.g. Abad, 1994 Abad, , 1996 Abad, , 2001 Abad, , 2003a Abad, , 2003b Hwang and Shinn, 1997; Kim and Lee, 1998; Shinn and Hwang, 2003; Chen and Chen, 2004; Rezaei, 2005; Khouja, 2006; Smith et al., 2007 Smith et al., , 2009 Gonzalez-Ramirez et al., 2011) .
In this paper, we combine the three problems outlined above. We consider a situation in which a buyer has to decide which products to order in what quantities, and from which suppliers and when, as well as determine the selling price of each product in each period. In this situation, as in most actual situations, we assume that demand for the products depends on selling prices, while the buyer has a limited budget at the first stage of his planning horizon.
Based on the assumption that the buyer wants to maximize total profits and minimize total inconsistency and deficiency under a set of constraints -including suppliers' capacity, warehouse storage and budget limitations -we formulate a multi-objective non-linear mixed integer programming model. Because this is a problem that basically belongs to a class of NPhard problems (Florian et al., 1980; Bitran and Yanasse, 1982) , a suitable approach to dealing with the problem is by using a heuristic search algorithm. In this paper, we use a robust multiobjective genetic algorithm and introduce a new operator called Refiner operator, to satisfy the constraints of the problem efficiently. The remainder of this paper is organized as follows. In section two, we present the details and mathematical modeling of the problem and discuss the heuristic genetic algorithm in section three. Section four contains the numerical example, discussion and comparison study.
In section five, we present our conclusions and suggestions for future research.
Mathematical modeling
The mathematical model in this paper has been developed on the basis of the following notations and assumptions. Inventory of product i in period t
Assumptions
1) The purchasing price depends on the purchased quantity, while the selling price depends on customer demand.
2) Ordering costs are a combination of fixed costs, which are independent of the lot-size, and additional ordering costs, which depend on the specific lot-size.
3) The buyer has a limited storage capacity and budget in each period.
4) Suppliers have limited supply capacity.
5) Initial and final inventory levels of all the products are zero.
6) Shortage is not allowed, i.e. the demand for each product within each period should be completely satisfied within the same period.
Based on these notations and assumptions, we present the details of the mathematical programming model, which contains three objective functions and a set of constraints.
Objective functions
Total profit (z 1 ): the total profit in this situation is computed as the difference between total revenues and total costs, where the total revenues are earned by selling all the products in all periods and the total costs are the sum of the purchasing costs, ordering costs, holding costs, and transportation costs in all periods. The buyer wants to maximize total profits. Here, we elaborate on some parts of this objective function. According to Aissaoui et al. (2007) , in modeling the problems of lot-sizing and supplier selection, there are two general situations with regard to purchasing price: items without discount and items with discount. Quantity discount is offered to maximize profits. When discount is continuous, the buyer obtains more information about prices, which can be used in supplier comparison (Schotanus et al. 2009 ).
In this paper, the purchasing price, Figure 1 shows six types of relationship that have been identified in literature, together with the key emphasis and focus of the relationship, clustered into three categories: adversarial, partnership and integrated (Hines, 2004) . Because integrated relationships imply that two firms operate as one, we do not consider them here. Existing literature mainly implicitly assumes that there is an arm's length (adversarial) relationship between buyer and supplier, which means it has to be assumed that the buyer pays a fixed amount in ordering cost for every order. However, when we consider the commitment that exists between buyer and supplier in partnership types of relationship, it is wise to assume that, for a continuous period of time, the buyer pays the fixed ordering cost only once, rather than with every order. However, the variable ordering costs
the specific lot-size in each period. As the last part of the first objective function, we consider transportation costs, which have often been ignored in solving lot-sizing problems (Rezaei and Davoodi, 2011; Aissaoui et al., 2007; Ertogral et al., 2007; van Norden and van de Velde, 2005) . As mentioned by Aissaoui et al. (2007) , one of the advantages of the synergy generated by multi-item models is the possibility of reducing transportation costs. For example, in multiitem models, it is possible to benefit from transporting multiple items in a single vehicle, which is why we assume that different items purchased from a supplier can be transferred by a single vehicle, within the capacity of that vehicle.
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Total inconsistency (z 2 ): Inconsistency is defined as the percentage of late and wrong delivery by the supplier. With regard to late delivery, inconsistency is the percentage of time delayed, whereas in the case of wrong delivery it is the percentage of goods returned (Beamon, 1998; Mapes et al., 2000; Chan, 2003) . Service level is defined as the percentage of lots that are completed before or on the due date, while inconsistency rate is a measure that is broader than the measure of service level that has thus far been used in multi-objective supplier selection literature (e.g. Amid et al., 2006; Rezaei and Davoodi, 2011) . In this paper, we define an integrated measure for the inconsistency rate of product i offered by supplier j as a combination of late delivery ( 
It is assumed that defective items are rejected at the expense of the supplier.
In general, we expect that there is a trade-off between the first objective function and the other two objective functions. One may argue that, when trying to maximize the total profit, the buyer should accept some more inconsistencies or deficiencies of the suppliers. For example, the buyer will prefer to purchase products from suppliers who offer their products at a lower price (to maximize the first objective function). In most real-world cases, however, this implies more late and long deliveries and more defective items (which refer to the second and third objective functions). In addition, while the existence of a close relationship between buyer and supplier may reduce a supplier's inconsistency and deficiency (refer to the exponential relationship between order frequency and supplier's performance in second and third objective functions), it may reduce the total profit, for example by increasing transportation costs.
Constraints
The following constraints apply to our model:
Demand constraint: this constraint ensures that the demand for each product within each period is satisfied within the same period. 
Storage capacity: Because the buyer has a limited storage space W and each product i occupies i w of this space, only a limited number of products can be kept in storage at the end of each period. Initial and final inventory level: This constraint expresses the assumption that the initial and the final inventory level are zero. However, the decision-maker (buyer) can determine the threshold for these levels.
Demand-price function: In pricing and lot-sizing problems, two demand functions have been commonly been considered: (1) the constant price-elasticity function, and (2) the linear demand function (e.g. Abad, 1988 Abad, , 1994 Abad, , 2003b Khouja, 2006; Gonzalez-Ramirez et al., 2011) . Here, we assume that the selling price of product i in period t, it p , depends on the demand for this product in period t as a linear demand function:
and all for ,
Supplier capacity: This constraint ensures that the number of products i ordered from supplier j in period t is equal to or less than the capacity of this supplier to deliver this product.
for all , and 
The resulting model looks as follows: 
This problem is a typical multi-objective non-linear combinatorial problem, which we solve using a genetic algorithm. In the next section, we take a closer look at the proposed genetic algorithm. 
Genetic algorithm
When optimizing a single objective problem, the goal is to find the best single design solution. However, for multi-objective problems with several (possibly conflicting) objectives, no single optimal solution is usually available, which means that the decision-maker has to select a solution from a finite set by making compromises. Since most actual optimization problems involve a trade-off between various conflicting objectives, for example minimum inconsistency or deficiency and maximum profits, the main goal of solving a Multi-Objective Optimization Problem (MOOP) is to provide a set (handful) of the best trade-off solutions, or Pareto-optimal solutions, which are a key tool in the decision-making process. In fact, an ideal MOO algorithm must identify a diverse set of Pareto-optimal solutions in the objective space.
Because classical search and optimization methods use a point-by-point approach, they obtain a single optimized (optimal) solution. However, in Evolutionary Algorithms (EAs), a population of solutions is applied in each iteration, which means that EAs are more suitable when it comes to realizing the twin goals of solving MOO problems (optimality and diversity). Genetic Algorithm (GA) is a robust EA that is applied to many MOOPs, in particular to production and operations management problems. For a review of the application of GA in production and operations management see for example Aytug et al. (2003) , Chaudhry and Luo (2005) and Guner Goren et al. (2010) . GA is a probabilistic search technique that is very suitable for large, complex, non-convex, discrete search space or illbehaved objective functions (Goldberg, 1989; Deb, 2001 ).
In the last two decades, many researchers have tried to present multi-objective version of GA. Most well-known algorithms, like NSGA-II (Deb et al., 2000) and SPEA2 (Zitzler et al., 2001) , are based on non-domination solutions. The non-domination solution of a genetic population is the best solution of population such that there is no better solution with regard to all the objectives. By emphasizing non-domination solutions, these algorithms try to move toward Pareto-optimal solutions. More precisely, in an optimization (minimization) problem, a decision vector x S ∈ is called Pareto-optimal if there is no other vector y S ∈ such that Z i (y)
≤ Z i (x) for all i = 1,…, M, and Z j (y) < Z j (x) for at least one index j. In addition, an objective vector is Pareto-optimal if the corresponding decision vector is Pareto-optimal. Some Generally speaking, Multi Objective Evolutionary Algorithms (MOEAs) use a nondominated principle and satisfy two orthogonal objectives simultaneously:
• Optimality: All the points have to be non-dominated solutions and near to Paretooptimal fronts of problem.
• Diversity: The set of solutions must not be limited to a subset of the Pareto frontier.
Many algorithms that use the above-mentioned principle are described by Deb (2001) .
One of the best algorithms is elitist Non-dominated Sorting Genetic Algorithm (NSGA-II), 
NSGA-II Algorithm
Step 1: Combine parent and offspring populations and create t t t R P Q = U . Perform a nondominated sorting to R t and identify different fronts:
Step 2: Set the new population t P = ∅ and i=1.
Step 3: For the remaining capacity in P t+1 , perform the crowding operators and fill it by some of the best solutions in F i .
Step 4: Create offspring population Q t+1 from P t+1 by using some crossover and mutation operators.
N is a population size (parent and offspring). In the following subsections, we describe GA operators and other aspects to solve the model. Figure 2 presents a schematic view of a chromosome used in this study.
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Initialize of population
Since no useful information regarding the location of Pareto-optimal solution in search space is available, in the multi-dimensional optimization problems, especially in MOO problems, the initialization step of a GA population is completely random. However, in this study, we satisfy constraints (20) and (21) 
Fitness, Constraints satisfaction and Selection strategy
Because the selection is based on chromosome evaluation, this is a main step of a GA.
Since feasibility is the first goal in constrained optimizations, we use an elegant method to satisfy the three aspects (evaluation, selection mechanism and constraints satisfaction) efficiently in a single step. The model we introduce contains three objectives and seven constraints (equations 15-21 in the model). As mentioned earlier, we satisfy bound constraints (equations 20, 21 and 22 for x, p and y variables) in the initial population and hold this property while the GA process is continued. To satisfy other constraints, we use the refiner operator which is introduced next, and the constrained tournament selection operator. In fact, several approaches have been presented to satisfy constraints of MOO problems, for instance ignoring infeasible chromosomes, penalty function, JVGS, constrained tournament, etc. (Michalewicz and Schoenauer, 1996; Jimenez et al., 1999; Deb, 2001) . We use the (Goldberg and Deb, 1991) . Additionally, tournament operator is free from the scaling problem which is happened in large and non-dense search spaces (Deb, 2001) . In fact, the constrained tournament selection operator combines the domination principle and constraint satisfaction, by first selecting two (or more) chromosomes from the population and then determining a winner via the following rules:
• Feasible solutions are better than non-feasible solutions.
• Between two feasible solutions (or two infeasible solutions), the standard domination identifies the winning solution.
In the latter rule, the constrained tournament selection operator looks at objective functions (the first goal of MOO) and then at the diversity of solutions in the population (the second goal of MOO). Several approaches have been presented to achieve diversity, including niche metrics, crowding models, sharing functions, etc. (Deb, 2001) . In this paper, we use a crowding distance based on the average distance of a solution in objective space.
Crossover operator
The 'variation' operator is a combination of various operators (such as crossover and mutation) that are used to generate a modified population. Crossover operators combine information from two parents (solutions of current population) in such a way that the two children (solutions for a next population) resemble both parents. Several methods have been introduced to realize this combination (Michalewicz, 1994; Deb, 2001) . Since, in this study, each chromosome contains three vectors x (integer vector), p (real vector), and y (binary vector), we use a single-point linear crossover to combine x and p vectors of two parents, and a single-point multiple replacement for vectors y, to produce two offspring solutions. As the chromosome representation is real code, this type of crossover is faster than binary crossover.
The following pseudo-code describes crossover operation in our implementation: 
In the current population, P1 and P2 are two selected parents, while C1 and C2 are two children. After using the linear crossover, we first round the result (because x is an integer vector) and check its lower and upper bounds (constraints 20 and 21) for x and p for Max λ value greater than one. Also, to avoid small positive values of x ijt for some i, j and t in the final non-dominated optimal solutions, we define a lower bounded parameter LBx, which is user-predefined. To end this, after generating a solution in the algorithm it's x ijt value is set to zero or LBx*d it if it falls between 0 and LBx*d it .
Mutation operator
Each offspring solution created by the crossover operator is perturbed in its vicinity by a mutation operator (Goldberg, 1989) . Every variable is mutated with a predefined mutation probability. In this study, we use a linear mutation by probability For mutation in x (or p), first a random member x ijt (or p it ) is selected, after which a new random value is selected with regard to the upper and lower bounds. Similarly, for y, a single cell is selected at random, after which its value is replaced by 1 if it is 0, and vice versa. 
Refiner operator
Finding a feasible solution in the constrained optimization problems is a challenging problem in literature (Deb, 2001) . The model proposed in this paper is a constrained problem, with some hard constraints (e.g. equations 17 and 19). Although the constrained tournament selection operator helps the algorithm to move the population toward the feasible regions in the search space, it is a time-consuming process and too many generations of the algorithm are needed. Another problem that arises in this case is that, after finding a feasible solution, since other solutions of population are infeasible, they converge to the feasible solution or to the feasible region that is found the first time. Therefore, achieving the second objective of MOOP (finding a diverse set of Pareto-optimal solutions) becomes very difficult. To overcome this problem, we introduce a new operator, which is called a refiner operator, and which we use after the crossover and mutation operator. Selecting the solutions with a smaller constraint violation as a winner in each tournament is designed to move the population toward a feasible region. Orthogonally to this idea, our refiner operator tries to move each child solution toward the nearest feasible region. In fact, the refiner operator has a local approach to changing an infeasible solution to a feasible solution.
If s is a solution that is obtained by using crossover and mutation operators and if s is an infeasible solution, the refiner operator changes s to a feasible solution or an infeasible solution, with smaller constraint violation in a random way. To end this, we have three options: x, y and p, which construct a solution to the problem. First, we compute the value of constraint violation based on the constraint of the model. For any violation in the equation 15, refiner operator decreases d it by increasing the value of p it , randomly. Also, for any violation in the constraint equation 16, the value of x ijt is decreased with regard to LBx bounded parameter, randomly, or sets value of y jt to 1. Finally, this process is repeated for satisfying the hard constraints by increasing or decreasing the value of x ijt for some random selected i, j and t.
Termination condition
The GA operators are repeated until a termination criterion is met. In the MOO problems, because of the goal (obtaining a set of diverse Pareto-optimal solutions), only some criteria (relative to single objective optimization), such as reaching a maximum number of generations and finding a special set of solutions, can be used. However, although identifying an exact and solutions. In the simulation that is performed in this paper, we use a population size 120, 10 final non-dominated solutions and a maximum of 500 iterations.
It should be mentioned here that, mutation rate, the size of population, and the number of iterations were obtained after a pilot testing.
Numerical example
In this section, we illustrate the formulated model and solve the problem, using the proposed genetic algorithm. We consider a situation with three products, four periods and four suppliers. The relevant data is presented in Tables 1 and 2 .
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Solving this model simultaneously provides the buyer with the optimal values of the selling price, total demand, purchasing price and lot-size of different products in different periods. The model proposed in this paper is a multi-objective model that uses a genetic algorithm, providing the buyer with various optimal solutions, allowing the buyer to select the most suitable solution based on higher-level information. For this example, we produce 10 non-dominated solutions (Sol. 1 through Sol. 10). However, it is clear that, in a real-world situation, a decision-maker may consider more optimal solutions.
The results are presented in Tables 3-7. Table 3 shows the selling price of product i in period t in ten non-dominated solutions, which in turn dictate the corresponding optimal values of total demand (see Table 4 ). It should be mentioned here that, in the proposed model there are three constraints that can potentially lead to inventory shortage: budget limitation that all the mentioned conflicting constraints (equations 4, 6, 7, and 10) will be satisfied.
INSERT TABLES 3 AND 4 ABOUT HERE
Once the total demand of the three products in four periods is determined, the buyer has to order the products from the four suppliers. Tables 5 and 6 show the optimal number of product i purchased from supplier j in period t in the ten non-dominated solutions and their corresponding purchasing price respectively. It should be mentioned here that, to avoid small values for x ijt , we set the LBx parameter to 0.1, which results in an optimal x ijt of zero or greater than ten percent of the total demand for product i in period t. As can be seen from Table 5 , among four suppliers, two suppliers (suppliers 1 and 4) have been selected (all x ijt = 0, for j = 2 and 3). Note that the values in Table 5 are optimal lot-sizes x ijt , which are different from ijt x′ . ijt x′ can be obtained from (24). In Table 6 , we have included the corresponding purchasing prices of x ijt . It is clear that, when x ijt =0, there is no value for the purchasing price.
Finally, Table 7 and Figure 3 show the optimal value of objective functions for the ten non-dominated solutions and the trade-off between them.
INSERT TABLES 5, 6, 7 AND FIGURE 3 ABOUT HERE
It becomes clear that, when total profits are increased, the value of at least one of the other two objective functions also increases. In other words, to increase profits, the buyer has to sacrifice at least one of the other two objectives. The fourth row of Table 7 also shows the changes in value of objective functions between the non-dominated solutions. For example when comparing Sol.2 to Sol.1, the value of objective functions z 1 , z 2 and z 3 decreases, which means that Sol.2 is worse than Sol.1 in terms of the total profit, while it is better than Sol.1 in terms of total inconsistency and deficiency. As mentioned before, this trade-off between objective values allows the buyer to choose the most suitable solution from the set of nondominated solutions based on higher-level information. Among the ten non-dominated solutions, Sol.8 and Sol.2 are the best solutions with respect to total profit, and total inconsistency and total deficiency respectively.
Comparison results
To compare the performance of the proposed NSGA-II algorithm in presence of the refiner operator, we apply SPEA2, as another popular and powerful multi-objective evolutionary optimization algorithm (Zitzler et al., 2001) , to solve the problem. SPEA2 uses a fixed-size external population in addition to a main genetic population for achieving non-dominated solutions and updates it in each generation. When the number of non-dominated solutions exceeds the size of the external population, the algorithm uses a simple clustering approach to select some of them such that the selected set is as diverse as possible. Also, to deal with (Deb, 2001 , Khare et al., 2002 , Konak et al., 2006 . Here we compare NSGA-II in the presence of the proposed refiner operator with SPEA2 in solving the proposed model. To this end, we use the spacing metric (Schott, 1995) to compare diversity, and the set coverage metric (scm) (Zitzler et al., 2000) to closes to zero, the solution set A dominates to the solution set B.
To have a fair comparison between SPEA2 and NSGA-II in the presence of the refiner operator, we set all the genetic parameters as the same as those of NSGA-II, and set the size of the external population of SPEA2 to 30 which is 1/4 of the size of the main population (120).
This ratio has been commonly used by the pioneers of SPEA2 (Zitzler et al. 2001 , Deb 2001 .
We separately run each algorithm 30 times, and compare their results with respect to the above-mentioned metrics. To this end, we first compute spacing and set coverage of each Table 8 .
INSERT TABLE 8 ABOUT HERE
Based on the results of Wilcoxon rank sum test, it is concluded that the set coverage of NSGA-II (median = 0.888) is significantly better than the set coverage of SPEA2 ( 
Conclusion and future research
In this paper, we have considered a situation in which a buyer wants to find the optimal selling price and lot-size of multiple products in multiple periods, while at the same time selecting the best suppliers. Taking into account the objectives of total profits, total inconsistency and total deficiency and a number of constraints, including budget limitation, storage and supplier capacity, we have formulated a multi-objective non-linear mixed integer programming model, applying a genetic algorithm (NSGA-II) to solve the model and produce a handful of Pareto-optimal solutions. Although the buyer is faced with some constraints, such as budget limitation, storage capacity and suppliers' limited capacity, the buyer still is able to prevent inventory shortage which is because of the relationship between the buyer's selling price and customer demand. In addition, we have analyzed the trade-offs between the various solutions that allow the buyer to select the most suitable solution based on higher-level information, which is to a considerable extent qualitative and subjective in nature and which cannot be formulated within the model. Furthermore we compared the results obtained by NSGA-II with another popular and powerful multi-objective evolutionary optimization algorithm, SPEA2. The comparison results show the robustness of NSGA-II algorithm in the presence of the proposed refiner operator to solve the specific problem of this paper.
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