Abstract. It is important that climate models can accurately simulate the terrestrial carbon cycle in the Arctic due to the large and potentially labile carbon stocks found in permafrost-affected environments, which can lead to a positive climate feedback, along with the possibility of future carbon sinks from northward expansion of vegetation under climate warming. Here we evaluate the simulation of tundra carbon stocks and fluxes in three land surface schemes that each form part of major Earth system models (JSBACH, Germany; JULES, UK; ORCHIDEE, France). We use a site-level approach in which comprehensive, high-frequency datasets allow us to disentangle the importance of different processes. The models have improved physical permafrost processes and there is a reasonable correspondence between the simulated and measured physical variables, including soil temperature, soil moisture and snow.
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We show that if the models simulate the correct leaf area index (LAI), the standard C3 photosynthesis schemes produce the correct order of magnitude of carbon fluxes. Therefore, simulating the correct LAI is one of the first priorities. LAI depends quite strongly on climatic variables alone, as we see by the fact that the dynamic vegetation model can simulate most of the differences in LAI between sites, based almost entirely on climate inputs. However, we also identify an influence from nutrient limitation as the LAI becomes too large at some of the more nutrient-limited sites. We conclude that including moss as well as vascular plants is of primary importance to the carbon budget, as moss contributes a large fraction to the seasonal CO 2 flux in nutrient-limited conditions. Moss photosynthetic activity can be strongly influenced by the moisture content of moss, and the carbon uptake can be significantly different from vascular plants with a similar LAI.
The soil carbon stocks depend strongly on the rate of input of carbon from the vegetation to the soil, and our analysis suggests that an improved simulation of photosynthesis would also lead to an improved simulation of soil carbon stocks. However, the stocks are also influenced by soil carbon burial (e.g. through cryoturbation) and the rate of heterotrophic respiration, which depends on the soil physical state. More detailed below-ground measurements are needed to fully evaluate biological and physical soil processes. Furthermore, even if these processes are well modelled, the soil carbon profiles cannot resemble peat layers as peat accumulation processes are not represented in the models.
Thus, we identify three priority areas for model development: (1) dynamic vegetation including (a) climate and (b) nutrient limitation effects; (2) adding moss as a plant functional type; and an (3) improved vertical profile of soil carbon including peat processes.
Introduction
Land areas in northern high latitudes may represent a net source or a net sink of carbon to the atmosphere in the future, and there is not yet a consensus as to which of the two is more likely (Cahoon et al., 2012; Hayes et al., 2011) . This is not because it is likely to be small: on a pan-Arctic scale we could see anything between a net emission of over 100 Gt C or a net sink of up to 60 Gt C by the end of this century Qian et al., 2010) . To put this into context, the remaining emissions budget in order to stabilise climate warming below 2 • C above pre-industrial levels is less than 250 Gt C from 2017 on (Peters et al., 2015) . Thus, it is very important to reduce uncertainty in the northern high latitude carbon cycle. The uncertainty comes largely from the representation of these processes in Earth system models (ESMs), which are our main tool for future climate projections.
The potential for large carbon emissions comes from the large quantities of old carbon that are frozen into permafrost, protected from decomposition under the current cold climate. Around 800 Gt of carbon is stored in permanently frozen soils (Hugelius et al., 2014) . If the permafrost thaws, this carbon may decompose and be released into the atmosphere (Burke et al., 2012 (Burke et al., , 2013 Koven et al., 2015; Schneider von Deimling et al., 2012 MacDougall and Knutti, 2016) . Conversely, the increased vegetation growth that is already taking place in the Arctic under climate warming (Tucker et al., 2001; Tape et al., 2006) could result in a net uptake of carbon from the atmosphere (Quegan et al., 2011; Qian et al., 2010) . It should be noted, however, that in some areas Arctic vegetation growth is not increasing but rather "browning" (Epstein et al., 2016) .
The representations of both permafrost carbon and Arctic vegetation in ESMs are not well developed. Some models now include a vertical representation of soil carbon, which allows the frozen carbon in permafrost to be included (Koven et al., 2009 Schaphoff et al., 2013; Burke et al., 2017) , but most do not yet represent important mechanisms of carbon storage and release, such as sedimentation, thermokarst formation and a proper representation of cryoturbation (Schneider von Deimling et al., 2015; , although sedimentation is included in (Zhu et al., 2016) . There is also a growing consensus that the chemical decomposition models used in ESMs are not adequate to represent microbial processes (Wieder et al., 2013; Xenakis and Williams, 2014) . Vegetation models also, for the most part, do not include the appropriate high-latitude vegetation types, and those models that have dynamic vegetation are lacking in processes that are essential determinants of vegetation dynamics, such as nutrient limitation and interactions with soil (Wieder et al., 2015) .
In this paper we assess the ability of the land surface components from three ESMs to represent the carbon stocks and fluxes observed at tundra sites, identifying the processes that have the greatest impact on the uncertainty. These processes are therefore priorities for future model development. Observational studies in tundra environments have shown that carbon dynamics are sensitive to physical conditions (Lund et al., 2012; Cannone et al., 2016; Pirk et al., 2017) ; thus, we first assess the ability of the models to capture the mean physical state of the system and the differences between sites, specifically in terms of snow depth, soil temperature, soil moisture and active-layer depth. Secondly, soil carbon stocks are evaluated against measured soil carbon profiles, assessing the main causes of biases in the models. Half-hourly net ecosystem exchange (NEE) data from eddy flux towers are used to evaluate the simulated carbon fluxes, comparing the models directly against observations before analysing the relationships between ecosystem carbon fluxes and different driving variables. We also consider the impacts of other controlling factors such as nutrient limitation and mosses, whose importance has been identified in previous studies (Atkin, 1996; Uchida et al., 2009) . This is a synthesis from the recently concluded EU project PAGE21 (Changing Permafrost in the Arctic and its Global Effects in the 21st century), evaluating the models that took part in the project (described in Sect. 2.2, below) at the five PAGE21 primary sites, which are all located in Arctic permafrost regions, specifically Siberia, Sweden, Svalbard and Greenland. After the site-level evaluation of physical processes by (Ekici et al., 2015) , this evaluation of carbon cycle processes continues site-level model evaluation efforts. The sites are described in detail in Sect. 2.3.
Methods
This study takes three different angles: (1) comparison with observed indicators; (2) comparison of processes between models and (3) comparison of geographical conditions (e.g. vegetation, permafrost) between sites. The structure of the methods section is as follows: first describing the observational indicators used (Sect. 2.1), second the processes represented in the models (Sect. 2.2) and third the conditions at the sites (Sect. 2.3). Lastly, details of the simulation set-up and forcing data are given in Sect. 2.4.
Evaluation data

Carbon dioxide flux
Eddy covariance half-hourly CO 2 flux data and related meteorological variables used in this study are archived in the PAGE21 fluxes database (http://www.europe-fluxdata.eu/ page21), which is part of the European Fluxes Database Cluster.
Flux post-processing was performed consistently for all the sites following the protocol applied for the FLUXNET2015 data release (http://fluxnet.fluxdata.org/ data/fluxnet2015-dataset), with customised choices of the processing options. The applied scheme included the following: (i) a quality assessment and quality control procedure over single variables aimed at detecting implausible values or incorrect time stamps (e.g. by comparing patterns of potential and observed downward shortwave radiation at a given location); (ii) the computation of NEE by adding the CO 2 flux storage term calculated from a single CO 2 concentration measurement point (at the top of the flux tower) and assuming a vertically uniform concentration field; (iii) the de-spiking of NEE based on (Papale et al., 2006 ) using a threshold value (z = 5); (iv) NEE filtering according to an ensemble of friction velocity (u * ) thresholds obtained with bootstrapping following the methods of (Barr et al., 2013) and (Papale et al., 2006) and selection of a u * threshold, different for each year, based on the highest model efficiency (Nash-Sutcliffe); (vi) the gap-filling of NEE time series with the marginal distribution sampling method (Reichstein et al., 2005) .
Finally, NEE was partitioned into the gross primary productivity (GPP) and ecosystem respiration (R eco ) components using a semi-empirical model based on a hyperbolic light-response curve fitted to daytime NEE data (Lasslop et al., 2010) . The years of data available for each site are given in Table S1 .
Soil carbon profiles
Typical soil profiles with data on soil organic carbon content were generated for each site. Based on extensive field campaigns in each study area, individual pedons for representative landscape and soil types were combined and harmonised. In brief, soils were classified and sampled from open soil pits dug down to the permafrost. Permafrost samples were collected through manual coring into the permafrost at the bottom of the soil pit. In most cases, soils were sampled to a depth of 1 m. The harmonised soil profiles were generated by averaging several soil pedons per landscape type at a 1 cm depth resolution. For more detailed descriptions of field sampling and laboratory procedures, see Palmtag et al. (2015) and Siewert et al. (2015 Siewert et al. ( , 2016 . Top 1 m total soil carbon values were calculated from a weighted average of different typical profiles, based on the fractional coverage of landscape types in the footprint area of the flux towers.
Snow depth
Snow depth was recorded using automatic sensors (except Abisko, where it is manual). Snow depth from the Abisko mire (Storflaket) was recorded manually monthly (Johansson et al., 2013) . Snow depth at Samoylov and Bayelva was recorded hourly, and for Zackenberg 3-hourly (using sonic range and laser sensors). Snow depth at Kytalyk was measured by means of a 70 cm vertical profile made of thermistors spaced every 5 cm (2.5 cm between 0 and 10 cm height from the ground). Data were logged every 2 h and the snow-air interface level was identified by analysing the profile patterns with a MATLAB© routine calibrated to search for deviations between consecutive resistance readings above a given threshold. Years used for each site are given in Table S1 .
Soil temperature
For Samoylov, Bayelva, Kytalyk and Zackenberg, soil temperature was recorded hourly using thermistors (Kytalyk setup described in van der Molen et al., 2007) . Ground temperatures for Abisko mire were recorded at the Storflaket mire, at boreholes cased with plastic tubes and instrumented with HOBO loggers U12 (industry, four channels) together with HOBO soil temperature sensors (Johansson et al., 2011) . The years used for each site are given in Table S1 .
Soil moisture
Continuous soil moisture measurements are only available for Bayelva, Samoylov and Zackenberg. At Samoylov and Bayelva, hourly volumetric soil water content was recorded (using time domain reflectometry). At Zackenberg soil moisture was measured using permanently installed ML2x ThetaProbes (Lund et al., 2014) . Years used for each site are given in Table S1 . Indicative soil moisture levels for Abisko mire were collected from May to October 2015 (Pedersen et al., 2017) , measured manually as volumetric soil water content integrated over 0-6 cm depth using a handheld ML2x ThetaProbe (Delta-T Devices Ltd., Cambridge, UK). Soil moisture was measured five times in each plot and averages were subsequently used.
Active-layer depth
Active-layer depth was measured at Circumpolar Active Layer Monitoring (CALM) grids at most of the sites. At Bayelva there is no CALM grid; thus, the active layer was estimated from soil temperature measurements and is given as an indicative value. Active-layer thickness monitoring is determined by mechanical probing. A 1 cm diameter graduated steel rod is inserted into the soil to the depth of resistance to determine the active-layer thickness (Åkerman and Johansson, 2008) according to the CALM standard.
Leaf area index
Leaf area index was taken from the MODIS product (MODIS15A2, 2016) for the closest coordinates to the sites. This product has been successfully applied to tundra sites (Cristóbal et al., 2017) . It was evaluated by (Cohen et al., 2006) , who found an RMSE of 0.28 at a tundra site. There are, however, still considerable uncertainties in using this data product (see Sect. 3.6.1).
GPP per unit leaf area
This was calculated using the partitioned GPP from the eddy covariance data (Sect. 2.1.1), averaged daily and taken on the same day as the values from the MODIS LAI product (Sect. 2.1.7). Note that there are no time-resolved GPP values for Bayelva due to insufficient data. The extracted GPP values were divided by the appropriate LAI estimates and the resulting values were collected for all sites and binned into intervals of air temperature (1.5 • C) and shortwave radiation (20 Wm −2 ), for which the mean and standard deviation were then calculated (shown in Fig. 9 ).
Model description
The three models studied here are JSBACH (Jena Scheme for Biosphere-Atmosphere Coupling in Hamburg; Raddatz et al., 2007; Brovkin et al., 2009) , JULES (Joint UK Land Environment Simulator; Best et al., 2011; Clark et al., 2011) and ORCHIDEE (ORganizing Carbon and Hydrology In Dynamic Ecosystems Environment; Krinner et al., 2005) . These are all land surface components of major ESMs (JSBACH: MPI-ESM; JULES: UKESM; ORCHIDEE: IPSL). Key features are summarised in Table 1 .
These models can be run in a coupled mode within the ESM, or, as here, they can be run as stand-alone models forced by observed meteorology. The models are run as a gridded set of points for large-scale simulations, and they can also be run for single points, as in this study. Each model had some development of high-latitude processes during the PAGE21 project, and model developments have also been ongoing since the conclusion of the project in late 2015.
All the models simulate vertical fluxes of water, heat and carbon between the atmosphere, the vegetation and the soil. Of relevance to permafrost physics, the models simulate a dynamic snowpack by means of a multilayer snow scheme and the freezing and thawing of soil (Ekici et al., 2014; Gouttevin et al., 2012a; Wang et al., 2013; Best et al., 2011) . All models use a vertical discretisation of soil thermal and hydrological fluxes, with differing resolutions (see Appendix Table A2 ). JSBACH has the lowest-resolution soil, with only five layers in the top 10 m (Hagemann and Stacke, 2015) , although in this latest version it is extended to 50 m depth with additional layers. ORCHIDEE and JULES also simulate an extra thermal-only column at the base of the hydrological column to represent bedrock (Chadburn et al., 2015a) .
Soil thermal and hydrological properties in both JULES and ORCHIDEE have been adapted to allow better representation of organic soils, whereas in JSBACH only mineral soil properties are represented. However, JSBACH additionally simulates a moss and/or lichen layer at the surface with dynamic moisture contexts and thermal properties (Porada et al., 2016) , which physically represents the surface organic layer. Organic soil properties in JULES are described in Chadburn et al. (2015a) . In ORCHIDEE the scheme fol-lows (Lawrence and Slater, 2008) , using the observationbased soil carbon map from (Hugelius et al., 2014) .
Soil carbon is represented by a multi-pool scheme in all the models, with inputs from vegetation, and decomposition rates depending on soil temperature, soil moisture and intrinsic turnover times of different pools (Goll et al., 2015; Clark et al., 2011) . Both ORCHIDEE and JULES represent a vertical profile of soil carbon (discretised in line with the soil hydrology), including cryoturbation mixing (Koven et al., 2009; Burke et al., 2017) . JSBACH, however, represents only a single layer, with decomposition rates determined by conditions in the upper layer of soil.
None of the models simulate nitrogen or other nutrients. Vegetation growth and productivity is therefore only determined by soil moisture and atmospheric forcing data, with no nutrient limitation. Different land cover types are represented in the models by surface tiles, which can vary in fractional cover. In JULES, a dynamic vegetation model is run with nine competing plant functional types (PFTs) (Harper et al., 2016) , whereas in the other models, vegetation is fixed, but with dynamic phenology. ORCHIDEE has 13 PFTs but there is no specific high-latitude PFT in the version used here; thus, C3 grasses are prescribed for these sites. In JS-BACH there are 20 PFTs (including crop and pasture) and for these sites a tundra PFT is used, which is similar to C3 grass but with reduced Vcmax (maximum rate of carboxylation in leaves). In JSBACH there is also a dynamic moss model simulating moss photosynthesis and respiration, as in the model described by (Porada et al., 2013) . This model represents both mosses and lichens by one plant functional type with average physiological properties. In the version used here, the moss carbon fluxes are not yet fully coupled into the JSBACH carbon cycle; thus, the moss carbon fluxes are considered separately in the analysis that follows.
For more details of the soil and vegetation configuration see Sect. 2.4 and the Appendix.
Site descriptions
The sites represent a range of climatological and biogeophysical conditions across the tundra. Abisko is the warmest site, with sporadic permafrost, followed by Bayelva, which is a high Arctic maritime site (on Svalbard), and Zackenberg, which is a maritime site in Greenland (colder than Bayelva). Samoylov and Kytalyk have a continental Siberian climate and the coldest mean annual temperatures. The landscapes differ between sites, which can influence the permafrost and carbon dynamics, for example through the impact of topography on snow distribution and hydrology. The following sections provide a short description of each study area, and the important climatic and permafrost variables are given in Table 2 .
At all sites there has been some tendency towards air temperature warming, which in many cases is accompanied by warming or thawing of permafrost (Callaghan et al., 2010; Christiansen et al., 2010; Parmentier et al., 2011; Boike et al., 2013; Lund et al., 2014; Abermann et al., 2017) .
Abisko
The Abisko site is located in the Torneträsk catchment in northernmost Sweden. According to (Brown et al., 1998) , the Abisko area lies within the zone of discontinuous permafrost. However, with the observed permafrost degradation during the last decades (Åkerman and Johansson, 2008; Johansson et al., 2011) , the area is now more characteristic of the sporadic permafrost zone. Permafrost is widespread in the mountains (Ridefelt et al., 2008) , but at lower elevations permafrost is only found in peat mires (Johansson et al., 2006) . Data from three sites from the Torneträsk catchment (within an area of 10 km) have been used for this study. The principal sites are Storflaket and Stordalen peat mires. The active-layer measurements and the ground temperatures are monitored at the Storflaket site (Åkerman and Johansson, 2008; Johansson et al., 2011) and the carbon monitoring, including the eddy covariance measurement, is carried out at the Stordalen site. These two mire sites are very similar in terms of climate, soil profile and permafrost characteristics. The footprint of the eddy covariance tower is characterised by wet fen with no permafrost present and vegetation dominated by tall graminoids (Jammet et al., 2015 (Jammet et al., , 2017 . For comparison, additional soil temperature data from a mineral soil site at the Abisko Scientific Research Station, which is not underlain by permafrost, are included.
Bayelva (Svalbard)
The study site is located in the high-Arctic Bayelva River catchment area, close to Ny-Ålesund on Spitsbergen island in the Svalbard archipelago. The area is characterised by maritime continuous permafrost. In bioclimatic terms the area represents a semi-desert ecosystem (Uchida et al., 2009 ). Vegetation includes low vascular plants (mainly grass, sedge, catchfly, saxifrage and willow), mosses and lichens (Ohtsuka et al., 2006; Uchida et al., 2006) . The ground is mostly bedrock but is partly covered by a mixture of sediments. The study site is located on permafrost patterned ground mainly consisting of non-sorted soil circles or mud boils, with around 60 % vegetation cover. The eddy covariance measurements were conducted on Leirhaugen hill, and additional meteorological observations and ground temperature measurements are continuously conducted at the Bayelva soil and climate monitoring station (Boike et al., 2003 (Boike et al., , 2008a Roth and Boike, 2001 ) 100 m away. Over the past decade the Bayelva catchment has been the focus of intensive investigations on soil and permafrost conditions (Roth and Boike, 2001; Boike et al., 2008a; Westermann et al., 2010 Westermann et al., , 2011 and the surface energy balance (Boike et al., 2003; Westermann et al., 2009 ). Details of the measurements are provided in Westermann et al. (2009) and Lüers et al. (2014) .
Kytalyk
The Kytalyk site is located in the Kytalyk reserve, 28 km northwest of the village of Chokurdakh in the Republic of Sakha (Yakutia), Russian Federation. The site is located between the East Siberian Sea and the transition zone between taiga and tundra. The area is underlain by continuous permafrost. The measurement site is located at the bottom of a drained former thermokarst lake, and the site is bordered by the edge of the present river floodplain. Both on the floodplain and at the lake bottom, a network of ice wedge polygons occurs, in general of the low-centred type. These form a mosaic of low plateaus and ridges dominated by Betula nana and diffuse drainage channels covered with a meadowlike vegetation of Eriophorum angustifolium and Carex sp. There is also hummocky Sphagnum with low Salix dwarf shrubs, polygon ponds covered with mosses and Comarum palustre, deeper ponds in which ice wedges have thawed, and drier areas covered with Eriophorum vaginatum tussocks. The soils generally have a 10-40 cm organic top layer overlying silt. The eddy covariance tower is located at a distance of ca. 200 m from the research station buildings (van der Molen et al., 2007) . The tower footprint covers a wet northwestern and southeastern sector dominated by Sphagnum and ponds, while the northeastern and southwestern sectors have drier vegetation types.
Samoylov
Samoylov Island lies within one of the main river channels in the southern part of the Lena river delta in northern Yakutia. The landscape on Samoylov Island, and in the delta as a whole, has generally been shaped by water through erosion and sedimentation (Fedorova et al., 2015) , and by thermokarst processes (Morgenstern et al., 2013) . Continuous cold permafrost underlies the study area to between about 400 and 600 m below the surface. The terrace where the study site is situated is covered in low-centred ice wedge polygons, with water-saturated soils or small ponds in the polygon centres. The mineral soil is generally sandy loam, underlain by silty river deposits, with a ∼ 30 cm thick organic layer . Vegetation in the polygon centres and at the edge of ponds is dominated by sedges and mosses, and at the polygon rims various mesophytic dwarf shrubs, forbs and mosses dominate (Kutzbach et al., 2007) . It is estimated that moss contributes around 40 % to the total photosynthesis (Kutzbach et al., 2007) . Detailed information concerning the climate, permafrost, land cover, vegetation and soil characteristics of Samoylov Island can be found in and (Morgenstern et al., 2013) . Analysis of the energy balance for the site is found in Boike et al. (2008b) and Langer et al. (2011a, b) .
Zackenberg
The Zackenberg study site is located near the Zackenberg Research Station within the Northeast Greenland National Park, within the continuous permafrost zone. High mountains surround the Zackenberg valley to the west, east and north, with a fjord to the south, and snow cover is characterised by large interannual variability (Pedersen et al., 2016) . Water availability is thus regulated by topography and snow distribution patterns. Most vegetation in the Zackenberg valley is located below 300 m a.s.l., where the lowland is dominated by noncalcareous sandy fluvial sediments (Elberling et al., 2008) , and peat soils have limited spatial coverage (Palmtag et al., 2015) . The study site is located within a Cassiope tetragona tundra heath, dominated by C. tetragona, Dryas integrifolia and Vaccinium uliginosum, with patches of mosses. Several studies on soil and permafrost (Palmtag et al., 2015; Westermann et al., 2015) , surface energy balance (Lund et al., 2014; Stiegler et al., 2016; Lund et al., 2017) and carbon exchange (Mastepanov et al., 2008; Lund et al., 2012; Elberling et al., 2013) have been published based on data from this site. A rich dataset is available from this site through the extensive, cross-disciplinary Greenland Ecosystem Monitoring programme (www.g-e-m.dk).
Simulation set-up
The sites were represented in all the models by a single vertical column, although there was some horizontal representation by means of tiling approaches (see model description, Sect. 2.2). The models were run in the most up-to-date configurations, including new permafrost-relevant model developments where available. Variables were output at hourly and/or daily resolutions.
The meteorological driving data were prepared using observations from the site combined with reanalysis data for the grid cell containing the site. For the period 1901-1979, Water and Global Change forcing data (WFD) were used (Weedon et al., 2011) . Data are provided at half-degree resolution for the whole globe at 3-hourly time resolution from 1901 to 2001. For the period 1979-2014, WATCH-ForcingData-ERA-Interim (WFDEI) was used (Weedon, 2013) . For the time periods in which observed data were available, correction factors were generated by calculating monthly biases relative to the WFDEI data. These corrections were then applied to the time series from 1979 to 2014 of the WFDEI data. The WFD before 1979 were then corrected to match these data and the two datasets were joined at 1979 to provide gap-free 3-hourly forcing from 1901 to 2014. Local meteorological station observations were used for all variables except snowfall, which was estimated from the observed snow depth by treating increases in snow depth as snowfall events with an assumed snow density (see Appendix). These reconstructions were then used to provide correction factors to WFDEI and WFD. This leads to a more realistic snow depth in the model than using direct precipitation measurements, which are less precise due to wind effects and the difficulty of accurately measuring snowfall. However, the local precipitation measurements were still used for rainfall, as this is much more reliable, with a potential undercatch of only around 10 % (Yang et al., 2005) . For Abisko, meteorological data from the research station were used but additionally corrected by scaling the snowfall according to the ratio of monthly snow depths at the mire vs. the research station (snow depth was only measured monthly at Storflaket mire), and a reduction of 1 • C in air temperature. Even with these corrections, there is still considerable uncertainty in precipitation forcing, particularly the snowfall, so in order to test the impact of this, two of the models (JULES and JSBACH) performed two additional sets of simulations, with snowfall increased and reduced by 50 %.
Spin-up was performed as consistently as possible between the models, using the meteorological forcing from 1901 to 1930. Years were selected at random from this 30-year period and the models were run for 10 000 years with pre-industrial CO 2 levels (1850, 286 ppm), followed by 50 years with changing CO 2 levels (1851-1900). The model state at the end of this spin-up period was taken as the initial state for the main run (1 January 1901 to 31 December 2013). For JSBACH, there was an initial 50 years of hydrological spin-up before the main spin-up, with the permafrost impact on hydrology switched off, to allow the water to form a realistic profile (permafrost layers are impermeable and thus unrealistic initial conditions could otherwise be preserved). For JSBACH, the long spin-up was also between 7000 and 8000 years rather than 10 000 since in this model there is no vertical representation of soil carbon, and therefore the soil carbon pools equilibrate much more quickly and had reached a steady state after 7000-8000 years. The CO 2 forcing data are from (Meinshausen et al., 2011) .
The soil parameters in the models were set up to represent each site as closely as possible (see Appendix and Table A1). These drew from literature values, a PAGE21 deliverable "catalogue of physical parameters", and field experience. (Note that the soil carbon profiles described in Sect. 2.1.2 were not used for this).
Vegetation was prescribed in ORCHIDEE and JSBACH. Since these are tundra sites, JSBACH used a tundra PFT (100 % coverage), which is similar to C3 grass but with reduced Vcmax. ORCHIDEE prescribed C3 grass (100 % coverage) as there is no tundra PFT in this model version. JULES was run with dynamic vegetation using nine PFTs (Harper et al., 2016) , which do not include any tundra PFTs. All nine PFTs prognostically determine their coverage according to the environmental conditions, and they are all allowed to compete for space. In practice, only the C3 grass PFT is able to grow at these sites.
Some experiments were performed to separate the impacts of different processes. ORCHIDEE was run with and without vertical mixing of soil carbon. JSBACH carbon fluxes were analysed with and without an additional contribution from a new moss photosynthesis scheme. In JULES, an extra set of simulations was performed with fixed vegetation to compare with the dynamic vegetation scheme.
Results and discussion
The carbon dynamics are intrinsically linked to the physical state of the system (for example, determining the rate of soil carbon decomposition). Therefore, we start by assessing the snowpack, soil temperature, soil moisture and active-layer thickness in all three models. The model physics has also been evaluated in detail in previous publications (Ekici et al., 2015 (Ekici et al., , 2014 Chadburn et al., 2015a; Porada et al., 2016) and is thus kept short here. In these studies, representing organic soil was identified as a key influence on the simulation of soil physics, and following this we compare organic with mineral soils in our analysis. We then evaluate the soil carbon stocks and the ecosystem CO 2 fluxes, and we analyse the CO 2 fluxes in detail. The fluxes depend on every part of the system and therefore all of the preceding analysis contributes to our understanding of the carbon dynamics at these sites.
Snow
The seasonal cycle of snow depth is shown in Fig. 1 . It depends strongly on the snowfall driving data. Since the snowfall was back-calculated from the snow depth, the accumulation period should match well with observations. There is still some variation due to the fresh snow density in the models (which can differ from both the assumed density in making the driving data and between the models), and furthermore the compaction of the snow is dependent on the model process representation and physical conditions. Nonetheless, for the most part the models make a reasonable simulation of the snowpack accumulation and compaction, with the exception of Abisko, where the models are all biased high. Here, snow inputs are particularly uncertain as no high-resolution time series of snow depth are available (unlike the other sites). We performed a sensitivity study to test the impact of uncertainties or variability in snow depth on the simulated carbon cycle processes. In this study, a reduction of 50 % in snowfall allows the models to simulate a realistic snow depth at Abisko -see the Supplement. The impacts on soil carbon stocks and fluxes are fairly small, however (between 0.2 and 10 %; Figs. S7 and S8).
During the melting season the models are less accurate than during accumulation, with the snow often melting too early, by up to 25 days in the most extreme case. Our method of back-calculating snowfall from snow depth may miss some snowfall events during the melt season. There are also many other potential influences such as albedo effects, snowvegetation interactions and the influence of wind-blown sediment. For example, the vegetation in the models is quite 
tall (up to 1 m) and can lead to a lower albedo in the models than reality, and thus faster snowmelt (this is modelled by interpolating between snow-covered and snow-free albedo depending on snow depth and vegetation height). At Bayelva, where the vegetation is particularly small (∼ 5 cm), there is a notable underestimation of the snow depth and early snowmelt in all models, which supports this hypothesis (snow at Bayelva can be modelled very well when vegetation is not included; López-Moreno et al., 2016) . Snowdrift is only represented by scaling the snowfall data to match the observed snow accumulation, which limits the extent to which snowpack dynamics can be recreated by the models. It is important to be careful when modelling snow depth based on single-point observations, as they may not be representative of the area as a whole. Further details on the representativity of snow depths are given in the Supplement. The sensitivity of carbon cycle processes to increased or reduced snowfall is discussed in Sect. 3.5 and 3.6.1.
Soil temperature
Soil temperature annual cycles at ∼ 40 cm depth are shown in Fig. 2 . In general the models simulate the soil temperature at mineral soil sites quite well: see the Bayelva and Zackenberg sites in Fig. 2 . There are greater errors in the simulation of organic soils: Abisko, Kytalyk and Samoylov in Fig. 2 .
For JSBACH and ORCHIDEE, the annual cycles of temperature are too large for the organic sites, indicating that these models need to better represent the insulating and damping properties of organic soils. To illustrate this, additional observations from mineral soil at the nearby research station (where there is no permafrost) are shown on the Abisko plot (Fig. 2) . This line matches much more closely with the ORCHIDEE and JSBACH simulations, suggesting that these models are behaving thermally like a mineral soil. At Abisko, permafrost only occurs in peat plateaus, and thus including organic soil properties in the models is essential for capturing the difference between permafrost and nonpermafrost conditions.
In JULES, however, the annual cycle amplitude is too small at the organic sites and also at Zackenberg, mostly due to biases in the winter soil temperatures. This suggests that the snow thermal conductivity or density may be too low in JULES. A similar problem was found with a previous JULES simulation of Samoylov island, using a similar model set-up and forcing data (Chadburn et al., 2015a) . There, the winter soil temperature was improved by increasing snow density. Indeed, the conductivity of snow in the JULES simulations Table S1 for the years used at each site.
is between 0.03 and 0.1 Wm −1 K −1 at the sites with shallow snow (and in the upper layers of the snowpack at sites with deeper snow), which is considerably lower than typical values for similar tundra sites, which are around 0.2-0.3 Wm −1 K −1 , at least for the upper part of the snowpack (Gouttevin et al., 2012b; Domine et al., 2016) . See the Supplement for further discussion on snow conductivity and density.
Soil moisture
As with temperature, the (unfrozen) soil moisture is simulated well at mineral soil sites -see Bayelva and Zackenberg in Fig. 3 . In the winter, ORCHIDEE does not represent the unfrozen water fraction in frozen soils, but the other models simulate a reasonable water content in winter. However, soil moisture is in general too low at organic sites -Samoylov and Abisko mire. The soils should be able to hold water near Table S1 for the years used at each site.
the surface and remain saturated very close to the surface (or even above). This points to problems with the hydrology schemes. The soil moisture is very important for the soil temperatures, and it can also have a strong influence on soil carbon stocks and the partitioning of decomposition into CO 2 and methane. Furthermore, it influences vegetation growth, and thus the uptake of CO 2 from the atmosphere. Therefore, it is important to further improve the soil hydrology in these models. Note that saturated zones can be influenced by landscape heterogeneity and lateral water fluxes that would not be captured in a point simulation. This can potentially be simulated by the models as a landscape average (see, for example, Gedney and Cox, 2003) . However, such schemes simulate only a grid-box-mean water content, which does not capture, for example, the influence of anaerobic conditions on decomposition. Figure 3 shows quite a large variation in the timing of freeze-up and thaw between the models, reflecting the soil temperature differences in Fig. 2 . Correspondingly, the largest differences are at the organic soil sites.
ALT
The active-layer depth is shown in Fig. 4 . In the models it is calculated with interpolation of soil temperatures to find the daily thaw depth, except in JULES, which uses the method of (Chadburn et al., 2015a) . The two methods differ at most within the thickness of the soil layers; see Table A2 . In OR-CHIDEE and JSBACH the active layer is too deep, which corresponds to the too-warm soil temperatures in summer (Fig. 2) . In JSBACH the summer temperatures are only a little warmer than the observations -certainly closer than in ORCHIDEE, yet at some sites the active layer is just as deep. This is because technically the ALT (active layer thickness) cannot be diagnosed correctly in JSBACH, given the thick soil layers below 20 cm depth (see Table A2 ). Increasing the resolution of the soil layers, while it does not make a big difference to the soil temperature profile, has a very large im- Table S1 for the years used at each site.
pact on the simulation of the active-layer depth, as shown by (Chadburn et al., 2015b) . In JULES there is generally quite a good match to the observations as supported by the fact that the summer soil temperatures match closely with the observations for most sites. For Zackenberg the active layer is a little too shallow, but still in the range of observed values. This shows the importance of both resolving the soil column and the insulating effects of organic matter for determining the summer soil temperatures (Dyrness, 1982) .
Soil carbon stocks
JULES and ORCHIDEE represent a vertical profile of soil carbon, whereas JSBACH does not. Without a vertical representation of soil carbon it is not possible to simulate permafrost carbon stocks because all of the carbon is subject to the seasonal freezing and thawing of the active layer and the model does not contain any inert, permanently frozen carbon.
Therefore, a vertical representation of soil carbon is prerequisite for simulating soil carbon stocks at these sites. However, JULES and ORCHIDEE have some problems in simulating the profiles - Fig. 5 . The most obvious problem is underestimation: there is much too little carbon simulated at many of the sites (see the last panel in Fig. 5 , showing total column soil carbon). For the sites at which the quantity of soil carbon is somewhat realistic, the shape of the profiles vary from a steep exponential-looking decay with depth to a shallower decline with more carbon in the deeper soil. The same kind of profiles are seen in the observations, particularly for the mineral soil sites (Bayelva and Zackenberg). However, neither of the models can produce the carbon-rich peaty layers of the organic soils. To simulate this would require additional process representation in the models, including representing saturated (and thus anaerobic) conditions in peat soil, and a dynamic representation of bulk density. The reasons for the major underestimation are different in JULES and ORCHIDEE. In JULES, the main problem is that the GPP is underestimated; therefore, there are not enough plant inputs to accumulate carbon in the soil. This is made clearer by Fig. 6 , which shows the relationship between GPP and the top 1 m soil carbon stocks. In JULES, the relationships are very similar to the observations, which indicates that the turnover of carbon in the soil is reasonable in JULES. Therefore, if the GPP were large enough, the soil carbon stocks would be much more realistic. In ORCHIDEE, the story is different. Even when the vegetation is productive, the soil carbon stocks are still very low. This indicates a problem with the soil carbon decomposition. There are two factors that could affect this. Firstly, the soil temperatures in OR-CHIDEE are much too warm, and the active layer is too deep (Figs. 2 and 4) . This can lead to too much decomposition. In order to improve this, the model needs to better represent the insulation from the organic soils. Another possible problem is the deep soil respiration. In ORCHIDEE the only factor that suppresses the soil respiration at depth is the cold and/or frozen nature of the ground. In JULES, however, there is an additional decay of respiration with depth that empirically represents some processes that are missing in the model (following the implementation in the Community Land Model; see Koven et al., 2013) . Including this in ORCHIDEE could lead to a higher carbon stock at depth. The deeper soil carbon stocks are also influenced by long-term burial processes, which are only represented by a simple diffusion scheme in these models. We include JSBACH in Fig. 6 because the top 1 m of soil carbon is mostly in the active layer. Given that the decomposition in JSBACH is controlled by the temperature of the top soil layer (3 cm), it is not surprising that the relationships are not captured perfectly, as the upper soil layer will be much more sensitive to variations in temperature than the deeper ones. However, on average the turnover is quite realistic for this model.
It should be noted that the observed relationship in constructed Holocene climate for the Northern Hemisphere is warmer than pre-industrial (Marcott et al., 2013) , and possibly wetter, favouring the formation of peat; thus, some underestimation by the models may be expected.
The soil carbon stocks are sensitive to changes in snow depth in these models (see Fig. S8 ), through changes in soil temperature (JSBACH) and changes in vegetation growth (JULES). In JULES, both vegetation and soil temperature changes affect the soil carbon, but the vegetation effect dominates. In fact, for two of the sites (Kytalyk and Samoylov), the vegetation coverage is so different during spin-up that the simulation with increased snowfall accumulates twice as much soil carbon as the default case (although the stocks are still much too small and the absolute difference is less than 10 kg m −2 in the whole soil column).
We conclude that improving soil carbon stocks demands a different priority in each model. For JULES, the first priority is to simulate realistic vegetation productivity, for OR-CHIDEE it is to improve the soil carbon decomposition and for JSBACH it is to represent a vertical profile of soil carbon. Assuming we can combine the best features from all of the models, the greatest difference between the observed and simulated profiles will be the peaty, organic layers that are present in observations and not models (Fig. 5) . Therefore, the next priority for model development is to better represent these organic soils. See Frolking et al. (2010) and Schuldt et al. (2013) for examples of modelling peat. While peatlands represent a small fraction of the land surface, they contain very large carbon stocks (Yu et al., 2010) ; thus, it is important to include them in ESMs. Figure 7 shows the seasonal cycle of CO 2 flux at every site. The daytime and night-time fluxes are plotted separately (partitioned by incoming shortwave radiation), showing in general uptake during the day and emissions during the night. For the most part, the models show uptake and emissions at the same time as the observations and a similar timing of peak uptake and emission (one exception being the spring daytime flux in ORCHIDEE; see Sect. 3.6.1).
Carbon fluxes
From the observations we also have the gap-filled estimates of annual GPP and Reco, which are compared with the annual totals for each model in Fig. 8 (the moss GPP shown here is discussed in Sect. 3.6.3). For the GPP we see that for each model there is a positive correlation (sites with Table S2 ), so that equivalent values are being compared.
larger GPP in reality have larger GPP in the models), but that the overall values are too small for JULES, for ORCHIDEE there is a bigger variation, and for JSBACH they tend to be too large for the less productive sites and too small for the more productive sites -i.e. the slope of the relationship between model and observations is too shallow. Nonetheless, a significant amount of the variation between sites is captured by the models, to which the only inputs are climate data and soil properties. Of these, climate is the main driver of vegetation growth in these models (since nutrient limitation is not included, the soil only impacts the vegetation through moisture stress -which is also partly climate-related). Therefore, we can say that a lot of the difference between the GPP and Reco across different sites is due to the difference in climate. In fact, in JULES and JSBACH, over 90 % of the variation in GPP between sites is explained by the model, despite the systematic biases (R squared values of modelled GPP against observed GPP: JSBACH -0.94; JULES -0.95; ORCHIDEE -0.63). This suggests that a model based on climate alone and with one tundra PFT could capture most of the variability in tundra carbon uptake, if the vegetation was correctly calibrated. This is a promising sign that the model simulations could be easily improved. Due to the magnitude of errors in GPP and Reco, when considering the difference between the two -the NEE -the noise will be larger than the signal. Nonetheless, the models and observations both generally show a carbon sink in the present day due to environmental conditions being more favourable for growth (warmer, more CO 2 ) than in the preindustrial spin-up period (Table 3) .
Drivers of carbon fluxes
The models indicate different drivers of GPP in different parts of the growing season. In particular, the increase in GPP in the first half of the season is driven by increasing LAI, and the downward trend in GPP in the second half of the season is driven by shortwave radiation. There is also a temperature dependence in all parts of the growing season. These relationships are shown in Fig. S1 . Figure S1 also shows the plant respiration in the models, which exhibits a similar behaviour to the GPP, being influenced by temperature, shortwave radiation and LAI. The fact that these variables influence the GPP and autotrophic respiration is clear from the model structure (for example Knorr, 2000; Clark et al., 2011) ; however, the apparent split between the two halves of the season is an emergent behaviour.
The other component of the Reco is heterotrophic respiration. This does not exhibit the same dependencies as the plant respiration as it is determined by below-ground conditions. The heterotrophic respiration has a loose relationship with air temperature and a much stronger relationship with the ∼ 20 cm soil temperature -see Supplement Fig. S2 .
In order to compare the photosynthesis schemes in the models more directly, we normalise by the LAI. It then becomes clear that the photosynthesis models in JSBACH and ORCHIDEE are in fact quite similar. Figure 9 shows the normalised GPP (per square metre of leaf) plotted against the air temperature and shortwave radiation. JSBACH and OR-CHIDEE show similar relationships, although ORCHIDEE still has a slightly higher GPP, potentially explained by the fact that the V c,max is higher. In these plots we also show the limited data that we can plot from observations using MODIS LAI. It is clear that the normalised GPP in JULES is too low (this is a problem, probably related to canopy scaling, that requires attention in the model), but for JSBACH and ORCHIDEE the GPP is approximately consistent with the observations. The observations are a little higher than the models, but this is largely influenced by underestimated LAI at Samoylov (note that for the other sites, MODIS LAI compares reasonably with ground-based estimates). Moss cover is close to 100 % at Samoylov (Kutzbach et al., 2007) and, by contrast, maximum LAI from MODIS is only around 0.3. This could be due to the large size of the MODIS pixels (1 km × 1 km) leading to the inclusion of water in the pixel, or because the moss has a different absorption spectrum from vascular plants and could register as bare soil. Whatever the cause, the GPP per unit LAI at Samoylov would be at least doubled by this underestimation of LAI, and if we were to account for this, the observation-based estimates would be very close to the JSBACH and ORCHIDEE results.
Aside from JULES being biased low, we therefore conclude that the main source of error in the modelled seasonal Table S1 for the years used at each site. Table S1 for the years used at each site. −2 −1)cycle of GPP is the huge variation in the simulated LAI. This is shown in Fig. 10 . For example, ORCHIDEE LAI remains at zero in the early season, when the observations and other models show carbon uptake, and it suddenly increases to a very large value later in the season, then showing an uptake that is much larger than the observations (Fig. 7) . In fact, at Zackenberg the cumulative temperature is never high enough to initiate budburst in the model; thus, the LAI is always zero. These problems lead to unrealistic daytime emissions during spring from ORCHIDEE in Fig. 7 for most sites, and no fluxes at all for Zackenberg. Since the GPP seems to be consistent with observations when the impact of LAI is removed, we conclude that if the models could simulate the correct LAI they would largely simulate the correct GPP. JULES captures more of the difference in LAI between the sites than the other models (and subsequently captures more of the intersite variation in GPP). This is because JULES is running a dynamic vegetation scheme that allows the vegetation fraction to vary. The LAI from JULES with fixed vegetation is also shown in Fig. 10 and captures less of the inter-site variability. Therefore, both improving the LAI and including a dynamic vegetation scheme is the priority for improved simulations of tundra carbon uptake. Carbon fluxes are also sensitive to soil moisture, as seen in simulations with increased or decreased snowfall, in which differences in soil moisture availability in summer are reflected by changes in annual mean GPP, Reco and vegetation fraction in JULES (Fig. S7 ), in line with (Frost and Epstein, 2014) . Therefore, realistic simulation of precipitation (Cannone et al., 2016) . and soil moisture is a pre-requisite for improved LAI and vegetation dynamics.
Components of respiration
If the system were in equilibrium, the annual mean Reco would be equal to the GPP. Thus, improving the simulation of GPP would by default improve the simulated respiration. However, the seasonal cycle of respiration is significantly different from that of GPP due to the heterotrophic component. This is particularly true in cold climates as the soil temperature can lag a long way behind air temperature due to the latent heat of freezing-thawing. Furthermore, the response of respiration to changing conditions must be correctly simulated; otherwise any shift from the equilibrium state -a net source or sink of carbon -will not be correctly simulated.
It is difficult to compare the modelled respiration fluxes with the eddy covariance data (other than the annual mean). This is because the gases are assumed to be immediately emitted from the soil in the models, whereas in reality they can accumulate in the soil profile and diffuse upwards with a significant delay. The accumulated gas may also be released from the soil in bursts, e.g. in the case of Bayelva, where the bursts of emissions in the autumn season correspond to heavy rainfall events, which (it is hypothesised) may be forcing the gas out of the soil (J. Boike, personal communication, 2016) . Similarly, strong autumn emissions of CO 2 from the soil were observed with chamber measurements at Zackenberg due to the freezing of the active layer forcing out bubbles of gas (Mastepanov et al., 2013) . Further difficulty is introduced since the heterotrophic and autotrophic components cannot be separated in the measurements. Therefore, we cannot evaluate the soil respiration schemes in detail without direct measurements in the soil. However, one conclusion we can make is that for some models the soil carbon is approximately correct when the inputs to the system (GPP) are correct (Fig. 6) , which gives some indication that the decomposition models behave reasonably in these conditions.
Nutrient limitation and moss
We have discussed the need for a dynamic vegetation model to capture the inter-site differences in LAI, as shown in Fig. 10 , in which JULES, using a dynamic vegetation model, captures much more of the inter-site variability than the other models. However, looking more closely highlights some missing processes.
For example, the LAI at Bayelva is very small (close to zero) during the early part of the JULES simulation, but between around 2002 and 2006 it rapidly increases to around 1. To illustrate this transition, the fractional coverage of vegetation in JULES is shown in Fig. S3 . In reality, vegetation cannot establish rapidly at a site such as this (even if climatic conditions become appropriate) because of the lack of a soil matrix and nutrients needed for plant growth, particularly nitrogen. Vascular plants could take hundreds of years to es-tablish once climatic conditions become appropriate due to the large timescales involved in soil development. The vegetation at Bayelva is largely mosses and lichens, which can grow in nutrient-poor conditions but photosynthesise more slowly than vascular plants (Yuan et al., 2014) . Therefore, to simulate the CO 2 flux at a very nutrient-limited site, it is necessary to have a different PFT that represents the low-nutrient but low-GPP vegetation such as moss and to include nutrient limitation for the other PFTs.
A similar problem can be seen at Samoylov, where around 90 % of the site is covered by moss , and JULES simulates an LAI similar to that of Kytalyk (as the climatic conditions are similar), but in reality the LAIs of the two sites are very different; at Samoylov the LAI (of vascular plants) and CO 2 flux should be much smaller than that of Kytalyk. At Samoylov, the moss contributes around 40 % to the total photosynthesis (Kutzbach et al., 2007) , showing its importance in the carbon budget of this site. It is hypothesised that there are fewer vascular plants at Samoylov because the more waterlogged conditions (due to many polygon centre ponds) could reduce vegetation growth. In fact, reduced vegetation growth is also seen in areas with many polygon centre ponds at Kytalyk. Moreover, nitrogen may be lost in these waterlogged environments due to denitrification (Palmer et al., 2012) , making it a more nutrient-limited environment.
Thus, to really capture the inter-site differences in GPP, it is necessary to include nutrient limitation and other soilplant interactions in the model. And once nutrient limitation is introduced, then moss is required (which grows in nutrientdeficient and very wet conditions in which the vascular plants will not grow) in order to recreate the observed carbon uptake.
In JSBACH, moss carbon fluxes can be included -see Fig. 8 . This shows that the moss model can contribute significantly to the carbon budget at the mossy sites. However, at the sites with less vascular vegetation in reality (Bayelva and Samoylov), including the moss makes the total fluxes much too large, as JSBACH (like JULES) simulates too much vascular vegetation.
At Samoylov there is an early-season peak of carbon uptake that is missed in the models (Fig. 7) . It is possible that this could correspond to the wet ground directly following snowmelt, which leads the moss to start photosynthesising. However, it is difficult to make conclusions from the data available, and we also know that eddy covariance methods can have some problems around the time of snowmelt (for example Pirk et al., 2017) . Nonetheless, we can get a clue from the moss model in JSBACH. Figure S4 shows the annual cycle of moss GPP along with the GPP from JSBACH (without moss), demonstrating that it captures an early-season peak before the vascular plant uptake starts in JSBACH. This plot also shows the moisture content of the moss layer, making it clear that there is a strong relationship between moisture content and moss photosynthesis. Thus, it becomes even more important to simulate soil moisture correctly once moss is included in the models.
It could also be important to consider lichens separately from mosses, as their physical and biological properties can be very different. For example, the high albedo of lichens can impact the Earth's radiation budget (Bernier et al., 2011) .
Conclusions
Based on the analysis above, we can identify priority developments that would improve the carbon stocks and fluxes in the models. Assuming that "state-of-the-art" is represented by a combination of the best parts of each model, we provide the following priorities for the next steps to advance the state-of-the-art models:
1. Improve vegetation phenology and dynamics to simulate realistic LAI (including nutrient limitation and dynamic vegetation).
2. Include moss for both photosynthesis and peat accumulation.
3. Improve the soil carbon profile for organic soils (including peat processes).
There is also a need to address remaining issues in the model physics, particularly for soil moisture and snow. There are feedbacks between the vegetation and the soil physical state (e.g. Sturm et al., 2001) ; thus, incorporating more realistic vegetation such as Arctic shrubs could also lead to an improved simulation of soil temperature and moisture.
Tundra vegetation should ideally be represented using several different PFTs, for example grasses and shrubs differ in carbon storage and their interactions with snow. Note that JULES includes a shrub PFT, but these are large shrubs (∼ 1.5 m tall), which would not be expected to grow at the cold sites. Smaller, cold-tolerant shrubs should be added as a separate PFT. There are few modelling studies to date in which tundra phenology is explicitly considered, but see Van Wijk et al. (2003) for one example.
In JSBACH the moss photosynthesis is already simulated, and the coupling to the soil carbon will be available in the next version. This provides clear guidance for other models to follow; see Porada et al. (2013 Porada et al. ( , 2016 . However, since JSBACH does not include nutrient limitation, the combined GPP and Reco from vascular vegetation and moss is too high (Fig. 8) . Including nutrient limitation is an essential part of these priority developments.
In order to facilitate improvements to the vegetation schemes, better site-level measurements of LAI are required. This was identified as one of the largest modelling uncertainties, but only indirect satellite-derived LAI products are available, which are not sufficiently detailed or accurate for developing the model schemes. Furthermore, in order to improve the simulation of soil carbon profiles, better observa-tions and understanding of all below-ground processes such as in situ decomposition rates and the dynamics of cryoturbation mixing are required .
Future changes in NEE are key to understanding the role of the Arctic in a global context. We can see in Table 3 that the size of the NEE is much smaller than the errors we are currently seeing in, for example, the simulated GPP. This supports the need for the model improvements highlighted above.
Future changes in the carbon balance will come both from changes in vegetation productivity and type, and decomposition of old soil carbon due to thawing permafrost. Therefore, dynamic vegetation (including nutrient limitation) is required for future simulations as well as for simulating the correct LAI in the present day. The vertical representation of soil carbon is therefore also particularly important for the fluxes in the future. However, soil carbon release will also be triggered by landscape dynamics like ground collapse and thermokarst formation, which are not yet represented in any of these models. See (Schneider von Deimling et al., 2015) for a modelling study in which some of these impacts are included. This is another important aspect that must be taken into account in future model development (Rowland and Coon, 2015) .
The feedbacks between the Arctic and the global climate are strongly dependent on whether carbon is released into the atmosphere from heterotrophic respiration as carbon dioxide or methane. The modelling capability at the time of this study was not sufficient to simulate the methane flux. However, this development is in progress (see, e.g. Kaiser et al., 2017) , and represents an important topic for future work. Lakes and ponds also play a major role in methane and carbon dioxide exchange with the atmosphere (Bouchard et al., 2015; Langer et al., 2015) and should also be considered in future land surface models.
Accurate process representation at a site level will not necessarily transfer the same level of accuracy to a global simulation. In particular, there are issues with using a single gridbox-mean value to represent a large area of land (heterogeneity in soil and microtopography exerts non-linear controls on carbon and vegetation dynamics) and with obtaining realistic large-scale observations for quantities such as soil parameters. Conversely, the sites used in this study represent typical tundra sites, and the model development priorities that we identify are consistent across sites, indicating that these would also lead to improved tundra carbon dynamics in global simulations. This study has allowed us to quantify deficiencies in the models that we could not have robustly identified using global datasets due to the quantity and quality of observational data available. This work also opens up opportunities for further process studies in the future.
Data availability. The land surface model JSBACH used in this study is intellectual property of the Max Planck Society for the Advancement of Science, Germany. The JSBACH source code is distributed under the Software License Agreement of the Max Planck Institute for Meteorology and it can be accessed on personal request. The steps to gain access are explained under the following link: http://www.mpimet.mpg.de/en/science/models/ license/. The model version JULES vn4.3_permafrost was used in this study. This version is described in Burke et al. (2017) and available via the Met Office Science Repository Service (on request for access) at https://code.metoffice.gov.uk/trac/jules/browser/main/ branches/dev/eleanorburke/vn4.3_permafrost. The ORCHIDEE-MICT high latitude model version used in the study is described in Guimberteau et al. (2017) . The SVN version of the code branch is https://forge.ipsl.jussieu.fr/orchidee/browser/ branches/ORCHIDEE-MICT. Please contact the corresponding author for the code of the ORCHIDEE-MICT if you plan an application of the model and envisage longer-term scientific collaboration. Carbon dioxide flux data and meteorological data for all sites are available from the European Fluxes Database Cluster http://www.europe-fluxdata.eu under site codes: SE-St1 (Abisko), NO-Blv (Bayelva), RU-Cok (Kytalyk), RU-Sam (Samoylov) and DK-ZaH (Zackenberg). Samoylov and Abisko are "closed" sites meaning that the site principal investigator (PI) must approve any download of the data. Site PI's should be invited to join any study using this data -see the website for detailed policies. CALM data for active layers can be accessed via the following database: https: //www2.gwu.edu/~calm/. Soil carbon profiles are being processed for inclusion into the next generation of the International Soil Carbon Network database (https://doi.org/10.17040/ISCN/1305039), and until then they are available upon request. Other data (including snow depth, soil temperature) for Samoylov and Bayelva sites are described in Boike et al. (2013) and Boike et al. (2017) (respectively) and available via permanent repositories detailed within. All other data from Kytalyk is available on request. All other data from Zackenberg is available via the Greenland Ecosystem Monitoring Programme (http://data.g-e-m.dk). Abisko meteorological data and snow depth data are available on request from the Abisko Scientific Research Station (https://polar.se/en/research-in-abisko), and the soil temperature data is archived in the GTN-P database (https://gtnp.arcticportal.org/).
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S. E. Chadburn: Carbon stocks and fluxes in the high latitudes Appendix A: Details of model set-up Mineral soil properties were calculated from sand-silt-clay fractions. Slightly different pedotransfer functions are used in each model, but they are all taken from the same baseline soil texture (see Table A1 ). For JULES, the organic soil fraction as a function of depth was estimated using the bulk density and carbon density. The combined organic and mineral soil properties were then calculated as in (Chadburn et al., 2015a) .
The assumed "fresh" snow density for creating snowfall time series from snow depth depends on the resolution of the data. If we have low-resolution snow depth data, there may be some compaction between the snow landing and the measurement being taken; thus, we will use a higher density to generate the time series. The density used for most sites, hourly to daily resolution, is 180 kg m −3 . At Abisko, only 5-daily snow depth data were available, and this was at the research station rather than the mire. Since this is a relatively warm site leading to more melting, and due to the long time interval between readings, in order to give enough snow in the models, a density of 240 kg m −3 was used. For the Abisko mire there were just a handful of snow depth measurements each year. All available values taken during a given month were averaged to give a monthly average time series of snow depth. We compared the depth with the model output from JULES using the forcing data prepared from the research station. The snowfall was then scaled according to the ratio of monthly snow depth in the model vs. the observations. This approach introduces uncertainties that would be reduced by the availability of a higher-resolution snow depth dataset from Stordalen mire. Table A1 . Parameters for the sites. 1 (Klaminder et al., 2008) . 2 J. Boike, personal communication, 2015. 3 (Van Huissteden et al., 2005) . 4 (van der Molen et al., 2007) . 5 . 6 (Hollesen et al., 2011) . 7 (Rydén et al., 1980) . 8 (Roth and Boike, 2001 ). 9 S. Zubrzycki, soil carbon data. 10 PAGE21 catalogue of physical parameters. 11 (Bartholomeus et al., 2012) . 12 (Elberling et al., 2008) . In most cases soil types (see Sect. 2.3) were translated to approximate sand-silt-clay fractions using Table 1 0.08, 0.11, 0.14, 0.17, 0.19, 0.22, 0.24, 0.26, 0.28, 0.30, 0.32, 0.34, 0.36, 0.38, 0.40, 0.42, 0.44, 0.46, 0.47, 0.49, 0.51, 0.53, 0.54, 0.56, 0.58, 0.59, 0.61 ORCHIDEE 0.0005, 0.002, 0.01, 0.01, 0.03, 0.06, 0.12, 0.25, 0.50, 1.00, 1.75 hydrological ORCHIDEE 0.0005, 0.002, 0.01, 0.01, 0.03, 0.06, 0.12, 0.25, 0.50, 1.00, 1.75, 2.50, 3.50, 4.55, 5.66, thermal 6.81, 8.03, 9.31, 10.65, 12.06, 13.54, 15.09, 16.72, 18.43, 20.23, 22.12, 24.10, 26.18, 28.37, 30.66, 33.07, 35.60 
