Mobile-edge cloud computing, an emerging and prospective computing paradigm, can facilitate the complex application execution on resource-constrained mobile devices by offloading computation-intensive tasks to the mobile-edge cloud server, which is usually deployed in close proximity to the wireless access point. However, in the multichannel wireless interference environment, the competition of mobile users for communication resources is not conducive to the energy efficiency of task offloading. erefore, how to make the offloading decision for each mobile user and select its suitable channel become critical issues. In this paper, the problem of the offloading decision is formulated as a 0-1 nonlinear integer programming problem under the constraints of channel interference threshold and the time deadline. rough the classification and priority determination for the mobile devices, a reverse auction-based offloading method is proposed to solve this optimization problem for energy efficiency improvement. e proposed algorithm not only achieves the task offloading decision but also gives the facility of resource allocation. In the energy efficiency performance aspects, simulation results show the superiority of the proposed scheme.
Introduction
Internet of things (IoT) devices, such as sensors and wearable devices, are increasingly penetrating into our everyday lives. Gartner forecasted that, by 2020, the Internet of things (IoT) devices will reach 50 billion, representing an almost 30-fold increase from 0.9 billion in 2009 [1] . However, it is well known that mobile devices have their inherent problems, such as finite computing power and particularly limited battery life [2] . ese resource-limited mobile devices are difficult to support computation-intensive applications, such as interactive gaming, image/video processing, and online social networking services [3] . erefore, when dealing with the sophisticated applications on devices, the contradiction between the requirements of network applications and the limited resource of mobile devices poses a significant challenge.
A new architecture and technology known as Mobile Cloud Computing (MCC) brings a new idea, which can augment the processing ability of mobile devices and reduce the energy consumption of mobile devices at the meantime by migrating computational tasks from mobile devices to infrastructure-based cloud servers [4, 5] . us, MCC has the potential to address the aforementioned challenge [6] .
In recent years, cloud offloading technologies have been widely studied by researchers all over the world. Considering the huge increase of computational demand on the mobile devices in the 5G networking, Chen [7] proposed a game theoretic approach for the distributed task offloading decision to improve the energy efficiency. Barbarossa et al. [8] investigated the problem of multiuser computation offloading in multiradio channel scenarios ignoring the communication interference. In order to save the energy consumption of mobile devices and meet the requirements of the application execution time, Huang et al. [9] proposed a Lyapunov optimization-based algorithm for dynamic offloading, which can reduce the computational complexity at the same time to obtain a near-optimal offloading decision. In large-scale mobile applications, Yang et al. [10] researched the problem of multiuser computing partition for the purpose of minimizing the average task completion of all users and designed an offline heuristic offloading algorithm. Viswanathan et al. [11] proposed a resource provisioning framework for organizing the heterogeneous devices in the vicinity. A joint optimization framework of the wireless resource and computing resource is proposed in [12] for the energy-constrained mobile users in the femtocell.
In order to solve the problem of transmission delay and energy consumption, Satyanarayanan et al. [13] proposed an architecture replacing the remote cloud with nearby cloudlets. Zhang et al. [14] proposed a Markov decision process offloading algorithm for mobile users in an intermittently connected cloudlet system. However, the cloudlet-based mobile cloud computing has some drawbacks. Due to the limited wireless network coverage, the cloudlet cannot guarantee ubiquitous service everywhere for users. Moreover, the computation resource of the cloudlet is insufficient to satisfy the QoS requirements of a large number of users in the future.
ese existing task offloading strategies in mobile cloud computing are not sufficient to greatly improve the energy efficiency of the system. e long transmission delay between the mobile device and traditional cloud servers is a critical issue, which is the inherent limitation of mobile cloud computing [15, 16] . e long propagation distance from the mobile device to the remote cloud data center will result in unacceptable long latency for mobile applications. e additional communication transmission delay will decrease the computation offloading efficiency and the QoS of users.
erefore, a mobile-edge cloud (MEC) computing architecture is adopted. With the development of wireless communication technologies such as Wi-Fi, 4G, and 5G, the MEC is envisioned as a promising and challenging approach to address the abovementioned challenges [17] . In the MEC framework, mobile devices are able to offload their tasks to the MEC clouds through the radio access points nearby rather than the public clouds such as Amazon EC2 and Windows Azure.
us, this MEC paradigm can provide lower latency and high communication rate and computing agility in the process of computation offloading.
ere are a few studies on the efficient computation offloading mechanism of the MEC. For instance, Wang et al. [18] used the Markov decision process to formulate a sequential offloading decision-making problem for dynamic service migration. Considering the finite number of wireless access channels and the interference, Chen et al. [19] presented a distributed offloading decision method based on game theory. Sardellitti et al. [20] investigated the task offloading problem by jointly considering the allocation of radio resources and computational resources and proposed an iterative algorithm to solve the problem. Beck et al. [21] studied the virtual network embedding problems and proposed network virtualization in the context of MEC networks.
However, the abovementioned methods still have some limitations in performance and flexibility. Furthermore, the complexity of the algorithm is not suitable for large-scale network scenarios. us, an efficient task offloading mechanism is designed for mobile-edge cloud computing. It is well known that the base stations in most wireless networks are running under multichannel settings. If a considerably large number of mobile device users simultaneously choose the same wireless channel to perform task offloading, interactive communication interference will seriously affect the transmission rate of the data, which further leads to the increase of completion delay of the task and the energy consumption of mobile devices. In this circumstance, the task offloading operation violates the original intention of the mobile users, and these mobile users prefer local processing. e abovementioned effect makes the offloading decision of mobile device users couple with the wireless resource allocation.
us, to achieve efficient task offloading, two important issues need to be solved: Which tasks are suitable for offloading while others are suitable for local execution? How to choose the appropriate channel performing offloading from a global optimization?
In order to deal with the abovementioned coupling problems and match the mobility of the mobile device, an energy-aware task offloading mechanism is designed to solve the energy-efficient task offloading decision problem for mobile-edge cloud computing in the multichannel wireless environment.
e mechanism adopts the auction theory, which is a decentralized market mechanism of resource allocation in economy, which has been widely used in various fields nowadays, such as the management of the spectrum resource in cognitive networks [22, 23] and traffic offloading in the cellular network [24, 25] . Inspired by the methods for resource allocation, the auction is applied into the model of wireless channel access opportunities for mobile devices, namely, task offloading decision. In the auction system, the mobile device user acts as a buyer, and the wireless channels are treated as sellers. us, the mobile device broadcasts the offloading request, and wireless channels will send their bid information with their available resources to the mobile device user. en, the mobile device calculates the cost to determine the winner channel to offload. e contributions of this paper are listed as follows:
(i) e issue of the task offloading decision is formulated as a constrained 0-1 nonlinear integer programming problem, which minimizes the total energy consumption of the system subjected to the latency and channel communication quality constrains. (ii) To reduce the complexity of solving the optimization problem, an algorithm at first for classifying mobile devices and priority determination is proposed. e mobile devices are classified into two groups. First category is suitable for local processing, and the remaining mobile devices are classified as the second category, which is determined by the corresponding priority. (iii) In order to further determine the offloading decision for the mobile device, an auction-based approach is proposed to solve the energy-efficient task offloading decision problem, with high efficiency to approximate the optimal task offloading decisions. Hence, each mobile device can minimize its average energy consumption.
e rest of this paper is organized as follows. In Section 2, the system model is described and the issue of task oloading decision is formulated as a 0-1 nonlinear integer programming problem.
e details for solving the constrained optimization problem and the proposed energyaware task o oading mechanism are provided in Section 3. In Section 4, the simulation results and the analysis of the results are presented. Finally, concluding remarks are drawn in Section 5.
System Model and Problem Formulation
In this section, the mobile-edge cloud computing architecture is presented, and the 0-1 nonlinear integer programming problem is formulated for energy saving and delay decreasing. Table 1 lists all the important symbols used in this paper.
Mobile-Edge Cloud Computing
Architecture. As illustrated in Figure 1 , the mobile-edge cloud computing system consists of three key components: mobile-edge cloud server, wireless access point, and device users. Mobile device users rst connect to Internet through a base station, which is equipped with a mobile-edge cloud server. en, the users can further access this powerful mobile-edge cloud server through the Internet. After receiving the service request, the cloud control provides the corresponding cloud services to the mobile devices via the base station. In this paper, a set of N 1, 2, . . . , N { }devices are considered, where each device has a task to be completed. Moreover, the wireless base station runs M 1, 2, . . . , M { }channel settings. e types of tasks include interactive gaming, natural language processing, virus scanning, and video transcoding. Each task is set in two terms as
. . , N { } , which can be computed either locally on the mobile device or on the cloud side via computation o oading. It is assumed that, in the model, each task is atomic and cannot be further divided. e characteristic information of all tasks can be de ned through the total number of O i CPU cycles required to accomplish and the amount of D i data to be exchanged. e computation overhead is discussed in terms of both energy consumption and processing time for both local and cloud computing approaches.
For the local computing approach, a mobile user i executes the task T i locally on the mobile device. Taking into account the di erent processing capabilities of di erent mobile devices, as well as a di erent CPU computing capacity per bit required for di erent tasks, let C l i be the computation capability (i.e., CPU cycles per second) allocated by the mobile device i. en, the time duration of the local execution of the task T i can be obtained as follows:
e classic CPU energy consumption model of mobile devices is applied [26, 27] . us, the energy consumption E l i of this local execution can be calculated as
where the exponents χ i , α i , and β i are the parameters, which are dependent on the CPU processing model. All the energy consumption parameters are set to conform to the actual mobile scenario in the subsequent simulation experiment. For the cloud computing approach, once the communication link is established, the task T i on the mobile Mobile Information Systemsdevice can be offloaded through the channel j, j ∈ M, to the mobile-edge cloud server, which will execute the computation task on behalf of the device user. e whole task offloading process can be divided into three phrases and involves corresponding time delay and energy consumption.
To begin with, the mobile device transmits the data load of the task i to the closest base station through the channel j, which involves the data transmission delay t tr i,j and energy consumption of the data transmission E tr i,j of the task. e energy consumption of the data transmission is not only related to the data size but also to the uplink data rate. us, the binary variable ψ i,j ∈ 0, 1 { } is denoted as the task offloading decision of the mobile user i, which is given by
where ψ i,j � 1 means that the device i chooses to offload the task and transmits the computation data to the cloud through the channel j, j ∈ M, while ψ i,j � 0 denotes that the device executes the task locally. According to the offloading decisions, an appropriate number of VMs are deployed in the data servers for cloud execution. Moreover, given the offloading decisions Ψ � (ψ 1,j , ψ 2,j , . . . , ψ N,j ) of all device users, the uplink data rate R i,j of a device user i who chooses to offload the task to the cloud via the wireless channel j can be calculated as [19] 
where w j is the j channel bandwidth and P tr i represents the data transmission power of mobile devices, which is determined by the wireless base station according to some power control algorithms such as [28] and [29] . Furthermore, G i � ℓ −a i denotes the channel gain between the device user i and the base station, where ℓ i indicates the distance between the mobile device i and the wireless base station. Moreover, σ 2 denotes the background noise power, and the parameter a denotes the path loss factor. erefore, the data transmission delay t tr i,j can be calculated as
Let P tr i be the data transmission power consumption. e energy consumption of the data transmission can be denoted as
In the second phase, the base station transmits the data load to the mobile-edge cloud server through a high-speed wire network [27, 28] . Because of the high-speed link, the time delay of this phase can be ignored. In the final phase, the mobile-edge cloud server processes the task and returns the results back to the device users. Because the size of results is often considerably smaller than that of the input data load, the time delay from the mobile-edge cloud server to the device is not considered, as in some of the previous studies.
erefore, the delay of this phase is mainly composed of the cloud processing delay t 
When the task is executed on the cloud, the mobile device needs to wait for the return of the response result.
us, at the period of time t c i spent on the task processing on the cloud side, the idle power consumption of the mobile device can be calculated as follows:
us, the total offloading energy consumption
, which is defined as the sum of the energy spent to transmit data to the cloud, E tr i,j , plus the idle power consumption, E id i , as follows:
And the total time delay of offloading is denoted as T In order to realize energy-efficient task offloading, it is necessary to properly deal with the reasonable allocation of communication resources and computing resources, which are mutually coupled in the case of energy efficiency because of the competition for the resource. However, in this paper, it is assumed that the processing capacity of cloud services is far greater than the processing capacity of each mobile device, and the computing and storage resources are sufficient to satisfy the requirements of all mobile devices. Besides, our research scope of this paper is mainly focused on the mobile devices for the purpose of saving energy by offloading the task onto the cloud side. erefore, the server overhead and energy consumption of the cloud server are not considered, which does not affect the completeness of the paper.
Among the multiple mobile device users for the mobileedge cloud computing environment, the mobile device selects the nearest wireless access point in order to get better communication and interaction. Similar to the previous research on mobile-edge cloud computing, from the beginning of the offloading decision until the end of offloading operation, it is reasonable to assume that all mobile devices move very slowly in a quasi-static scenario.
To minimize the total energy consumption of the system, the optimization problem is mathematically modeled as follows:
Constraint (11) ensures that the energy consumption of task offloading is not greater than the local processing energy consumption of the mobile device. Constraint (12) ensures that the total time consumption of mobile devices in the process of task offloading is not greater than the local processing energy consumption of the task. Constraint (13) is to guarantee the communication quality of the wireless channel. e setting of the threshold C can avoid mobile devices to access the same channel at the same time because the burst data traffic of mobile devices will seriously cause the attenuation of channel quality. Constraint (14) states that the mobile device can only select access to a wireless channel, but the wireless channel can be accepted by a plurality of mobile devices. Constraint (15) states that the cloud offloading decision of the task is a binary variable.
Consider that the task offloading decisions Ψ among the device users are coupled. If too many device users simultaneously choose to offload the task to the cloud via the same wireless channel, they may cause severe interference, which will lead to a low data rate. e two factors related to the energy consumption of data transmission of the mobile device are the inherent transmission power and data transmission time. e transmission energy consumption of mobile devices is proportional to the transmission time. us, when the data rate of the mobile device user is low, it would consume high energy and incur long transmission time as well. In this case, more and more device users will avoid offloading and are more willing to choose execution locally. However, this is not our original intention: allowing beneficial cloud computing users to offloading as much as possible. us, the C threshold is set, which can be flexible assignment.
Energy-Aware Task Offloading Mechanism
To solve the optimization problem (10), an energy-aware task offloading mechanism is designed in the system of mobile-edge cloud computing.
e proposed mechanism mainly includes two aspects:
(1) At the beginning, an algorithm for mobile device user classification and priority determination is designed. e mobile device users can be classified into two types: participation in the auction and not to participate according to the energy cost features of the task computing process. Namely, the mobile device users who do not participate in the auction choose to process the task locally. en, the priorities of the first class of users are derived, which represent the intensity of user demand for task offloading. (2) According to the order of priority, the device users get resource allocation in turn. A reverse auctionbased offloading algorithm is proposed to achieve the offloading decision and associate the suitable communication resource with each mobile device who participates in the auction.
Mobile Device User Classification and Priority
Determination. Based on the characteristics of the task and the mobile device, such as the data size of the task, workload density, computing capacity, and energy consumption, the mobile device users are divided into two types. e first type of users is a group that should compute their task locally. e set of users of this type is denoted as G l . When the mobile device occupies a channel alone, the data transmission rate of this mobile device can be expressed by
e condition used to determine the devices belonging to this type is given as follows: 
Besides the aforementioned type, the rest of the mobile device users fall into second type G o . e mobile device users belonging to G o can either decide to implement their task locally or to offload the task onto the mobile-edge cloud server. e decision of them depends on the communication quality of the channel. For this type of mobile users, different priorities are set for them in the offloading process, which is defined as
e complete mobile device user classification and priority determination are illustrated in Algorithm 1.
Reverse Auction-Based Offloading Algorithm.
In this section, a reverse auction-based offloading scheme is proposed for the group G o of mobile devices based on the abovementioned analysis of mobile device user classification and priority determination. Our aim is to maximize the energy efficiency of task offloading subjected to the mobile device's minimum energy consumption requirement and Mobile Information Systemsthe limited communication resource of channels during the task o oading process.
As illustrated in Figure 2 , the mobile device i, i ∈ G o , acts as the buyer, who achieves higher system energy e ciency in exchange of transmission power resources provided by the channel. Prior to participation in the auction, namely, deciding whether to o oad the task onto the mobile-edge cloud server, mobile users rst calculate their cost P i , which means the reserved prices the mobile device can accept. In this case, the reserve price corresponds to the aforementioned local computing energy consumption of the task in the system of mobile-edge cloud computing. us, the reserve price P i is expressed as P i E l i . On the other hand, the wireless channels are sellers. Each channel can participate in the auction by submitting to the mobile device the bidding information (b j , s j ), where b j is the price at which the jth channel agrees to share their available resources to the mobile device. Each seller calculates their s j and b j , respectively, by s j P tr i G i,j and b j E Off i,j . e total number of available resources of each seller corresponds to the aforementioned interference threshold of each channel.
en, the mobile device will calculate the energy cost and compare the biding prices provided by the seller to decide whether it could achieve energy saving and choose the target channel or give up task o oading decision. e target of the wireless channel is the winner of the reverse auction process. e mobile device chooses the target channel for task o oading.
In the previous auction researches, they allocate the resources through multiround bidding procedures to determine the nal winner. However, this multiround auction method is not suitable for our scenario because mobile device users have to wait for the consequences after multiple rounds of auction, which inevitably generate an intolerable extra delay. In the process of task o oading, mobile devices are sensitive to delay. erefore, the single-round auction is implemented in this paper in order to improve the energy e ciency and reduce the delay for the o oading users. Moreover, it is assumed that the time delay of the auction process is so small that it can be ignored. e auction is conducted periodically, which means that, after a smaller (12) auction interval, a new round of auction is started and the relevant information is collected again, which is adapted to the dynamic mobile cloud computing environment. In order to simplify the model, it is assumed that the auction interval is very short and is ignored. e complete reverse auctionbased offloading algorithm is illustrated in Algorithm 2.
Allocation.
In the allocation steps, the mobile device decides which channel will be the auction winner. In order to avoid the extra delay caused by the multiround auction, the single-round auction is implemented in this paper. us, jointly considering the resources and the price that the bidders can provide, the mobile device decides who will win the auction, and b j is the transaction price. erefore, given the abovementioned definitions and notation, the optimization problem can be converted into the reverse auction problem. Here, ψ i,j represents the consequence of auction. ψ i,j � 0 denotes that there is no winner channel. On the contrary, ψ i,j � 1 expresses that the jth channel wins the auction. Our goal is to maximize the utility of the mobile device user, which can be formulated as
In order to determine the winner and the allocation relationship, the bid densities of the participants are calculated and sorted firstly. In the list of wireless channels, the wireless channels were ranked in ascending order of their bid densities. For mobile users, the lowest call density is the best communication quality. e bid density of sellers can be calculated by
where
, which is an indispensable condition for the wireless channel to ensure their quality of service. If the value is less than or equal to zero, the channel will give up participating in the auction.
Pricing Model.
e final transaction price paid by the mobile device is b j , which is the bid price submitted by the winner wireless channel. e utility of the mobile device user can be formulated as
If the mobile user does not participate in the auction, its utility value is equal to 0. In other words, if ψ i,j � 0, obviously then F � 0 through the calculation of formula (21) . Moreover, the utility of the wireless channel can be formulated as
If the wireless channel does not win the auction, then ψ i,j � 0, obviously the utility of the wireless channel is equal to zero.
Update the data transmission rate R i,j and update E Off i,j , as in (4) and (9); 6: if C j > 0 then 7: Calculate the bid density bd j of each channel j based on the 2-tuple (b j , s j ); 8: Set the bid density bd � bd j ; 9: while bd ≠ ∅ do 10: Select the channel j, where j � argmin bd j j ; Mobile Information Systems
Properties.
In this section, the properties of the proposed reverse auction model are analyzed. e individual rationality and the truthfulness properties need to be proved.
(1) Individual rationality: when the utility of each participating bidder in the pricing stage is greater than zero, the proposed mechanism is individual rational for each winning bidder. Namely,
denotes the utility of the mobile device under the optimal allocation solution without the presence of the jth channel.
(2) Truthfulness: for each bidder, the truthfulness means that the bid price of each bidder is equal to its private value. If the bidding of channels is untrue, the utility will be unlikely the biggest. In order to get the maximum, the allocation should be formulated as follows:
Based on the proposed reverse auction mechanism in this paper, because the bid price of the channel is not greater than the reverse price of the mobile device user, Ω ≤ 0. Obviously, when j � i, the value of Ω is equal to zero. erefore, each bidder must be truthful to obtain the maximum utility.
Simulation and Analysis
In this section, the performance of the proposed mechanism is evaluated through numerical simulations designed by using the MATLAB. e compared algorithms are the competitionbased algorithm [30] and the user-satisfaction-based offloading algorithm [31] . eir features are described as follows:
(1) Competition-based algorithm: the system is modeled as a competitive game subjected to the job execution deadlines and user-specific channel bit rates. Each user tries to minimize its own energy consumption when it competes for the shared communication channel. e Gauss-Seidel-like method is executed for achieving the Nash equilibrium to derive the mobile device user's offloading decisions. (2) User-satisfaction algorithm: a utility function is introduced to choose the best communication resources in terms of user-satisfaction parameters, such as the throughput, used energy, and time spent to execute the application. Based on this, the offloading strategy is obtained by the applications' computation percentage.
Without loss of generality, four performance metrics of the proposed algorithm and the two classical algorithms are compared on the same simulation scenarios fairly. e four metrics are the average energy consumption, delay, energy efficiency factor, and throughput of the mobile device for offloading.
Simulation Setup.
e simulations are deployed based on real-world settings. All the parameters, including the energy consumption rates and computing capacity, are measured from real mobile devices.
ese real-world datasets, which have been widely used, are measured at various clock speeds and in the cellular network scenarios by using a monsoon power monitor.
At first, a base station is considered that covers a hexagonal cellular network with radius 2 km, and assume that the wireless access point is located at the center. e base station has M � 4 channels, and the channels belonging to this base station are orthogonal. e bandwidth capacity of the channels can be different values, but in order to simplify the simulation, four channels of the same bandwidth of the device are set to w � 1MHz, which does not affect the effect of the experiment. Besides, the power of the background noise is set to σ 2 � −100dBm, and the path loss factor is set to a � 2 according to the physical interference model. In the system of mobile-edge cloud computing, mobile devices are randomly distributed in the coverage area of the hexagonal cellular network, accessing to this wireless point at any time if needs. And there is a mobile-edge server deployed near the base station, who assigns 5 GHz computation capability for each mobile device, sufficient to satisfy the requirements of all mobile devices.
Conforming to the diversity of the mobile device in the real world, four types of smartphones are considered, namely, Galaxy Note, Galaxy Note 2, Nexus S, and HP iPAQ PDA. Different mobile devices have different CPU computing capacities. e HP iPAQ PDA with a 400 MHz Intel XScale processor [31] has the following parameters: the local processing power P l i � 0.9W, the standby power P id i � 0.3W, and the transmission power P tr i � 1.3W. In addition, the parameters of the other three mobile devices include CPU processing parameters, such as χ i , α i , and β i .
ese parameters are adopted as in [30] . In the simulation, the type of the mobile device in the mobile-edge cloud computing scenario is randomly selected among the abovementioned three types, and each mobile device has only one task waiting to be executed. e tasks on mobile devices are set to ten types: face recognition, virus scanning, online gaming, and so on. ese ten types of tasks are randomly assigned to each mobile user. Different types of mobile devices have different processing speeds for different task types, whose corresponding parameters are given in Table 2 , including workload density, data size, and the allocated computing capacity.
It is clear that, in these tasks, the workload densities of face recognition and virus scanning are larger than those of other types of tasks, and the data size of the two tasks is relatively small, which are computation-intensive tasks. On the contrary, the workload density of video coding is far less than that of the other eight tasks, but the data size is particularly larger than that of others, which belong to communication-intensive tasks. It is obvious that the parameters given in the table include various types of tasks that satisfy the generality and credibility of the simulation.
In order to accurately evaluate the performance of the algorithm without any loss of generality, a series of simulations are carried out, gradually increasing the number of mobile devices from 50 to 1000. Since the mobile devices are randomly deployed within the coverage of mobile networks, and the type of the mobile device and the task request of mobile users have stochastic features.
Evaluation Results.
Firstly, the energy consumption of the proposed algorithm is evaluated. Figure 3 shows the average energy consumption of the mobile device when the number of mobile devices increases from 50 to 1000 with four di erent methods. e average energy consumed by one mobile device is approximately 21.2060 J with the local computing approach. Comparing with the local computing approach, both the proposed approach and the other two algorithms achieve the purpose of energy saving through task o oading.
At the beginning, with 50 mobile devices, the three methods exhibit an energy consumption of 6.4219 J, 6.4276 J, and 6.9430 J, respectively. With the gradually increased number of mobile devices, the average energy consumption of the mobile device increases to 11.0077 J, 12.5876 J, and 13.3540 J, respectively.
is is because too many mobile devices choose to access the same wireless channel to implement the task o oading simultaneously, which would lead to the augment of mutual interference. According to (4) , it is obvious that the severe interference to each other will cause the reduction of the communication quality and the rates for computation o oading. erefore, with 1000 mobile devices, more and more users tend to choose the local computing method, and the average energy consumption of mobile devices increases. e proposed mechanism can save at least 56.42% of the energy consumption.
e superiority of the proposed approach is gradually obvious. is is due to the fact that the reverse auction-based o oading mechanism performs task o oading decision in a global long-term perspective, reasonably allocating communication resources for mobile device users to meet the quality of service requirements. It exhibits a relatively lower energy consumption when the number of mobile device users is small. However, with the explosive increase in the The proposed algorithm Competition-based algorithm [30] User-satisfaction algorithm [31] All tasks are executed locally Variance number of mobile device users, the performance degrades due to the tra c growth. Obviously, the proposed method can nd a better energy-saving solution than other two approaches.
e average task execution delay of mobile devices with the proposed method and the other two schemes is compared. As shown in Figure 4 , the average time delay of mobile devices for performing a task is approximately 27.5157 s with the local computing approach. With 50 mobile devices, the time delays of these three methods are 14 e proposed mechanism can save about 35.43% of the time compared to the local computing approach, which is slightly higher than the performance of other two algorithms.
ird, the throughput of mobile devices is compared in the case of our proposed method and other two methods in addition to the local computing method because the local processing does not need to upload data and the throughput is zero. Figure 5 shows that, at the beginning, with 50 mobile device users, the other three methods exhibit an average throughput of 5144.6 bps, 5883.7 bps, and 6195.7 bps, respectively. Although the throughput of mobile devices in the case of our proposed algorithm is lower at the beginning, when the number of mobile devices is between 50 and 200, the trend of throughput drops more slowly than the other two methods. With the continued growth of mobile devices, the throughput of mobile devices in the case of the proposed method is higher than that in the other methods. At the end, with 1000 mobile device users, the methods exhibit an average throughput of 932.3 bps, 796.4 bps, and 819.5 bps, respectively. As the number of mobile devices increases logarithmically, the correspondingly mutual interference among the device will grow. Furthermore, the uplink data transmission rate will decrease, which leads the energy consumption of cloud o oading greater than that of local computing. us, more and more mobile device users will adopt local computing, substituting for o oading operation. Compared with the competition-based algorithm and the user-satisfaction algorithm, the throughput is higher and the rate of decline is relatively slow when using the proposed method.
Finally, the energy e ciency factor for o oading is evaluated with the proposed method, competition-based algorithm, and user-satisfaction algorithm over 1000 simulation runs. e proposed mechanism is designed to reduce the energy consumption and the response time delay of mobile devices. us, a function is proposed representing the QoS degree perceived by the user. e function is modeled as a sigmoid curve, which is widely used to measure user satisfaction and service quality in previous studies [32] . User satisfaction increases as energy consumption and latency decrease, so we use sigmoid functions to represent the relationship between them: f 1 1 − (1/1 + e −(E aver −E l ) ); f 2 1 − (1/1 + e −(T aver −t l ) ). e function U ω 1 f 1 + ω 2 f 2 is introduced to analyze the energy e ciency factor, where ω 1 + ω 2 1. Moreover, ω 1 and ω 2 represent the weight coe cients of energy consumption and delay, respectively. And E aver and T aver , respectively, denote the average energy consumption and average delay. As shown in Figure 6 , with an increased number of mobile devices, the user satisfaction for task o oading gradually reduced. And at the last, with 1000 mobile devices, the values of the two methods of comparison drop sharply. On the contrary, compared with the other two curves, the curve corresponding to the proposed method is relatively stable. erefore, when there are a large number of The proposed algorithm Competition-based algorithm [30] User-satisfaction algorithm [31] All tasks are executed locally mobile devices in the mobile-edge cloud system, the performance of the proposed method is better to meet the request of mobile device users for cloud o oading.
Conclusion
In this paper, an energy-aware task o oading mechanism is designed to perform o oading decisions, with optimization on minimizing the energy consumption of mobile devices. Considering the interference threshold in each channel, the task local execution delay, and the local energy consumption, the task o oading decision problem is formulated as a 0-1 nonlinear integer programming optimization. In order to solve this problem, the algorithm is proposed for classifying the mobile device and priority determination. Furthermore, the reverse auction theory has been implemented with the proposed algorithm to decide the o oading target channel. e individual rationality and truthfulness of the reversed auction model are also discussed in the paper. e performances of the proposed mechanism, comparing with the other two methods, are evaluated with performance metrics of energy consumption, time delay, throughout, and the energy e ciency factor. e simulation results validate that the proposed algorithm can achieve better performances.
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