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1. Introduction
Le present memoire concerne un systeme fini F=(F19 •••, Fm) de fonctions
holomorphes dans un ouvert pseudoconvexe Ω de C".
Premierement, nous nous proposons d'etendre aux formes differentielles de
bidegre (p, q) fermees par rapport a 9 le theoreme de Skoda (Theoreme 1 de
[9]):
Soient φ une function plurisousharmonique dans Ω, $>1 et t=min{n, m—l}.





dF< + °°, U existe un systέme (hl9 •••, hm) de m functions holomorphes dans Ω tel
que Von ait
s— 1
Pour ceci, en poursuivant les raisonnements de Skoda, on verra qu'il ne s'agit
que de Γenonce suivant:
Soit X un ensemble analytίque fermέ de dimension <^n—l dans un ouvert Ω de
Cn et soit u^Llpt<l) (Ω, loc). Si Γon a dans Ω\X la relation 5w=0 au sens des
distributions, alors on Γa dans Ω tout entier.
Nous demontrerons un enonce plus general au n°4. Pour ?=0, Skoda a
demontre cet enonce a Γaide du developpement de Laurent. Pour le probleme
d'extension traite dans la troisieme partie de ce memoire, on aura besoin du
theoreme etendu non seulement pour p=q=0 mais aussi pour p=0, q=l.
Remarquons que, dans le theoreme original de Skoda, les jF\ pouvent etre en
nombre denombrable infini mais, en revanche, nous les supposons en nombre
fini.
Deuxiemement, nous nous proposons d'etablir un theoreme de cohomologie,
788 T. YOSHIOKA
a estimation L2 avec poids plurisousharmoniques et a valeurs dans le faisceau des
germes de m formes, fermees par rapport a 3 et donnant des relations lineaires
homogenes entre les F,. Celui qui joue la un role fondamental est un systeme de
solutions' (uι, " ,u
m
) pour Toperateur 5 qui verifie la relation 2;Fiui= 0 et
une certaine estimation L2. Un tel systeme de solutions est obtenu d'apres le
theoreme dΉormander (Theorem 2.2. Γ de [1]) et le theoreme de Skoda etendu
dans la premiere partie.
Troisiemement, nous nous proposons de montrer un theoreme d'extension
a croissance qui generalise le theoreme de Leontev pour m=n= 1 dans [6] et celui
de Nishimura pour m=l, n: quelconque dans [7]. Pour cela, on introduit au
n°8 une famille Φ de fonctions plurisousharmoniques dans Ω, qui domine la
croissance des fonctions. Ceci pose, on se donne une fonction g holomorphe
sur la sous-variete analytique X dans Ω definie par F1= =Fm=Q (l^m^ri)
et on suppose les hypotheses suivantes:
(i) il existe une αeΦ telle que |F, | ^e* (i=l, •••, nί)\
(ii) il existe une /3eΦ telle que |dF l /\ ~ΛdFm \ ^ e~β sur X\
(iiϊ) il existe une γ€ΞΦ telle que | g \ ^ e1 sur X.
Sous ces hypotheses, nous montrerons qu^7 existe une fonction G, holomorphe dans
Ω, et telle que Γon ait G=g sur X et \G\^eφ dans Ω, φ appartenant a Φ et ne
dependant pas de g.
Aim d'y appliquer le theoreme de cohomologie etabli dans la deuxieme
partie, nous cqnatrμisons
 ;au n°9 un recouvrement ouvert de Stein de Ω dont les
puverts rectangulaires deviennent de plus en plus petits suivant que s'augmente
une certaine fonction de Φ mais ne deviennent pas trop petits, puisqu'il faut une
grandeur qui assure Γexistence d'une partition de Γunite, subordonnee au recou-
vrement et majoree en gradient convenablement. Au n°12, en etendant la
fonction £ a chaqUe ouvert du recouvrement d'u he faςon triviale dans la direction
transversale a X, on evalue la norme de cette extension locale et la norme de son
cobord avec certains poids, ce qui nous permettra de resoudre le probleme.
Signalons que Γexemple donne par Nishimura dans [7] montre que, pour le
probleme d'extension a croissance, on doit supposer la condition (ii) ou une telle
sorte de condition.
Finalement, au n°13, nous donnerons diverses families de fonctions pluri-
sousharmoniques. Pour les fonctions entieres d'ordre inferieur a r dans Cn, r
etant un reel positif, on utilise la famille des fonctions de la forme a( |#|r+l), a
etant une constante ^ 1. Pour un ouvert pseudoconvexe general, borne ou non,
on peut former quelques families significatives au moyen de la distance a la
frontiere de Γouvert.
2. Notations
Reprenons les notations dΉormander dans [1]. Nous nous plaςons dans
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un ouvert Ω de Γespace C" de n variables complexes zly •••,#„. Une forme
differentielle u de bidegre (p, q) dans Ω pent s'ecrire
oύ 2' signifie que la sommation est etendue a Γensemble des couples de deux
suites/— (*ι, -- ,Q et /—(/!,- • ,;
ί
) d'entiers telles que 1^/1< <//>^W et 1^
jι< ••• <jq^n\ chaque coefficient w7 / de u en dz1 /\dzj est une distribution dans




/\ /\dzjq. L'operateur ^9 est
defini de la faςon usuelle: fiu est une forme differentielle de bidegre (p, q+l)
dont le coefficient en .d%t/\dzκ est par defilikion donne par la fφrmule
calcύlee au sens des distributions, oύ K=(kly •••, kq+1) et K^=(kίy ••-, Λv-ι>
^v+ij •••, ^+ι)
Soit 9? une fonction reelle mesurable dans Ω, localement bornee superieure-
ment et admettant la valeur — oo. Toute fonction semi-continue superieure-
ment est une telle fonction. Designons par L(/>f9)(Ω, φ) Γespace des formes
difFerentielles tt=2/ Ujjdz1 /\dzj de bidegre (/>, q) telles que tout ultj soit une
fonction mesurable dans Ω et que sa norme \\u\\
φ
 definie par
soit finie, rfF etant la mesure de Lebesgue dans Cn.
Designons par L^fί)(Ω, loc) Γespace des formes differentielles de bidegre
(p, q) dans Ω dont les coefficients sont des fonctions de carre integrable sur tout
compact dans Ω; et par -Clp,q) le faisceau des germes d'elements de L(/>ι9)(Ω, loc).
Soit ^^([/λίλeΞΛ uri recouvrement ouvert de Ω, Λ etant Γensemble des
indices suppose denombrable et totalement ordonne. Pour un entier r^>0,
designons par C^^U, X2(p>q^) Γespace des cochaines alternees C=(CΛ) de QJy de
dimension r et a valeurs dans £\ptq)> a parcourant Γensemble des suites a=




ΛQΓ( t/^n ••• Π UΛr, tel que, si σ est une substitution des indices, on
ait c^^sgncΓ .^ δ designe Γoperateur du cobord et Be designe la cochaine
(S^eC^^U, -Γ^.ί+i)), pourvu que toute dc^ calculee au sens des distributions,
appartienne a Lf^
ί+1)(t/Λ, loc). La norme |HU"de c est definie par
la sommation etant etendue a Γensemble des suites de r-\-\ indices strictement
croissantes.
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3. Extension du thέorέme de Skoda
Thέorέme 1. Dans un ouvert pseudoconvexe Ω de C", soient donnes un
systέme fini (Flt •••, Fm) de m functions holomorphes et une function plurisoushar-
monique φ. Posons X=logΣ*Ί-P*ί2 & t=min{n, m— I } . Soit s un reel>\.
Soient p et q des entiers ^0.
Alors, pourtoutef^L2(p^(Ώ,, φ+(st+ 1)%) telle que 9/=0, il existe un systeme
ly φ+stX) , 5λ, = 0 (i = 1, •••, m) ,
s —
Dans le cas oύ |F|2=Σil^l2>0 dans Ω, suivant la methode de Skoda
dans [9] a partir de la derniere moitie de la page 547 jusqu'a la premiere partie
de la page 557 et remplaςant les raisonnements de Skoda a la page 559 par ceux
dΉormander dans la demonstration du Theorem 2.2. Γ de [1], on peut demon-
trer le theoreme sans difficulte. Nous laissons les details au soin du lecteur.
Avec Skoda, eliminons Γhypothese | F \ > 0 dans Ω. On peut supposer
sans restreindre la generalite Ω connexe et F
λ
 non identiquement nulle dans Ω.
Soit X Γensemble des zeros de JF\. Posons Ω1=Ω\-X
r
. Comme Ω! est pseudo-
convexe et que |jP | >0 dans Ωly on a une solution (hl9 •••,/?»,) pour /dans ΩI
Comme X est de mesure nulle, on peut considerer les A, comme elements de
^,ί)(Ω> φ+rtX). La relation ^ΣiFihi=f (presque partout) et Γinegalite de-
mandee entre les normes sont trivialement verifiees dans Ω. II ne reste qu'έt
montrer 5A$ =0 dans Ω au sens des distributions. Manifestement, pour ceci, il
suffit d'etablir le theoreme suivant:
Thέorέme 2. Soit X un ensemble analytique de dimension complexe ^n—ί
dans un ouvert Ω de C". Soient weLf
ίf?)(Ω, loc) et ^eL(2ίt9+1)(Ω, loc). Si Γon
a c)u=v dans Ω\X au sens des distributions, alors on Γa dans Ω tout entier.
4. Demonstration du thέorέme 2
En vertu des partitions de Γunite, Γetude est tout locale. Si Γon montre le
theoreme au voisinage de tout point regulier de X, on aura fiu=v sauf sur
Γensemble des points singuliers de X. Or, cet ensemble est un ensemble
analytique dans Ω, de dimension plus petite que X. Par recurrence sur la
dimension de X, on achevera la demonstration.
Au voisinage d'un point regulier de X, il existe une hypersurface analytique
reguliέre qui contient X. D'autre part, tout changement analytique des co-
ordonnees locales conserve la situation du probleme. Done, il suffit de demontrer
le theoreme sous les hypotheses suivantes:
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(i) Ω est de la forme Ω=ΔxΩ', Δ etant un cercle defini par \%1\<R
dans le plan de la variable z
λ
 (Λ>0) et Ω' etant un domaine borne de Γespace
Cn~l des variables z'=(z2, •••, zn);
(ii) X est defini par zl=0 dans Ω;
(iii) tous les coefficients des u et v sont de carre integrable dans Ω;
(iv) Q<>p<,n et O^q^n— 1.
Sous ces hypotheses, etant donnees deux suites d'entiers I=(ily " ,ip) et
J=(ji9 " >Λ+ι)> telles que l^*ι< "<^Λ et l^./ι< <Λ+ι^> et une fonc-
tion g de classe C°° a support compact dans Ω, nous avons a montrer I AdV=
JQ
0, oύ
Λ=(yι> " >Λ-ι,Λ+ι> •">Λ+ι)"> v/,/ est le coefficient de » en dz1 f\dz] et il en est
de meme de w7 /v. Comme ^4 est integrable sur Ω, il suffit de montrer qu'il




dV etant la mesure de Lebesgue dans Ω'. D'apres le theoreme de Fubini et
Γinegalite de Schwarz, on voit aisement que w(z^) est presque partout definie et
de carre integrable sur Δ.
Cela pose, nous allons montrer Γenonce suivant:
(a) Pour presque tout reel p de Γintervalle ouvert (0, jR), on a
(3) \ AdV = \ o
JΔ(())XΩ
' ( O
Dans le cas regulier oύ u est de classe C1 et v est continue au voisinage de
(Δ(p0)xΩ') Π (supp^) pour un certain p0 (0^p0<R), la relation fiu=v entraίne
JΔ(P)XΩX JΔ(P)XΩ
quel que soit p (ρQ<ρ<R). En tenant compte du support de g, on voit que
les termes avec^'
v
Φl du second membre se reduisent a 0 et que le terme avec
j\=l (alors v=l) s'ecrit
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Δ(P) 8g1 JΩ' • Δ(P) 9^
dS etant la mesure de Lebesgue dans Δ. En vertu de la formule de Green-
Stokes, il en resulte que (3) subsiste pour tout p (pQ<p<R).
Le cas general se ramene au cas regulier au moyen de la regularisation de
Friedrichs. Prenons un nombre positif p0<R assez petit pour que Γon ait
,2+supp^cΩ si z^Cn satisfait a \z\<^pQ. Choisissons ensuite une fonction
reelle ω^O de classe C°° dans C", telle que supp ωC {z<Ξ.Cn: \z\^\} et
J ωdV=l. En posant u=0 et v=0 en dehors de Ω, on considere vltj et w/ /vc*
comme elements de L2(Cn). Pour chaque 6 (0<£<p0), posons ω(ε)(#) =
£~2Λω(#/£), v??f=vltj*a>(9) et u^j^=uI>f^ω(ΐ). En remplaςant vltj par vfy et
w/,/v Par w/?/
v
 respectivement, on definit A(ζ) par (1) et w(ζ) par (2).
Les vγ?j et w^/v sont ^e classe C°° dans CΛ. On a ||ϋ£}/— v/./llΛc")"*^ et
HM?.)/v~ l l/,/vllΛc )~>0 Pour ^-^+0- II en resulte aussitόt que
(4) AWdV-* AdV
JΔCpίxΩ' JA(P)XQ'
quel que soit p (ρ0<ρ<R). En outre, on observe sans peine que Γon a
»ί?/ = Σίiί (-i^
au voisinage de (Δ(p0)xΩ')Π(suρp£). D'apres ce que nous avons vu au cas
regulier, la formule (3), oύ A et w sont remplacees par A(ζ) et w(ζ) respective-
ment, subsiste quel que soit p (p0<ρ<R).
D'autre part, d'apres Γinegalite de Schwarz, on a pour presque tout p de
Γintervalle (p0, R)
p \ w(ζ)eiθdθ—ρ \ weiθdθ
Jo Jo
U NI/2I #/?/!" #/,/! 1 2 pdθdV J ,
oύ z1=ρe
tθ
 et M est une constante positive finie qui ne depend ni de £ ni de p.
Designons par B(ς\p) Γintegrale entre parentheses du dernier membre. Pour
chaque £ (0<£<p0), la fonction B(e) de p est presque partout definie et mesura-
ble dans (p0, R). Je dis que fi(ε) converge vers 0 en mesure dans (p0, R). En
effet, sinon, on pourrait trouver α>0, b>0 et une suite de nombres positifs (βk)
de telle maniere que £ft-»0 et que la mesure de Γensemble des p dans (p0, R)
satisfaisant a B(**\p)°ϊ>a soit au moins egale a b. Alors, on aurait
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fΔ(PO)XQ'
ce qui contredit IK?^— w/./JlΛc")"*^ Pour £-
Done, on peut extraire une suite de nombres positifs (£k) convergeant vers
0, de telle maniere qu'on ait, pour &-»oo, βCV-^O presque partout dans (p0, R).
De la et de (4), il resulte que (3) subsiste pour presque tout p dans (p0, R). p0
etant arbitraire pourvu qu'il soit assez petit, nous avons ainsi demontre Γenonce
(a).
En vertu de (a) et en vue de ce que nous avons signale apres la formule (1),
le theoreme est une consequence immediate de la proposition suivante:
(b) Si w est une fonctίon de cane integrable dans Δ, alors on a
lim inf ess p ί * | w(peiθ) \ dθ = 0 .p-* +o Jo
Cela revient a dire que, pour tout ensemble E de mesure nulle dans (0, 12), il
existe une suite de nombres (pk) telle que Γon ait 0<pk<R et ρk&E (k=l, 2, •••),
que w(ρkeiθ) soit integrable sur (0, 2π) et que Γon ait lim ρk=0 et
\impkΓ\w(Pkei°)\dθ = Q.
*->«• Jo
En effet, sinon, on pourrait trouver a>0 (a<R) et δ>0 de maniere qu'on
C2*
ait p \ \w(ρetθ)\dθ^b pour presque tout p dans (0, a). Alors, on aurait pour
Jo
toutr<Ξ(0, a)
I w(peiθ) \ dθ ^  r(πW(r)^2 ,
o o
oύ W(r)= \ I w(z^) \2dS-^0 pour r-»+0> ce qui est impossible.
Jθ<U1Kr
Nous avons ainsi acheve la demonstration du theoreme 2 et par suite celle
du theoreme 1.
5. Systeme de solutions satisfaisant a une equation lineaire
Soit φ une fonction plurisousharmonique dans un ouvert de Cn. Avec
Hormander, nous disons qu'une fonction reelle continue c>0 dans Ω est une
borne inferieure pour la plurisousharmonicite de φ si
est une distribution positive quel que soit (tly •••,
Cela pose, d'apres le theoreme dΉormander et le theoreme de Skoda
etendu precedemment, nous allons montrer le
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Theorέme 3. Dans un ouvert pseudoconvexe Ω de Cn, soient donnes un
sy steme fini (Fly ••-, Fm) de m functions holomorphes et une fonctίon plurίsousharmo-
nique φ admettant eκ pour une borne ίnferίeure pour sa plurisousharmonicite, oύ K
est une function reelle continue dans Ω. Posσns %=log 2* I FΪ\ 2 et t=mm {n, m— 1} .
Soit s un reel>l. Soient p et q des entiers tels que Q^ίpίίn, l^q^n.
Alors, pour tout sy steme (fl9 •••,/*) tel que
5/i = 0 (ί=l, ,m), et
il existe un sy steme (uly •••, um) tel que
UifΞLlp.t.ώΩ, φ+stX) ,
3*i=fi ( i=l, -,w), --23^^ = 0, et
Σ
\ \ u \ \ 2 <
»H M iNi»+six =
2^—1 i i 1 12
Pour simplifier Γecriture, posons θ=φ-\-sf)ί. Pour chaque /, il existe
d'apres Hormander (Theorem 2.2.1' de [1]) une g{ eL^t9_i)(Ω, θ) telle que
3gi=fi et ϊ l l Λ l l β ^ l l / < l l 2 + β . La forme v=^iFigi est mesurable, de bidegre
(P> ?— 1) Elle verifie 8ϋ=2ί Fidgi=Έli Fifi=^ et, en vertu de Γinegalite de
Schwarz,
D'apres le theoreme 1, il existe un systeme (hl9 •••, hm) tel que
s— 1
En posant ui=gi—hίί on voit aussitδt que (ul9 •• ,ww) possede les proprietes
voulues. c.q.f.d.
6. Theoreme de cohomologie
D'apres le theoreme 3, nous nous proposons d'etablir le
Theorέme 4. Dans un ouvert pseudoconvexe Ω de (Γ, soient donnes (a) un
systeme fini (ί\, •••, F
m
) de mfonctίons holomorphes \ (b) une fonction plurίsoushar-
monique φ admettant e* pour une borne ίnferίeure pour sa plurisousharmonίcίte, ou
K est une fonction reelle continue dans Ω et minoree par —σ: K^—σ dans Ω, σ
etant une fonctίon plurίsousharmcmique dans Ω (c) un recouvrement denombrable





 de Ω satίsfaisant aux conditions suίv antes:
(i) chaque U
λ
 est un ouvert pseudoconvexe dans Ω;
(ii) il existe un entίer positif N tel que tout point de Ω se trouve dans au plus
N ouverts de ^U











) et major έe en gradient: ΣλeΛ|5ω
λ
|2^βτ
dans Ω, r etant une function plurisousharmonique dans Ω. Supposons σ+τ^>0 et
posons %=logΣt=ιl^ | 2 > t=min{ny m—l}. Soίt s un reel>l. Soient p:>Q,
q^O et r^l des entiers.
Alors, pour tout systeme (fl9 -•-,/„,) tel que
et
il existe un systeme (ul9 •• ,um) tel que
M Λf
= 0, et
constante positive dependant seulement de n, N, r et s.
Demonstration. En prenant soin de Γoperateur de multiplication (/t )ι-»
Σf-^i/i ains^ (lue ^e ^estimation qui est ici plus compliquee a cause de la
majoration Σλ|9ω
λ
|2^Seτ, on demontrera le theoreme tout parallelement a la
demonstration dΉormander (p. 114-116 de [1]). Posons encore θ=φ+sfX, et,
a=(a09 •• ,αr) etant une suite de r+1 elements de Λ, ecrivons /=(/ι, •••,/«),
/
, et ||/||S=Σ, I I Λ I I Ϊ . /3 έtant une suite de r
elements de Λ, posons
<β = Σx ω
λ
/,
 Λ/3 , u'i = (u'itβ) , w' = (uί, -••, ι*ί) .
β=0 et par suiteAlors, on a i/{eCr-1(£U,
De plus, on a
I L . / M 2 _
\\U \\θ —






,7 \ l M ί
JUβ
•, 3 )^. On observe
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e C'-'U, -Γ = S, = 0 ,
= 5Σι*X = 0, et
ΣΣ' Σ'
, β J[fβi,s
5 / ί+iΣ'ίΣΣtfβ I.E. \ λ V = l
Dans le cas oύ r=l, 9z/{
 λ
 donne une forme globale u", de bidegre (p, q+l)
et localement de carre integrable, qui verifie du"=Q, ^ iFiu/i/=Q et ||w/Ί|^+σ+τ+θ
^llw//ll?+0=2w||/||^<oo-f-.
 σ
 et T etant toutes deux plurisousharmoniques, e*
reste encore une borne inferieure pour la plurisousharmonicite de σ
D'apres le theoreme 3, il existe un systeme v=(vly •••, vm) tel que
I 2 <I _ I _ I Λ ^ - -
Posons MI>λ
=
w/,x~ίy.> Mi=(Mi,x) et w=( obtient alors
Σ, FiUίλ =
'i^-dVi = 0 ,
/ = 0 , et
en vertu de σ+τ^>0, oύ M1 est une constante positive dependant seulement de
w, N et s. Ceci demontre le theoreme pour r=l.
Pour r>l, on procedera par recurrence. D'apres Γhypothese de recurrence
pour du', il existe un systeme v=(vly •••, z;w) tel que
avec une constante positive Af
r
_ l e
Pour chaque suite γ de r— 1 indices strictement croissante, on applique le
theoreme 3 au systeme (vlty, ••-, ^w v), dans Γouvert pseudoconvexe C7Y et pour
la fonction plurisousharmonique r(σ+r)+φ. Comme on a, en vertu de κ+σ
^0, \\Vi^\l+r(σ+τUφ+st^\\v\\lr_1Hσ^^^ il existe
un systeme (vΊ^, ••-, ί^,^ ) tel que




,γ = 0, et
Σ, IK.
γ
|l^>+β ^  -^ Γ ^ =f Σ« IK,lli+κ^r)+,5+1 ί— 1
On obtient alors une cochaίne alternee v'i = (v'i
 γ
) (ί= 1, •••, m) et, en posant
«f=Mi— δv'i, on voit que le systeme M = (M!, ••,«„,) possede les prόprietes
voulues:
Buf = Qu'i—ctSv'i = δVf—δϋv'i = 0 ,
Σ, Fp, = Σ, ^ {-δ Σ, ί jfί = 0 , et
avec une constante positive M
r
 qui depend seulement de ny N, r et s, ce qui
complete la demonstration du theoreme 4.
En particulier, si m=2y ί\=0 et F2=l identiquement dans Ω, alors le
theoreme 4 se reduit au theoreme ordinaire de cohomologie a estimation L2.
Comme Γenonce est, en quelques points, different de celui dΉormander
(Theorem 2.4.1 de [1]) et que nous en aurons besoin dans la suite, nous Γindi-
quons ici :
Theorέme 5. Pour un ouvert pseudoconvexe Ω de Cn, soient donnes (b) et
(c) du theoreme 4. Supposons encore σ+τ^0. Soient pl^Q, q^O et r^l des
enΐiers.
Alors, pour toute cochaϊne /eC^, -Γ(
2/,.9)) telle que δ/=0, 9/=0 et
II/IU^H"0 0* ^ eχiste une cochame weCr"1(cU, J^lp>q^) telle que δu=f, 8#=0 et
\\u\\
r(σ+r)+φ^M\\f\\φ, ou M est une constante positive dependant seulement des n, N
etr.
7. Theorέme intermediaire pour le probleme d'extension
En formulant le theoreme suivant, nous mettons en ordre les choses a faire
pour le probleme d'extension a croissance. Dans sa demonstration, on verra
comment le theoreme de cohomologie y sert. Designons par O le faisceau des
germes de functions holomorphes.
Theor&me 6. Cσnservons les notations et les hypotheses du theoreme 4. En
outre, soit ι|r unefonction plurisousharmonique dans Ω, telle que ψ^3(σ+τ )+^+
(st+l)X dans Ω. Alors, pour tσute cochame g=(gχ)^C°(cU, O) verifiant \\g\\*<
+ ooet ||δ£||φ>+(sf+1)χ< + °o, il existe unefonction G, holomorphe dans Ω et telle que
Von ait
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G = £— Σί Fihiλ dans chaque t/λ, et
ou h{ λ est une function holomorphe dans Uλ et M est une constante positive depen-
dant settlement des n, N et s.
En effet, posons g'—(g(μ.)=8g et θ=φ-}-stX. Dans chaque ouvert pseudo-
convexe Z7
λ
Γ) Uμ (λ, μeΛ et \<μ), on obtient d'apres le theoreme de Skoda
m fonctions holomorphes A /








Pour la cochaine alternee /^(λ^eC1^, 0), on a
Comme les A; ne sont pas necessairement cocycles, on va les ajuster au moyen
du theoreme de cohomologie.
Les cocycles /i=SA{ satisfont a Σί^. /ί = 0 et ||/il|ί
D'apres le theoreme 4, il existe un systeme (ul9 •••, ww) tel que
= 0 , et 2Jί HWίl|2(σ+τ)







=(h/ir^μ). Les A/f λ μ sont holomor-
phes dans U
λ
 Π Uμ. et on a
Σ,
D'apres le theoreme 5, βκ etant encore une borne inferieure pour la plurisous-
harmonicite de 2(σ+τ) + ^ , il existe pour chaque i une cochaine h{ = (Af λ)e
C°( ,^ 0) telle que δAf.=AΓ et ||Aί.||32(<r+τ)+^M3||/iΠl!(σ+r)+a, oύ Mlf M2 et M3
sont des constantes positives dependant seulement des w, N et ί.
La fonction G definie par G=g
λ
—^ΣiFihifλ dans chaque t/λ est une fonc-
tion holomorphe globale dans Ω. En outre, elle verifie
ce qui demontre le theoreme 6.
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8. Theoreme d'extension a croissance
Afin de contrόler la croissance des fonctions holomorphes dans un ouvert
pseudoconvexe Ω de Cn qui interviennent dans nos etudes, nous nous donnons
une famille Φ de fonctions plurisousharmoniques dans Ω, avec un entier K^2,
une fonction p reelle continue et une fonction σ plurisousharmonique continue
non negative dans Ω, de telle maniere que les quatre conditions suivantes soient
satisfaites :
(i) toute φ eΦ verifie φ^l dans Ω et admet e~σ pour borne inferieure
pour sa plurisousharmonicite dans Ω
(ii) si^=«...,^)eΩ,^-(^,.-,^)e^ et |*i-*i'l^*-p(/)(' =
1, -••, w), alors on a s"eΩ et φ(z")<*Kφ(z'} quelle que soit φ^Φ\
(iii) si £>yeΦ, Mj>0 (j=l, —,/< + °°) et M^O, alors il existe une
φ e Φ telle que φ ^> M+Σ; Λf/0>/ ί
(iv) il existe une φQ£ΞΦ telle que Γon ait
φQ^p, φ^σ et
Cela pose, nous enoncons le theoreme principal:
Theordme 7. Dans un ouvert pseudoconvexe Ω de Cn, soient donnees une
famille Φ de fonctions plurisousharmoniques satisfaisant aux quatre conditions prece-




) de m fonctions holomorphes, et une fonction g holo-
morphe sur Γ ensemble X des zeros communs aux F{. Supposons l^m^net que les
trois conditions suivantes sont satisfaites:
(v) il existe une a e Φ telle que \ F{ \ ^  e" dans Ω (/— 1 , , m)
(vi) il existe une β^Φ telle que \ dFl Λ Λ dFm \ ^  e~β sur X\
(vii) il existe une γ e Φ ί^/fe que \g\^eΊ sur X.
Sous ces hypotheses, il existe une fonction G, holomorphe dans Ω et telle que
Γon ait
G^gsurX et |G|^έ£ dans Ω ,
ou ξ est une fonction de Φ independante de g.
La demonstration du theoreme sera donnee dans les n°s 9~12, ou il s'agira
de realiser les situations du theoreme 6. Faisons ici quelques remarques. En
vertu de (vi), X est une sous-variete analytique non singuliere de Ω de dimension
n—m. L'emploi dans (i) de la notion de borne inferieure pour la plurisousharmo-
nicite decoule du theoreme 2.2.1' dΉormander dans [1]. L'emploi de K de la
faςon de (ii) est du a Nishimura [7] et tout essentiel dans le present memoire.
Dans le n° 13, nous donnerons quelques families significatives de fonctions
plurisousharmoniques .
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9. Construction d'un recouvrement
La fonction ξ EΞ Φ, au moyen de laquelle nous allons construire un re-
couvrement de Stein de Ω et une partition de Γunite, sera precisee au n° 11.
Dans les n°s 9 et 10, nous n'utiliserons que ses proprietes suivantes:
(9.1) ξ^K et ^p+logVT.
Pour chaque v= 1, 2, •••, designons par E
v
 Γensemble des suites (z>; £ι, •••, c
n
)
telles que c^C et que 2*v Re£ t et 2*
v
 Im£ t soient des entiers (/=!, " ,w).
Pour \=(v, cl9 •• ,cn)e/?v, notons |λ |=z> et considerons dans Cn trois sous-
ensembles rectangulaires reguliers suivants:
λ :
















, par recurrence sur v, a partir de
Λ*=φ, d'une faςon alternative. Soit Λ
v
 Γensemble des λe£"
v
 tels qu'on ait
(9.2) λ$Λ*, Γ
λ
cΩ et 2^<2'v dans F
λ
 .
Pour ι>>l, soit Λf Γensemble des xeί^v tels qu'il existe un λ'eΛ
v
/ satisfaisant





Λ- UΓ=ιΛv et ^-(i7A)AeA.
II est evident que, pour tout λ^Λ, Z7
λ
 est un ouvert pseudoconvexe











recouvrements de Ω et que, pour tout point #eΩ, le nombre des indices λeΛ
tels que V^z ne depasse pas N=22n, ce qui montrera que les premieres deux
conditions imposees au recouvrement *U dans les theoremes 4 et 6 sont remplies.
Prenons en effet un point quelconque z°= (#?, •••, zQ
n
) de Ω. Soit v Γentier
determine par
(9.3) 2*v'1^2^*0)<2*v.
On a z/^2 d'apres (9.1), ce qui montre Λ^Λf =Λ^=0. Pour z°, il existe un
et un seul point c°=(c°ly •••, c°)eCM tel que (v\ c°)^E^ et que
Γ Re ^ -
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Designons par E^(c°) Γensemble des 22n indices λeE\, tels que /
λ
3£°. Par
definition, #° appartient a 7
λ
 pour au moins un indice λeJE?
v
(£°). Cela etant, je
dis que Von a F
λ
cΩ et 2^<2*v+1 dans F
λ
, quel que soit \<=E
v
(cQ).
En effet, pour tout z= (zl9 •••, zn)^Vλy on a




(c°). On discerne trois cas suivants. Dans le cas oύ λ^Λ*, il











. Dans le cas oύ λφΛj mais λ^Λ
v
, il n'y a rien a dire.
Dans le cas ou λφΛί UΛ V , pour tout \"^E^+l tel que /λ//c/λ, On a, d'apres




,/, d'oύ et de
(9.2) decoule λ7/eΛ
v+1.








et que, si #°eF
λ
 et λ^Λ, |λ| est egal a v ou bien a z/+l. Ou encore, si
/^eΔ et F
λ
nFμΦ0, alors on a | |λ| — \μ\ \ ^ 1. De plus, pour tout
on a
(9.4) 2*~^2^<2* dans F
λ
 .
Maintenant considerons Γensemble Λ(£°) des indices λ^Λ tels que
Soient ^-.i^Re^ et u2i=Imzi. Soit^ la projection (z^ •• ,zn)^uk (k=l, •••,
2ri). Pour chaque k, on fait correspondre a chaque λ^Λ(<s:0) le nombre ^(λ)=
+ 1 ou — 1 suivant que pk(z°) se trouve dans la moitie a gauche de Γintervalle
pk(Vλ) (le centre de Γintervalle y compris) ou non. Cela pose, il est aise de voir
que, si λ, μ,eΛ(s0) et βk(\)=εk(μ) (Λ=l, •••, 2/z), alors on a \=μ, ce qui montre
que le nombre des elements de Λ(#°) ne depasse pas 22n.
10. Construction d'une partition de Γ unite
Choisissons une function reelle w^C°°(R) d'une variable reelle t, telle que
Γon ait 0<^^1 sur R, w(t)=Q quand t<^ — 1+6, et w(t)=l quand t^—S, £
etant un reel positif assez petit. Soit M=sup\dw/dt\. Pour v=\, 2, ••• et
pour t^R, posons
et puis, pour chaque λ=(z>; cl9 •••, cn)eΛ et pour chaque #=(#!, •••,
- Π
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Alors, en tenant compte de (9.4), on peut verifier immediatement
tt>
Λ






 = 1 sur/
λ
, et
Posons pour chaque λ
On observe aussitόt que Σλ«=Λω
λ
— 1 est une partition de Γunite de classe C°
subordonnee a CU. De plus, on obtient par un calcul direct
3
 nN3M2e2K^ .
D'apres la condition (iii) au n° 8, nous pouvons choisir une fonction reΦ de
telle maniere que le second membre de cette inegalite soit majore par er et que r
ne depende que des n, K et ξ. Done, les trois conditions imposees au recouvre-
ment °U dans les theoremes 4 et 6 sont verifiees, pourvu que ξ soit determinee.
11. Etudes locales au voisinage d'un point de X
Commenςons par rappeler une estimation elementaire.
Lemme 1. Soit H(zly •••,#„) une fonction holomorphe dans un dσmaine
convexe D de Cn et supposons qu'on ait \ dH/dz^ <^M dans D (/—I, •••, w), oύ M
est une const ante positive. Alors, on a
\H(*i, -9χί)-H(*i', .. ,
quels que soient (z{, •••, z'
n
)^D et (^ί7, ••-,
Ensuite, dans notre but, citons le theoreme d'existence des fonctions
implicites, bien connu et demontre par la methode des approximations succes-
sives, sous la forme suivante:
Lemme 2. Soient Δ un ouvert de Cn~m (reduίt a un seul point quand m=n)
Soit (H19 ••-, Hm) un systeme de m fonctions holomorphes dans ΔxΔ',
satisfaίsant aux deux conditions suivantes:
I dans AX Δ' (/,/=!,•••, m).
2τra
^4/orί, ί/ έxάte un et un seul systeme (/i, •••,/„,) ώ /w functions holomorphes dans Δ
te/ gw^ Γon ait \fi(x)—6, | <r />0wr ίowί Λ?eΔ (/=!, ••-, m) ££ gt^, ^>owr Λ^eΔ £/
^owr (^ , — ^ JeΔ', on βώ
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si et settlement siy{ =fi(χ) (ί= 1, •••, m).
Revenons au n° 8. D'apres la condition (ii) imposee a Φ, le polydisque
ferme autour de tout point #° de Ω, de rayon e~p(z°\ se trouve dans Ω. Done,
en vertu de Γinegalite de Cauchy, on a le
Lemme 3. Les inegalίtes suίvantes subsistent dans Ω:
OF, dans Ω (i = 1, •••, m\ j = 1, ••-, n) et
Λ+2P
 dansΩ(i= 1 ,- , j f i ; j , f t= l,.-,n).
Cela etant, prenons un point quelconque a=(a^ ••-, #M) de la sous-variete
^Γ et, d'apres Γhypothese (vi) imposee a (Ft ) au n° 8, une suite J(a)=(jly " ,y«)
d'entiers telle que l^j^ ^^^if et que
ι^L(«)





) la suite strictement croissante qui est le complementaire de
J(ά) dans {1, •••, n}. Pour simplifier Γecriture, notons
(11.1)
= *<» (k = 1, •-, w-wz), α' = (a,
v
 — , α,-,. J ,
= */t, bk = aik (k=l, — ,m), ί> = (*ι, — , i et
Soit (rf
ί; ) la matrice inverse de la matrice (cί; ). D'apres les conditions (iii) et
(iv) au n° 8, choisissons α'eΦ et /3'eΦ de telle maniere qu'on ait ar^Ka-\-ρ
et β'^(m-l)(Ka+p)+β+— log ( n )+log(w— 1)!. Alors? d'apres le lemme2 \m I
3 et au moyen des cofacteurs de (£,-/), on a
(11.2) ky|^< > et |ί/<y|^w (*,;= 1,.»,«).
Maintenant, pour ^=(^ 1, •••, ^ »)eΩ, avec la convention (11.1), posons
(11.3) #,(*, j) = j.-i.-Σ dt,Ftz) (i = 1, .-, m) .;=ι
Evidemment, pour qu'on ait F^z)^ 0 (/—I, •••, m) il faut et il suffit qu'on ait
yi-b—H^x, y) (ί=l, —, w).
Ensuite, d'apres (iii) au n° 8, choisissons deux fonctions 97 eΦ et





On voit aisement ξ^K et \/ 2e~t2Se~"S=e~p, ce qui montre que Γhypothese
(9.1) posee au debut du n° 9 est remplie. Avec ces fonctions ξ et -η, definissons
les domaines suivants:
et
ί η+log \f~2 (si m = ri),
1. η+Ka'+β'+log2VΎm(n-m) (si m<n).
Ω(β) = {(*!, -,
Cela pose, etablissons le
Lemme 4. On a
-fl/t) |<*-« > (A = 1, » ,fl-«)}
ftt|<«-'« (A = 1, -,»)}; et





i,j = 1, •••, m) .
Demonstration. Quant a la premiere inegalite, le cas oύ m=n est trivial.
Supposons done m<n. En vertu du lemme 3, de (11.2) et de la relation
(9#,/8*4) = -Σ d^QFj/Qxt), on a | (dH,lxQk) \ ^  meί:Λ'<β)+β/(a). De cette inegalite,
de Hi(a', b)=0, du lemme 1 et de (11.5), il vient pour Λ eΔ(α)
fa b) I ^
En difFerentiant (11.3), on obtient dans Ω(«)
ίk —




Maintenant que les hypotheses du lemme 2 sont verifiees pour Δ=Δ(tf),
Δ'=Δ'(β) et r=e~Ί1(a\ nous avons m fonctions/i, ••-,/„,, holomorphes dans Δ(α)
et satisfaisant aux deux conditions du lemme 2.
Nous aurons besoin dans la suite des lemmes suivants.
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Lemme 5. Soit z^Ω(ά). Solent #eΔ(α) et y=(yl9 •• ,jw)eΔ'(#) domes
par (11.1) pour z. Alors, on a
Σ<=ι I Fi(*) \2^(2meβ/^)-2 max | y.-f^x) \ 2 .
l^i^m
En effet, en posant ti=yi—fi(x) et tf=Hi(x,f(x))—Hi(x, y), on a de (11.3)
et de la relation /,-(#)— bj=Hj(x,f(x))
F&) = Σy cώyj-bj-Hfa y)) = Σy *„(*,+ tf) -
D'apres les lemmes 1 et 4, on a | f f | ^— ΣAI*,Ί ^— max|f, | , d'oύ
2m 2
max I ti+t? I ^ — max | ί, | .
D'autre part, considerons Γautomorphisme lineaire de Cw defini par la
matrice (rf
ίV ). En vertu de (11.2), Γimage du polydisque unite est contenue
dans le polydisque de rayon meβ/(a) autour de Γorigine. Done, Γimage inverse
du polydisque unite contient le polydisque de rayon (nuP'W)~l. II en resulte
que Σί I F*(*) 1 2^ max I Ffa) \ 2 ^  (meβ/^)~2 max | ί^+ίf | 2^ (2me β/^)~2 max 1 1{ \ 2,
ce qui demontre le lemme 5.
Lemme 6. Si z'=(z'ly •••, z§ et z"=(z{', •••, z'nf) appartiennent a fl(β), on
a \z'i—z'i'\^e-ptf> (i=l, — , w) βί/>αr ««te φ(z")<*Kφ(z') quelle que soit φ<=Φ.
En efFet, comme |*ί—0f | <e~1?(Λ)<^~p(Λ), on a ??(#') ^ Kη(d). D'oύ, il vient|^-^/|<2^->7(e)<^(1/w(2/)+log2<^<po^)^^-p(/) en vertu de (11.4). Ceci
montre le lemme 6.
Nous terminons ce n° par definir une retraction holomorphe π
a
: Ω(ά)-*X




)^Ω(ά), x=(xl9 •• ,^n_w) etant donne
par (11.1), Γimage π
a
(z)=(zfy ••-, z*) est definie par
^ _ I Zt (si ί figure dans J*(ά))
1 /* (*) (si * = Λ figure dans J(a))
12. Extension locale et estimation des normes.
Rappelons qu'on se donne une fonction g, holomorphe sur la sous-variete
X de Ω et telle que |^| ^e^ sur X (γeΦ). Pour une extension locale de g,
partageons Γensemble Λ des indices en deux parties: la partie A des indices
λeΛ tels que V
λ
Γ\X ne soit pas vide et le complementaire B de A dans Λ.




n^une fois pour toutes.
Par rapport a ce point α— <z
λ
, nous utilisons les notations et les resultats donnes
au n° precedent, apres avoir choisi J(a^=(jl9 •••yjm). £λ— <§r°7Γ«λ est al°rs une
fonction holomorphe dans Ω(fl
λ













 Uχ pour chaque λeΛ et la cochaίne^^^^eC
0
^, O).
Maintenant, examinons les hypotheses du theoreme 6, oύ g est remplacee
par g*. D'abord, determinons un reel s>l qui figure dans les theoremes
4 et 6. Si 01=1, on prend s>ί d'une faςon arbitraire. Si m>l, on pose
ί=l+ - . Comme nous avons suppose l^m^n, on a £— min {«, 0z — 1}
2(m— 1)
=m— 1 et par suite 2(rf+l)=2m+β, oύ 6=0 si tf/=l et 6=1 si m>l.
Ensuite, annonςons le lemme suivant qui sera demontre tout a Γheure:
Lemme 7. On peut chσisίr une φ^Φ, d'une facon independante de g, de








Pour le moment, supposons que ce lemme 7 soit etabli. La fonction σ
donnee au n° 8 etant continue, la condition (i) au n° 8 permet de se servir de
— σ pour la fonction K des theoremes 4 et 6. Nous avons construit au n° 9 un
recouvrement ^U de Ω et au n° 10 une partition de Γunite subordonnee a ^U, qui
satisfont aux conditions (i), (ii) et (iii) du theoreme 4 avec la fonction
choisie au n° 10 dependamment de la fonction £eΦ. La condition σ
est trivialement verifiee. Done, les hypotheses du theoreme 4 sont toutes
remplies.
D'apres les conditions (iii) et (iv) au n° 8, choisissons une i/reΦ de maniere
qu'on ait simultanement
et
Alors, la condition ^^3(^4-r)+9>+(^+l)% est remplie, puisqu'on a σ^φ0 et





(z)(ΞΩ(aJ et par suite |^ (*) | = | |<».
λ
(*)) I ^exp ^ (π^z))^^^. DΌύ,
llί Ίlί ^  ll**ll!«+,β = Σ Jffλ I Λ 1
 2
En outre, le lemme 7 entraine
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Nous avons ainsi vu que toutes les conditions du theoreme 6 sont remplies.
Done, il existe une function G, holomorphe dans Ω et telle que Γon ait
G = g surX et ||G||
Ψ
^C,
oύ C est une constante positive independante de g. En vertu de (ii) au n° 8,
pour tout #eΩ, le polydisque Q(z) de rayon £~p(z) autour de z est contenu dans
Ω. En considerant la moyenne de | G |2 dans Q(#), on a
Si Γon prend, d'apres la condition (iii) au n° 8, une £eΦ telle que ζ^
K λyψ+—logmax{l, τr~nC2}, on a
\G\^eϊ dansΩ
et ζ ne depend pas de g, ce qui demontrera le theoreme 7.
II ne reste qu'a montrer le lemme 7. Solent XEΞΛ et μ^Λ. Supposons
que Z 7
λ
n f / μ Φ 0 . Pour simplifier Γecriture, posons h = gμ,—g
λ
 et H(φ) =
\h\2(Σi\Fi\Ύ(st+l^~φ- On discerne trois cas. Le cas oύ \<=B et μ^B est
trivial.
Dans le cas oύ Γun des λ et μ appartient a A et Γautre a B, on peut sup-





on a J*(ά)=(l, •• ,w— m) et J(ά)=(n— m+ly -••, w). Comme JΓnFμ,= 0, le
polydisque de rayon 2~(2+*v+1) autour de tout point de C/
λ
Π Uμ, n'intersecte pas
Xy oύ v= \μ\. Done, avec les notations du n° 1 1 pour a=aλy si (x, y)^UλΓ\ f/μ,
on a max 1 3;,— fi(x)\ >2~(2+/fV+1). D'apres les lemmes 5, 6 et (9.4), la minora-
tion de 2i I ^ i 1 2 et la majoration | £
λ
 | <^eκ>y entraίnent
pourvu que φ satisfasse a
(12.1) φ^φ0+2K7+(2m+ε)(K3ξ+Kβ')+(2m+£)((3+K*) log 2+log m) .
Cela donne Γinegalite du lemme 7 dans le cas oύ \£ΞA et
Dans le cas oύ \^A et μ^A, on peut supposer sans restreindre la gene-





les notations et les resultats au n° 11 pour a=a
λ
. On obtient tout de suite
I h I ^  2eKΊ ^  2eκ2^a\ mais on pourra montrer sans difficulte les inegalites
\ai-aμ.i\ ^min{β-p«, β-p(V} (i=l, -, n) et
(12.2) I A I ^2e**(e) dans Ω(β) Π Ω(βμ) .
Nous laissons les details au soin du lecteur.
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On peut ecrire U
λ
Γ\ E7μ=ΓxΓ', oύ Γ (resp. Γ') est un domaine rectan-





) le polydisque ferme de rayon 2~(3+*v+1) (resp. 2~(2+*v+1))
autour def(x)=(f1(x)ί •••,/„,(#)) dans Cw. Soit Γ0 Γensemble des x^Γ tels que
QjΓlΓ'ΦO. Je dis que, si #<ΞΓ0, on a {Λ?} xO,cΩ(α)nΩ(αμ). En effet,
soient z=(zl9 — , *n)<Ξ {#} xQ, et *'=(*{, ••-, *£)e({*} xQΛ) Π (C7λn C/μ). Avec
ce qui montre ^eΩ(α). Ensuite, on discerne deuxcas: cas oύ \μ\=v et cas
oύ \μ\ = v-\-l. En appliquant le procede precedent de majoration aux
|Re(ar, — Λμι )| et \Im(Zf—aH)\ site/(flμ)et au l^ — Λμ ί | si ίey*(Λμ), on peut
montrer ^eΩ(^μ) sans difBculte, ce qui demontre 1'enonce.
Maintenant, un point Λ?eΓ0 etant fixe, nous allons evaluer h en tant que
fonction de y=(yl9 •• >ym). D'apres Γenonce precedent, elle est sur Qx holo-
morphe et majoree par 2eKΊ(a}. Elle s'annule au point y=f(x). En posant
ti=yi—fi(x)y on rearrange la serie de Taylor de h au point y=f(x) de la faςon
suivante :
= Σ+ Σ +•••+ Σ
*!^ 1 *1=0.*2^1 *1 = *2=-=AW_ 1=0
— ^(Λ?, t)+t2h2(x, t)-\ ----- t-tmhm(x, t) .
En vertu de Γinegalite de Cauchy et de (12.2), on a
pour max|f, | ^
I %, y) I ^  (max I ίf | )2w+4+^v+1 - β^O pour y <Ξ Q
De la et du lemme 5 decoulent
)β
^
oύ dV est la mesure de Lebesgue sur Cm et on abrege
et
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D'autre part, en ecrivant V
λ
Π Fμ=ΓxΓ' de meme que Z7λn t/μ, on peut
facilement minore le volume de Γ'\Γ" dans Cm par





12*4+Vm-1W+κ*\ et par suite
(12.3) ( H(φ)dV'(y) ^ ( e-φodV'(y) pour *<ΞΓ0 ,j Q j f Π Γ ' Jr'\Γ'
pourvu que 95 satisfasse a
(12.4) φ^K(KφQ+K*ξ+2mK3ξ+2K<y+(2m+ε)β'+log MXM2) .




2+<2w+ε)(4+*3) w2'M+ε, pourvu que φ satisfasse a
(12.6) φ^φ0+2K7+(2m+e)(K*ξ+Kβ')+\og M3 .
Or, en vertu de (11.4) et (11.5), Γinegalite (12.4) entraine (12.6) ainsi que
(12.1). Done, lorsqu'on choisit d'apres la condition (iii) au n° 8 une function
satisfaisant a (12.4), on a en vertu de (12.3) et de (12.5)
ce qui montre Γinegalite du lemme 7 dans le cas oύ \EίA et μ€ΞA.
Nous avons ainsi acheve la demonstration du lemme 7 et par suite celle du
theoreme 7.
13. Families contrόleuses
Une famille Φ de fonctions plurisousharmoniques dans un ouvert pseudo-
convexe Ω de C" s'appellera famille contrόleuse sur Ω avec (p, σ, K, φQ) si les
quatre conditions (i)^(iv) au n° 8 pour φ, p, σ, K et φQ sont satisfaites. Pour
une telle famille Φ, nous designons avec Hormander (Voir [2]) par A
Φ
(Ω)
Γalgebre formee des fonctions /, Jiolomorphes dans Ω et satisfaisant a la condi-
tion suivante :
(α) il existe une φ^Φ telle que \f\^eφ dans Ω .
Le raisonnement fait pour G au n° 12 montre que la condition (a) pour / est
equivalente a la condition
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(β) il existe une ψeΦ telle que ||/||ψ< + 0°.
On verra aussitόt que toute sous-famille Φ' cofinale au sens de la relation
d'ordre d'ime famille contrόleuse Φ sur Ω avec (p, σ, K, φ0) est aussi famille




On pourra montrer aisement la
Proposition 1. Etant donnee,pour chaque i=l et 2, une famille contrόleuse
Φ, sur un ouvert pseudoconvexe Ω, de Cn avec (ph σ, , Kiy £>t 0), la famille Φ formee
des sommes φι~\-φ2 dans Ω^Ω^Ω^ avec <pt eΦt (/=!, 2), βίί une famille con-
trόleuse sur Ω avec (p, σ, jSΓ, ^>0), oύ p^maxfpi, p2}, σ — max {σj, σ2}, ^~




Pour le moment, nous nous bornons au cas oύ Ωl=C
n
 c'est-a-dire au cas
des functions entieres. La function
consideree par Hormander dans [1] ainsi que par Skoda dans [9], jouera un
role fondamental a double sens en vertu de ses proprietes suivantes:
(1) CTO est de classe C°° et ^0;
(2) elle est plurisousharmonique et admet 2e~σo pour borne infer ieure pour
sa plurisousharmonicite
(3) si *'=(*{, ...,*i)e=C-", z"=(z{>, ...,z'
n
')^Cn et |*ί-*{'l ^(
(ί=l, •••, ri), alors on a
(4) I e~aσodV<-\-°° pourvu que a>-Fi-.Jc" £
En efΐet, par un calcul direct, on obtient
0 , j _ Itl2,2\z\2\t\*-\(z,t)\
* ' |2)2 ' ' ^ (1+M2)2
quels que soient s eC", t=(t
ίt •• ,tn)eC", d'oύ decoule (2). En posant r=\z'\
et /(r) = l+log(l+r2)2, on a /(r) ^  1, /'(r)^2, |*"| ^ » * + . et par suite
'|), ce qui montre (3). (4) est
elementaire et (1) est trivial.
A Γaide de cette fonction σ0, on a le premier exemple le plus fondamental
que voici : Soit Φ0 la famille formee des functions φ de la forme
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a etant une constante ^1. Alors, on petit verifier immediatement que Φ0 est
une famille contrόleuse sur Cn avec (log 2\/^n, σ0, 2, 2~\n+ l)(l+σ-0)). AΦo(Cn)
est Γalgebre des fonctions polynόmes dans Cn. Cela pose, nous allons donner
une methode generate de construction qui montre Γexistence de viverses families
contrόleuses sur C*9 les unes se rapportant aux fonctions entieres d'ordre fini et
les autres aussi aux fonctions entieres d'ordre infini. Pour cela, nous donnons
d'abord la proposition suivante:
Proposition 2. Solent f et p deux fonctions reelles continues sur Γίntervalle
[0, +00) d*une variable reelle, satisfaίsant aux conditions suivantes:
(i) / est differ entίable et croissante sur (0, + °°)> avec f(ϋ)^ 1
(ii) f(r+e-W)^2f(r)pourr^Q;
(iii) il existe un reel a^O tel quef'<Leaf sur (0, +00). Soit g unefonction
reelle differentiable croissante convexe sur [1, +°°)> avec £(1)^>1, satisfaisant a la
condition
(iv) il existe un reel b^ 0 tel que g'(2t) ^ ebtg(t) pour t^l.
Sous ces hypotheses, les fonctions f=g°f et p— max {p, (2a-{-b)f} satisfont aux
conditions (i), (ii) et (iii) precedentes.
En effet, il est clair que /et p sont continues sur [0, +00) et que /possede
les proprietes de (i). A Γaide de la formule de la moyenne, on a avec un reel
ce qui montre que la condition (ii) est verifiee. Si g est constante, il n'y a rien
a faire pour (iii). Supposons done que g n'est pas constante. Alors, on peut
trouver un reel c>0 tel qu'on ait cg(f)^t pour tout fϊ> 1. On a
s
Si/(r)<2, il suffit de choisir un reel α^O tellement que^'(2)e2"^/.
il vient
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En somme, il existe un reel 0^0 tel que f'^eaf sur (0, +00). c.q.f.d.
Conservons les notations et les hypotheses de la proposition 2 et de plus
supposons que les trois conditions suivantes soient satisfaites:
(a) /( l* l ) est plurisousharmonique de classe C2 et elle admet e~σ pour
borne inferieure pour sa plurisousharmonicite dans Cn, σ etant une fonction
plurisousharmonique continue ^0 dans Cn\
(b) il existe un reel c^l tel que Γon ait, pour tout #eCn, φ0(z):=cf(\z\)
^<K*)> ^o(*)^p(*)—XMί+iog V^ et t e-φ*dV< + oo;Jc"
(c) £'(1)>0 et<? est de classe C2 sur [1, +00). Alors, on observe aussitόt
que la famille Φ formee des fonctions φ de la forme φ(z)=af(\z\), a etant une
constante ^1, est une famille contrόleuse sur Cn avec (p, cr, 2, φ0). De plus,
en posant <z=max {1, ^ '(l)"1}, on pourra montrer sans difficulte que les fonc-
tions άj et p satisfont non seulement aux conditions (i), (ii) et (iii) de la proposi-
tion 2 mais aux conditions (a) et (b) precedentes avec la meme fonction σ.
D'oύ, on aura une nouvelle famille contrόleuse et par suite on pourra continuer
ce processus indefiniment.
Par exemple, les fonctions /0(r)=l+log(l+r2)2 et pQ(r)=log 2 satisfont aux
conditions (i), (ii) et (iii) avec a=\ et aux conditions (a) et (b) avec σ=σQ et
c=(n+l)/2. La famille contrόleuse induite de (/0, p0) est la famille Φ0 donnee
plus haut.
Pour un reel α>0, la fonction g(t)=e<&t satisfait aux conditions (iv) et (c).
A partir de (/0, p0) et par Γintermediaire de cette g, le processus qu'on vient
d'indiquer nous donne un nouveau couple (/i, p
λ
) de fonctions reelles continues
sur [0, +°°) et une nouvelle famille contrόleuse Φ^ puis (/2,p2) e* ^2? e^ ainsi
de suite. Φ
λ
 est, comme on le verifie facilement, cofinale avec la famille Φ'
formee des fonctions φ' de la forme φ'(z)=A(\z\4*-\-l), A etant une constante




^(Cn). Les fonctions entieres d'ordre <4α
appartiennent a cette algebre, mais aucune fonction entiere d>ordre<4α n'y
appartient. Remarquons que Γalgebre A
φ2(Cn) admet deja des fonctions enti-
eres d'ordre infini. Signalons encore que, pour un reel α>l, la fonction
g(f)=t<A satisfait aux conditions (iv) et (c).
Finalement, passons a un ouvert pseudoconvexe general Ω (ΦCM) de Cn.
Pour ceci, donnons-nous une famille contrόleuse Φ* sur Cn avec (p*, /o*, j£*, φ$)
d'une faςon quelconque et considerons pour chaque z^Ω, la distance poly
cylindrique R(z) de z a la frontiere de Ω. On sait bien que — logR ainsi que
R~*, a etant une constante >0, sont plurisousharmoniques et continues dans
Ω. Soit ψ Γune des deux fonctions max {1, —log R} et R~Λ. Soit Φ la famille
formee des fonctions φ de la forme
φ = β
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avec #>0 et <p*^Φ*. Posons p^max {log (2/R), p*} et σ=σ*. Dans le cas
oύ i|r=max{l, —logjR}, posons K—K* et φQ=ψ+φ*. Dans le cas oύ ι/r=
R~*9 soit K le plus petit entier ^max{Z£*, 2*} et posons φQ=aQΛ]r-}-φf, oύ
fl0—sup x~"log2x<-}-oom Alors, la famille Φ est, comme on le verifie sans
*S>l/2
difficulte, une famille contrόleuse sur Ω avec (p, σ, K, φ0).
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