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a b s t r a c t
This paper deals with two different optimization techniques to solve the bound-
constrained nonlinear optimization problems based on division criteria of a prescribed
search region, finite interval arithmetic and interval ranking in the context of a decision
maker’s point of view. In the proposed techniques, two different division criteria are
introduced where the accepted region is divided into several distinct subregions and in
each subregion, the objective function is computed in the form of an interval using interval
arithmetic and the subregion containing the best objective value is found by interval
ranking. The process is continued until the interval width for each variable in the accepted
subregion is negligible. In this way, the global optimal or close to global optimal values
of decision variables and the objective function can easily be obtained in the form of an
interval with negligible widths. Both the techniques are applied on several benchmark
functions and are compared with the existing analytical and heuristic methods.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Due to the globalization of market economy, decision making is an important criterion to select the best alternative
in some competitive situations. It depends upon the uncertainty and the nature of competition. There are two types of
decision making, viz. the optimistic and the pessimistic. In optimistic decision making, the decision maker selects the best
alternative ignoring the uncertainty. On the other hand, the decisionmaker selects the best alternative with less uncertainty
for pessimistic decision making. Naturally, the optimistic decision maker is more confident to get the best alternative under
uncertain conditions and the pessimistic decision maker is less confident to get the best alternative under such conditions.
In mathematical programming we usually deal with the real numbers which are assumed to be fixed in value. However,
the real life problems cannot properly be formulated in this way due to uncertainty. According to the decisionmakers’ point
of view under changeable conditions, we may replace the real numbers by the interval numbers to formulate the problems
more appropriately. This vital replacement certainly leads to a question regarding the comparison between two arbitrary
interval numbers. In this area, Moore [9] first suggested two transitive order relations—one is the ‘<’ relation and the other
is named the set inclusion property. But these relations cannot be applied for ordering of partially or fully overlapping
intervals, in general. AfterMoore [9], Ishibuchi and Tanaka [4] pointed out the drawbacks ofMoore’s approach and proposed
the definitions of two types of order relations, viz. ‘≤LR’ and ‘≤CW ’ for maximization and minimization problems. In 1996,
Chanas and Kuchta [10] generalized the definitions of Ishibuchi and Tanaka [4] by introducing the definition of t0t1—cut
of the interval. However, they could not find the ranking between all types of intervals properly and their definitions
failed to find the measure ‘How much larger the interval is, if it is greater than the other?’. Kundu [11] answered the
question by introducing ‘fuzzy leftness relation’, which is a probabilistic approach. Sengupta and Pal [2] pointed out two
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new approaches to compare any two interval numbers. In the first approach, providing the definition of ‘value judgment
index’, they compared any two interval numbers with respect to the optimistic decision maker’s point of view, whereas,
in the other approach, they suggested the ‘fuzzy preference ordering’ between any two interval numbers in terms of the
pessimistic decision maker’s point of view. Nevertheless, in some cases, their definitions fail to find the ordering of the
two intervals when one is contained in the other. In another remarkable approach, Levin [14] proposed the ‘remoteness
function’ for the same purpose, but the process is very much complicated. Sevastjanov and Róg [8] also proposed the same
thing in probabilistic approach. However, in the last two approaches, the proposed definitions of the equality of two interval
numbers are not always true unless aL = bL and aR = bR. Recently, Mahato and Bhunia [12] proposed the revised definitions
of order relations between two interval numbers to overcome all the incompleteness of the earlier definitions. They defined
order relations ‘≤omin’, ‘<omin’ and ‘≥omax’, ‘>omax’ for optimistic decision making and ‘<pmin’ and ‘>pmax’ for pessimistic
decision making.
During the last few years, a number of techniques have been suggested by several researchers for solving the bound-
constrained nonlinear optimization problems in the context of global perspective. Among them, one may refer to the works
in [1,5–7,13,20]. Markot et al. [7] and Csallner et al. [1] both investigated the variants of interval branch and bound algorithm
(B & B algorithm) for optimization by splitting the region into multiple subregions. However, their approaches are different;
Markot et al. [7] used the numerical approach whereas the approach in [1] is fully theoretical. Another investigation was
done in [5] on the heuristic variant of a simple B & B algorithm, introducing the rejection index (pf ∗) by assuming that the
global optimal value or an approximation of it is known a priori. Csendes [13] introduced the pf indicator for the selection
of better subinterval, but it also needs an initial approximation to the global optimal value of the objective function which
is not an easy task.
In this paper, we have proposed two different optimization techniques based on the division criteria of
prescribed/accepted search region to solve the nonlinear bound-constrained (also known as box constrained) optimization
problems with the help of finite interval arithmetic and interval order relations developed recently in [12]. In these
techniques, two different splitting criteria like,
(i) splitting the search domain corresponding to a single variable
(ii) splitting the search domain corresponding to all the variables simultaneously
are used to divide the accepted region (initially it is the prescribed search region of the problem) into several equal and
distinct subregions. After splitting the region, the objective function is evaluated in each subregion with the help of finite
interval arithmetic. Then, comparing those objective function values (in interval form) for all subregions, the subregion
corresponding to the best objective function value is accepted. This process is repeated until the interval width for each
variable in the reduced subregion is negligible and the global or close to global optimal values are obtained in the form of
an interval with negligible width. Finally, the proposed techniques have been applied on some benchmark functions to test
the performance of the algorithms and the results are compared with some of the existing methods (like analytic, heuristic
etc.) available in the literature.
2. Finite interval arithmetic
According toMoore [9], the interval numbers are the extension of the concept of real numbers and the interval arithmetic
is the extension of real arithmetic. An interval number A can be defined as A = {x : aL ≤ x ≤ aR, x ∈ R} and denoted by
A = [aL, aR]with length (aR − aL). Every real number x ∈ R can be expressed as an interval number [x, x]with zero length.
Definition 2.1. The definitions of addition, subtraction, multiplication and division of interval numbers are as follows:
A+ B = [aL, aR] + [bL, bR] = [aL + bL, aR + bR].
For any real number λ,
λA = λ [aL, aR] =
{
[λaL, λaR] if λ ≥ 0
[λaR, λaL] if λ < 0,
A− B = [aL, aR] − [bL, bR] = [aL, aR] + [−bR,−bL] = [aL − bR, aR − bL],
A× B = [min(aLbL, aLbR, aRbL, aRbR),max(aLbL, aLbR, aRbL, aRbR)],
A
B
= A×
(
1
B
)
= [aL, aR]×
[
1
bR
,
1
bL
]
, provided 0 6∈ [bL, bR],
where A = [aL, aR] and B = [bL, bR] are two interval numbers.
Interval numbers can also be expressed in the centre and radius form. In this form, an interval A = [aL, aR] can be
expressed as
A = 〈ac, aw〉 = {x : ac − aw ≤ x ≤ ac + aw, x ∈ R}
where ac = (aL + aR)/2 = centre of the interval and aw = (aR − aL)/2 = radius of the interval.
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Definition 2.2. In the centre and radius form of interval, addition, subtraction and multiplication of interval numbers
A = 〈ac, aw〉 and B = 〈bc, bw〉 are defined as follows:
A+ B = 〈ac + bc, aw + bw〉 ,
λA = λ 〈ac, aw〉 = 〈λac, |λ| aw〉 ,
A− B = 〈ac, aw〉 − 〈bc, bw〉 = 〈ac, aw〉 + 〈−bc, bw〉 = 〈ac − bc, aw + bw〉 .
According to Hansen and Walster [3], the definition of power of an interval number is as follows:
Definition 2.3. Let A = [aL, aR] be an interval and n be any non-negative integer, then
An =

[1, 1] if n = 0
[anL , anR] if aL ≥ 0 or if n is odd[anR, anL ] if aR ≤ 0 and n is even[0,max(anL , anR)] if aL ≤ 0 ≤ aR and n(> 0) is even.
Definition 2.4. The nth root of an interval A = [aL, aR], n being a positive integer, is defined as
(A)
1
n = [aL, aR] 1n = n
√[aL, aR] = [ n√aL, n√aR] if aL ≥ 0 or if n is odd
= [0, n√aR] if aL ≤ 0, aR ≥ 0 and n is even
= φ if aR < 0 and n is even
where φ is the empty interval.
Again, by applying the definition of power and different roots of an interval, we can find any rational power of an interval.
Suppose, we have to find A
p
q , where A = [aL, aR], then it can be found by defining A
p
q as (Ap)
1
q .
Definition 2.5. The modulus of an interval can be defined as follows:
|A| = |[aL, aR]| = [aL, aR] if aL ≥ 0
= [|aR| , |aL|] if aR ≤ 0
= [0, |aL|] if aL < 0, aR > 0, |aL| ≥ |aR|
= [0, |aR|] if aL < 0, aR > 0, |aL| < |aR| .
3. Functions of intervals
The interval representation of some elementary useful functions, viz. exponential, logarithmic, sine, cosine etc. for the
interval A = [aL, aR] can be expressed as
exp(A) = exp([aL, aR]) = [exp(aL), exp(aR)],
log(A) = log([aL, aR]) = [log(aL), log(aR)], provided aL > 0,
sin([aL, aR]) = [bL, bR]
where bL =
{
−1 if ∃ k ∈ Z : 2kpi − pi
2
∈ [aL, aR]
min{sin(aL), sin(aR)} otherwise
and bR =
{
1 if ∃ k ∈ Z : 2kpi + pi
2
∈ [aL, aR]
max{sin(aL), sin(aR)} otherwise.
The function cos([aL, aR]) can be defined similarly.
4. Order relations of interval numbers
In this section, we shall discuss the developments of order relations of interval numbers. Any two closed intervals A and
Bmay be of the following three types:
Type I: Non-overlapping intervals i.e., they are completely disjoint.
Type II: Partially overlapping intervals.
Type III: Fully overlapping intervals i.e., one of the intervals contains the other.
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4.1. Different order relations for minimization problems
In this context, Moore [9] first pointed out two transitive order relations of the interval numbers. For any two intervals
A = [aL, aR] and B = [bL, bR], he gave the first transitive order relation ‘<’ as
A < B iff aR < bL
and the other transitive order relation for intervals is the set inclusion property. This is depicted as
A ⊆ B iff bL < aL and aR < bR.
Then Ishibuchi and Tanaka [4] defined the order relations of two closed intervals A = [aL, aR] = 〈ac, aw〉 and B = [bL, bR] =
〈bc, bw〉 in the following ways:
(i) A≤LR B iff aL ≤ bL and aR ≤ bR
A<LR B iff A≤LR B and A 6= B,
(ii) A≤cw B iff ac ≤ bc and aw ≤ bw
A<cw B iff A≤cw B and A 6= B.
These order relations are reflexive, transitive and anti-symmetric i.e., partially order related. Clearly, for a minimization
problem, the decision maker will prefer the interval A.
Generalizing the definitions of Ishibuchi and Tanaka [4], in 1996, Chanas and Kuchta [10] proposed the concept of t0t1 –
cut of an interval and defined new order relations. If A = [aL, aR] be any interval and t0 and t1 be any two fixed numbers
such that 0 ≤ t0 < t1 ≤ 1 then they defined t0t1—cut of the interval as
A /[t0,t1] = [aL + t0 (aR − aL) , aL + t1 (aR − aL)] .
They defined the order relations for the intervals A and B as
(i) A≤LR /[t0,t1] B iff A /[t0,t1]≤LR B /[t0,t1]
A<LR /[t0,t1] B iff A /[t0,t1]<LR B /[t0,t1],
(ii) A≤cw /[t0,t1] B iff A /[t0,t1]≤cw B /[t0,t1]
A<cw /[t0,t1] B iff A /[t0,t1]<cw B /[t0,t1] .
Kundu [11] first noticed that the interval ranking methods discussed above could not find the measure ‘How much
larger the interval is, if the interval is greater than the other?’. Introducing the ‘fuzzy leftness relation’ he attempted to
answer this question. For the intervals A and B, let x ∈ A and y ∈ B be uniformly and independently distributed in A
and B respectively. Then A is left to B if Left (A, B) = max{0, P(x < y) − P(x > y)} > 0 and A is right to B if Right
(A, B) = max{0, P(x > y) − P(x < y)} > 0 where P(x < y) denotes the probability that x < y. This is a probabilistic
approach.
In the year 2000, another two approaches of ranking of two closed intervals were given in [2]. In the first approach, they
defined the acceptability function (or acceptability index or value judgment index) A : I × I → [0,∞) for the intervals A
and B as
A (A, B) = bc − ac
bw + aw , where bw + aw 6= 0.
A (A, B) may be regarded as a grade of acceptability of the ‘first interval to be inferior to the second’. If A (A, B) = 0, then
for the minimization problem, the interval A cannot be accepted. If 0 < A (A, B) < 1, A can be accepted with the grade of
acceptability bc−acbw+aw . Again, for A (A, B) = 1, A is accepted with full satisfaction. According to them, the acceptability index
is only a value based ranking index and it can be applied partially to select the best alternative from the pessimistic point of
view of the decisionmaker. So, only the optimistic decisionmaker can use it completely. In another approach, Sengupta and
Pal [2] introduced the fuzzy preference ordering for the ranking of a pair of interval numbers on the real line with respect
to a pessimistic decision maker’s point of view.
4.2. Revised definitions of order relations
According to the points of view of the optimistic and the pessimistic decision makers, recently Mahato and Bhunia [12],
introduced the revised definition of order relations between interval costs (or times) forminimization problems and interval
profits for maximization problems in the context of optimistic and pessimistic decision making. As usual let, the intervals
A = [aL, aR] = 〈ac, aw〉 and B = [bL, bR] = 〈bc, bw〉 represent the uncertain interval costs (or times) or profits. Now, we
explain their definitions for optimistic decision making and pessimistic decision making differently.
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4.2.1. Optimistic decision making
Definition 4.1. For minimization problems the order relation≤omin between the intervals A and B is
A≤omin B iff aL ≤ bL,
A<omin B iff A≤omin B and A 6= B.
This implies that A is superior to B and A is accepted. This order relation is not symmetric.
Definition 4.2. For maximization problems the order relation≥omax between the intervals A and B is
A≥omax B iff aR ≥ bR,
A>omax B iff A≥omax B and A 6= B.
This implies that A is superior to B and the optimistic decision maker accepts the profit interval A. Here also, the order
relation≥omax is not symmetric.
4.2.2. Pessimistic decision making
In this case, the decision maker expects the minimum cost/time for minimization problems and the maximum profit for
maximization problems according to the principle ‘Less uncertainty is better than more uncertainty’.
Definition 4.3. For minimization problems the order relation <pmin between the intervals A = [aL, aR] = 〈aC , aW 〉 and
B = [bL, bR] = 〈bC , bW 〉 is
(i) A<pmin B iff aC < bC , for type-I and type-II intervals,
(ii) A<pmin B iff aC ≤ bC and aW < bW , for type-III intervals.
However, for type-III intervals with aC < bC and aW > bW , the pessimistic decision cannot be taken. Here, the optimistic
decision is considered.
Definition 4.4. For maximization problems the order relation >pmax between the intervals A = [aL, aR] = 〈aC , aW 〉 and
B = [bL, bR] = 〈bC , bW 〉 is
(i) A>pmax B iff aC > bC , for type-I and type-II intervals,
(ii) A>pmax B iff aC ≥ bC and aW < bW , for type-III intervals.
However, for type-III intervals with aC > bC and aW > bW , the pessimistic decision cannot be taken. Here, the optimistic
decision is to be taken.
5. Solution procedure of optimization problems
Let us consider a bound-constrained optimization (maximization or minimization) problem with fixed coefficients as
follows:
z = f (x), l ≤ x ≤ u
where x = (x1, x2, . . . , xn), l = (l1, l2, . . . , ln), u = (u1, u2, . . . , un), n represents the number of decision variables, the
decision variable xj (j = 1, 2, . . . , n) lies in the prescribed interval
[
lj, uj
]
. Hence, the search region of the above problem is
as follows:
D = {x ∈ Rn : lj ≤ xj ≤ uj, j = 1, 2, . . . , n}.
Now, our objective is to split the accepted (reduced) region (for the first time, it is the given search region or assumed if it
is not given) into finite number of distinct equal subregions R1, R2, . . . , Rλ for the selection of the subregion containing the
best value of the objective function.
Let f (Ri) =
[
fi, fi
]
, i = 1, 2, . . . , λ, be the interval value of the objective function f (x) in the ith subregion Ri, where
f
i
and f¯i denote the lower and upper bounds of f (x) in Ri, computed by applying finite interval arithmetic. Now, comparing
all the interval-valued values of the objective function f (x) in Ri (i = 1, 2, . . . , λ) with the help of interval order relations
mentioned in the earlier section, the subregion containing the best objective function value is accepted. Again, this accepted
subregion is divided into other smaller distinct subregions R′i (i = 1, 2, . . . , λ) by the aforesaid process and applying the
same acceptance criteria, we get the reduced subregion. This process is terminated after reaching the desired degree of
accuracy and finally, we get the best value of the objective function and the corresponding values of the decision variables
in the form of closed intervals with negligible width.
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Fig. 1. Multi-section method.
The algorithm of the proposed method is as follows:
5.1. Algorithm
Step-1: Initialize n and λ.
Step-2: Initialize the lower and upper bounds lj and uj (j = 1, 2, . . . , n) of all the variables.
Step-3: Divide the accepted region X (initially it is the prescribed region of the problem or assumed if it is not given) into
λ equal distinct subregions Ri (i = 1, 2, . . . , λ) such that⋃λi=1 Ri = X .
Step-4: Applying the interval arithmetic, compute the interval value F (Ri) = [fi, fi] of the objective function in the
subregions Ri (i = 1, 2, . . . , λ).
Step-5: Select the subregion Ropt among Ri (i = 1, 2, . . . , λ) which has better objective function value by comparing the
interval values F(Ri), i = 1, 2, . . . , λ to each other with the help of the pessimistic order relations between any
two interval numbers.
Step-6: Compute the widthswj = uj − lj, j = 1, 2, . . . , n.
Step-7: Ifwj < ε, a pre-assigned very small positive number, for j = 1, 2, . . . , n, go to Step-8; otherwise, go to Step-3.
Step-8: Print the values of the variables and of the objective function in the form of closed intervals with negligible width.
Step-9: Stop.
The above algorithm may be applied in different ways in the context of splitting criteria of accepted region. There are
two types of splitting criteria as follows:
(i) Multi-splitting
(ii) Multi-section.
The idea of multi-section comes from the concept of multiple of bisection, where several bisections are done at a single
iteration cycle. For the three-dimensional case, the accepted region is a box which can be multi-sectioned into 23 = 8 (in
the case of triple bisection) subboxes. Instead of bisection, if we considermultiple section (saym section) in each direction of
the box, then the total number of subboxeswill bem3 (for the n-dimensional case, it will bemn). The pictorial representation
is given in Fig. 1 form = 2, n = 3. If we use only the most promising direction (the direction of longest edge of the accepted
region) for subdivision, we can save computations. This type of multi-section whenm numbers of subregions are produced
will be called multi-splitting (see Fig. 2 form = 5, n = 3).
6. Numerical examples
To estimate the efficiency of the proposed techniques, we have performed a number of numerical experiments on some
well-known test functions listed in Tables 6.1.1 and 6.1.2. These test functions have different features like convex/non-
convex, continuous, unimodal/multi-modal etc.with knownglobal optima. Each problemhas been solved by two techniques
(we denote by Method 1 the techniques for multi-splitting division criterion and Method 2 for multi-section division
criterion). The program codes for Method 2 have been given in the Appendix.
These approaches have been coded in C programming language and implemented on a Pentium-IV 3.0 GHz with 1 GB
RAM PC in LINUX environment. The following results:
(i) Test function value;
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Fig. 2. Multi-splitting method.
Table 6.1.1
Test functions
Test/Benchmark functions Search region Optimal value Reference
Easom Function:
f1 = − cos(x1) cos(x2)e−(x1−pi)2−(x2−pi)2 x ∈ [−100, 100]2 −1.000000 [15]
Bohachevsky Function # 1:
f2 = x21 + 2x22 − 0.3 cos(3pix1)− 0.4 cos(4pix2)+ 0.7 x ∈ [−100, 100]2 0.000000 [15]
Bohachevsky Function # 2:
f3 = x21 + 2x22 − 0.3 cos(3pix1) cos(4pix2)+ 0.3 x ∈ [−100, 100]2 0.000000 [15]
Bohachevsky Function # 3:
f4 = x21 + 2x22 − 0.3 cos(3pix1 + 4pix2)+ 0.3 x ∈ [−100, 100]2 0.000000 [15]
Six Hump Camel Back Function:
f5 = (4− 2.1x21 + x
4
1
3 )x
2
1 + x1x2 + (−4+ 4x22)x22 x1 ∈ [−3, 3], x2 ∈ [−2, 2] −1.031600 [15]
Schaffer Function:
f6 = (x21 + x22)0.25[sin2(50(x21 + x22)0.1)+ 1] x ∈ [−100, 100]2 0.000000 [15]
Bird Function:
f7 = sin(x1)e[(1−cos(x2))2] + cos(x2)e[(1−sin(x1))2] + (x1 − x2)2 x ∈ [−2pi, 2pi]2 −106.764537 [17]
Pen Holder Function:
f8 = − exp
{
−
∣∣∣∣cos(x1) cos(x2)e∣∣∣1−[(x21+x22)0.5/pi ]∣∣∣∣∣∣∣−1
}
x ∈ [−11, 11)2 −0.963540 [17]
f9 = 1n
∑n
i=1(x
4
i − 16x2i + 5xi), i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−4, 4]n −78.33236 [16]
Sphere Function:
f10 =∑ni=1 x2i , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−100, 100]n 0.000000 [18]
(ii) Number of function evaluations;
(iii) Computation time;
have been collected for each test function for different values of m with error tolerance ε = 10−6 and displayed in Tables
6.2.1–6.2.14.
Finally, our proposed techniques have been compared with the existing methods like, HA (SQ) (Hybrid Algorithm by
Salhi and Queen [19]), IAOICT (Interval Arithmetic Oriented Interval Computing technique [12]) and the comparative study
is displayed in Tables 6.3.1–6.3.4.
7. Concluding remarks
In this paper, we have proposed optimization methods depending on two different splitting criteria of the accepted
subregion or prescribed region (initially), finite interval arithmetic and the revised definitions of order relations. In the
first splitting criteria, the whole accepted subregion is divided along the direction of edge of the region corresponding to a
prescribed decision variable whereas in the second, the whole accepted subregion is divided into several equal distinct
subregions with respect to all the edges simultaneously. From the numerical experiments, it is observed that both the
methods possess the merits of global exploration. Also, these can find the optimal or close to optimal solutions with small
computation time. In the multi-section method (method 2), after a single iteration we get a subregion containing the best
objective value withmn function evaluations. In the multi-splitting method (method 1), the same size of the subregion will
be obtained after n iterations with mn number of function evaluations. Obviously, the computation time in method 2 is
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Table 6.1.2
Test functions
Test/Benchmark functions Search region Optimal value Reference
Zakharov Function:
f11 =∑ni=1 x2i + (∑ni=1 0.5ixi)2 + (∑ni=1 0.5ixi)4 , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−5.12, 5.12]n 0.000000 [18,19]
f12 =∑ni=1 |xi| +∏ni=1 |xi| , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−10, 10]n 0.000000 [16]
Rastrigin Function:
f13 =∑ni=1 (x2i − 10 cos(2pixi)+ 10) , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−5.12, 5.12]n 0.000000 [18]
Ackley’s Function:
f14 = −20 exp
(
−0.2
√
1
n
∑n
i=1 x
2
i
)
− exp ( 1n ∑ni=1 cos (2pixi))+ 20+ e, x ∈ [−30, 30]n 0.000000 [18]
i = 1, 2, . . . , n; n = 2, 5, 10
Cosine Mixture Function:
f15 =∑ni=1 x2i − 0.1∑ni=1 cos (5pixi) , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−1, 1]n −0.1n [18]
Exponential function:
f16 = exp
(
0.5
∑n
i=1 x
2
i
)
, i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−1, 1]n 1.000000 [18]
Axis Parallel Hyper-Ellipsoid Function:
f17 =∑ni=1 ix2i , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−100, 100]n 0.000000 [18]
Ellipsoidal Function:
f18 =∑ni=1 (xi − i)2 , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−n, n]n 0.000000 [18]
Schwefel Function:
f19 = −∑ni=1 xi sin (√|xi|)+ 418.9829 n, i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−500, 500]n 0.000000 [18]
f20 =∑ni=1 (∑ij=1 xi)2 , i = 1, 2, . . . , n; n = 2, 5, 10 x ∈ [−100, 100]n 0.000000 [16]
Table 6.2.1
Computational results of test functions f1–f4
TP m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
f1
2 152 160 [−1.000000,−1.000000] [−1.000000,−1.000000] 0.0015 0.0015
5 160 450 [−1.000000,−1.000000] [−1.000000,−1.000000] 0.002 0.0022
10 180 1200 [−1.000000,−1.000000] [−1.000000,−1.000000] 0.0022 0.0024
f2
2 152 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0015
5 160 450 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.0022
10 240 1200 [0.000000, 0.000000] [0.000000, 0.000000] 0.0022 0.0024
f3
2 152 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0015
5 160 450 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.0022
10 240 1200 [0.000000, 0.000000] [0.000000, 0.000000] 0.0022 0.0024
f4
2 152 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0015
5 160 450 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.0022
10 240 1200 [0.000000, 0.000000] [0.000000, 0.000000] 0.0022 0.0024
Table 6.2.2
Computational results of test functions f5–f8
TP m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
f5
2 160 240 [−1.031628,−1.031628] [−1.031628,−1.031628] 0.003 0.003
5 260 650 [−1.031628,−1.031628] [−1.031628,−1.031628] 0.0055 0.007
10 360 1800 [−1.031628,−1.031628] [−1.031628,−1.031628] 0.01 0.011
f6
2 320 928 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.03
5 400 2500 [0.000000, 0.000000] [0.000000, 0.000000] 0.03 0.01
10 616 16000 [0.000000, 0.000000] [0.000000, 0.000000] 0.07 0.075
f7
2 200 264 [−106.764537,−106.764537] [−106.764537,−106.764537] 0.003 0.005
5 272 700 [−106.764537,−106.764537] [−106.764537,−106.764537] 0.005 0.007
10 396 2000 [−106.764537,−106.764537] [−106.764537,−106.764537] 0.008 0.01
f8
2 160 230 [−0.963535,−0.963535] [−0.963535,−0.963535] 0.003 0.003
5 200 600 [−0.963535,−0.963535] [−0.963535,−0.963535] 0.002 0.0075
10 280 1400 [−0.963513,−0.963513] [−0.963535,−0.963535] 0.0022 0.01
higher than that in method 1. Nevertheless, in some of the iterations from the beginning in method 1, the search domain
is larger compared to that in method 2 and so the accuracy is higher in method 2. Thus, we see that the degree of certainty
of achieving the global optimality is higher in method 2 than in method 1. For future research, one may apply the same
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Table 6.2.3
Computational results of test functions (f9)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 200 264 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.0015 0.0035 260 750 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.002 0.006
5 2 450 2112 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.005 0.015 650 93750 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.008 0.48
10 2 900 67584 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.01 0.655 1300 253906250 [−78.332331,−78.332331] [−78.332331,−78.332331] 0.05 1731.72
Table 6.2.4
Computational results of De Jong functions (f10)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 120 200 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0035 160 550 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.006
5 2 360 1600 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.015 450 68750 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.48
10 2 900 43008 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.655 1200 195312500 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 1731.72
Table 6.2.5
Computational results of Zakharov functions (f11)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 160 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.00155 220 450 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.004
5 2 280 1280 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.0055 480 56250 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.03
10 2 800 40960 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.055 1100 175781250 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 206.34
Table 6.2.6
Computational results of functions (f12)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 140 224 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.00155 160 600 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.002
5 2 320 1792 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.0155 500 75000 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.18
10 2 700 63488 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.245 900 273437500 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 928.28
Table 6.2.7
Computational results of Rastrigin functions (f13)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 120 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.00155 160 450 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.004
5 2 280 1280 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.0055 400 56250 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.18
10 2 600 40960 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.265 800 175781250 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 1156.56
methodology of interval computing technique for constrained optimization problems and different branches of Operations
Research.
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Table 6.2.8
Computational results of Ackley’s functions (f14)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 180 128 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0025 260 350 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.004
5 2 400 1088 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.055 650 50000 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.11
10 2 900 36864 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.155 1300 156250000 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 523.35
Table 6.2.9
Computational results of cosine mixture functions (f15)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 140 120 [−0.200000,−0.200000] [−0.200000,−0.200000] 0.0015 0.00155 200 350 [−0.200000,−0.200000] [−0.200000,−0.200000] 0.002 0.0035
5 2 320 960 [−0.500000,−0.500000] [−0.500000,−0.500000] 0.05 0.045 500 43750 [−0.500000,−0.500000] [−0.500000,−0.500000] 0.08 0.36
10 2 700 30720 [−1.000000,−1.000000] [−1.000000,−1.000000] 0.01 0.295 1000 136718750 [−1.000000,−1.000000] [−1.000000,−1.000000] 0.05 1316.88
Table 6.2.10
Computational results of exponential functions (f16)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 95 120 [1.000000, 1.000000] [1.000000, 1.000000] 0.0015 0.00155 140 350 [1.000000, 1.000000] [1.000000, 1.000000] 0.002 0.003
5 2 220 960 [1.000000, 1.000000] [1.000000, 1.000000] 0.05 0.045 350 43750 [1.000000, 1.000000] [1.000000, 1.000000] 0.08 0.07
10 2 580 30720 [1.000000, 1.000000] [1.000000, 1.000000] 0.01 0.15 700 136718750 [1.000000, 1.000000] [1.000000, 1.000000] 0.05 468.35
Table 6.2.11
Computational results of axis parallel hyper-ellipsoid functions (f17)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 95 240 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0025 120 650 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.0045
5 2 280 1088 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.075 400 50000 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.11
10 2 650 34816 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.135 800 156250000 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 527.31
Table 6.2.12
Computational results of ellipsoidal functions (f18)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 95 128 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.0015 120 350 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.0025
5 2 280 1088 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.0655 400 50000 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.11
10 2 650 36864 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.155 800 156250000 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 523.31
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Table 6.2.13
Computational results of Schwefel functions (f19)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 3 320 432 [0.000025, 0.000025] [0.000000, 0.000000] 0.005 0.0045 480 800 [0.000025, 0.000025] [0.000000, 0.000000] 0.01 0.0095
5 3 800 11664 [0.000064, 0.000064] [0.000001, 0.000001] 0.05 0.045 1100 93750 [0.000064, 0.000064] [0.000001, 0.000001] 0.08 0.36
10 3 1600 2834352 [0.000127, 0.000127] [0.000002, 0.000002] 0.11 19.335 2200 312500000 [0.000127, 0.000127] [0.000002, 0.000002] 0.25 2099.47
Table 6.2.14
Computational results of functions (f20)
n m Function count Min value (f ∗) Elapsed time (in s)
Method 1 Method 2 Method 1 Method 2 Method 1 Method 2
2 2 120 168 [0.000000, 0.000000] [0.000000, 0.000000] 0.0015 0.00155 160 500 [0.000000, 0.000000] [0.000000, 0.000000] 0.002 0.003
5 2 320 1344 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 0.015 500 62500 [0.000000, 0.000000] [0.000000, 0.000000] 0.08 0.14
10 2 700 51200 [0.000000, 0.000000] [0.000000, 0.000000] 0.01 0.225 1000 214843750 [0.000000, 0.000000] [0.000000, 0.000000] 0.05 822.24
Table 6.3.1
Comparison of results
TP n Number of function evaluations CPU time (in s)
HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2) HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2)
f1 2 – 140 160 160 – 0.22 0.002 0.0015
f2 2 – – 160 168 – – 0.002 0.0015
f3 2 – 140 160 168 – 0.21 0.002 0.0015
f4 2 – – 160 168 – – 0.002 0.0015
f5 2 – – 260 240 – – 0.0055 0.003
f6 2 – – 400 928 – – 0.03 0.003
f7 2 – – 272 264 – – 0.005 0.005
f8 2 – – 200 230 – – 0.002 0.003
Table 6.3.2
Comparison of results
TP n Number of function evaluations CPU time (in s)
HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2) HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2)
f9
2 – – 260 264 – – 0.002 0.003
5 – – 650 2112 – – 0.008 0.01
10 – – 1300 67584 – – 0.05 0.65
f10
2 – – 160 200 – – 0.002 0.003
5 – 300 450 1600 – 0.005 0.08 0.01
10 – 600 1200 43008 – 0.01 0.05 0.65
f11
2 203 – 220 168 0.29 – 0.002 0.0015
5 502 – 480 1280 8.69 – 0.08 0.005
10 503 – 1100 40960 150.12 – 0.05 0.05
f12
2 – – 160 224 – – 0.002 0.002
5 – – 500 1792 – – 0.08 0.015
10 – – 900 63488 – – 0.05 0.24
Appendix
The code associated with the paper (Entitled ‘‘Interval oriented multi-section techniques for global optimization’’).
Description and purpose of the code: This is a C coding of themulti-section technique for solving nonlinear bound-constrained
optimization problems developed by S. Karmakar, S.K. Mahato and A.K. Bhunia. This code is named ‘‘multi-section.c’’. It is
designed for solvingminimization problemswith the help of interval ranking and interval arithmetic. It takes the number of
variables, the number of divisions, the bounds (upper and lower) of the variables and the expression for objective function.
It produces the global minimum value of the objective function with the values of variables in the form of an interval with
negligible width; it also produces the CPU time and the number of function evaluations.
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Table 6.3.3
Comparison of results
TP n Number of function evaluations CPU time (in s)
HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2) HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2)
f13
2 – – 160 168 – – 0.002 0.0015
5 – – 400 1280 – – 0.08 0.005
10 – – 800 40960 – – 0.05 0.26
f14
2 – – 260 128 – – 0.002 0.002
5 – – 650 1088 – – 0.08 0.05
10 – – 1300 36864 – – 0.05 0.15
f15
2 – – 200 120 – – 0.002 0.0015
5 – – 500 960 – – 0.08 0.04
10 – – 1000 30720 – – 0.05 0.29
f16
2 – – 140 120 – – 0.002 0.0015
5 – – 350 960 – – 0.08 0.04
10 – – 700 30720 – – 0.05 0.1
Table 6.3.4
Comparison of results
TP n Number of function evaluations CPU time (in s)
HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2) HA(SQ) IAOICT Method 1 (m = 5) Method 2 (m = 2)
f17
2 – – 120 240 – – 0.002 0.003
5 – – 400 1088 – – 0.08 0.01
10 – – 800 34816 – – 0.05 0.65
f18
2 – – 120 128 – – 0.002 0.003
5 – – 400 1088 – – 0.08 0.01
10 – – 800 36864 – – 0.05 0.65
f19
2 – – 480 432 – – 0.01 0.004
5 – – 1100 11664 – – 0.08 0.04
10 – – 2200 2834352 – – 0.25 19.33
f20
2 – – 160 168 – – 0.002 0.0015
5 – – 500 1344 – – 0.08 0.01
10 – – 1000 51200 – – 0.05 0.22
Instruction to users:
The values of the required input parameters are to be made available from the input file that should be named
‘‘multinput.txt’’. The system produces the output named ‘‘multoutput.txt’’ which contains the optimal values of the output
parameters.
To modify the code for a particular problem, one has to change the input parameters and the user defined functions
l_function() and u_function() for lower and upper bound calculations of the objective function along with the function
subprogram for sine, cosine, product, modulus etc. if required.
/* Program multi-section.c for optimization of Cosine Mixture Function (f15) by
multi-section method (method 2)*/
#include<stdio.h>
#include<math.h>
#include<time.h>
#define nv 10 /* no. of variables*/
#define nd 2 /* no. of divisions */
double l_power(double,double,int);
double u_power(double,double,int);
double l_cos(double,double);
double u_cos(double,double);
double l_function();
double u_function();
double lob[nv],upb[nv];
long int fn_count=0;
FILE *infile;
FILE *rfile;
/*=========Main Program of Multi-section Method ========================*/
main()
{
clock_t start,stop;
start=clock();
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infile=fopen("multinput.txt","r");
rfile=fopen("multoutput.txt","a");
int i,j,k,q[nv+1],r[nv],tnd; /*tnd represents total no. of divisions*/;
double f1,f2,a[nv],h[nv],e[nv],fl,fu;
double high[nv],low[nv],lmin,umin
for(i=0;i<nv;i++)
{
fscanf(infile,"%f",&lob[i]);
fscanf(infile,"%f",&upb[i]);
}
while(1)
{
lmin=999999999.0;
umin=9999999999.0;
for(i=0;i<nv;i++)
{
h[i]=(upb[i]-lob[i])/nd;
a[i]=lob[i];
}
tnd=int(pow(float(nd),nv));
for(i=0;i<tnd;i++)
{
q[0]=i;
for(j=0;j<nv;j++)
{
r[j]=q[j]%nd;
q[j+1]=q[j]/nd;
lob[j]=a[j]+r[j]*h[j];
upb[j]=a[j]+(r[j]+1)*h[j];
}
fl=l_function();
fn_count++;
fu=u_function();
fn_count++;
/*================Interval Order Relations=============================*/
if(fu<lmin)
{
lmin=fl;
umin=fu;
for(j=0;j<nv;j++)
{
low[j]=lob[j];
high[j]=upb[j];
}
}
else if(fl<lmin && lmin<=fu && fu<umin)
{
lmin=fl;
umin=fu;
for(j=0;j<nv;j++)
{
low[j]=lob[j];
high[j]=upb[j];
}
}
else if(((fl+fu)/2.0<=(lmin+umin)/2.0)&&((fu-fl)/2.0<(umin-lmin)/2.0))
{
lmin=fl;
umin=fu;
for(j=0;j<nv;j++)
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{
low[j]=lob[j];
high[j]=upb[j];
}
}
else if((fl<lmin)&&((fl+fu)/2.0<(lmin+umin)/2.0))
{
lmin=fl;
umin=fu;
for(j=0;j<nv;j++)
{
low[j]=lob[j];
high[j]=upb[j];
}
}
}
for(k=0;k<nv;k++)
{
lob[k]=low[k];
upb[k]=high[k];
}
for(i=0;i<nv;i++)
{
e[i]=upb[i]-lob[i];
if(e[i]>0.00000001) break;
}
if(i==nv) break;
} /* while loop terminated */
/*Printing of output in "multoutput.txt" file*/
for(i=0;i<nv;i++)
fprintf(rfile," x[%d] = [%0.6f, %0.6f]\n",i,lob[i],upb[i]);
fprintf(rfile, " \n\n Objective function value = [%0.6f, %0.6f]\n",
lmin,umin);
fprintf(rfile, "\n No. of Function evaluation = %ld\n", fn_count);
stop=clock();
fprintf(rfile, "\n Elapsed time= %0.6e\n",double(stop-
start)/double(CLOCKS_PER_SEC));
fprintf(rfile, "\n\nProgram is over\n\n");
printf("\n\nProgram is over\n\n");
fclose(rfile);
fclose(infile);
} /* main function closed */
double l_power(double a, double b, int n) /* Computation of lower boundary */
{ /* of power function */
double p1,p2, lpower;
p1=pow(a,n);
p2=pow(b,n);
if(a>=0)lpower=p1;
if(b<=0&& n%2 ==1)lpower= p1;
if(b<=0 && n%2==0)lpower = p2;
if(a<=0 && b>=0&& n%2 ==0)lpower = 0;
if( a<=0&&b>=0 && n%2==1)lpower = p1;
return lpower;
}
double u_power(double a, double b, int n) /* Computation of upper boundary */
{ /* of power function */
double p1,p2, upower;
p1=pow(a,n);
p2=pow(b,n);
if(a>=0)upower = p2;
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if(b<=0&& n%2 ==1) upower = p2;
if(b<=0 && n%2==0) upower = p1;
if(a<=0 && b>=0&& n%2 ==0)upower = (p1>p2)?p1:p2;
if(a<=0&& b>=0 && n%2==1)upower = p2;
return upower;
}
double l_cos(double a, double b) /* Computation of lower boundary */
{ /* of cosine function */
int m;
double pi=3.141593,lb1,t11;
m=int(a/pi);
if(m%2==0)
{
if(b>=(m+1)*pi && cos((m+2)*pi)> -0.9999)lb1=(cos(a)<cos(b))? cos(a):cos(b);
if(b>=(m+1)*pi && cos((m+1)*pi)< -0.99999)lb1=-1;
if(b<(m+1)*pi)lb1=(cos(a)<cos(b))? cos(a):cos(b);
}
else
{
t11= cos((m+2)*pi);
if(b>=(m+2)*pi && cos((m+2)*pi)> -0.99999)
lb1=(cos(a)<cos(b))? cos(a):cos(b);
if(b>(m+2)*pi && t11<-0.99999)
lb1=-1;
if( b>=(m+4)*pi)lb1=-1;
if(b<=(m+2)*pi)
lb1=(cos(a)<cos(b))? cos(a):cos(b);
}
return lb1;
}
double u_cos(double a,double b) /* Computation of upper boundary */
{ /* of cosine function. */
int m;
double pi=3.141593,ub1,t11;
m=int (a/pi);
if(m%2==0 )
{
if(b>=(m+1)*pi && cos((m+1)*pi)< -0.9999)
ub1=(cos(a)>cos(b))? cos(a):cos(b);
if(b>=(m+2)*pi && cos((m+2)*pi)>0.9999)
ub1=1;
if(b<=(m+2)*pi)ub1=(cos(a)>cos(b))?cos(a):cos(b);
}
else
{
t11= cos((m+1)*pi);
if(b>=(m+1)*pi && cos((m+1)*pi)>0.99999)
ub1=1;
if(b>(m+2)*pi && t11<-0.99999)
ub1=(cos(a)>cos(b))? cos(a):cos(b);
if( b>=(m+3)*pi)ub1=1;
if(b<=(m+1)*pi)
ub1=(cos(a)>cos(b))? cos(a):cos(b);
}
return ub1;
}
//******** Cosine mixture function coding ****************************
double l_function()
{
int i;
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double fl,lb1[nv],ub1[nv],lb2[nv],ub2[nv];
double lsum1=0.0,usum2=0.0,pi=3.14159265;
for(i=0;i<nv;i++)
{
lb1[i]=l_power(lob[i],upb[i],2);
ub2[i]=u_cos(5.*pi*lob[i],5.*pi*upb[i]);
lsum1+=lb1[i];usum2+=ub2[i];
}
fl=lsum1-0.1*usum2;
return fl;
}
double u_function()
{
int i;
double fu,ub1[nv],lb2[nv];
double usum1=0.0,lsum2=0.0,pi=3.14159265;
for(i=0;i<nv;i++)
{
ub1[i]=u_power(lob[i],upb[i],2);
lb2[i]=l_cos(5.*pi*lob[i],5.*pi*upb[i]);
usum1+=ub1[i];lsum2+=lb2[i];
}
fu=usum1-0.1*lsum2;
return fu;
}
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