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BRANCHING LAWS FOR MINIMAL HOLOMORPHIC
REPRESENTATIONS
HENRIK SEPPÄNEN
Abstrat. In this paper we study the branhing law for the
restrition from SU(n,m) to SO(n,m) of the minimal represen-
tation in the analyti ontinuation of the salar holomorphi dis-
rete series. We identify the the group deomposition with the
spetral deomposition of the ation of the Casimir operator on
the subspae of S(O(n)×O(m))-invariants. The Planherel mea-
sure of the deomposition denes an L2-spae of funtions, for
whih ertain ontinuous dual Hahn polynomials furnish an or-
thonormal basis. It turns out that the measure has point masses
preisely when n−m > 2. Under these onditions we onstrut an
irreduible representation of SO(n,m), identify it with a parabol-
ially indued representation, and onstrut a unitary embedding
into the representation spae for the minimal representation of
SU(n,m).
1. Introdution
One of the most important problems in harmoni analysis and in
representation theory is that of deomposing group representations
into irreduible ones. When the given representation arises as the
restrition of an irreduible representation of a bigger group, the de-
omposition is referred to as a branhing law. One of the most famous
examples of this is the Clebsh-Gordan deomposition for the restri-
tion of the tensor produt of two irreduible SU(2)-representations
(whih is a representation of SU(2)×SU(2)) to the diagonal subgroup.
For an introdution to the general theory for ompat onneted Lie
groups, we refer to [11℄.
Sine the work by Howe ([7℄) and by Kashiwara-Vergne ([9℄), the
study of branhing rules for singular and minimal representations on
1991 Mathematis Subjet Classiation. 22E45, 32M15, 33C45, 43A85.
Key words and phrases. Unitary representations, Lie groups, branhing law,
bounded symmetri domains, real bounded symmetri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spaes of holomorphi funtions on bounded symmetri domains has
been an ative area of researh. In [8℄, Jakobsen and Vergne studied
the restrition to the diagonal subgroup of two holomorphi represen-
tations. More reently, Peng and Zhang ([22℄) studied the orrespond-
ing deomposition for the tensor produt of arbitrary (projetive) rep-
resentations in the analyti ontinuation of the salar holomorphi
disrete series. Zhang also studied the restrition to the diagonal of a
minimal representation in this family tensored with its own anti-linear
dual ([33℄).
The restrition of the representations given by the analyti on-
tinuation of the salar holomorphi disrete series to symmetri sub-
groups (xed point groups for involutions) has been studied reently
by Neretin ([18℄, [17℄), Davidson, Ólafsson, and Zhang ([2℄), Zhang
([32℄, [34℄), van Dijk and Pevzner ([30℄) and by the author ([28℄).
All the above mentioned deompositions have the ommon feature
that they are multipliity free. This general result follows from a
reent theorem by Kobayashi ([13℄), where some geometri onditions
are given for the ation of a Lie group as isometri automorphisms
of a Hermitian holomorphi vetor bundle over a onneted omplex
manifold to guarantee the multipliity-freeness in the deomposition of
any Hilbert spae of holomorphi setions of the bundle. The ation
of a symmetri subgroup on the trivial line bundle over a bounded
symmetri domain then satises these onditions (f. [14℄).
In this paper we study the branhing rule for the restrition from
G := SU(n,m) to H := SO(n,m) of the minimal representation in
the analyti ontinuation of the salar holomorphi disrete series.
We onsider the the subspae of L := S(O(n)×O(m))-invariants and
study the spetral deomposition for the ation of Casimir element of
the Lie algebra of H . The diagonalisation gives a unitary isomorphism
between the subspae of L-invariants and an L2-spae with a Hilbert
basis given by ertain ontinuous dual Hahn polynomials. The main
theorem is Theorem 9, where the deomposition on the group level is
identied with this spetral deomposition. The Planherel measure
turns out to have point masses preisely when n−m > 2. The seond
half of the paper is devoted to the realisation of the representation
assoiated with one of these points and the unitary embedding into
the representation spae for the minimal representation. The main
theorem of the seond half is Theorem 21.
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The paper is organised as follows. In Setion 2 we begin with some
preliminaries on the struture of the Lie algebra g, the group ation,
and the minimal representation. In Setion 3 we onstrut an or-
thonormal basis for the subspae of L-invariants. In Setion 4 we
ompute the ation of the Casimir elements on the L-invariants and
nd its diagonalisation. We also state the branhing theorem. In Se-
tion 5 we onstrut an irreduible representation of the group H (for
n−m > 2, i.e., when point masses our in the Planherel measure),
identify it with a parabolially indued representation, and nally we
onstrut a unitary embedding that realises one of the disrete points
in the spetrum.
Aknowledgement: The author would like to thank his advisor
Professor Genkai Zhang for support and for many valuable suggestions
during the preparation of this paper.
2. Preliminaries
Let D be the bounded symmetri domain of type Imn(n ≥ m) , i.e.,
D := {z ∈Mnm(C)|In − zz
∗ > 0} .(1)
Here Mnm(C) denotes the omplex vetor spae of n × m matries.
We let G be the group SU(n,m), i.e., the group of all omplex (n +
m)× (n+m) matries of determinant one preserving the sesquilinear
form 〈·, ·〉n,m on Cn+m given by
〈u, v〉n,m = u1v1 + · · ·+ unvn − un+1vn+1 − · · · − un+mvn+m.(2)
The group G ats holomorphially on D by
g(z) = (Az +B)(Cz +D)−1,(3)
if g =
(
A B
C D
)
is a blok matrix determined by the size of A being
n× n. The isotropy group of the origin is
K := S(U(n)× U(m))
=
{(
A 0
0 D
)
|A ∈ U(n), D ∈ U(m), det(A) det(D) = 1
}
,
and hene
D ∼= G/K.(4)
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2.1. Harish-Chandra deomposition. Let θ denote the Cartan in-
volution g 7→ (g∗)−1 on G. We use the same letter to denote its dier-
ential θ : g → g at the identity. Here, we have identied Te(G) with
g. Let
g = k⊕ p(5)
be the deomposition into the ±1 eigenspaes of θ respetively. In
terms of matries,
k =
{(
A 0
0 D
)
|A∗ = −A,D∗ = −D, tr(A) + tr(D) = 0
}
,(6)
p =
{(
0 B
B∗ 0
)}
,(7)
where the size A is n× n.
The Lie algebra g has a ompat Cartan subalgebra t ⊂ k, where
t =




is1 0 · · · 0 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · isn 0 · · · 0
0 · · · 0 it1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 0 · · · itm


|
si, tj ∈ R∑
i si +
∑
j tj = 0


.(8)
Its omplexiation, tC (the set of omplex diagonal traeless matri-
es), is a Cartan subalgebra of the omplexiation gC = sl(n+m,C),
where
gC = kC ⊕ pC.(9)
We let Eij denote the matrix with 1 at the entry orresponding to the
ith row and the jth olumn and zeros elsewhere. By E∗ij we mean the
dual linear funtional, i.e., E∗ij(z) = zij for z ∈ Mnm(C). Moreover,
we dene an ordered basis {Fj} for tC by
Fj := E
∗
jj − E
∗
j+1 j+1, j = 1, . . . , n+m− 1,(10)
F1 ≤ · · · ≤ Fn+m−1.
The root system, ∆(gC, tC) is given by
∆(gC, tC) = {E∗ii −E
∗
jj |1 ≤ i, j ≤ n+m, i 6= j}.(11)
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We denote the root E∗ii − E
∗
jj by αij. We dene a system of positive
roots, ∆+, by the ordering (10). Then
∆+ = {αij |j > i},(12)
and we let ∆− denote the omplement so that ∆ = ∆+ ∪ ∆−. For
a root, α, we let gα stand for the orresponding root spae. Then
gαij = CEij . For a root spae, g
α
, we either have gα ⊂ kC or gα ⊂ pC.
In the rst ase, we all the orresponding root ompat, and in the
seond ase we all it non-ompat. We denote the sets of ompat
and non-ompat roots by ∆k and ∆p respetively. Finally, we let ∆
+
p
and ∆−p denote the set of non-ompat positive roots and the set of
non-ompat negative roots respetively. We set
p+ =
∑
α∈∆+p
gα,(13)
p− =
∑
α∈∆−p
gα.(14)
These subspae are abelian Lie subalgebras of pC. Moreover, the rela-
tions
[kC, p+] ⊆ p+, [kC, p−] ⊆ p−, [p+, p−] ⊆ kC(15)
hold. We let KC, P+, and P− denote the onneted Lie subgroups
of the omplexiation of G, GC, with Lie algebras kC, p+, and p−
respetively. The exponential mapping exp : p± → P± is a dieomor-
phi isomorphism of abelian groups. As subspaes of the Lie algebra
gC = sl(n +m) we have the matrix realisations
p+ =
{(
0 z
0 0
)
|z ∈Mnm(C)
}
,(16)
p− =
{(
0 0
z 0
)
|z ∈Mmn(C)
}
.(17)
The Lie algebra gC an be deomposed as
gC = p+ ⊕ kC ⊕ p−.(18)
On a group level, the multipliation map
P+ ×KC × P− → GC, (p, k, q) 7→ pkq(19)
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is injetive, holomorphi and regular with open image ontainingGP+.
In fat, identifying the domain D with the subset{(
0 z
0 0
)
|z ∈ D
}
⊂ p+ and letting
Ω := expD =
{(
In z
0 Im
)
|z ∈ D
}
,
there is an inlusion
GP+ ⊂ ΩKCP−.(20)
For g ∈ G, we let (g)+, (g)0, and (g)− denote its P+, KC, and P−
fators respetively. The ation of g on D dened by
g(z) = log((g exp z)+)(21)
then oinides with the ation (3). In fat, for g =
(
A B
C D
)
, the
Harish-Chandra fatorisation is given by(
A B
C D
)
(22)
=
(
In BD
−1
0 Im
)(
A−BD−1C 0
0 D
)(
In 0
D−1C Im
)
.
For g as above, and exp z =
(
In z
0 Im
)
,
g exp z =
(
A Az +B
C Cz +D
)
,(23)
and hene
(g exp z)+ =
(
In (Az +B)(Cz +D)
−1
0 Im
)
(24)
by (22).
We also use the Harish-Chandra deomposition to desribe the dif-
ferentials dg(z) for group elements g at points z. We identify all
tangent spaes Tz(D) with p
+(∼= Mnm(C)). Then dg(z) : p+ → p+ is
given by the mapping
dg(z) = Ad((g exp z)0)|p+(25)
BRANCHING LAWS FOR MINIMAL HOLOMORPHIC REPRESENTATIONS 7
(f. [26℄). In the expliit terms given by (22), this mapping is given
by
dg(z)Y = (A− (Az +B)(Cz +D)−1C)Y D−1, Y ∈Mnm(C).
2.2. Strongly orthogonal roots. We reall that two roots, α and
β, are strongly orthogonal if neither α + β, nor α − β is a root. We
dene a maximal set of strongly orthogonal nonompat roots, Γ, in-
dutively by hoosing γk+1 as the smallest nonompat root strongly
orthogonal to eah of the members {γ1, . . . , γk} already hosen. When
the ordering of the roots in given as in (10), we get
Γ = {γ1, . . . , γm}, γj = E
∗
jj − E
∗
j+n j+n.(26)
We now let Eγj denote the elementary matrix that spans the root
spae gγj . Then the real vetor spae
a :=
n∑
j=1
R(Eγj − θEγj )(27)
is a maximal abelian subspae of p. We set
Ej := Eγj − θEγj .(28)
2.3. Shilov boundary. LetO(D) denote the set of holomorphi fun-
tions on D , and let O(D) denote the subset onsisting of those whih
have ontinuous extensions to the boundary. The Shilov boundary of
D is the set
S = {z ∈ V |Im − z
∗z = 0}.
It has the property that
sup
z∈D
|f(z)| = sup
z∈S
|f(z)|, f ∈ O(D),(29)
and it is minimal with respet to this property, i.e., no proper subset
of S has the property. The set S an also be desribed as the set of all
rankm partial isometries fromCm to Cn. The groupK = U(n)×U(m)
ats transitively on S by
(g, h)(z) = gzh−1.
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To nd the isotropy group of the xed element z0 :=
(
Im
0
)
, let
(g, h) ∈ U(n)× U(m) and write g in the form
g =
(
A B
C D
)
,
where A is of size m×m. Then
gz0h
−1 =
(
A B
C D
)(
h−1
0
)
=
(
Ah−1
Ch−1
)
.
So, the equality gz0h
−1 = z0 holds if and only if A = h and C = 0.
Sine g is unitary, the last ondition implies that also B = 0 and hene
the isotropy group is
K0 := (U(n)× U(m))z0 =
{
(g, h) ∈ U(n)× U(m)|g =
(
h 0
0 D
)}
.
Thus we have the desription
S = K/K0 = (U(n)× U(m))/U(n −m)× U(m)
of the Shilov boundary as a homogeneous spae.
In the sequel, we will often be onerned with the submanifold S∆
of S, where
S∆ :=


zξ :=


ξ1 · · · 0
.
.
.
.
.
. 0
0 · · · ξm
0 · · · 0
.
.
.
.
.
.
.
.
.
0 · · · 0


∈ S|ξ1, . . . , ξm ∈ S
1


.(30)
Also, we let diag(ξ) denote the m×m-matrix

 ξ1 · · · 0.
.
.
.
.
. 0
0 · · · ξm


. The
identity
zξ =
(
diag(ξ)
0
)
=
(
diag(ξ) 0
0 In−m
)(
Im
0
)
(31)
identies the matries in the submanifold S∆ with ertain osets in
K/K0.
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2.4. The real form X . Consider the mapping τ : D → D dened
by
τ(z) = z,(32)
where the onjugation is entrywise. It is an antiholomorphi involutive
dieomorphism of D . We let X denote the set of xed points of τ ,
i.e.,
X = {z ∈ D |τ(z) = z}.(33)
Moreover, τ denes an involution, whih we also denote by τ , of G
given by
τ(g) = τgτ−1.(34)
We let H denote the set of xed points, i.e.,
H = Gτ = {g ∈ G|τ(g) = g} .(35)
Clearly, H = SO(n,m), i.e., the elements in G with real entries. The
group H ats transitively on X , and the isotropy group of 0 in H is
L := H ∩K. Hene
X ∼= H/L.(36)
2.5. Minimal representation H1. We reall that the Bergman ker-
nel of D is given by
K(z, w) = det(In − zw
∗)−(n+m).(37)
It has the transformation property
K(gz, gw) = Jg(z)
−1K(z, w)Jg(w)
−1
,(38)
where Jg(z) denotes the omplex Jaobian of g at z. We let h(z, w)
denote the funtion
h(z, w) = det(In − zw
∗).(39)
Then, for real ν, the kernel
h(·, ·)−ν(40)
is positive denite if and only if ν belongs to the Wallah set, W.
Here,
W = {0, 1, . . . , m− 1}
⋃
(m− 1,∞)(41)
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(f. [3℄). The kernel h(·, ·)−ν satises the transformation rule
h(gz, gw)−ν = Jg(z)
− ν
n+mh(z, w)−νJg(w)
− ν
n+m .(42)
For ν ∈ W, we denote the Hilbert spae dened by the kernel h(·, ·)−ν
by Hν . A projetive representation, πν , of G is dened on Hν by
πν(g)f(z) = Jg−1(z)
ν
n+mf(g−1z).(43)
We will be onerned with the so alled minimal representation, i.e,
with the representation π1 on the spae H1.
3. The L-invariants
For any ν ∈ W, let
Hν =
⊕
k:=−(k1γ1+···+kmγm)
Pk
be the deomposition into K-types. Here Γ = {γ1, . . . , γm} is the
maximal strongly orthogonal set in ∆+p with ordering γ1 < · · · < γm
dened in the previous setion, and
k1 ≥ · · · ≥ km, ki ∈ N,(44)
and Pk is a representation spae for the K-representation of highest
weight that is realised inside the spae of homogeneous polynomials of
degree |k| = k1 + · · ·+ km on p+. When ν = 1, the weights ourring
in this sum are all of the form
k = −kγ1(45)
(f. [3℄). Taking L-invariants, we have
H
L
1 =
⊕
k
(Pk)L.
The data (K,L, τ) denes a Riemannian symmetri pair, and hene
(V k)L is at most one dimensional by the Cartan-Helgason theorem (f.
[6℄, Ch. IV, Lemma 3.6.).
We reall the ompat Cartan subalgebra t ⊂ k in (8). We let t˜
denote the Cartan subalgebra of u(n) ⊕ u(m) onsisting of all diag-
onal imaginary matries, i.e., matries of the form (8) but without
the requirement that the trae be zero. Then we have an orthogonal
deomposition
t˜ = t⊕ t⊥(46)
BRANCHING LAWS FOR MINIMAL HOLOMORPHIC REPRESENTATIONS 11
given by the Killing form.
Any linear funtional l ∈ t∗ extends uniquely to a funtional on t˜
whih annihilates the orthogonal omplement t˜⊥. We will denote these
extensions by the same letter l. Therefore, any dominant integral
weight on t parametrises an irreduible representation of u(n)⊕ u(m)
in whih t˜⊥ ats trivially. When λ = k = kγ1 is a K-type ourring
in H1, we denote the underlying representation spae for u(n)⊕ u(m)
by V λ. Moreover, the Cartan subalgebra t˜ is the sum
t = t1 ⊕ t2
of the orresponding subalgebras of u(n) and u(m) respetively. The
restritions of λ to t1 and t2 respetively dene integral weights, hene
they parametrise irreduible representations of the Lie algebras u(n)
and u(m) respetively. We denote the orresponding representation
spaes by V λn and V
λ
m. In what follows, λ will always denote the
extension to u(n) ⊕ u(m) of a weight of the form k in (45). We will
use the expliit realisations
V λn =
k
⊙ Cn,(47)
where the right hand side denotes the symmetri tensor produt de-
ned as a quotient of the k-fold tensor produt of Cn. In the following,
for a multiindex α = (α1, · · · , αn) ∈ Nn, we let
|α| := α1 + · · ·+ αn,(48)
α! := α1! · · ·αn!.(49)
For any hoie of orthonormal basis {e1, . . . , en} for Cn, the set
{eα := eα11 · · · e
αn
n ||α| = k}(50)
furnishes a basis for
k
⊙ Cn. We x an K-invariant inner produt, ‖·‖F ,
1
on
k
⊙ Cn by the normalisation
‖ek1‖
2
F = k!.(51)
Observe that we have suppressed both the indies k and n here. For
n xed, the norm in fat equals the restrition of the norm dened
on all polynomial funtions on Cn (we use the natural identiation
eα ↔ zα of symmetri tensor power with polynomial funtions)
〈p, q〉k := p(∂)(q
∗)(0),(52)
1
This is often alled the Fok-Fisher inner produt (f. [3℄).
12 HENRIK SEPPÄNEN
where p(∂) is the dierential operator dened by substituting ∂
∂ej
for
ej in p, and for q =
∑
α aαz
α
, q∗ is dened as
(
∑
α
aαz
α)∗ :=
∑
α
aαz
α.(53)
The suppressing of the index n will not ause any onfusion in what
follows. Finally, on the dual spae V λm we have the orresponding basis
{(e∗)α := (e∗1)
α1 · · · (e∗n)
αn ||α| = k},(54)
where {e∗1, . . . , e
∗
n} is the dual basis to {e1, . . . , en} with respet to the
standard inner produt on Cn. We also let ‖·‖F denote theK-invariant
norm on V λm normalised by
‖(e∗1)
k‖2F = k!.(55)
Lemma 1. For any hoie of orthonormal basis {e1, . . . , em} for Cm
and extension {e1, . . . , em, em+1, . . . , en} to an orthonormal basis for
Cn, the vetor
ιλ :=
∑
α∈Nm
|α|=k
fα ⊗ f
∗
α ∈ V
λ
n ⊗ (V
λ
m)
∗,
where fα =
eα
(α!)1/2
and f ∗α =
(e∗)α
(α!)1/2
, is K0-invariant.
Proof. We reall the identiation of the isotropi subgroup of the
xed element z0 with U(n − m) × U(m). From this it is lear that
it sues to prove that the vetor ιλ ∈ V λm ⊗ (V
λ
m)
∗ ⊂ V λn ⊗ (V
λ
m)
∗
is
invariant under the restrition of the representation of U(m)× U(m)
to the diagonal subgroup.
The vetor spae V λm ⊗ (V
λ
m)
∗
is naturally isomorphi to End(V λm),
the isomorphism being given by (u⊗v∗)(y) = v∗(y)u. Then, if y ∈ V λm
is the linear ombination y =
∑
β cβfβ ,
∑
α
fα ⊗ f
∗
α(y) =
∑
α,β
cβ〈fβ, fα〉fβ = y;
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i.e., ιλ orresponds to the identity operator. Moreover, for the ation
of u(m) on the tensor produt V λm ⊗ (V
λ
m)
∗
, we have
X(u⊗ v∗)(y) = (Xu⊗ v∗)(y) + (u⊗Xv∗)(y)
= v(y)Xu+ (Xv∗)(y)u
= v(y)Xu+ 〈y,Xv〉u
= v(y)Xu− 〈Xy, v〉u
= [X, u⊗ v∗](y),
where X ∈ u(m), u ∈ V λm, v
∗ ∈ (V λm)
∗, i.e., the ation as derivations
of the tensor produt orresponds to the ommutator ation on the
endomorphisms. In partiular, Xιλ = 0 for allX in u(m). This proves
the lemma. 
Sine the vetors in the representation spae V λ are holomorphi
polynomials, they are determined by their restritions to the Shilov
boundary S.
In the sequel, we use the Fok inner produt to dene an antilinear
identiation of V λm with (V
λ
m)
∗
by
v 7→ v∗, v∗(w) = 〈w, v〉F , w ∈ V
λ
m.
We let 〈·, ·〉 denote the inner produt on the tensor produt V λn ⊗(V
λ
m)
∗
indued by the Fok inner produts on the fators.
Proposition 2. The operator Tλ : V
λ
n ⊗ (V
λ
m)
∗ → V λ dened by
Tλ(u⊗ v
∗)(z) = 〈(g, h)ιλ, u⊗ v
∗〉,
where z = (g, h)K0 ∈ S, is a C-antilinear isomorphism of U(n) ×
U(m)-representations.
Proof. We rst observe that the left hand side is well dened as a
funtion of z by the invariane of ιλ.
The root system ∆(u(n)⊕ u(m), t) is the union of the root systems
∆(u(n), t1) and ∆(u(m), t2). Fix hoies of positive roots ∆
+(u(n), t1),
and ∆+(u(m), t2) respetively. We dene a system of positive roots in
∆(u(n)⊕ u(m), t) by
∆+(u(n)⊕ u(m), t) := ∆+(u(n), t1) ∪∆
+(u(m), t2).
Let uλ ∈ V λn be a lowest weight-vetor, and vλ ∈ V
λ
m be a highest
weight-vetor. Then uλ ⊗ v
∗
λ is a lowest weight-vetor in V
λ
n ⊗ (V
λ
m)
∗
.
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For H = (H1, H2) ∈ t1 ⊕ t2 we have
d
dt
(Tλ(uλ ⊗ v
∗
λ))(exp tH · z)t=0
=
d
dt
〈(exp tH1g, exp tH2h)ιλ, uλ ⊗ v
∗
λ〉t=0
=
d
dt
(〈(g, h)ιλ, (exp−tH1, exp−tH2)(uλ ⊗ v
∗
λ)〉)t=0
= 〈(g, h)ιλ, λ(−H1)uλ ⊗ v
∗
λ〉
+〈(g, h)ιλ, uλ ⊗ λ(−H2)v
∗
λ〉
= λ(H)Tλ(uλ ⊗ v
∗
λ)(z).
Thus Tλ(uλ ⊗ v∗λ) is a vetor of weight λ.
Any root vetor in u(n) ⊕ u(m) lies in either of the omponents.
Take therefore a positive root vetor E + iF ∈ u(n)C. Then
(E + iF, 0)(Tλ(uλ ⊗ v
∗
λ))(z)
=
d
dt
(〈(exp tEg, h)ιλ, uλ ⊗ v
∗
λ〉)t=0
+i
d
dt
(〈(exp tFg, h)ιλ, uλ ⊗ v
∗
λ〉)t=0
= 〈(g, h)ιλ, (−(E − iF )uλ ⊗ v
∗
λ)〉
= 0,
sine E − iF is a negative root vetor. Similarly one shows that the
positive root vetors in u(m) annihilate Tλ(uλ ⊗ v∗λ). The funtion
Tλ(uλ⊗v∗λ) on the Shilov boundary naturally extends to a holomorphi
polynomial on D whih belongs to H1. Hene Tλ(uλ ⊗ v∗λ) an be
written as nite sum of highest weight-vetors from the K-types of
H1. But it is a vetor of weight λ, and so by the multipliity-freeness
of the K-type deomposition, Tλ(uλ ⊗ v∗λ) is a highest weight-vetor
in V λ. 
Lemma 3. The spae (V λ)L is nonzero if and only if λ = −2kγ1 for
k ∈ N. In this ase, it is one-dimensional with a basis vetor ψk, where
ψk(zξ) :=
∑
β∈Nm
|β|=k
(
k
β
)2
(2β!)ξ2β,(56)
where zξ is the matrix dened in (30).
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Proof. We use the isomorphism from the proposition above. Then the
rst statement is obvious, sine for any λ = −jγ1, the representation
spae V λn is isomorphi to the spae of all polynomials of homogeneous
degree j on Cn, and the orresponding statement holds for V λm. Assume
therefore that λ = −2kγ1.
Clearly, the vetor (e21 + · · · + e
2
n)
k ⊗ ((e∗1)
2 + · · · + (e∗m)
2)k is an
L-invariant vetor in V λn ⊗ (V
λ
m)
∗
. We ompute its image under Tλ
when restrited to the matries in S∆.
Tλ((e
2
1 + · · ·+ e
2
n)
k ⊗ ((e∗1)
2 + · · ·+ (e∗m)
2)k)(zξ)
= 〈(gξ, Im)ιλ, (e
2
1 + · · ·+ e
2
n)
k ⊗ ((e∗1)
2 + · · ·+ (e∗m)
2)k〉
= 〈
∑
α
ξαfα ⊗ f
∗
α, (e
2
1 + · · ·+ e
2
n)
k ⊗ ((e∗1)
2 + · · ·+ (e∗m)
2)k〉
=
∑
α
ξα〈fα, (e
2
1 + · · ·+ e
2
n)
k〉〈f ∗α, ((e
∗
1)
2 + · · ·+ (e∗m)
2)k〉.
Sine the symmetri tensor (e21+· · ·+e
2
n)
k
has the monomial expansion
(e21 + · · ·+ e
2
n)
k =
∑
|β|=k
(
k
β
)
e2β ,
we get the equality
Tλ((e
2
1+ · · ·+e
2
n)
k⊗ ((e∗1)
2+ · · ·+(e∗m)
2)k)(zξ) =
∑
|β|=k
(
k
β
)2
(2β!)ξ2β.

Theorem 4. The polynomials ϕk of degree 2k, for k ∈ N, given by
ϕk(zξ) =
1
4kk!
(
m
2
)1/2
k
(
n
2
)1/2
k
∑
|β|=k
(
k
β
)2
(2β!)ξ2β
onstitute an orthonormal basis for the subspae, H L1 , of L-invariants.
Proof. The only thing that is left to prove is the normalisation part of
the statement, i.e., we need to ompute the norms of the polynomials
ψk.
Using the antilinear isomorphism Tλ, we an introdue an inner
produt
〈·, ·〉
′
λ := 〈T
−1
λ ·, T
−1
λ ·〉,
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where the the right hand side denotes the onjugate of the inner prod-
ut on the tensor produt indued by the Fok inner produts on the
fators, on V λ. By Shur's lemma, the equality
‖ · ‖F = Cλ‖ · ‖
′
λ
holds on V λ for some omplex onstant Cλ. To ompute this onstant,
we ompare the norms of the lowest weight-vetor uλ⊗v∗λ and the high-
est weigh-vetor Tλ(uλ⊗ v∗λ) in their respetive representation spaes.
Let {e1, . . . , em} and {e1, . . . , en} denote the standard orthonormal
bases for Cn and Cm respetively. Then uλ ⊗ v∗λ = e
2k
1 ⊗ (e
2k
1 )
∗
, and
‖e2k1 ⊗ (e
2k
1 )
∗‖ = (2k)!.
Moreover, the normalised lowest weight-vetor
e2k1 ⊗(e
∗
1)
2k
(2k)!
maps to
Tλ
(
e2k1 ⊗ (e
∗
1)
2k
(2k)!
)
,
where
Tλ
(
e2k1 ⊗ (e
∗
1)
2k
(2k)!
)
(zξ) = ξ
2k
1
= p11(zξ),
where p11 is the highest weight vetor given by p11(z) = z
2k
11 . Sine
‖p11‖F =
√
(2k)!, we see that Cλ =
√
(2k)!.
The norm of (e21+ · · ·+e
2
n)
k⊗(((e∗1)
2+ · · ·+(e∗m)
2) is straightforward
to ompute. In fat,
‖(e21 + · · ·+ e
2
n)
k‖2F ‖((e
∗
1)
2 + · · ·+ (e∗m)
2)k‖2F = (k!)
2
(m
2
)
k
(n
2
)
k
.
Finally, we have the equality
‖ · ‖21 =
1
(2k)!
‖ · ‖2F(57)
(f. [3℄) relating the H1-norm to the Fok-Fisher norm on the K-type
2k = −2kγ1, and this ends the proof. 
4. The ation of the Casimir element on the L-invariants
We onsider the representation of the universal enveloping algebra
U(hC) dened for all X ∈ h by
f 7→
d
dt
π1(exp tX)f |t=0,(58)
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for f in the dense subspae, H ∞1 , of analyti vetors, and extended
to a homomorphism U(hC) → End(H ∞1 ). We will denote this repre-
sentation too by π1. We reall that the Casimir element, C ∈ U(hC) is
given by
C = X21 + · · ·+X
2
p − Y
2
1 − · · · − Y
2
q ,(59)
where {Xi, i = 1, . . . , dimq} and {Yi, i = 1, . . . , diml} are any orthog-
onal bases for q and l respetively with respet to the Killing form,
B(·, ·), on h suh that
B(Xi, Xi) = 1, i = 1, . . . , dim q,
B(Yi, Yi) = −1, i = 1, . . . , dim l.
Consider now the left regular representation, l, of H on C∞(H/L),
i.e., l(h)f(x) = f(h−1x). We dene an operator R1 : H1 → C∞(H/L)
by
R1f(x) := h(x, x)
−1/2f(x).(60)
This is the generalised Segal-Bargmann transform due to Ólafsson and
Ørsted (f. [21℄). A nie introdution to this transform in a more gen-
eral ontext an also be found in Ólafssons overview paper [20℄. The
following lemma is an immediate onsequene of the transformation
rule (42).
Lemma 5. The operator R1 : H1 → C∞(H/L) is H-equivariant.
Moreover, the Casimir element ats on C∞(H/L) as the Laplae-
Beltrami operator, L, for the symmetri spae H/L. We reall the
"polar oordinate map" (f. [5℄, Ch.IX)
φ : L/M ×A+ → (H/L)′,(61)
(lM, a) 7→ laL
Here (H/L)′ := H ′/L, where H ′ is the set of regular elements in H ,
and A+ = exp a+, where
a+ = {t1E1 + · · ·+ tmEm|ti ≥ 0, i = 1, . . . , m}.(62)
The map φ is a dieomorphism onto an open dense set inH/L. Hene,
any f ∈ C∞(H/L)L is uniquely determined by its restrition to the
submanifold A+ · 0 = ψ({eM}×A+). In fat, the restrition mapping
f 7→ f |A+·0 denes an isomorphism between the spaes C
∞(H/L)L
and C∞(A+ ·0)NL(a)/ZL(a). The spae C∞(H/L)L is invariant under the
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Laplae-Beltrami operator. Reall that the radial part of the Laplae-
Beltrami operator is a dierential operator, ∆L, on the submanifold
A+ · 0 with the property that the diagram
C∞(H/L)
L
−−−→ C∞(H/L)y y
C∞(A+ · 0)
∆L
−−−→ C∞(A+ · 0)
,
where the vertial arrows denote the restrition map, ommutes.
Moreover, the funtions in H1 are determined by their restritions
to the real submanifold H/L, and the L-invariant funtions are de-
termined by their restritions to A+ · 0. By Lemma 5 and the above
disussion, we have the following ommuting diagram.
H L1
pi1(C)
−−−→ H L1y y
C∞(A+ · 0)
R−11 ∆LR1−−−−−−→ C∞(A+ · 0)
,
where, again, the vertial arrows denote the restrition maps.
In what follows, we will ompute the ation of the operatorR−11 ∆LR1
on the subspae H L1 .
The radial part of the Laplae-Beltrami operator of H/L is given
by (f.[6℄, Ch. II, Prop. 3.9)
4∆L =
m∑
j=1
∂2
∂t2j
+
∑
m≥i≥j≥1
coth(ti ± tj)(
∂
∂ti
±
∂
∂tj
)
+(n−m)
m∑
j=1
coth tj
∂
∂tj
.
The oordinates ti are related to the Eulidean oordinates xi by xi =
tanh ti, i.e.,
A+ · 0 = {(x1, . . . , xm)|0 ≤ x1 ≤ x2 ≤ · · · ≤ xm < 1}(63)
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In the oordinates xi, the operator 4R
−1
1 ∆LR1 := 4L
1
has the expres-
sion
4L1 =
m∑
i=1
(
−(1− x2i )− x
2
i − 2xi(1− x
2
i )
∂
∂xi
+ (1− x2i )
2 ∂
2
∂x2i
)
+
m∑
i=1
(
2x2i − 2xi(1− x
2
i )
∂
∂xi
)
+(n−m)
m∑
i=1
(
−1 − xi
∂
∂xi
+
1
xi
∂
∂xi
)
+2
∑
m≥i>j≥1
(
−1 +
(1− x2i )(1− x
2
j )
x2i − x
2
j
(
xi
∂
∂xi
− xj
∂
∂xj
))
.
The following lemma is proved by a straightforward alulation. A
proof for a similar deomposition an be found in [33℄.
Lemma 6. The operator 4R−11 ∆LR1 an be written as a sum of three
operators, L−,L0 and L+ that lower, keep and, respetively, raise the
degrees of the polynomials ψk. In fat,
L− =
m∑
i=1
(
∂2
∂x2i
+
n−m
xi
∂
∂xi
)
+ 2
∑
m≥i>j≥1
1
x2i − x
2
j
(
xi
∂
∂xi
− xj
∂
∂xj
)
,
L0 = −mn +
m∑
i=1
(
(−4 − (n−m))xi
∂
∂xi
− 2x2i
∂2
∂x2i
)
−2
∑
m≥i>j≥1
x2i + x
2
j
x2i − x
2
j
(
xj
∂
∂xj
− xi
∂
∂xi
)
,
L+ =
m∑
i=1
(
2x2i + 4x
3
i
∂
∂xi
+ x4i
∂2
∂x2i
)
+2
∑
m≥i>j≥1
x2ix
2
j
x2i − x
2
j
(
xi
∂
∂xi
− xj
∂
∂xj
)
.
Proposition 7. The operator L1 ats on the (unnormalised) orthog-
onal system {ψk} as the Jaobi operator
L1ψk = Akψk−1 +Bkψk + Ckψk+1,
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where
Ak = 4k
4 + (4(m− 2) + 2(n−m))k3(64)
+((m2 − 4m+ 4) + (n−m)(m− 2))k2,
Bk = −2k
2 −
n+m
2
k −
mn
4
,
Ck =
1
4
.
Proof. It follows from the above lemma that the operator is a Jaobi
operator. In order to identify the oeients Ak, Bk, and Ck, we eval-
uate the polynomials at points (x1, 0) := (x1, 0, . . . , 0). Then we have
L+ψk((x1, 0)) =
(
2x21 + 4x
3
1
∂1
∂x1
+ x41
∂21
∂x21
)
ψk((x1, 0))
= (2 + 8k + 2k(2k − 1))(2k)!x2k+21
=
4k2 + 6k + 2
(2k + 2)(2k + 1)
ψk+1((x1, 0))
= ψk+1((x1, 0)),
whene Ck =
1
4
.
We now investigate the ation of the operators
xi
∂
∂xi
−xj
∂
∂xj
x2i−x
2
j
that our
in L− and in L0. For i and j xed, we write the symmetri polynomial
ψk as a sum (suppressing here the indies k, i and j in order to inrease
readability)
ψk =
∑
c≥d≥0
pc,d(x)(x
2c
i x
2d
j + x
2d
i x
2c
j ),
where the pc,d are symmetri polynomials in the variables other than
xi and xj . The operator then ats on the seond fator of eah term,
and
xi
∂
∂xi
− xj
∂
∂xj
x2i − x
2
j
(x2ci x
2d
j + x
2d
i x
2c
j )
= 2(c− d)(xixj)
2d(x
2(c−d−1)
i + · · ·+ x
2(c−d−1)
j ).
BRANCHING LAWS FOR MINIMAL HOLOMORPHIC REPRESENTATIONS 21
Evaluating the right hand side at (x1, 0) (whene xi = 0) yields zero
unless d = 0, in whih ase we get 2cx
2(c−1)
j . Therefore,
1
x2i − x
2
j
(
xi
∂
∂xi
− xj
∂
∂xj
)
(ψk)((x1, 0))
=
k∑
c=0
pc,0((x1, 0))(2cx
2(c−1)
j )((x1, 0)).
We now onsider two separate ases.
(1) If j = 1, then evaluating the polynomial pc,0 at a point (x1, 0)
yields zero unless it is a onstant polynomial, i.e., unless c = k.
In this ase, pk,0 = (2k)!.
(2) If j 6= 1, then evaluating pc,02cx
2(c−1)
j at (x1, 0) gives zero unless
c = 1, in whih ase we get the value
2p1,0(x1, 0) = 2
(
k!
(k − 1)!
)2
(2(k − 1))!2!x2k−21
= 4k2(2(k − 1))!x2k−21 .
Hene, we have
∑
m≥i>j≥1
1
x2i − x
2
j
(
xi
∂
∂xi
− xj
∂
∂xj
)
(ψk)((x1, 0))
= (m− 1)2k(2k)!x2k−21 +
(
m− 1
2
)
4k2(2(k − 1))!x2k−21 .
From this, we onlude that
L−ψk((x1, 0))
= 2
(
(m− 1)2k(2k)!x2k−21 +
(
m− 1
2
)
4k2(2(k − 1))!x2k−21
)
x2k−21
+
(
2k(2k − 1)(2k)! + (m− 1)4k2(2(k − 1))!
)
x2k−21
+
(
(n−m)2k(2k)! + 4(m− 1)(n−m)k2(2(k − 1))!
)
x2k−21
+(4(m2 − 4m+ 4) + 4(n−m)(m− 2))(2(k − 1))!x2k−21 ,
and hene
Ak = 4k
4 + (4(m− 2) + 2(n−m))k3
+((m2 − 4m+ 4) + (n−m)(m− 2))k2.
22 HENRIK SEPPÄNEN
Similarly, we see that
L0ψk((x1, 0)) = (−mn + (−(n−m)− 4)2k − 4k(2k − 1))(2k)!x
2k
1
−2(m− 1)2k(2k)!x2k1
= (−8k2 + (−4(m− 1)− 2(n−m)− 4)k −mn)ψk((x1, 0)),
and hene the value of Bk. 
Theorem 8. The Hilbert spae H L1 is isometrially isomorphi to the
Hilbert spae L2(Σ, µ), where
Σ = (0,∞) ∪ {i(
1
2
−
n−m
4
+ k)|k ∈ N,
1
2
−
n−m
4
+ k < 0},
and µ is the measure dened by∫
Σ
fdµ =
1
2π
∫ ∞
0
∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c + ix)Γ(2ix)
∣∣∣∣
2
f(x)dx+(65)
Γ(a+ c)Γ(c+ b)Γ(b− c)Γ(a− c)
Γ(−2c)
×
∑
j∈N
c+j<0
(2c)j(c+ 1)j(c+ b)j(c+ a)j
(c)j(c− b+ 1)j(c− a+ 1)j
(−1)j
×f(−(c + j)2),
where the onstants a, b, and c are given by
a =
m− 1
2
+
n−m
4
,(66)
b =
1
2
+
n−m
4
,
c =
1
2
−
n−m
4
.
Under the isomorphism, the operator L1 orresponds to the multipli-
ation operator f 7→ −(a2 + x2)f .
Proof. We reall the ontinuous dual Hahn polynomials, Sk(x
2; a, b, c),
(f. [16℄) dened by
Sk(x
2; a, b, c)
(a + b)k(a+ c)k
=3 F2
(
−k, a + ix, a− ix
a+ b, a+ c
|1
)
.(67)
Here, (·)k denotes the Pohhammer symbol dened as
(t)0 = 1,
(t)k = t(t+ 1) · · · (t + k − 1), k ∈ N
+.
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Suppressing the parameters and denoting the left hand side above by
S˜k(x
2), these polynomials satisfy the reurrene relation
− (a2 + x2)S˜k(x
2) = A′kS˜k−1(x
2) +B′kS˜k(x
2) + C ′kS˜k+1(x
2),(68)
where the reursion onstants A′k, B
′
k, and C
′
k are given by
A′k = k(k + b+ c− 1),(69)
C ′k = (k + a+ b)(k + a+ c),(70)
B′k = −(A
′
k + C
′
k).(71)
Under a renormalisation of the form
Sk(x
2, a, b, c) 7→ αkSk(x
2, a, b, c) := Sk(x
2, a, b, c)α,
where αk is some sequene of omplex numbers, the orresponding
polynomials S˜αk will also satisfy a reurrene relation of the type in
(68), with onstants, Aαk , B
α
k , C
α
k , given by
Aαk =
αk
αk−1
A′k,(72)
Bαk = B
′
k,(73)
Cαk =
αk
αk+1
C ′k.(74)
From this we an see that the produt A′k+1C
′
k = A
α
k+1C
α
k is invariant.
Consider now the ontinuous dual Hahn polynomials with Sk(x
2; a, b, c),
with the parameters a, b, c from (66). These polynomials satisfy the
orthogonality relation (f. [16℄)
1
2π
∫ ∞
0
∣∣∣∣Γ(a+ ix)Γ(b + ix)Γ(c+ ix)Γ(2ix)
∣∣∣∣
2
Sk(x
2; a, b, c)Sl(x
2; a, b, c)dx
+
Γ(a+ c)Γ(c+ b)Γ(b− c)Γ(a− c)
Γ(−2c)
×
∑
j∈N
c+j<0
(2c)j(c+ 1)j(c+ b)j(c+ a)j
(c)j(c− b+ 1)j(c− a+ 1)j
(−1)j
×Sk(−(c+ j)
2; a, b, c)Sl(−(c + j)
2; a, b, c)
= Γ(k + a+ b)Γ(k + a+ c)Γ(k + b+ c)k!δkl.(75)
By a straightforward omputation one sees that the orresponding
onstants A′k, B
′
k, and C
′
k are related to the Jaobi onstants Ak, Bk,
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and Ck in (65) by
Ak+1Ck = A
′
k+1C
′
k,
Bk = B
′
k.
We an thus use (74) to dene a sequene αk reursively in suh a way
that the resulting polynomials S˜αk satisfy the reurrene relation
− (a2 + x2)S˜αk (x
2) = AkS˜
α
k−1(x
2) +BkS˜
α
k (x
2) + CkS˜
α
k+1(x
2)(76)
with the same Jaobi onstants as the operator 4L1. More preisely,
we set
α0 :=
(
Γ
(m
2
)
Γ
(n
2
))−1/2
,(77)
αk+1 :=
1
4
(
k +
m
2
)(
k +
n
2
)−1
αk.(78)
Then αk =
(
Γ(m
2
)Γ(n
2
)
)−1/2
4k
(
m
2
)
k
(
n
2
)
k
, and hene, by (75), we have
‖S˜αk ‖
2
L2 = 4
2k(k!)2
(m
2
)
k
(n
2
)
k
(79)
= ‖ψk‖
2
1.(80)
Therefore, the operator T0 : H
L
1 → L
2(Σ, dµ) dened by
T0ψk = S˜
α
k(81)
is a unitary operator whih diagonalises the restrition of the operator
L1 to H L1 . 
Theorem 9. For eah x ∈ Σ, there exists a Hilbert spae Hx and an
irreduible unitary spherial representation, πx, of H on Hx suh that
(1) If vx ∈ Hx is the anonial spherial vetor, then there is an
isometri embedding of Hilbert spaes L2(Σ, µ) ⊂
∫
Σ
Hxdµ(x)
given by
f 7→ sf ,
where sf (x) := f(x)vx.
(2) The operator T0 extends uniquely to an H-intertwining unitary
operator
T : (π1,H1)→
(∫
Σ
πxdµ(x),
∫
Σ
Hxdµ(x)
)
.(82)
BRANCHING LAWS FOR MINIMAL HOLOMORPHIC REPRESENTATIONS 25
Proof. The Banah algebra L1(H) equipped with onvolution as mul-
tipliation arries the struture of a Banah
∗
-algebra when the in-
volution
∗
is dened as f ∗(h) = f(h−1). The representation π1 of H
indues a representation of L1(H) by
π(f) =
∫
H
f(h)π1(h)dh.(83)
If L1(H)# denotes the subalgebra of left and right L-invariant L1-
funtions, the losed C∗-algebra generated by π1(L
1(H)#) and the
identity operator is a ommutative C∗-algebra. Moreover, the Casimir
operator π1(C) ommutes with all the operators π1(f) for f ∈ L1(H)#.
Hene, (by [1℄,Vol. I, Thm 1, p. 77), the diagonalisation of the Casimir
operator yields a simultaneous diagonalisation of the whole ommuta-
tive algebra π1(L
1(H)#).
For f ∈ L1(H)#, we let the funtion f˜ : Σ → C be the multiplier
orresponding to the operator Tπ1(f)T
−1 : L2(Σ, µ) → L2(Σ, µ). For
eah x ∈ Σ, we let λx denote the multipliative funtional
λx(f) := f˜(x),(84)
whih learly is bounded almost everywhere with respet to µ. The
equality
〈π1(f)ϕ0, ϕ0〉1 =
∫
Σ
λx(f)dµ(x)
holds for f ∈ L1(H)#, i.e., the positive funtional
Φ0(f) := 〈π1(f)ϕ0, ϕ0〉1, f ∈ L
1(H)#(85)
is expressed as an integral of haraters.
By [28℄ (Thm. 10) there exists a diret integral deomposition into
unitary spherial irreduible representations of the form (82), and it
expresses the funtional Φ0 as an integral of haraters against the
orresponding measure. This measure is supported on the haraters
given by positive denite spherial funtions. By [25℄ (Thm. 11.32),
suh an integral expression for bounded positive funtionals is unique,
and hene every harater λx an be expressed by a positive denite
spherial funtion φx as
λx(f) =
∫
H
f(h)φx(h)dh.
The rest now follows from the proof of Thm. 10 in [28℄.
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
5. A subrepresentation of π1|H
Reall that the boundary ∂D is the disjoint union of m G-orbits.
More speially, for j = 1, . . . , m, let ej denote the n × m matrix
with 1 at position (j, j) and all other entries zero. Then
∂D =
m⋃
r=1
G(e1 + · · ·+ er)
and the inlusion
G(e1 + · · ·+ er+1) ⊆ G(e1 + · · ·+ er)
holds for r = 1, . . . , m− 1. The Shilov boundary is the G-orbit of the
rank m partial isometry e1 + · · · + em. It is also the K-orbit of this
element. We onsider now the "real part", Y , of the Shilov boundary,
i.e.,
Y := S ∩Mnm(R).(86)
Then Y is the homogeneous spae H/P0, where P0 is the maximal
paraboli subgroup dened by the one dimensional subalgebra
a0 = R(E1 + · · ·+ Em)
of a (f. (28)). We let P0 = M0A0N0 be the Langlands deomposition.
Then Y an also be desribed as a homogeneous spae Y = L/L∩M0.
Consider the one dimensional representation with harater
l 7→ | detAd−1
l/l∩m0
(l)|(87)
of L ∩M0. The indued representation Ind
L
L∩M0
(| detAd−1
l/l∩m0
|) is re-
alised on the spae of setions of the density bundle of Y = L/L∩M0.
The representation (87) is in fat trivial, and this allows us to dene
an L-invariant setion, ω, by
ω(l(L ∩M0)) := le(L∩M0)ω0,(88)
where ω0 6= 0 ∈ D(Te(L∩M0)) is arbitrary, where D(Te(L∩M0)) denotes
the vetor spae of densities on Te(L∩M0). The setion ω then orre-
sponds to a onstant funtion Fω : L → C. In the usual way, we
will sometimes identify ω with the measure it denes by integration
against ontinuous funtions. We then use measure theoreti notation
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and write
∫
Y
ϕdω for
∫
Y
ϕω. Moreover, we hoose ω0 in (88) so that
this measure is normalised.
Using the identiation l/l ∩ m0 ≃ h/p0, the representation (87)
extends to the representation δ0 of p0 given by
δ0(m0a0n0) = | det(Adh/p0(m0a0n0)
−1|.(89)
Clearly, δ0(m0a0n0) = e
2ρ0(log a0)
, where ρ0 denotes the half sum of the
restrited roots. The ation of H as pullbaks (atually, the inverse
mapping omposed with pullbak) on densities is equivalent to the left
ation dened by the representation Ind
H
P0
(δ0). For the extension of
the funtion Fω to a P0 equivariant funtion H → C (whih we still
denote by Fω), we then have
Fω(k0m0a0n0) = e
−2ρ0(log a0)Fω(k0) = e
−2ρ0(log a0)Fω(e).(90)
From this, it follows that
h∗ω(l(L ∩M0) = e
−2ρ0(logA0(hl)ω(l(L ∩M0)).(91)
The ation of H on Y an either be desribed on the oset spae H/P0
in terms of the Langlands deomposition for P0, or in terms of the
geometri ation on the boundary of D dened by the Harish-Chandra
deomposition. The next proposition expresses the transformation of
ω under H in terms of the latter desription.
Lemma 10. The density ω transforms under the ation of H as
h∗ω(v) = Jh(v)
( n−1n+m)ω(v).(92)
Proof. The idea of the proof is to use the (non-unique) fatorisation
H = LM0A0N0 of H . We prove that the group N0 xes the referene
point e1+ · · ·+em and ats with Jaobian equal to one on the tangent
spae at e1 + · · · + em, and the group elements in M0 have Jaobian
equal to one at e1 + · · ·+ em. By the hain rule for dierentiation, it
then sues to prove the statement for all group elements in A0.
In the Langlands deomposition p
min
= m⊕ a⊕ n for the minimal
paraboli subgroup, the subalgebra n is generated by the restrited
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root spaes
⊕
m≥j>i≥1
hE∗j+E∗i =

Xq =

 −q 0 q0 0 0
−q 0 q

 |qt = −q

 ,
⊕
m≥j>i≥1
hE∗j−E∗i =

Xu =

 u
t − u 0 u+ ut
0 0 0
u+ ut 0 ut − u

 |u is upper triang.

 ,
m⊕
j=1
hE∗j =

Xz =

 0 z
t 0
−z 0 z
0 zt 0



 ,
where the matries are written in bloks in suh a way that the blok-
rows are of heightm,n−m, andm respetively, and the blok-olumns
are of width m,n−m, and m respetively.
In the Langlands deomposition m0⊕ a0⊕ n0, the entraliser, m0 of
a0 is the diret sum
m0 = m⊕
⊕
m≥j>i≥1
hE∗j−E∗i ,
and
n0 =
⊕
m≥j>i≥1
hE∗j+E∗i ⊕
m⊕
j=1
hE∗j .(93)
The matries Xq and Xz ommute, so in order to prove that the ele-
ments in N0 have Jaobian equal to one at e1 + · · ·+ em, it sues to
onsider elements of the form
expXq =

 1− q 0 q0 1 0
−q 0 1 + q

 ,
expXz =

 1−
ztz
2
zt z
tz
2
−z 1 z
−z
tz
2
zt 1 + z
tz
2


separately.
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We have
expXq exp(e1 + · · ·+ em) =

 1− q 0 q0 1 0
−q 0 1 + q



 1 0 10 1 0
0 0 1


=

 1− q 0 10 1 0
−q 0 1

 .
If we write this matrix in the blok form
(
A B
C D
)
, then the KC-
omponent in the Harish-Chandra deomposition is given by(
A−BD−1C 0
0 D
)
= In+m,
and hene
JexpXq(e1 + · · ·+ em) = 1.(94)
Next, we onsider the ation of expXz. We have
expXz exp(e1 + · · ·+ em) =

 1−
ztz
2
zt 1
−z 1 0
−z
tz
2
zt 1

 .
Here, the KC-omponent is given by
KC(expXz exp(e1 + · · ·+ em)) =

 1 0 0−z 1 0
0 0 1

 .
The omplex dierential of expXz at e1 + · · ·+ em is then the linear
mapping
d expXz(e1 + · · ·+ em)Y =
(
1 0
z 1
)
Y,(95)
where we have identied the tangent spaes with p+ = Mnm(C).
Clearly, the determinant of this mapping is
det
(
1 0
z 1
)m
= 1.(96)
Consider now the subgroupM0. Its Lie algebra m0 is redutive with
Cartan involution given by the restrition of θ and the orresponding
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deomposition is
m0 = m0 ∩ l⊕m0 ∩ q.
The abelian subalgebra a is inluded in m0∩ q, and therefore (f. [10℄,
Prop. 7.29)
m0 ∩ q =
⋃
l∈M0∩L
Ad(l)a.(97)
We now investigate the Jaobians of arbitrary group elements in A.
For H = t1E1 + · · ·+ tmEm,
expH =

 ∆(cosh t) 0 ∆(sinh t)0 1 0
∆(sinh t) 0 ∆(cosh t)

 ,
where ∆(cosh t) denotes the m × m diagonal matrix with entries
cosh t1, . . . , cosh tm, and the other bloks are analogously dened. Then
exp(t1E1 + · · ·+ tmEm) exp(e1 + · · ·+ em)
=

 ∆(cosh t) 0 ∆(cosh t + sinh t)0 1 0
∆(sinh t) 0 ∆(cosh t + sinh t)


The KC-omponent is
KC(exp(t1E1 + · · ·+ tmEm) exp(e1 + · · ·+ em))
=

 ∆(e
−t) 0 1
0 1 0
0 0 ∆(et)

 ,
so the dierential d(exp(t1E1 + · · · + tmEm))(e1 + · · · + em) is the
mapping (
Y1
Y2
)
7→
(
∆(e−2t)Y1
Y2∆(e
−t)
)
,
where Y1 is the upper m×m blok of the n×m matrix in the tangent
spae. Counting the multipliities of the eigenvalues e−tj , we see that
Jexp(t1E1+···+tmEm)(e1 + · · ·+ em) = e
−(n+m)
Pm
j=1 tj .(98)
If we write a as the orthogonal sum a = a0 ⊕ (a0)⊥ (with respet to
the Killing form), then (a0)
⊥
onsists of those t1E1 + · · ·+ tmEm in a
BRANCHING LAWS FOR MINIMAL HOLOMORPHIC REPRESENTATIONS 31
for whih
∑m
j=1 tj = 0. From the identities (94), (96), (97), and (98)
we an thus onlude that
Jh(e1 + · · ·+ em) = JA0(h)(e1 + · · ·+ em).(99)
On the other hand, by (93),
2ρ0(t(E1 + · · ·+ Em))))(100)
= 2
m(m− 1)
2
t+m(n−m)t = m(n− 1)t,
so
e−2ρ0(t(E1+···+Em))(101)
= (Jexp(t(E1+···+Em))(e1 + · · ·+ em))
n−1
n+m .

In what follows, we will dene a Hilbert spae of funtions on the
manifold Y . Hilbert spaes of a similar kind were also onsidered by
Neretin and Olshanski in [19℄. One dierene is that their spaes were
not dened using a limit proedure (see the next denition below).
We begin by introduing some notation. For a ontinuous funtion,
f , on Y and r ∈ (0, 1), we dene the funtion Fr : Y → C by
Fr(u) :=
∫
Y
f(v) det(In − ruv
t)−1dω(v).(102)
We onstrut the Hilbert spae by requiring that the following spae
of funtions be dense.
Denition 11. Let C0 denote the set of all ontinuous funtions
f : Y → C suh that the limit funtion
F (u) := lim
r→1
Fr(u)
exists in the supremum norm.
On C0 we dene a sesquilinear form 〈 , 〉C0 by
〈f, g〉C0 =
∫
Y
f(u)G(u)dω(u).(103)
By the Dominated Convergene Theorem, we have∫
Y
f(u)G(u)dω(u)(104)
= lim
r→1
∫
Y
f(u)
∫
Y
g(v) det(In − ruv
t)−1dω(v)dω(u),
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and hene the form 〈 , 〉C0 is positive semidenite. Let N denote
the spae of funtions of norm zero, i.e.,
N = {f ∈ C0|〈f, f〉C0 = 0}.(105)
Then the quotient spae C0/N together with the indued sesquilinear
form,
˜〈 , 〉C0 , is a pre-Hilbert spae. We dene C to be the Hilbert
spae ompletion of C0 with respet to
˜〈 , 〉C0 . We denote the inner
produt on C by 〈 , 〉C .
Proposition 12. The ation τ of H on C0 given by
τ(h)f(η) := Jh−1(η)
βf(h−1η),(106)
where β = n−2
n+m
, desends to a unitary representation of H on C .
Proof. It sues to prove that the dense subspae C0/N of C is H-
invariant and that the ation is unitary on C0/N . For this, it learly
sues to prove that the spae C0 isH-invariant, and thatH preserves
the sesquilinear form 〈 , 〉C0 , sine then the subspae N is also H-
invariant.
Consider rst the mapping f 7→ F in Denition 11. We write K1
for the reproduing kernel. For h ∈ H , we then have∫
Y
τ(h)f(v)K1(ru, v)dω(v) =
∫
Y
Jh(h
−1v)−βf(h−1)K1(ru1, v)dω(v)
=
∫
Y
Jh(v
′)−β+
n−1
n+mf(v′)K1(ru1, hv
′)dω(v′),
by the transformation property for the measure ω. By the transfor-
mation rule for the reproduing kernel K1, we have∫
Y
Jh(v
′)−β+
n−1
n+mf(v′)K1(ru1, hv
′)dω(v′)
=
∫
Y
Jh(h
−1ru)−
1
n+mf(v′)K1(h
−1ru, v′)dω(v′).
Therefore,
lim
r→1
∫
Y
τ(h)f(v)K1(ru, v)dω(v) = Jh(h
−1u)−
1
n+mF (h−1u),
where the onvergene is uniform in u, so C0 is H-invariant.
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Next, take f, g ∈ C0. Then, 〈τ(h)f, τ(h)g〉C0 is given by
〈τ(h)f, τ(h)g〉C0 =
∫
Y
Jh(h
−1u)f(h−1u)Jh(h
−1u)−
1
n+mG(h−1u)dω(u)
=
∫
Y
f(v′)G(v′)dω(v′)
= 〈f, g〉C0,
where the seond equality follows from the transformation property of
ω. 
The next proposition gives a suient ondition for the Hilbert
spae C to be nonzero.
Proposition 13. The (equivalene lass modulo N of the) onstant
funtion 1 belongs to the pre-Hilbert spae C0/N if and only if n−m >
2.
Proof. Reall that the reproduing kernel has a series expansion
det(In − zw
∗)−1 =
∞∑
k=0
k!Kk(z, w),
where Kk(z, w) is the reproduing kernel with respet to the Fok-
Fisher norm for the K-type indexed by k. The funtions
z 7→
∫
Y
K2k(z, v)dω
are then L-invariant vetors in the K-type 2k and hene dier from
the L-invariants ψk by some onstants depending on k. We determine
these by omputing the integrals for a suitable hoie of z.
Before we begin with the omputations, onsider the bration
p : Y → Sn−1, p(v) = v(e1).
For u ∈ Sn−1, the bre p−1(u) an be identied with the set of all rank
m−1 partial isometries from Rm to (Ru)⊥. Moreover, p is equivariant
with respet to the ations of O(n) on Y and Sn−1. Hene the equality∫
Sn−1
fdσ =
∫
Y
f ◦ p dω,(107)
where σ denotes the normalised rotation invariant measure on Sn−1,
holds for all f ∈ C(Sn−1).
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Choose now z = λe1, where 0 < λ < 1. Sine zv
t
is a matrix of
rank one, det(In − zvt)−1 = (1− tr(zvt))−1. Hene∫
Y
(1− tr(zvt))−1dω =
∫
Y
(1− λv11)
−1dω =
∫
Y
(1− λp(v)1)
−1dω.
By (107), we have∫
Y
(1− λp(v)1)
−1dω =
∫
Sn−1
(1− λu1)
−1dσ(u).
Moreover,∫
Sn−1
(1− λu1)
−1dσ(u) =
∞∑
j=0
λj
∫
Sn−1
uj1dσ(u).
The integrands on the right hand side depend only on the rst oor-
dinate, and hene the integrals an be written as integrals over the
open interval (−1, 1) in R (f. [24℄ 1.4.4.). In fat,∫
Sn−1
uj1dσ(u) =
Γ(n/2)
Γ(1/2)Γ((n− 1)/2)
∫ 1
−1
(1− x2)(n−2)/2−1xjdx.
This integral is zero for odd j, and for j = 2k, we have∫ 1
−1
(1− x2)(n−2)/2−1xjdx = B
(
2k + 1
2
,
n− 1
2
)
:=
Γ(2k+1
2
)Γ(n−1
2
)
Γ(2k+n
2
)
.
Therefore,∫
Sn−1
(1− λu1)
−1dσ(u) =
∞∑
k=0
Γ(n
2
)Γ(2k+1
2
)
Γ(1
2
)Γ(2k+n
2
)
λ2k.
From this, it follows that for an arbitrary z ∈ D , we have the expansion∫
Y
det(In − zv
t)−1dω(v)(108)
=
∞∑
k=0
Γ(n
2
)Γ(2k+1
2
)
Γ(1
2
)Γ(2k+n
2
)Γ(2k + 1)
ψk(z).
Sine the funtions ψk are L-invariant, they are onstant on the set
{ru|u ∈ Y, 0 < r < 1}. This value equals
ψk(ru) = r
2kψk(u) = r
2k4kk!
(m
2
)
k
.(109)
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Suppose now that |r − r′| < ǫ. By (108) and (109),∫
Y
K1(ru, v)dω(v)−
∫
Y
K1(r
′u, v)dω(v)
=
∞∑
k=0
Γ(n
2
)Γ(2k+1
2
)
Γ(1
2
)Γ(2k+n
2
)Γ(2k + 1)
4kk!
(m
2
)
k
(r2k − (r′)2k),
and hene we have the estimate
(110)
∣∣∣∣
∫
Y
K1(ru, v)dω(v)−
∫
Y
K1(r
′u, v)dω(v)
∣∣∣∣ ≤
ǫ
∞∑
k=0
Γ(n
2
)Γ(2k+1
2
)
Γ(1
2
)Γ(2k+n
2
)Γ(2k + 1)
4kk!
(m
2
)
k
.
Applying Sterling's formula to the kth term on the right hand side
yields
Γ(n
2
)Γ(2k+1
2
)
Γ(1
2
)Γ(2k+n
2
)Γ(2k + 1)
4kk!
(m
2
)
k
= O(k−
n−m
2 ).(111)
Hene, the sum in (110) onverges if and only if n−m > 2. In this ase,
the orresponding net
{∫
Y
K1(r·, v)dω
}
r
is Cauhy in the supremum
norm, and hene onverges uniformly. 
Lemma 14. Consider the representation τ in (106). On the spae
of ontinuous funtions on Y , it is equivalent to the representation
Ind
H
P (1 ⊗ (iλ + ρ) ⊗ 1), where P is the minimal paraboli subgroup
dened by the maximal abelian subspae a ⊂ p, and λ ∈ (aC)∗ is
dened as
− (iλ+ ρ)|a0 = −
2(n− 2)
n− 1
ρ0,(112)
−(iλ + ρ)|a⊥0 = 0.(113)
In fat, when the ontinuous funtions on Y are identied with right
L∩M0-invariant funtions on L, we an extend them to funtions on
H in suh a way that the two representations are equal in this setting.
Proof. By (101), we an rewrite the ation of H in (106) as
τ(h)f(x) = e−
2(n−2)
n−1
ρ0(logA0(g−1x)f(κ(g−1x)),(114)
where
g−1x = κ(g−1x)m0(g
−1x)A0(g
−1x)n0(g
−1x) ∈ LM0A0N0.
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We now let λ ∈ (aC)∗ be dened by the requirements (112) and (113).
By (113), −(iλ + ρ) has to annihilate all the restrited root spaes
hE∗j−E∗i , and hene be of the form c(E
∗
1 + · · ·+E
∗
m) for some onstant
c. By (100) it follows that c = −m(n− 2).
Consider now the parabolially indued representation
Ind
H
P (1⊗ exp(iλ+ ρ)⊗ 1)
ating on on ontinuous funtions on H . By denition, this repre-
sentation is dened on the spae of ontinuous funtions f : H → C
having the P -equivariant property
f(xman) = e−i(λ+ρ)(log a)f(x).(115)
The ation of H is given by
f
h
7→ e−(iλ+ρ)(A(h
−1x))f(κ(h−1x)).(116)
On the other hand, the restrition of the representation τ to the
spae of ontinuous funtions on Y oinides with theH-ation dened
by the parabolially indued representation Ind
H
P0
(exp). Sine P ⊂ P0,
and
e−(iλ+ρ)(logA(x)) = e−(iλ+ρ)(logA0(x)),(117)
it follows that
τ(h)f(x) = e−(iλ+ρ)(logA(h
−1x))f(κ(h−1x),(118)
where f is the extension of a ontinuous funtion on Y to a P0-
equivariant funtion on H . This nishes the proof. 
Proposition 15. The operator T : C0 → O(D) dened by
Tf(z) =
∫
Y
f(v) det(In − zv
t)−1dω(v)
is H-equivariant.
Proof. We have
T (τ(h)f)(z) =
∫
Y
Jh(h
−1v)βf(h−1v)K1(z, v)dω
=
∫
Y
Jh(s)
β+ n−1
n+m f(s)K1(z, hs)dω
= Jh(h
−1z)−
1
n+m
∫
Y
Jh(s)
β+ n−1
n+m
− 1
n+m f(s)K1(h
−1z, s)dω
= π1(h)(Tf)(z).
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
Corollary 16. The funtion T1 is a joint eigenfuntion for all oper-
ators π1(Z), Z ∈ Z(U(hC)). In partiular, it is an eigenfuntion for
the Casimir operator, π1(C), with eigenvalue −
m(n−2)
4
.
Proof. By Lemma 14, we an identify the extension of onstant fun-
tion 1 on Y to a funtion on H with the Harish-Chandra e-funtion
eλ : H → C given by
eλ(h) = e
−i(λ+ρ)(logA(h).(119)
Moreover, the representation Ind
H
P (1⊗exp(iλ+ρ)⊗1) has innitesimal
harater iλ+ρ (f. [10℄, Ch. VIII). The value of the Casimir element
is −(iλ + ρ)(C) = −(〈λ, λ〉+ 〈ρ, ρ〉) = −m(n−2)
4
(f. [11℄, Ch. V). 
Proposition 17. The funtion (T1)(z) =
∫
Y
det(In − zv
t)−1dω(v)
belongs to H1.
Proof. We rewrite the series expansion in (108) using the orthonormal
basis {ϕk}, i.e.,
∫
Y
K1(z, v)dω(v) =
∞∑
k=0
αkϕk(z),(120)
where αk =
Γ(n
2
)Γ( 2k+1
2
)4kk!(n2 )
1/2
2k
(m2 )
1/2
2k
Γ( 1
2
)Γ( 2k+n
2
)Γ(2k+1)
. By Sterling's formula
α2k = O(k
−(n−m)/2),(121)
and hene the series
∑
k α
2
k onverges if and only if n−m > 2. 
The operator T maps the H-span (the set of all nite linear om-
binations c1τ(h1)1 + · · ·+ cNτ(h1)1, hi ∈ H, ci ∈ C) of the funtion 1
into H1. We introdue the temporary notation H · 1 to denote this
subspae. Moreover, we let NH·1 := N ∩H · 1.
Proposition 18. The equality
〈Tf, Tf〉1 = 〈f, f〉C0(122)
holds for f ∈ H · 1.
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Proof. For f ∈ H · 1 and r ∈ (0, 1), onsider the funtion Tf(r·). We
have
Tf(rz) =
∫
Y
f(v)K1(rz, v)dω(v)(123)
=
∫
Y
f(v)K1(z, rv)dω(v).(124)
The square of the H1-norm is then given by
‖Tp(r·)‖21 =
∫
Y
∫
Y
f(ζ)f(η)K1(rζ, rη)dω(ζ)dω(η).
These norms are uniformly bounded in r, and hene there is a onver-
gent sequene {Tf(rk·)}k with respet to the H1-norm. Sine point
evaluation funtionals are ontinuous, we also have pointwise onver-
gene, and hene this limit funtion is Tf . Therefore,
‖Tf‖21 = lim
k→∞
‖Tf(rk·)‖
2
1
= lim
r→1
∫
Y
∫
Y
f(ζ)f(η)K1(r
2ζ, η)dω(ζ)dω(η)
= ‖f‖2
C0
.

We let T1 denote the restrition of the operator T to the subspae
H · 1. Then, we have the following orollary.
Corollary 19. For the operator T1 : H · 1→ H1,
ker T1 = NH·1.(125)
The operator T1 then desends to an operator U1 : H · 1/NH·1 →
H1. Now let H denote the Hilbert spae ompletion of the spae
H · 1/NH·1. We keep the letter τ to denote the representation of H
of this spae (in reality, the representation we mean is derived from
τ by rst restriting, then desending to a quotient, and, nally, by
extending uniquely to a Hilbert spae ompletion).
Proposition 20. The representation τ of H on H is irreduible.
Proof. The representation τ is H-yli with a spherial (L-invariant)
vetor. Hene, there exists a unitary, H-equivariant diret integral
deomposition
S : H →
∫
Λ
Hλdµ(λ),(126)
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where Λ is a subset of the bounded spherial funtions (or rather, the
funtionals on a that parametrise them), µ is some measure on Λ, and
Hλ is the anonial spherial unitary representation orresponding to
the spherial funtion φλ. For eah λ, we let vλ denote the anonial
spherial vetor in Hλ.
Suppose now that τ is not irreduible, i.e., the set Λ is not a single-
ton set. Then, we an hoose two disjoint open subsets Ω1,Ω2 of Λ.
We dene vetors s1 and s2 in the Hilbert spae
∫
Λ
Hλdµ by
s1(λ) =
{
vλ, ifλ ∈ Ω1
0λ, otherwise
,
s2(λ) =
{
vλ, ifλ ∈ Ω2
0λ, otherwise
.
The vetors S−1s1 and S
−1s2 are then linearly independent spherial
vetors in H. But, learly, the only spherial vetors in H are the
(osets modulo NH·1 of the) onstant funtions; a ontradition. 
We are now ready to state a subrepresentation theorem. The proof
follows from Prop. 18, the above orollary, and Cor. 16.
Theorem 21. The operator U1 an be extended to an isometri H-
intertwining operator
U : H → H1.(127)
Its image is isomorphi to the spherial unitary representation orre-
sponding to the disrete point
{
i
(
1
2
− n−m
4
)}
in the spetral deompo-
sition for the Casimir operator π1(C).
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