Debt collection is a massive industry, within the USA alone more than $50 billion recovered each year. However the information available is often limited and incomplete, and predicting whether a given debtor would repay is inherently a challenging task. This has amplified research on debt recovery classification and prediction models of late. This report considers three main mathematical, data mining and statistical models in debt recovery classification, in logistic regression, artificial neural networks and affinity analysis. It also compares the effectiveness of the above-mentioned tools in evaluating whether a debt is likely to be repaid. The construction and analysis of the models were based on a fairly large unbalanced data sample provided by a debt collection agency. We have shown that all three models could classify the debt repayments with a considerable accuracy, if the assumptions of the models are satisfied.
Introduction
Many industries around the globe have been plagued with bad debt, the cost of debt collection has been ever increasing which has led many companies to outsource debt collection to a collection agency. The debt collection industry is enormous in countries such as USA. In the U.S, third-party debt collection agencies employ more than 140,000 people and recover more than $50 billion each year, mostly from consumers (Fedaseyeu and Hunt 2015) , and nearly 14% of American consumers had an account in a collection agency as at 2011 (2014 Annual Report & Form 10-K).
Creditors possess legal and informational advantages, but the information available is limited. Therefore predicting whether a particular customer is likely to repay a debt is a complicated and inherently tedious exercise. This difficulty is amplified because many accounts are forwarded to a collection agency from the healthcare sector, and due to the nature of the industry the information is incomplete and lacks financial information. Hence if it could be accurately predicted if a debt could be repaid is hugely beneficial to a collection agency.
This research project is on predicting debt repayments using historical data of a US based debt collection agency. We use the data to develop mathematical and data mining models to classify and predict if a debt could be recovered or not. The ultimate objective of the study is to build a model which could accurately classify new data using the training data set.
This report mainly focuses on data mining and knowledge discovery tools in logistic regression artificial neural networks and market basket analysis to classify and predict. Knowledge discovery is defined as the process of identifying valid, novel, and potentially useful patterns, rules, relationships, rare events, correlations, and deviations in data (Fayyad 1996) . Mathematical and data mining tools are an integral part of the knowledge discovery process, as they can be used to identify hidden patterns and underlying structures in the otherwise unstructured data.
There has been ample evidence in literature of instances where data mining methods were used in classifying problems such as debt scoring, credit scoring and bankruptcy predictions. Logistic regression and neural networks were used to model credit scoring (Desai, Crook and Overstreet, 1996) . Zurada and Lonial compared performances of neural networks, logistic regression memory-based reasoning and a combined model to predict debt recovery in health care industry (Z. L and L. S 2005 
Methodology
The debt collection data set consist of thirty seven variables which includes six continuous variables, seven binary variables, five date variables, thirteen categorical variables and four identifiers. The data set consisted with over two hundred thousand transactions. The input data set was a worked data set and hence adjustments were done to take the data set back to its original phase. The main adjustment done was to take the current balance back to the original phase (i.e. current balance before the payment). The important change was done to the total net balance. The original variables itself is not sufficient to do the analysis. To overcome this issue, several variables were derived using the original data set.
Logistic Regression Model
Logistic regression is a regression method used when the response variable is dichotomous. The purpose of a logit model is to derive a mathematical equation that predicts the membership of a given case. There are ample examples in literature in cases where Logistic regression has been used in classifying problems such as debt recovery, credit scoring and bad debt modelling.
Let the logistic function be denoted by f, then it is defined as for each real number x. Therefore it is immediately clear that0
x 1 for each real number x. Also observe that lim → 1 and lim → 0.
It is these two properties which causes the logistic function so popular in classification problems. In logistic regression the logistic function is used to obtain a probability that the response variable belongs to a particular group.
In order obtain the Logistic regression model from the logistic function the logit is defined as a linear combination of the independent variables. Then ⋯ where the parameters are to be estimated.
To illustrate a Logistic Regression model suppose we want to model a dichotomous response variable D, with the two groups represented as D=1 and D=0 and (i=1,2…n) are the independent variables. Then the classification probability of a group is defined to be;
, s are parameters to be estimated using the maximum likelihood method. The s can be interpreted as the amount in which the log odds of the response variable belonging to the group classified as 1 will change, when a unit increase is made to the variable X all others held constant.
Modelling debt recovery data using Logistic Regression
The objective of using Logistic regression was to determine if a given debtor will repay even a portion of his due debt or not. Therefore a new the response variable named 'Paid' was created using the payments data. "Paid' was code as 1 if any payments have been made, or else as 0.
The first step towards modeling was to randomly partition the final cleansed data set into 60-40 training and validation data sets. Next phase was to select covariates. The traditional approach in statistical model building was to select the most parsimonious model which accurately describes the data. And also it was important to minimize the number of variables involved in the model not only for simplification but the more variables included in a model, the greater the estimated standard errors become, and the more dependent the model becomes on the observed data.
Results of Logistic Regression Model
The final logistic regression model and its results are shown by the two tables below. The first table shows the variables included in the model. The variables used in this model were, 'nocontacts', the number of contacts the agency has made, account category, opening balance category, existence of previous accounts paid in full (acpif) and insurance. Dummy variables were used for categorical variables. The 2nd column illustrates the estimated parameters for each coefficient. The next columns represent the standard error of each estimate, its Wald statistic, degrees of freedom and the significance compared to a chi squared test respectively. With this model we could correctly classify around 88% of the debtors, from the debtors who have paid in both the training and validation data sets. As expected due to the unbalanced nature of the data set, predicting that a debtor who hasn't paid correctly is of a very high accuracy. However it must be said that the model depends heavily on the variable 'acpif'. 
Artificial Neural Network Model
Artificial Neural Network (ANN) is a standard machine learning procedure which is commonly uses for classification in data science. Artificial neurons are linked together according to specific network architecture and transform the inputs into meaningful outputs.
An ANN consists of interconnected neurons. The neurons are usually assembled in layers. Feed forward network is a biologically inspired classification algorithm. Every unit in a layer is connected with all the units in the previous layer. These connections are not all equal, each connection may have a different strength or weight. Data enters at the inputs and passes through the network, layer by layer, until it arrives at the outputs. During normal operation, that is when it acts as a classifier, there is no feedback between layers (Asadi, Roya, Kareem & Sameem 2014) . Therefore here feed forward networks is used, because they are relatively simple.
Feed forward network mainly has an input layer at the start and an output layer at the end and a single or multiple hidden layers in the middle. The hidden layers can capture the nonlinear relationship between variables (Tseng, Yu and Tzeng 2002) . Here three hidden layers are used, because too small or too many hidden layers make the system inconsistent. Generally, the number of hidden neurons primarily depends on the number of training samples (Neural Networks 2018).
Here sigmoid function which is also known as tan-sigmoid function is used as the activation function. The reason is that it is continuous and differentiable and its derivative is very fast to compute and has a limited range (from 0 to 1, exclusive).
After transforming and cleansing of data there are 146093 records. Since ANN can be used only for numerical data the seven continuous variables ( originalbal, age of debt, age at dateplaced, recency of service date, currentbal at dateplaced, totalnetbal at dateplaced and debt as percentage of total) with four binary variables ( homephone, workphone, SSN and insurance) are trained.
To check the most accurate way from with and without binary variables trained an ANN separately. For each ANN 60% is used as the training set and the remaining 40% is used as the predicting set. And also when comparing the results using lift curve check the prediction accuracy of the top 10% of cumulative percentage amount of ANN results and draw conclusions. Because we can assume that if a model satisfied for the top 10% which is the easiest part to collect debt can most probably predict future patterns.
For the top 10% only continuous is predicted 57.22% when both continuous with binary is predicted only 54.64%. This means only continuous make a good sense. But to represent our dataset without any biasness we cannot neglect binary variables, since it has supported to predict more than 50% of the data with continuous variables. Since our dataset has only few continuous variables without derived variables, most prominent way to do further is with binary variables.
Then whether the clustering has any effect or not is found. Therefore for the dataset with both binary and continuous variables trained an ANN and compared the results for the top 10%. When compared non -cluster results (54.64%) of top 10% with the clustered data (64.4%) we found that clustered data covered 9.76% more than non -clustered data. That implies clustering has a significant effect for our data. Therefore clustered data are used for further analysis.
For clustering k-means technique is used. It is a primitive algorithm. However it is used because it is easy to handle big data with low time complexity. The purpose of clustering is to find out the best cluster which is lowest within cluster sums of squares and largest between cluster sums of squares. Therefore Hartigan and Wong is used since it minimizes the sum of squares within-clusters.
Then to find out the best number of clusters, checked cluster within sums of squares and between sums of squares for size 3, 4, 5 and 6 which would be more practical for this dataset. Then identified that the ideal cluster size is 6 which has the lowest cluster within sums of squares and largest cluster between sums of squares. Therefore the dataset is clustered, selected the largest cluster and ANN is formulated on that.
After clustering using k-means with 6 as the no. of clusters the largest cluster size is identified as 57160. Then sub setting by that cluster and ANN is done on that.
Similarly to enhance this method two advanced methods are followed as well. First method is to normalize suitable variables after clustering and the ANN. For normalization, only continuous variables are used and the flow is checked before and after normalization. Normalization has been done to get the variables for the same scale. Then it is noticed that originalbal, recency of service date, currentbal at dateplaced and totalnetbal at dateplaced gave interpretable results. Therefore only normalize those variables while keeping others as the same and do ANN on that.
The second methods is, after getting the largest cluster and do Principal component analysis (PCA) on that and finally do ANN. PCA is a mathematical procedure that transforms a set of correlated response variables into a smaller set of uncorrelated variables called principal components. It check whether the total variability of the data can be explained through a few artificially created linear combinations. After PCA we found that 98.73% is covered by 4 PCs.
For these three steps the lift curves are as below.
Figure1.2.1 Lift Curve Comparison
When comparing the top 10% captured cumulative percentages clustering and ANN predicted 64.4% while other two steps capturing 62.9% and 37.23% respectively. That means for our data set only do ANN after clustering is much better than standardizing or doing PCA. Therefore for this data set it is highly recommended to keep both continuous and binary variables cluster and to do ANN.
Affinity Analysis Model
Item based collaborative filtering is an approach used to measure the similarity of a certain item {i} to a set of items {i1, i2, i3… in}. Cosine-based similarity and correlation-based similarity are few examples for algorithms which can use to find the measure of similarity. The general usage of itembased collaborative filtering is for the purpose of recommendation. The measure of similarity is used as an input to recommendation algorithm.
In this project, we use item-based collaborative filtering as a model to predict the ability of a debt repayment for a given debtor. Attributes of the debtors are used as items while the payment status has been used as the base item and the similarities are measured according to this base item. R studio is the software used for collaborative filtering and Apriori algorithm was used to determine the association rules between items in the database.
Only the categorical and the binary data were used as inputs to the algorithm. Binary variables were converted into categorical variables by adding a prefix to each binary variable (i.e. insurance 0 was converted as ins -0). User id is the primary key in the data set.
Data set was divided into 2 parts as the train data and the test data. Sixty percent of the data were taken to the train set and forty percent were taken for the test set. The alternative way to divide the data set is to take seventy percent for training and thirty percent for testing.
Association rule mining Finds items that tend to co-occur in the data and specifies the rules that govern their co-occurrence. Apriori algorithm was used to generate the rules of interest. Apriori performs market basket analysis by identifying co-occurring items (frequent item sets) within a set. Apriori finds rules with support greater than a specified minimum support and confidence greater than a specified minimum confidence.
 Support -how frequently the items in a rule occur together  Confidence -conditional probability of the consequent given the antecedent  Lift -(Rule Support) /(Support(Antecedent) * Support(Consequent)) The qualities of the rules are reflected through the value of the output variable "lift". The rules which have a lift value more than one is considered to be a quality rule and only rules which has a lift value more than one is considered for the analysis purposes. In this project we considered only the top twenty five rules to do the analysis.
The training set is used to generate the rules. These generated rules are then matched with the transactions in the test data set. Two approaches are used to match the rules. They are, 1. Exact match -Check for the transaction which matches exactly with the rules. 2. Average match -Check how many instances matches per rule.
Affinity analysis for predicting debt repayment was done using the R studio software and Apriori algorithm was used to generate the rules. Support of 0.05 and confidence of 0.1 was given as input variable while minimum length of a rule was given as six. The analyses of the results are based on the top ten percent of the debtors. Figure 3 .7 depicts that in the best case scenario around 70% of the debtors are captured as paying debtors. This is depicted from the green line. The random scenario is the case where when we choose ten percent of the debtors, ten percent of the paying debtors should be included. This is shown by the maroon line.
The prediction results are depicted from the blue and the purple lines. Blue line represents the model with exact matching criteria while the purple shows the average matching criteria. Both the criteria show similar results when considering the top ten percent of the debtors. This method captures around twenty two percent of the paying debtors inside the top ten percent.
Conclusion
Artificial neural network is a powerful tool to do predictions but the main limitation of a neural network is that it only works with numerical variables. Since this data set contains many categorical variables, a fully representative data set might not be trained to predict the debt repayment when using only a neural network. The affinity analysis provides a way to use the categorical variables to do the prediction of debt repayment. The results of the models are given in the table 3.1.
Paid % Total % Table 3 .1 shows that artificial neural network alone has a higher predicting power than the affinity analysis model. It also depicts that clustering improves the quality of the artificial neural network. To bring more credibility into the model, a mix model of a neural network and an affinity analysis can be experimented as a future work. The current results in the table 3.1 clearly suggests that categorical variables do have a predicting power and hence using them along with the numerical variables will increase the predicting power of the model.
After comparing all the models with their predicting ability, we find that the model which includes clustering and then running a neural network on the data set provides the model with the best predicting ability. It should be noted that the accuracy of the prediction has a direct influence from the data set which is used for prediction and hence we can only say that this model fits to this type of a data set. The research can be extended further by using various data sets which falls into various categories and then evaluate whether there is a best fit model for majority of the data sets or the models to be used for prediction depends on the data sets feeds into the model.
