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We use the Gutzwiller Monte Carlo approach to simulate the dissipative XYZ-model in the vicinity
of a dissipative phase transition. This approach captures classical spatial correlations together with
the full on-site quantum behavior, while neglecting non-local quantum effects. By considering finite
two-dimensional lattices of various sizes, we identify a ferromagnetic and two paramagnetic phases,
in agreement with earlier studies. The greatly reduced numerical complexity the Gutzwiller Monte
Carlo approach facilitates efficient simulation of relatively large lattice sizes. The inclusion of the
spatial correlations allows to describe critical behavior which is completely missed by the widely
applied Gutzwiller decoupling of the density matrix.
I. INTRODUCTION
In recent years there has been a growing interest in
the quantum behavior of dissipative systems (see for ex-
ample the reviews [1–3]), which can be realized with ex-
perimental platforms including ultracold atoms, trapped
ions, superconducting circuits, semiconductor microcavi-
ties, and microwave cavities. Correspondingly, there is a
renewed interest in dissipative phase transitions and crit-
ical behavior in these systems [4–11], which were recently
observed experimentally [12–16]. The numerical descrip-
tion of these critical phenomena is notoriously difficult,
due to various factors including the exponentially large
Hilbert space, the large entropy, and the critical slowing
down of the dynamics. This has motivated various theo-
retical efforts towards the development of efficient simu-
lation techniques for dissipative systems (see for example
Refs. [17–24]).
The dissipative XYZ-model is a spin model on a lat-
tice described by the anisotropic XYZ-Heisenberg Hamil-
tonian and a spontaneous decay along the z-direction.
A very rich mean-field phase diagram was predicted for
this system in Ref. [25]. In Ref. [26], short-range corre-
lations were included in the description, which changed
the topology of the phase diagram–a remarkable feature
not observed for a system at equilibrium. In particular,
they identified and examined a ferromagnetic to param-
agnetic phase transition, which was not captured by the
mean-field approach of Ref. [25]. More recently, the sus-
ceptibility, the entropy, and the Fisher information were
examined with the corner-space renormalization method
for 2D lattices with a system size of up to 6 × 6 sites
[27]. Possible experimental realizations of the dissipative
XYZ-model with trapped ions or ultracold atoms are dis-
cussed in Ref. [25]. Therein, they show that the model
parameters can be externally tuned, which in principle
can provide experimental access to interesting regions of
the phase diagram.
In this paper, we apply the Gutzwiller Monte Carlo
approach to the dissipative XYZ-model to examine the
ferromagnetic to paramagnetic dissipative phase transi-
tion. This approximation neglects non-local quantum
correlations, while capturing the on-site correlations and
classical spatial (non-local) correlations. Further, this
approach introduces a reduced Hilbert space that scales
linearly with system size, allowing for the simulation of
relatively large lattices. By considering individual tra-
jectories, we identify features of the different phases, and
for finite lattices sizes we identify an intermediate regime
where both phases are metastable and the dynamics ex-
hibit switching between them. The transition is also
explored by calculating the spin structure factor which
is qualitatively in agreement with the earlier results of
Ref. [26]. We also examine the spatial dependence of the
correlation function which in the paramagnetic phase re-
veals remnants of a long-range anti-ferromagnetic order.
Our results show that it is sufficient to consider the non-
local classical fluctuations to at least qualitatively cap-
ture the critical behavior of this phase transition, which
is not identified by standard Gutzwiller mean-field theo-
ries.
The paper is organized as follows: in the second sec-
tion we introduce the dissipative XYZ-model, the third
section discusses the Gutzwiller Monte Carlo approach,
and in the fourth section the results of the simulations
are presented. Finally, in the last section, the conclusions
and perspectives are presented.
II. THE DISSIPATIVE XYZ-MODEL
The anisotropic XYZ-Heisenberg Hamiltonian is given
by (in units with ~ = 1):
Hˆ =
∑
<i,j>
(
Jxσˆ
(x)
i σˆ
(x)
j + Jyσˆ
(y)
i σˆ
(y)
j + Jz σˆ
(z)
i σˆ
(z)
j
)
, (1)
where σ
(α)
i are the Pauli matrices (with α = {x, y, z})
for spin i and the sum is over all nearest neighbors. The
parameters Jx, Jy and Jz are the coupling strengths for
the x, y and z spin components, respectively. The Hamil-
tonian (1) determines the unitary part of the time evo-
lution. The full time evolution of the dissipative XYZ-
model, including the dissipation along the z-direction, is
described by a Lindblad-master equation for the density
2matrix ρˆ:
∂tρˆ = −i
[
Hˆ, ρˆ
]
+
γ
2
∑
j
(
2σˆ
(−)
j ρˆσˆ
(+)
j −
{
σˆ
(+)
j σˆ
(−)
j , ρˆ
})
.
(2)
Where γ is the decay rate of the spins and σ
(±)
i are
the raising (+) and lowering (-) operators along the
z-axis. The master equation (2) has a Z2 symmetry:
(σˆ
(x)
n , σˆ
(y)
n ) → (−σˆ
(x)
n ,−σˆ
(y)
n ). This symmetry can be
spontaneously broken in an ordered phase such as a fer-
romagnet with a finite magnetization in the xy-plane
[25, 26].
The dissipative XYZ-model has been studied by vari-
ous methods. In Ref. [25] a single-site mean-field calcula-
tion revealed that the competition between precessional
and dissipative dynamics leads to a very rich phase dia-
gram. In Ref. [26] more advanced numerical approaches
were applied to a particular region of the phase diagram
containing a paramagnetic to ferromagnetic phase tran-
sition. Using a matrix product operator Ansatz for the
density matrix they revealed the absence of a phase tran-
sition in 1 dimension. For 2 dimensions they included the
non-local correlations on a relatively short range with the
cluster mean-field approach. This revealed that while the
single-site mean-field approach predicts a ferromagnetic
phase all the way to Jy →∞, the cluster mean-field ap-
proach predicts a paramagnetic phase for large Jy. For
the parameter values Jx = 0.9γ and Jz = γ a finite size
scaling revealed that in the thermodynamic limit the sys-
tem exhibits a ferromagnetic phase for 1.04γ <∼ Jy
<
∼ 1.4γ
[26]. We will consider the same parameter range.
III. THE GUTZWILLER MONTE CARLO
APPROACH
The Gutzwiller Monte Carlo approach is a combina-
tion of the Gutzwiller Ansatz for the wave function and
the wave function Monte Carlo simulation. We start by
briefly discussing these two methods.
The Gutzwiller Ansatz ΨGW corresponds to a product
wave function [28]:
ΨGW ({i}) =
∏
i
ψi, (3)
where the index i denotes the different modes or lattice
sites and ψi is a single mode wave function on site i. This
Ansatz neglects the spatial correlations while the local
correlations are fully taken into account. The dimension
of the wavefunction ΨGW grows linearly with the sys-
tem size N as Nd, with d the local Hilbert space dimen-
sion, rather the exponential increase dN for the full wave
function. A well-known application of the Gutzwiller
wavefunction (3) is for the description of a superfluid
to Mott insulator transition [29, 30]. More recently, the
Gutzwiller Ansatz has been extended for the description
of dissipative lattice systems by decoupling the full den-
sity matrix as a direct product of single-site density ma-
trices (see for example Refs. [18, 25, 26, 31–34]).
The wave function Monte Carlo (also known as quan-
tum trajectories) is a simulation technique for dissipative
systems which keeps track of the wave function during in-
dividual realizations [35–37]. The evolution of the wave
function is determined by stochastically simulating an
external measurement of the excitations that leave the
system. This corresponds to an exact simulation tech-
nique and the full density matrix can be obtained by
averaging over the individual realizations.
If one is interested in describing systems containing
multiple coupled modes, such as a lattice model, one
quickly runs into a prohibitively large Hilbert space
which grows exponentially with the system size. The
Gutzwiller Monte Carlo approach deals with this by com-
bining the relative small effective Hilbert space of the
Gutzwiller Ansatz (3) with the wave function Monte
Carlo. In practice, a wave function Monte Carlo sim-
ulation is performed while restricting the wave function
to the subspace of product wave functions (3). This cap-
tures all the local correlations while non-local quantum
correlations are neglected. Importantly, non-local classi-
cal correlations are included by averaging over the differ-
ent realizations. These are neglected with a Gutzwiller
decoupling of the density matrix. Recently this approach
was applied for the description of the optically bistable
driven-dissipative Bose-Hubbard dimer [38].
The validity of the method is determined by the role of
the non-local quantum correlations and whether classical
correlations are sufficient to describe the system. This ar-
gument could be reversed by noting that if the Gutzwiller
Monte Carlo approach succeeds in capturing the behavior
of the system non-local quantum correlations are not im-
portant. An interesting question is then to which extent
the critical behavior of dissipative systems is captured.
This is also motivated by recent works that show that
some critical dissipative quantum models can be mapped
onto a classical system [39, 40]. With this in mind we ex-
plore the properties of the critical dissipative XYZ-model
with the Gutzwiller Monte Carlo approach.
IV. RESULTS
For the simulations we consider finite 2D symmetric
lattices of various sizes with periodic boundary condi-
tions and total number of lattice sites N . We always use
the system parameters Jx = 0.9γ and Jz = γ and vary Jy.
For these parameters the single-site mean-field approach
predicts a transition from a paramagnetic to a ferromag-
netic phase at Jy ≈ 1.04γ [25]. The more advanced clus-
ter mean-field approach revealed another ferromagnetic
to paramagnetic phase transition at Jy ≈ 1.4γ in the
thermodynamic limit [26].
Care has to be taken when choosing the initial state
for the Gutzwiller Monte Carlo simulations. A possible
3issue arises when the system reaches the pure state with
all spins pointing downwards in the z-direction. This
is the exact steady-state of the dissipative XXZ-model,
corresponding to Jx = Jy [25]. However, within the con-
sidered Gutzwiller approximation, it becomes an artifi-
cial dark state for all possible system parameters since
it is not possible to reach a finite magnetization in the
xy-plane starting from zero. The same behavior is en-
countered with the single-site mean field approach [25].
This is clearly an artifact of the approximation since the
unitary evolution in the full Hilbert space, determined
by the XYZ-Hamiltonian (1), can lead to fluctuations
of the magnetization in the xy-plane starting from zero
(this can easily be verified by just considering two cou-
pled spins). Because of this the initial state should have
a finite magnetization in the xy-plane and in practice we
always consider an initial state with all spins aligned with
the x-direction.
We start by considering the magnetization Mx in the
x-direction:
Mx = N
−1
∑
i
〈σˆ
(x)
i 〉. (4)
This quantity is presented in Fig. 1 for an 6×6 lattice as a
function of time during single trajectories. The different
panels correspond to different values of Jy. For Jy = γ
(a) the system relaxes to a pure steady-state with all
spins pointing downward in the z-direction and Mx = 0,
as also predicted by the single-site mean-field approach
[25]. As the system gets trapped in this artificial dark
state (see discussion above) the fluctuations around this
state, as observed in Refs. [26, 27], are not captured. For
Jy = 1.2γ (b) the system exhibits a ferromagnetic phase
with on average a non-zero magnetization. Depending on
whether the initial spins are aligned with the positive (+)
or negative (-) x-direction Mx stays positive or negative,
respectively. For the value Jy = 1.8γ (c) the system
switches on a relatively long timescale between the two
ferromagnetic phases which are stable for smaller values
of Jy and a paramagnetic phase which becomes stable
at larger Jy. This paramagnetic phase is clearly visible
for Jy = 2.5γ (d) with a magnetization which fluctuates
around zero.
To further explore the different phases in the steady-
state we now consider the steady-state spin structure fac-
tor SxxSS(k = 0), where:
SxxSS(k) =
1
N(N − 1)
∑
j6=l
e−ik.(j−l)〈σˆ
(x)
j σˆ
(x)
l 〉. (5)
A non-zero value of SxxSS(0) indicates the presence of a
ferromagnetic phase and it is zero in the paramagnetic
phase. In Fig. 2 SxxSS(0) is presented as a function of
Jy for different lattice sizes. The steady-state results are
obtained by averaging a single trajectory over a total
time of 10.000/γ and 40.000/γ in the intermediate regime
for the two largest lattices. The result from the single-
site mean-field (MF) approach is also presented which
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FIG. 1. The magnetization in the x-direction (4) as a function
of time on an 6 × 6 lattice during individual trajectories for
4 representative values of Jy: γ (a), 1.2γ (b), 1.8γ (c) and
2.5γ (d). Initially all spins are aligned parallel with the x-
axis in the positive direction (except for the second panel
with Jy = 1.2 where results are shown with initial spins both
in the positive (+) and in the negative (-) x-direction). The
different phases are clearly visible: a paramagnetic phase with
Mx = 0 for Jy = γ, a ferromagnetic phase with Mx 6= 0 for
Jy = 1.2γ and another paramagnetic phase for Jy = 2.5γ
with Mx = 0 on average. For Jy = 1.8γ the system exhibits
an intermediate regime where the system switches between
the different phases on a relatively large timescale (note the
different scales for the time).
predicts a ferromagnetic phase for Jy >∼ 1.04, with:
SxxSS(0) =M
(MF )
x M
(MF )
x
=
γ
8
(
γ
16
√
1
(Jz − Jx)(Jy − Jz)
− 1
)
×
√
1
(Jz − Jx)(Jy − Jz)
Jy − Jz
Jx − Jy
, (6)
where M
(MF )
x is the single-site mean-field result for the
magnetization in the x-direction [25, 26]. Close to the
transition at Jy ≈ 1.04 the results for finite lattice sizes
in Fig. 2 are in good agreement with the single-site
mean-field result (6) which is also predicted by the clus-
ter mean-field approach [26]. For values of Jy just above
this transition the results converge to a finite value as
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FIG. 2. The spin structure factor SxxSS(0) (5) for finite two-
dimensional lattices as a function of the coupling Jy (in units
of γ). The full line is the single-site mean-field (MF) result (6)
which predicts a non-zero value for Jy >∼ 1.04, corresponding
to a ferromagnetic phase. The markers are the results from
the Gutzwiller Monte Carlo approach obtained by averaging
a single trajectory over a total time of 10.000/γ for various
system sizes (as indicated in the figure) and 40.000/γ in the
intermediate regime for the two largest lattices. This reveals a
transition to a paramagnetic phase with SxxSS(0) = 0 for large
Jy which as the system size is increased becomes sharper with
a shrinking ferromagnetic region.
a function of the lattice size, revealing the presence of
a ferromagnetic phase in the thermodynamic limit. For
large values of Jy the spin structure factor S
xx
SS(0) de-
creases to zero as the lattice size is increased, indicating
a paramagnetic phase in the thermodynamic limit. These
results show the presence of a ferromagnetic to param-
agnetic transition in the thermodynamic limit which is
not captured by the single-site mean-field result (6), as
also predicted by the cluster mean-field approach [26].
As the system size is increased the ferromagnetic region
shrinks and the transition becomes sharper which indi-
cates that in the thermodynamic limit the intermediate
regime where both phases are metastable (see third panel
of Fig. 1) disappears. The observed behavior is in qual-
itative agreement with the results of the cluster mean-
field approach which predicts a ferromagnetic phase for
1.04γ <∼ Jy
<
∼ 1.4γ in the thermodynamic limit [26].
In Fig. 3 the average steady-state correlation function
〈σˆ
(x)
i σˆ
(x)
j 〉 is presented for a 12×12 lattice as a function of
the Euclidian distance r = |i− j|. For Jy = 1.2γ the cor-
relation function converges to a non-zero value for large
distances, as expected for the ferromagnetic phase. For
Jy = 1.7γ the correlation function decays and becomes
negative at relatively large distances, revealing remnants
of anti-ferromagnetic ordering at a relatively long scale.
For larger distances the correlation function is expected
to decay towards zero, as observed for Jy = 2γ and as
expected for the paramagnetic phase. As a consequence
of the periodic boundary conditions not all the points
in Fig. 3 are on a smooth curve. To clarify this, the
correlation function is also plotted as a function of the
distance in the x- and in the y-direction in the inset of
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FIG. 3. The correlation function 〈σˆ
(x)
i σˆ
(x)
j 〉 as a function of
the distance r = |i− j| for a 12× 12 lattice and for Jy = 1.2γ
(circles), 1.7γ (squares) and 2γ (triangles). The results are
obtained with the Gutzwiller Monte Carlo approach by av-
eraging a single trajectory over a total time of 20.000/γ.
For Jy = 1.2γ the correlation function converges to a finite
value as expected in the ferromagnetic phase. For Jy = 1.7γ
the correlation function decays and becomes negative at rel-
atively large distances, corresponding to a long-scale anti-
ferromagnetic ordering. For larger distances the correlation
function is expected to eventually decay to zero, as observed
for Jy = 2γ. The smaller symbols are the result from the clus-
ter mean-field approach for Jy = 1.2γ and 1.7γ [26]. The inset
shows the correlation function as a function of the distance in
the x- and y-direction for Jy = 1.7γ.
Fig. 3. Along a lattice direction the boundary is reached
at a shorter distance with respect to a diagonal direction.
For larger lattices this effect should become weaker and
in the thermodynamic limit the points are expected to
converge to a smooth curve. The results from the cluster
mean-field approach for a 4 × 4 cluster of Ref. [26] are
also presented in Fig. 3 for Jy = 1.2γ and 1.7γ (smaller
symbols). For Jy = 1.2γ these results qualitatively agree
but our correlation is a bit stronger. For Jy = 1.7γ
the correlation function obtained in Ref. [26]initially in-
creases and then weakly decreases which is different from
the Gutzwiller Monte Carlo prediction which exhibits a
monotoneous decaying behavior at this length scale. The
length scale considered with the cluster mean-field ap-
proach is too small to compare the long-range ferromag-
netic behavior. It is not clear whether these deviations
are due to the relatively small size of the considered clus-
ter in Ref. [26] or due to the Gutzwiller approximation.
It would be interesting to compare the results with other
numerical approaches that capture all correlations such
as the corner-space renormalization method [22, 27].
V. CONCLUSIONS AND PERSPECTIVES
We considered the Gutzwiller Monte Carlo approach
for the description of the critical dissipative XYZ-model
which allows to efficiently simulate relatively large lat-
5tice sizes. This corresponds to neglecting the non-local
quantum correlations while capturing the classical spatial
correlations. Our results reveal the presence of a transi-
tion from a ferromagnetic to paramagnetic phase which is
not captured by the single-site mean field treatment pre-
sented in Ref. [25]. This behavior is at least qualitatively
in agreement with earlier work that includes short-range
correlations in Ref. [26]. A comparison of the spatial cor-
relation function on the other hand revealed deviations
with the results of Ref. [26] which could be better un-
derstood by comparing with a more advanced numerical
approach. This reveals the potential of the Gutzwiller
Monte Carlo approach to become an important tool for
the description of dissipative phase transitions.
The approach can be straightforwardly generalized
to other dissipative lattice systems such as the driven-
dissipative Bose-Hubbard model [41] and a lattice of cou-
pled Jaynes-Cummings resonators [13]. This could shed
new light on the role of quantum correlations for dis-
sipative phase transitions. Also dynamical properties
of critical systems could be explored by the Gutzwiller
Monte Carlo approach. This gives access to the Liouvil-
lian gap which has been shown to be an important prop-
erty for the characterization of dissipative phase transi-
tions [4, 8, 13, 16, 33].
In the same spirit as the Gutzwiller Monte Carlo ap-
proach one could use other variational wavefunctions in
combination with a wave function Monte Carlo simula-
tion. A straightforward extension would be to include
short-range quantum correlations in the wavefunction.
This could be done by considering a sublattice of clusters
and keeping track of all (quantum and classical) correla-
tions within the clusters while only classical correlations
are considered between them. For the considered dis-
sipative XYZ-model this could solve the issue with the
artificial dark state already by considering a sublattice of
clusters of size 2× 1.
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