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A new notion of correctness for concurrent processes i introduced and investigated. It is a 
relationship PsotS between process terms P buil~ up from operators of CCS [24], CSP [18] and 
COSY [20] and logical formulas S specifying sets of finite communication sequences a  in [38]. 
The definition of Psat S is based on a Petri net semantics for process terms [27]. The main point 
is that Psat S requires a simple liveness property of the net denoted by P This implies that P is 
divergence free and externally deterministic. Process correctness P at S determines a new semantic 
model for process terms and logical formulas. It is a modification :hi* of the readiness semantics 
[28] which is fully abstract with respect to the relation PsatS. The model :~* abstracts from the 
concurrent behaviour of process terms and certain aspects of their internal activity. In :~* process 
correctness PsatS boils down to semantic equality: ~*[P] =qt*]S~. The modified readiness 
equivalence is closely related to failure equivalence [7] and strong testing equivalence [9]. 
I .  lnt roduct ic  n 
A process  is des igned  to serve the  needs  o f  one  or  more  users. Interna l ly  it may 
exh ib i t  a compl i ca ted ,  nondetermin is t i c  and  concur rent  behav iour .  However ,  for 
the  users  on ly  its externa l ly  vis ible react ions  to communicat ions  are relevant,  in 
part icu lar ,  such react ions  shou ld  occur  wi th in  a f inite amount  o f  t ime.  Process 
correctness l inks the  internal  p rocess  behav iour  to the externa l  communicat ion  
behav iour .  
Formal ly ,  it is a re la t ionsh ip  between processes  and  spec i f icat ions wh ich  states 
when a g iven process  P satisfies or  is correct with respect o a given spec i f icat ion S, 
abbrev ia ted  Psat  S. Every not ion  o f  p rocess  cor rectness  br ings  about  some abstrac-  
t ion f rom the  internal  p rocess  behav iour  accord ing  to the fo l lowing pr inc ip le:  for 
a p rocess  the  internal  s t ructure  is i r re levant  as long as it exh ib i ts  the speci f ied 
communicat ion  behav iour .  The  purpose  o f  this paper  is to p resent  a s imple  new 
not ion  o f  p rocess  cor rec tness  and  invest igate its impact  on  abstract ion.  
0304-3975/91/S03.50 © 1991--Elsevier Science Publishers B.V. 
264 E.-R. Olderog 
To motivate this notion, we stipulate a rudimentary user interface of processes 
consisting of  the following: 
(1) a power switch for starting and halting the process (switch on or off), 
(2) a stability light that indicates when the internal process activity has ceased, and 
(3) communication buttons, one for each communication the process may engage 
in. A communication is possible only when the stability light is on and it is done 
by depressing the corresponding communication button. 
Processes may have more comfortable user interfaces, but we rely only on the one 
above. 
To define correctness, we have to discuss what the communication behaviour of 
such a process is. Many answer~ are possible and meaningful. We aim at a simple, 
but widely applicable definition and therefore let it be a set of finite communication 
sequences that are possible between usei" and process. These sequences are known 
as histories or traces [ 16]. Since traces are insensitive to intervening internal actions 
and concurrent process activities, this definition achieves abstraction from both 
internal activity and concurrency. Our viewpoint here is that internal activity and 
concurrency are only part of the process construction, ot of  the specified communi- 
cation behaviour. 
Of course, other viewpoints are possible. For example, in the work of  
Mazurkiewicz [21] even the word "trace" is used for something more elaborate, i.e. 
the equivalence class of finite communicati~:,n sequences modulo an independence 
relation on communications expressing concurrency. To avoid confusion, we prefer 
to call these equivalence classes "'M~ur~iewicz-traces" and reserve the word "'trace'" 
for finite sequences. 
As specification language for trace sets we use a many-sortedJirst-order predicate 
logic. Since its main sort is "trace", it is called trace logic and its formulas are called 
trace formulas. Informal use of  trace logic appears in a number of papers (e.g. [8, 
25, 29, 35, 33, 37]. Precise syntax and semantics, however, is given only in [38]. We 
shall adopt Zwiers' proposal, but we need only a simplified version of  it because 
we deal here only with atomic communications instead of messages ent along 
channels. 
As description language for processes we use terms built up from operators of 
CCS, CSP and COSY [24, 18, 20]. The operational behaviour of  such process terms 
will be described by labelled transitions of Petri nets. Full details of this approach 
are given in [26, 27]. With these preparations, we can define process correctness as 
a relationship Psat S between process terms and trace formulas. The main point is 
how we use the trace formulas S. In most previous papers [8, 25, 29, 39, 38] trace 
formulas express only safety properties or partial correctness (cf. [30]). Then Psat S 
if every trace of  P satisfies the formula S. This does not exclude the possibility that 
P diverges or deadlocks. As a consequence, there exists a single process term which 
satisfies every trace specification with the same alphabet. Such a process term is 
called a miracle after Dijkstra [10]. 
This is unsatisfactory because we would like to use the notion of process correct- 
ness also for process construction, i.e. given a trace formula S construct a process 
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term P with PsatS .  With miracles this task becomes trivial and meaningless. 
Therefore we shall be more demanding and use trace formulas to express also a 
simple type of l iveness property implying total correctness (cf. [30]). Essentially, 
Psat  S requires the following: 
• Safety: P may only engage in traces satisfying S; 
• Liveness: P must engage in every trace satisfying S. 
The notions o f "may"  and "must" are defiaed by looking at the Petri net transitions 
of  P. Tl,c terminology of "may" and ",hast" originates from [9] but the details are 
different here. The liveness condition, is due to [28] and related to the idea of Misra 
and Chandy to use so-called quiescent infinite trace specifications toexpress liveness 
in the setting of  asynchronous communication (see [19]). It implies that every 
process P satisfying a trace formula S is divergence free and externally deterministic. 
That is, in every run of the process the user has exactly the same possibilities of 
communication, o matter which actions the process has pursued internally. This 
implies deadlock freedom of P. 
Thus in our approach trace formulas can specify only a subset of processes. We 
are interested in this subset because, as demonstrated in [26], it has many applications 
and yields simple compositional transformation rules for process construction and 
verification. We believe :hat in computing, it is essential to identify subclasses of 
problems or programs where things work better than in the general case. 
2. Trace logic 
We start from an infinite set Comm of unstructured communications with typical 
elements a, b. By a communicat ion alphabet or simply alphabet we mean a finite 
subset of Comm. We let letters A, B range over alphabets. Syntax and semantics 
of  trace logic we adopt from [38]. It is a many-sorted predicate logic with the 
following sorts: 
• trace (finite communication sequences), 
• nat (natural numbers), 
• comm (communications), 
• log (logical values). 
Trace logic then consists of sorted expressions built up from sorted constants, 
variables and operator symbols. For notational convenience, trace formulas count 
here as expressions of  sort log. 
All communications appear as constants of sort trace and comm, and all natural 
numbers k/> 0 appear as constants of sort nat. The set Var of variables is partitioned 
into a set Var:trace of variables t of sort trace and a set Var:nat of variables n of 
sort nat. Among the trace variables there is a distinguished trace variable called h; 
it will be used in the definition of trace specification. For all communication alphabets 
A and all communications a, b there are unary operator symbols -rA and . [b /a ]  
of sort trace --~ trace. Further on, there are binary operator symbols •. • of sort 
trace x trace --, trace and • [- ] of  sort trace x nat --, comm, and a unary operator 
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symbol [. [ of sort trace --~ nat. The remaining symbols used in trace logic are all 
standard. 
Definition 2.1. The syntax of trace logic is given by a set 
Exp = Exp:trace u Exp:nat u Exp:comm u Exp:log 
of expressions ranged over by xe. The constituents of Exp are defined as follows. 
(1) The set Exp: trace of trace expressions consists of all expressions te of  the form 
te ::=~ [ a I t [ tin.re: ]teFA [te[b/a] 
where every trace variable t in te occurs ~¢ithin a subexpression of the form teo[ A. 
(2) The set Exp:nat of natural number consists of the following expressions ne: 
ne::=k I n I ne,+ne2 I nm*ne2 [ [tel. 
(3) The set Exp:comm of communication expressions consists of the following 
expressions ce: 
ce::= a [ te[ne]. 
(4) The set Exp: log of trace formulas or logical expressions consists of the 
following expressions le: 
le : :=truelte~te21 ne~ne.  [ ce, =ce2 
] -hie[ le~Ale: ] ::lt. le]  3n. le. 
Let xe{te/t} denote the result of substituting the trace expression te for every free 
occurrence of the trace variable t in xe. Furthermore, let xe{b/a} denote the result 
of literally replacing every occurrence of the communication a in xe by b. 
The standard semantics or interplctation of trace logic is introduced along the lines 
of Tarski's semantic definition for predicate logic. It is a mapping 
: Exp-* (Env~ ~ DOMe) 
assigning a value to every expression with the help of so-called environments. These 
are mappings 
p ~ Env~ = Var--, DOM~ 
assigning values to the free variables in expressions. The semantic domain of ~ is 
DOM~ = Comm* u NoU Comm u {.L} u {true, false}, 
and the environments p respect sorts, i.e. trace variables t get values in Comm* and 
natural number variables n get values in No. 
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Definition 2.2. With the above conventions the standard semantics ~ of trace logic 
is defined as follows. 
(1) Semantics of trace expressions yielding values in Comm*: 
• ~[e~(p) =e, the empty trace, 
• ~a] tp )  = a, 
• ~[t~(p)=p(t), 
• ~[te,.te2~(p) = ~tea~(p) .:~ ,'~te2]](p), the concatenation of the traces, 
• ~[teIAl](p ) = ~[teD(p) [:~ A, the projection onto A, i.e. with all communications 
outside A removed, 
• "~[te[b/a]~(p)= ~[te~(p){b/a}, i.e. every occurrence of a is renamed into b. 
Brackets [ . . .  ] denote an unevaluated renaming operator and brackets {.. .} its 
evaluation. 
(2) Semantics of natural number expressions yielding values in %1(,: 
• ~k~(p)=k for keN(,, 
• ~[InD(p)=p(n), 
• ,sl[ltel~(p, = I,~teD(p)l~, the length of the trace. 
Expressions ne~ +ne2 and ne~ * ne_~ are interpreted as addition and multiplication. 
(3) Semantics of communication expressions yielding values in Comm u {_l_}: 
• ~a~(p)  = a 
• ~[[te[ne]~(p)=,~te~(p)[~ne]l(p)]:~, the selection of the ~ne] (p) th  element of 
the trace ~[te]l(p~ if it exists and .1. otherwise. 
(4) Semantics of trace formu'as yielding values in {true, false}: 
• ~[true](p) = true, 
• ,~[[tel ~ ~< te2l](p) = (~[tel](p) -<~ , ~te,D(p)),_ the prefix relation on Comm*, 
• ~s[[ne~" <~ ne~(p) = (~[[ne~l](p) -<,~'~ ]Tne2]l(p)), the standard ordering relation on No, 
• ~l[cej = ce2~(p) = (~ced(p)  --- ~ ,~ce:B(p)), the strong, non-strict equality on 
DOMe. 
Thus a value .L, which is possible for a communication expression, does not 
propagate to the logical level. Formulas ~le, i~. x le2, :It. le, :In. le are interpreted 
as negation, conjunction and existential quantification over Comm and No, respec- 
tively. 
(5) A trace formuia Ic is called valid, abbreviated ~le, if ~ le~(p)=true  for all 
environments p.
Hov, ~o use trace Ionic for the specification of trace sets? The answer is that we 
use a certain subset of trace formulas. 
Definition 2.3. The set Spec of trace specifications ranged over by S, T, U consists 
of all trace formulas where at most the distinguished variables h of sort trace is free. 
Thus the iogicai value ~[S~(p) of a trace specification S depends only on the 
trace value p(h). We say that a trace bEComm* satisfies S and write D~ S if 
~S~(p) = true for p(h)-[~. Note the following relationship between satisfaction 
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and validity: 
b~ s iff ~S{b/h}. 
A trace specification S specifies the set of all traces satisfying S. In fact, whether 
or not a trace satisfies a trace specification S depends only on the trace value within 
the projection alphabet a(S). This is the smallest set of communications such that 
h is accessed only via trace projections within a(S). The definition is not straightfor- 
ward because expressions allow an arbitrary nesting of projection and renaming 
operators. Consider for example 
S = (Ik.h)r{dn} ~< ((Ik.h)[dn/Ik]) r {Ik, up}. 
Should the communication Ik appear in a(S) or not? To solve this question, we 
follow [38] and first convert every expression into a certain normal form where all 
trace projections •r A are adjacent o the trace variables. 
Definition 2.4. A trace expression te is called normal if it can be generated by the 
following syntax rules: 
te::=E I a I irA [ tel.te2 I te[b/a]. 
An arbitrary expression xe is normal if every maximal trace expression te in xe is 
normal. Maximal means that te is not contained in a larger trace expression in xe. 
Every other expression xe can be converted into a unique normal expression, 
called its normal form and denoted by xe . . . .  . This convertion is done by applying 
algebraic laws which move all projections •r A in the trace expressions of  xe down 
to the trace variables. 
Definition 2.5. For normal trace expressions te the projection alphabet or simply 
alphabet a(te) is defined inductively as follows: 
a( t )=a(a)=O,  
a (hrA)=A , a(trA)=O , if t~  h, 
a(tel.te2) =a(tel )  u a(te,),  a(te[b/a]) = a(te).  
For arbitrary trace expressions te the alphabet is given by a ( te )= a(te . . . .  ). For 
arbitrary expressions (in particular trace specifications) xe the alphabet is 
a(xe) = [...J a(te) 
where the union is taken over all maximal trace expressions te in xe which contain 
an occurrence of h that is free in xe. i f  such a trace expression does not exist, the 
alphabet a(xe) is empty. 
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Example 2.6. We determine the projection alphabet a (S)  of the expression 
S = (Ik.h)I{dn} <~ ((Ik.h)Ldn/Ik])[{Ik, up}. 
Maximal trace expressions of S are tel = (Ik.h)[{dn} and te2 = 
((Ik.h)[dn/Ik])I{Ik, up}. Their normal ~'orms are 
tel . . . .  =~.h[{dn} and te2 . . . .  =e.h[{up}. 
Thus we obtain a(S)  = a( te l )u  a(te2) = a( te l  . . . .  )u  a(te2 . . . .  ) = {dn, up}. 
Projection Lemma 2.7. Let S be a trace specification. Then 
b~s/~ bFa(s) ~ s 
for all traces D e Comm*. 
Since trace logic includes the standard interpretation of Peano arithmetic, viz. 
the model (~1o, 0, 1, +~, * ~, =~), trace specifications are very expressive. The follow- 
ing theorem is essentially stated in [38]. 
Expressiveness Theorem 2.8. Let ~ c_ A* be a recursively enumerable set of  traces over 
the alphabet A. Then there exists a trace specification TRACE(~) with projection 
alphabet a(TRACE(~) )  = A such that 
D~ iff b~ TRACE(~)  
for all traces l)~ A*. The same is true for sets ~ c_ A* whose complement in A* is 
recursively enumerable. 
For practical specification, such a general expressiveness result is not very helpful. 
Then a concise and clear notation is important. We use the following: 
• Natural number expressions counting the number of communications in a trace: 
~= te =df [te[{a}]. 
• Communication expressions selecting specific elements of a trace: e.g. 
last te =dr te[ltel]. 
• Extended syntax for logical expressions: e.g. for k I> 3 
k-I 
nel <~- • -<~nek =df /~ nej<~nej+l- 
n-I 
• Regular expressions denot ing  sets of  traces. 
3. Process terms 
Process terms are recursive terms over a certain signature of operator symbols 
taken from Lauer's COSY [20,4], Milner's CCS [24] and Hoare's CSP as in [18]. 
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More specifically, we take the parallel composition II from cosY ,  prefix a., choice 
+ and action morphism [9] from CCS, and deadlock stop: A, divergence div:A 
and the idea of using communication alphabets to state certain context-sensitive 
restrictions on process terms from CSP. 
To the set Comm of communication we add an element ~- E Comm yielding the 
set Act= Commu{~'} of actions. The element ~" is called internal action and the 
communications are also called external actions. We let u, v range over Act. As 
before let a, b range over Comm and A, B over communication alphabets. The set 
of (process) identifiers is denoted by ldf; it is partitioned into sets Idf: Ac_ ldf of 
identifiers with alphabet A, one for each communication alphabet A. We let X, Y, 
Z range over ldf. By an action morphism we mean a mapping ~:Act - - ,  Act with 
,;(r) = ~" and ~(a)# a for only finitely many a EComm. Communications a with 
~¢(a) = ~" are said to be hidden via ~ and communications a with ~(a) = b for some 
b # a are said to be renamed into b via ~p. 
DeflnitioR 3.1. The set Rec of (recursive) terms, with typical elen,ents P, Q, R, 
consists of all terms generated by the following context-free production rules: 
P::= stop:A (deadlock) 
div : A (divergence) 
a.P (prefix) 
P + Q (choice) 
P[[Q (paralellism) 
P[~] (morphism) 
X (identifier) 
I~X.P (recursion) 
An occurrence of an identifier X in a term P is said to be bound if it occurs in 
P within a subterm of the form IzX.Q. Otherwise the occurrence is said to be free. 
A term PE Rec without free occurrences of identifiers is called closed. P{Q/X} 
denotes the result of substituting Q for every free occurrence of X in P. 
A term P is called action-guarded if in e~ .~ry recursive ~ubterm IxX.Q of P every 
frec ~ccurrence of X in Q occurs within a ~ ,bterm of the form a.R of Q. For 
example, izX.a.X is action-guarded, but a.ltX.X is not. 
To every term P we assign a communication alphabet a(P) defined inductively 
as follows: 
a(stop:A) = a(div:A) = A, 
a (a .P )={a}ua(P) ,  
a( P + Q) = a( PHQ) = a( P )u  a( Q), 
a(P[¢] )  = ¢(a(P))  - {r}, 
a (x )= A i f  X E ld f (A) ,  
a(pX.P )=a(X)ua(P ) .  
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Definition 3.2. A process term is a term P c Rec which satisfies the following context- 
sensitive restrictions: 
( I )  P is action-guarded, 
(2) every suhterm a.Q of P satisfies a~ a(Q) ,  
(3) every subterm Q+ R of P satisfies a(Q)= a(R), 
(4) every subterm izX.Q of P satisfies a (x )  = aCP). 
Let Proc denote the set of  all process terms and CProc the set of all closed process 
terms. 
The semantics of  a process term P will be defined as a certain Petri net O~[~P~. 
As nets we consider here labelled place~transition nets with arc weight I and place 
capacity ~o [32] but we will mainly work in the subclass of safe Petri nets. We 
deviate slightly from the standard definition and use the following one which is 
inspired by [13]. 
Definition 3.3. A Petri net or simply net is a structure ~ = CA, PI,--,, Mo) where 
( I)  A is a communica:ion ~!p~,abet; 
(2) PI is a possibiy infinite se~, of  places; 
(3) --~ ~ ~ .f(Pl) x ( i u ~ r] ) × ~ .r( P!' is :~',f transition relation; 
(4) M,~_ ~[~.~_~i) s the initial marking. 
Here ~.~.r(PI) denotes the set of  all non-empty, finite subsets of ?1. An element 
(!, u, O)c---~ is called a tfan~itio~ (labelled with the action u) and will usually be 
written as ! ---," O. For a transition t = ! ---," O its preset or input is given by pre(t) = !, 
its postset or output by postCt) = O and its action by act(t) = u. 
The graphical representation f  a net '.It = (A, PI, ---,, Mo) is as follows. We draw 
a rectangular box subdivided into an upper part displaying the alphabet A and a 
lower part displaying the remaining components PI, ---, and Mo in the usual way. 
Thus places p ~ PI are represented ascircles with the name "'p" outside and transitions 
t={p,  . . . . .  p.,}-~ {q, . . . . .  q.} 
as boxes carrying the label "'u" inside and connected via directed arcs to the places 
in pre(t) and post(t). Since pre(t) and post(t) need not be disjoint, some of the 
outgoing arcs of u actually point back to places in preCt) ,~nd thus introduce cycles. 
The initial marking is represented by putting a token into the circle of each p ~ M. 
The dynamic behaviour of a Petri net is defined by its token game, it describes 
which transitions are concurrently enabled at a given marking and what the result 
of  their concurrent execution is. Though the initial marking of a net is defined to 
~,e a set of  places, the token game can result in more general markings, viz. multisets. 
Consider a net ~ --CA, Pl,--,, Mo). A marking or case or global state of ~ is a 
multiset (over Pl), i.e. a mapping M:Pl-- - ,  No. Graphically, such a marking M is 
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represented by putting M(p)  tokens into the circle drawn for each pc  Pl. For 
simplicity any set N _c Pl, e.g. the initial marking Mo, will be identified with the 
multiset given by the characteristic function of  N: N(p)  = ! for p c N and N(p)  = 0 
otherwise. For multisets M and N let M c_ N, M i l  N and M - N denote muhiset 
inclusion, union and difference, i f  M and N are sets then M c- N and M - N are 
just set inclusion and difference whereas MU N in feneral differs from set-theoretic 
union. We write pc  M if M(p)  >- !. 
A global transition of ")~ is any non-empty, finite set • of  transitions of ~)~. Define 
by using multiset union 
pre(~)- -  I [  pre(t) 
and analogously for post(~) and act(~). 
Definition 3.4. Let 'J~ be a net, ~ be a global transition of  ~ and M be a marking 
of  ~.  Then 
( l )  the transitions in ~ are concurrently enabled at M or simply ~ is enabled at 
M if pre(~) c M, 
(2) if enabled at M, the concurrent execution of the transitions in • transforms 
M into a new marking M'  of ~;  this is also called a step from M to M' in (the 
token game of)  "3~. in symbols: 
.¢ 
M -:- M'  in ~ 
if pre(~)c_ M and M'=(M-pre(~) )L . Jpos t (~) .  For ~={t} we write M-- ,*M'  
instead. 
We distinguish two notions of reachability for nets ~ = (A,  PI, -% Mo). A (dynami- 
cally) reachable marking of '3~ is a marking M for which there exist intermediate 
markings Mt . . . .  , M. and global transitions ~ . . . .  , ~ .  with 
Mo , M, . . . . .  M ,  = M. (*) 
Let mark('.}~) denote the set of reachable markings of '.}?. Note that the set mark(~) 
does not change if in (*) we consider only singleton transitions ~t --{h}. 
The set place('.}~) of statically reachable places of ~ is the smallest subset of Pl 
satisfying 
( ! ) M(, c place(~ ),
(2) If Ic_ place(~) and ! - . '0  for some ucAu{~'}  and Oc_Pl then also O~ 
place(~). 
The term "statical" emphasizes that, by (2), the set place('J~) is closed under the 
execution of any transition t = ! ---." O independently of whether t is ever enabled 
at some dynamically re~'chable marking of 9~. Thl,s place(9~)_= 
{ p l:lM c mark(~): p c M} and in general this inclusion is proper. 
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In the following we shall mainly work with safe nets where multiple tokens per 
place do not occur. Formally, a net 'J2 is safe if 
VM ~ mark(~J[) Vp ~ PI: M(p)<~ 1. 
Thus in a safe net all reachable markings are sets. 
Moreover, we mostly wish to ignore the identity of places and forget about places 
that are not statically reachable. We do this by introducing suitable notions of 
isomorphism and abstract net. 
Definition 3.5. Two netg ~2+=(A,,PI+,---~+,Mo+), i=1 ,2 ,  are weakly isomorphic, 
abbreviated ~2~ = ~om 922, if A~ = A~ and there exists a bijection 
fl :place(~)--~ place(~J2) such that 13(Mot)= Mo: and for all I, O~ place(~2,) and 
all u ~ A u {~'}, ! - -~ O iff f l( i)  ---*~ fl(O) where fl(Mol), fl(l), ~(0)  are understood 
elementwise. The bijection fl is called a weak isomorphism between ~2~ and ~22. 
Clearly, = ~*om is an equivalence r lation. An abstract net is defined as the isomorph- 
ism class 
of  a net ~2. It wi l l  be written shorter a~ [,.1~]. For abstract nets, we use the same 
graphical representation as for nets; we only have to make sure that all places are 
statically reachable and eliminate their names. Most concepts for nets can be lifted 
in a straighttorward wa) to abstract nets. For example, we shall call an abstract net 
['32] safe, if :12 is safe. Let Net denote the set of nets and ANet the set of abstract nets. 
The semantics of process terms is a mapping '32[-]: CProc ~ ANet which assigns 
to every P~ CProc a safe abstract net of the form 
'-)~PI = [ (a (P ) ,  PI,--~, Mo)]. 
For the definit ion of  the components Pi, --~ and M.  we refer to [27]. Here we have 
space only for an example. 
Example 3.6. Let P = a.b.c.stop:{a, b c} II d.b.e.stop : {d, b, e}. Then ~P!  is as shown 
in Fig. 1. 
4. Process correctness 
In this section we define our notion of process correctness Psat S. Let us begin 
with an informal explanation by considering once more the user interface of the 
process P shown in the introduction. Consider now a communication trace b = 
a~. . .  a. over a(P). We say that P may engage in h if there exists a transition 
sequence of the ~:ocess where the user was able to depress the communication 
buttons a~. . .  a~ in ~hat order. We say that P must engage in b if the following 
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XlPl = {~,b ,~,d ,~)  
Fig. I. 
holds: when started the process eventually becomes table. Then it is possible for 
the user to communicate at by depressing the corresponding communication button. 
Now the process may engage in some internal activity, but eventually it becomes 
stable again. Then it is ready for the next communication a, with the user, etc. for 
a3 . . . .  , a,. Also after the last communication an the process eventually becomes 
stable again. Summarising, in every transition sequence of the process the user is 
able to depress the communication buttons as , . . . ,  an in that order after which the 
process eventually becomes table. Stability can be viewed as an acknowledgement 
of  the process for a successful communication with the user. We say that P is stable 
immediately if the stability light goes on immediately after ¢witching the process 
on. These explanations hould suffice to appreciate the following definition of 
process correctness. 
Definition 4.1. Consider a closed process term P and a trace specification S. Then 
Psat S if a(P)= a(S)  and the following conditions hold: 
(1) Safety. For every trace he a(P)* whenever P may engage in h then h ~ S. 
(2) Liveness. For every trace he a(S)* whenever pre h ~ S then P must engage 
in h. The notation pre fh~ S means that h and all its prefixes satisfy S. 
(3) Stability. P is stable immediately. 
The distinction between safety and liveness properties of  concurrent processes i
due to Lamport (see e.g. [30]). Following Lamport, a safety property states that 
nothing bad ever happens and a liveness property states that something good 
eventually happens, in our context, a bad thing is a trace h not satisfying S and a 
good thing is the successful engagement in all cemmunications of a trace h. Note 
that the notion of safety is different from safeness defined for nets in Section 3: 
safeness can be viewed as a specific safety property of the token game of a net. 
Stability is also a safety property, but it is singled out here because its role is more 
technical. Its presc, nce allows a more powerful verification rule for the choice 
operator [26]. For ~'~.thematical haracterisations of  safety and liveness properties 
see [2]. 
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In the following we give formal definitions of the notions of "'may" and "must 
engage" and of initial stability by looking at the Petri net denoted by P. The intuition 
behind these definitions is as follows. Whereas transitions labelled by a communica- 
tion occur only if the user participates in them, transitions labelled by ~" occur 
autonomously at an unknown, but positive speed. Thus ~'-transitions give rise to 
unstability and divergence. 
Definition 4.2. Consider a net ~[=(A, PI,---~,Mo) and let M,M'~mark(~)  and 
[)c Comm*. 
(1) Progress properties. The set of next possible actions at M is given by 
next(M) = { u ~ Act l 3t ~ --*: pre(t) c_ M and act(t) = u}. 
M is called stable if T ~ next(M) otherwise it is called unstable. M is ready for a 
communl;cation b if M is stable and b c next(M). M is ready for the communication 
set A if M is stable and next (M)= A. '.I[ is stable immediately if Mo is stable. We 
write M ==~ M'  if there exists a finite transition sequence 
M---,t' Mn . . .  M, - t  ... t0, M = M'  such that b = (act(tn). . .  act(t,))\~-~ i.e. b results 
from the sequence of actions act ( t l ) . . ,  act(t,)  be deleting all internal actions ~-. 
(2) Divergence properties. ~ can diverge from M if there exists an infinite transition 
sequence 
tl t~ t .  L 
M---, M~--~ M:'-~ • • • 
such that 7 = act(t~) = act(t:) = act(tO . . . .  . ~ can diverge immediately if ~ can 
diverge from Mo. ~ can diverge after b if t.here exists a marking M with Mo ==~b M
such that ~[ can diverge from M. ~ can diverge only after b if whenever ~ can 
diverge after some trace b' then b <~ b'. ~ can diver~e i fthere is a marking M ~ mark('.l~) 
from which ~ can diverge. ~ is divergence free if '.)[ cannot diverge. 
(3) Deadlock properties. 51 deadlocks at M i fnext(M) = O. ~ deadlocks immediately 
if ~ deadlocks at Mo. "J~ can deadlock after b if there exists a marking M with 
Mo =~ M such that ~ deadlocks at M. ~ can deadlock only after b if whenever ~[ 
can deadlock after some trace b' then b<~ [~'. ~ can deadlock if there is a marking 
M ~ mark(~)  at which ~[ deadlocks. ~ is deadlock free if '.I[ cannot deadlock. 
We now turn to process terms. 
Definition4.3. Consider a closed process term P, a representative ~o = 
(a(P) ,  Pl,---~, Mo) of the abstract net ~P~,  and a trace De a(P)*  
(1) P is stable immediately if ~l is so. 
(2) P can diverge (immediately or after b or only after b) if ~o can do so. P is 
divergence free if ~l is so. 
(3) P deadlocks immediately if 51o does so. P can deadlock (after b or only after 
b) if ~lo can do so. P is deadlock free if ~l is so. 
(4) Pmay engage in b if there exists a marking M ~ mark(5~o) such that M :=~b M. 
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(5) P must engage in b-- a~.. .  an if the process term P H a~ . . .  an.stop: a (P )  is 
divergence free and can deadlock only after b- 
Clearly, the above definitions are independent of the choice of the representative 
'3~o. The formalisations of  immediate stability and "'may engage" capture the intu- 
itions earlier, but the formalisation of "'must engage" requires some explanation. 
The process term at . . .  a~. stop: a (P )  models a user wishing to communicate the 
trace at . . .  an to P and stop afterwards. Communication is enforced by making the 
alphabet of user and process identical. Thus the parallel composition 
P H a . . . .  an. stop: a (P )  can behave only as follows: it can engage in some prefix 
at . . .  ak of b with 0~ k ~ n and then either diverge (i.e never become stable again) 
or deadlock (i.e. become stable, but unable to engage in any further communication). 
The user's wish to communicate b is realised if and only if P I] a~ . . .  an. stop: a (P )  
never diverges and if it deadlocks only after b- A final deadlock is unavoidable 
because the user wishes to stop.This is how we formalise the notion of"must engage". 
The terminology of "may" and "'must engage" originates from DeNicola and 
Hennessy's work on testing of  processes [9, 14]. There it is used to define several 
so-called testing equivalences on processes, among them one for the "may" case 
and one for the "'must'" case. Here we make different use of these two notions. Also, 
our definition of "must engage" is stronger than in [9, 14] because we require 
stability after each communication. This will result in an equivalence which differs 
from their testing equivalences ( ee Section 6). 
We can show that Psat S has very strong consequences for P 
Proposition 4.4. Consider a closed process term P and a trace specification S. Then 
Psat S implies the following: 
(!)  "'May" is equivalent to "'must", i.e. for eve:y trace !} the process P may engage 
in b i f  and only i f  P must engage in b. 
(2) P is divergence free. 
(3) P is externally deterministic. 
Intuitively, a process is externally deterministic if the u~er cannot detect any 
nondeterminism by communicating with it. Formally, we define this notion as 
follows. 
Defiuition 4.5. Consider a closed process term P and some representative 'J~o-- 
(a(P) ,  Pl,--~, Mo) of 'JI~PJ. Then P is called externally deterministic f for all traces 
be Comm* and all markings Ms, M,~ mark('J~o) whenever 
b 
Mo=~M~ and Mo=~M2 
then next( Ms ) - { ~'} -- next(M~) - { T}. That is, every communication trace b uniquely 
determines the set of  next communications. 
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Thus trace formulas specify only divergence free and externally deterministic 
processes. This is a clear restriction of our approach, but it yields an interesting 
class of processes with many applications and simplest verification rules 
(see Section 7). 
Example 4.6. Let us consider the trace specification 
S=0~up ~ h -dn  # h<~2 
which is an abbreviation for dn # h <~ up # h <~ 2 + dn # h, and examine how a 
process P satisfying S should behavc ',ince Psat S implies a(P)  = a(S) = {up, dn}, 
P should engage only in the communications up and dn. By the safety condition, 
in every communication trace 1) that P may engage in, the difference of the number 
of  up's and the number of dn's is between 0 and 2. If P has engaged in such a trace 
b and the extension b.dn still satisfies S, the liveness condition of Psat S requires 
that after b the process P must engage in the communication dn. The same is true 
for up. 
Thus S specifics that P should behave like a bounded counter of capacity 2 which 
can internally store a natural number n with 0 < - n <~ 2. After a communication trace 
D, the number stored is n =up 4t b -dn  # b. Initially, when b is empty, n is zero. 
Communicating up increments n and communicating dn decrements n. Of course, 
these communications are possible only if the resulting changes of n do not exceed 
the counter bounds. 
A process term satisfying S is 
P = ;LX.up.pL V.(dn.X + up.dn. Y) 
denoting the abstract net shown in Fig. 2. This net is purely sequential, i.e. every 
reachable marking contains at most one token, and there are no internal actions 
involved. Another process term satisfying S is 
Q = ((~X.up.dn.X)[ Ik/dn] II ( t tX.up.dn.X)[ Ik/up])\ Ik 
denoting the abstract net shown in Fit;. 3. Here, after eaO' up-transition the net has 
to engage in an internal action T before it is ready for the corresponding dn-transition. 
Fig. 2. 
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.vlQ] = { ,~p, a,, } 
Fig. 3. 
Snnce ~'-actions occur autonomously, readiness for the next dn is guaranteed, as 
required by the specification S. This leads in fact to a marking where up and dn 
are concurrently enabled. 
The examples of P and Q demonstrate hat presence or absence of concurrency 
or intervening internal activity are treated here as properties of the implementation 
(process term and net), not of the specification. 
It is easy to generalise the above trace specification. For k t> ! a bounded counter 
of  capacity k is specified by 
SA=0<~up#h-dn#h<~k.  
If we drop the upper bound k, we obtain a trace specification S~ for an unbounded 
counter that can store an arbitrary large natural number: 
Sx =dn # h<~up # h. 
In a process atisfying S~ the communication up may and must occur after every 
trace. One such process is given by the term 
P~ = i~X.up.(X[lk/dn] [I/t Y.dn.lk. Y)\ lk 
which denotes the infinite abstract net shown in Fig. 4. After the nth communication 
up the net will engage in n -  I internal actions ~" before being ready for the 
corresponding nth communication dn. But again, these intervening internal actions 
do not impair the user's view of the specified behaviour. 
.~ ' [P®I  = { up, dn } 
Fig. 4. 
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5. Modified readiness emantics 
The liveness condition of the satisfaction relation Psat S is difficult to check when 
only the net semantics of P is available. To simplify matters, we introduce now a 
second, more abstract semantics for process terms. It is a variation of the readiness 
semantics .~H introduced in [28]. The main idea of :11 is to record information about 
the process behaviour in the form of pairs (b, ~) consisting of a trace b and a 
so-called ready set "~. This is a set of communications in which the process is ready 
to engage when it has become stable after the trace b [17, 12, 3]. Additionally, :h~ 
records information about divergence and applies a certain closure operator known 
as "'chaotic losure" and due to [7]. The semantics :~ is modified here in three ways: 
( l )  Information about initial unstability is recorded. This is needed because we 
use here Milner's choice operator + instead of Hoare's two operators [] and or 
distinguishing external and internal choice as in [28]. 
(2) The "'acceptance closure" due to [9] is enforced on the ready sets. 
(3) A new "'radiation closure" on ready sets is enforced; itwill be explained below. 
To avoid confusion, we shall write :1i* for the modified readiness emantics. 
Formally, it is a mapping 
:~*[" D : CProc-- ,  DOM,t 
which assigns to every P c C Proc an element :~*[ PI] in the readiness domain DOM:,~. 
This domain consists of pairs (A, 1") where A is a communication alphabet and F 
is a set of  process information. We consider three types of process information: 
(1) the element ~" indicating initial unstability; 
(2) ready pairs (b, ~) consisting of a trace be  A* and a ready set ~_  A; 
(3) divergence points (b, T) consisting of a trace be A* and a special symbol T 
standing for divergence. 
The set of  process information caa be expressed as follows: 
Define 
lnfo:,, : A = {~-}u A*  x '~,~(A) ~J A*  x {T}. 
DOMe,, : A ={(A. F~il'c_ l n fo  :A}. 
The readiness domain is then given by 
DOM:~ = U DOMe, :A 
where the union is taken over all communication alphabets A. 
For a pair (A. F )c  DOMe. we define its alphabet by a(A .  F)  = A and its set of 
process information by ~r(A. F)  = F. We adopt the following notational conventions: 
letters 3.. 6 range over lnfo~,:A, letters F. A over subsets of Info~,:A and hence 
pairs (A. F) .  (B. A) over DOM, .  letters ~. (~ range over ready sets and the letter 
.4 can either be a ready set or the symbol T- 
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The mapping :R*[. ] retrieves the relevant process information from the operational 
Petri net semantics. Hence we talk of an operational readiness emantics. First we 
consider individual nets. 
Definition 5.1. The readiness emantics ofa Petri net '3~ = (A, PI, --,, Mo) is given by 
.~)l*~l = close(A, {¢[ Mo is unstable) 
u {(b, ~)I :tM ~ mark(~):  
b 
Mo~ M and M is stable and ~--  next(M)} 
u {(b, T)I : IM e mark(9~): 
Mo ~ M and ~i can diverge from M}) 
where the closure operator close: DOM.~ ---, DOM:~ is defined as follows: 
close(A, F) = (A, F u {(b, (~)[ :1~: (b, ~) ~ F and ~ c_ 0J _~ succ(b, F)} 
~ ((b',.~)lab<~ b':(b, J')e F and b 'eA*  
and (.~c_A or .~ =T)} 
{(D, 0~)I ::la: (D.a, I') e F and (~ ~ succ([~, F)}). 
Here succ(b, F) denotes the set of all successor communications of [~ in F: 
succ(b, F) = {a l =I.~: (b.a, X) ~ F}. 
The readiness semantics of an abstract net [91] is given by .qi*([9i]) = .qi*(gl) and the 
(operational) readiness semantics of a closed process term P is given by .~*[P] = 
, '~*(~[P]). 
Let us now investigate the basic properties of the readiness emantics. First of  
all, it is an interleaving semantics, i.e. it is insensitive to concurrency. This is 
demonstrated by the law 
~.~a.stop:{a) ]] b.stop:ibl] = ~.~*[a.b.stop: {a, b}+ b.a.stop: {a, b}! 
which is easily established by retrieving the readiness information from the corre- 
sponding nets. Secondly, the readiness emantics enjoys a number of structural 
properties which we summarise under the notion of being well-structured. 
Definition 5.2. An clement (A, F )~ DOM,~ is called well-structured if the following 
hold: 
(I) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
initial ready pair: 3(~ c_ A: (~, OJ) ~ F. 
PreJix closure: (b.a, ~) e F implies 3(~ c_ A: (b, (~) e F and a ~ C~. 
Extensibility: (b, ~) c F and a c ~ imply ::10~ c_ A: (b.a, 0~) c F. 
Acceptance closure: (b, ~) ~ F and ~ c_ 0~ c_ succ(b, F) imply (b, (~) e F. 
Chaotic closure: (b ,~)~F and b<~l~ ' and (.~c_A or .~=t)  imply (l)',.~)c F. 
Radiation closure: (b.a, T) ~ F and (~ c_ succ(b, F) imply (D, 0J) c F. 
Unstability closure: (~, T )c F implies ~-~ F. 
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Proposition $.3. For every closed process term P the readiness semantics ~.)t*~P~ 
DOM.,, is well-structured. 
Properties (1), (3), (5) and (2) without the condition "and a ~ (,tl" are as in the 
original readiness emantics .~ in [28]. Property (4) stems from the semantic models 
studied in [9, 14]; it implies the condition "and a e(~" in (2). Property (7) is 
motivated by [9] and [5]. Property (6) is completely new: it states that ¢~ivergence 
affects the ready sets one level up; we therefore say that divergence "'radiates up". 
Note that the closure properties (4)-(6) add ready sets and divergence points to 
.~)i*[P] which are not justified by the token game of ~[P] .  These additions make 
the semantics .~*[-~ more abstract so that less process terms can be distinguished 
under .~*[-]. In Section 6 we shall see that the resulting level of abstraction is in 
perfect match with the distinctions that we can make among process terms under 
the satisfaction relation PsatS .  Technically speaking, .~)i*~ .] is fully abstract with 
respect o this relation. 
Here we notice that with the readiness emantics we can easily express the process 
properties relevant for the satisfaction relation Psat  S. Recall that ~r(,~)t*~P]) is the 
set of process informations collected by .~*[P]. 
Proposition 5.4. For every divergence free, closed process term P and trace b = 
a l  • • • an  : 
(1) P may engage in b iff (b, i~) E 1r(.~*~P~) for  some ready set ~. 
(2) F can deadlock after b iff (b,O)~ ~r(,~l*~Pl). 
(3) P must engage in b iff for every prefix a, . . .  ak of  b with O<~k <n and every 
read), set 
( a i . . . ak , ~ ) ~ It( ~,~ *~ P ~ ) implies ak + = ~ ~ , 
i.e. whenever P becomes table, it is ready to engage in the next communication of  b. 
(4) P is externally deterministic iff for every trace b there is at most one ready set 
with (b, ~)E ~r(,~*[P~). 
With these preparations, we can now approach the main objec.ive of this section: 
a direct comparison of process terms and trace specifications on the basis of the 
readiness domain. To this end, we extend now the readiness emantics :~1"[. ~ to 
cover trace specifications as well, i.e. to a mapping 
.~*~ "] :CProcu Spec--, DOM:,. 
Definition $~. The readiness emantics o f  a trace specification S is given by 
• ~*~S~ = (a (S) ,  {(D, ~)[bE a(S)*  and prefb ~ S 
and ~={aEa(S) [~.a  ~ S}}) 
where, as before, prefb ~ S means that [) and all its prefixes satisfy S. 
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Since trace specifications S specify only processes which are stable immediately 
and divergence free, it is understandable that :}{*0S~ does not contain elements of 
the form ~" and (!~, 1') indicating unstability and divergence. Note that .~*~S~ satisfies 
the properties (2)-(7) of being well-structured, but not (1) because .~){*aS~ may be 
empty. Thus the readiness semantics of trace specifications S is closed, i.e. 
ciose(.~*[Sl) =.~t*[SJ but need not be well-structured. However, i f r  ~ S then .~{*aSB 
is well-structured. 
The main result of this section is the following theorem which is proved in [26]. 
Correctness Theorem $.6. For every closed process term P and trace specification S we 
have 
Psat S i~ :~*lPl--:~*[S0. 
i.e. in the readiness emantics process corrc:tness reduces to semantics equality. 
The Correctness Theorem simplifies, at least conceptually, the task of proving 
that a process term P satisfies a trace specification S. 
Example 5.7. in Example 4.6 we considered the trace specification 
S=0<~up # h-dn  # h<~2 
and argued informally that the process terms 
and 
P = p,X.up.~ Y(dn.X + up.dn. Y) 
Q = ((l~X.up.dn.X)[Ik/dn] ]] (pLX.up.dn.X)[Ik/up])\Ik 
both satisfy S. We can now prove this claim by comparing the readiness emantics 
of S with that of P and Q: 
,~){*~S~ = ({up, dn}, {(b, ~)IVb '<~ b: 0 <~ up 4+ I ) ' -  dn # I)'<~ 2
and ( i fO=up 4+ b -dn  # b then ~ ={up}) 
and ( i fO<up*  b -dn  # b<2 then ~={up, dn}) 
and (if up 4+ b -dn  # I)=2 then ~ = {dn})}). 
By an exhaustive analysis of the reachable markings of the nets 9~[P] and ~[Q] 
displayed in Example 4.6 we see that 
:~'6 P0 = '~*IsJ = '~*fl QJ. 
Thus indeed PsatS  and QsatS.  
Correctness of concurrent processes 283 
6. Full abstraction 
Process terms denote Petri nets describing all details of the process behaviour 
many of which are irrelevant from the viewpoint of trace specifications. We therefore 
investigate the following question: 
Under what circumstances can we replace a closed process term P by 
a closed process term Q without ever noticing this change by the 
satisfaction relation sat? 
Since replacement can take place within a larger process term, we use the notion 
of  a context o make this question precise. A context is a term ~(X)~ Rec with one 
free identifier X. To simplify notation, we shall write ~(R) instead of ~(X){R\X}  
for the substitution of  a process term R for X in ~(X).  For example, the "'must" 
condition of  PsatS  can be viewed as a condition on ~(P)  where the context is 
~(X)= X [I a, . . .  a, .  stop: a (P)  
Equivalence under the satisfaction relation sat is covered by the following satisfaction 
equivalence ~-,a, on closed process terms: P -=,o, Q if for every trace specification 
S the following holds: PsatS  iff QsatS.  Now the above questioa becomes: Under 
what condition on P and Q do we have ~(P)  ---~a, ~(Q) for every context ~(X)  
with ~(P),  ~(Q)~ CProc? Milner's notion of  full abstraction [23] (see also [31, 15]) 
can be seen as looking for a sufficient and necessary condition that solves this type 
of question. 
Definition 6.1. A semantics (or semantic model) ~:Cproc - - *  DOM:~,~ is called fully 
abstract for an equivalence relation ~ on CProc if the following holds for all closed 
process terms P and Q: 
holds for every context ~(X)  with ~(P),  ~(Q)e  Cproc. 
Intuitively, a fully abstract model ~ optimally fits the equivalence - in the sense 
that ~ just makes the identifications on process terms that are forced by ~. For a 
given semantic model ~¢: Cproc--* DOM::,~ let the model equivalence =-- be defined 
as follows: 
Then we can state the following conse.~uence of the definition of full abstraction. 
Proposition 6.2. For every equivalence r lation =- on CProc there exists a fully abstract 
model ~J~ for ~- which is compositional w.r.t, the process operators in CProc and unique 
up to model equivalence =-~,~. 
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This proposition provides an attractive method of specifying the semantics of 
processes. Starting from an equivalence relation -= that captures the kind of distinc- 
tions or observations on processes one is interested in, the proposition guarantees 
the existence of a compositional semantics ~ that is optimal for -~ and unique up 
to model equivalence -=~,~. Then ~ is the semantics pecified by •-. More generally, 
this specification method is used for programming languages with and without 
concurrency (see e.g. [ I]) and in the area of  algebraic spectfications ( ee e.g. [34]). 
The existence of a fully abstract semantics ~ is an interesting fact, but its implicit 
definition via contexts does not give us any idea about the explicit structure of ~ .  
Often it is a very difficult or even unsolved problem to find such an explicit structure 
[23, 31, 15, 22]. Fortunately, for the satisfaction equivalence ~-~a, we will be able to 
exhibit this structure: it is the modified readiness emantics :~*[-! discussed in the 
previous sections. 
Full Abstraction Theorem 6.3. The modified readiness semantics .9i*[- ]: C Proc-* DOM.,~ 
is fully abstract for the satisfaction equivalence =- .... i.e. for all closed process terms 
P and Q the following holds: .9i*[ P~ = .~]t*[Q] if and only iffor all contexts (~(X) with 
L~(P), ~(Q)~ C Proc and all trace specifications S 
L~( P) sat S iff (~( Q) sat S. 
proof. (only if): see [26]. (if): Suppose .gl*[P| ~ .~]i*[Q|, say .gi*|P]I~gi*|Q]. We 
will exhibit a context ~(X  ) with L~(P), L~(Q) ~ CFroc and a trace specification S with 
(~(P) satS but L~(Q) sgltS. 
Let A=a(P) .  I f  a(P)~a(Q) ,  we can take ~(X)=X and S=hrA~hrA.  I f  
a(P) = a(Q), we distinguish three cases depending on the structure of process 
information in ~r(.~]t*lPB) and lr(.gi*lQ]). 
Case I: ~c ~r(gi*~Q]) and r~ Ir(.gt*IPB). Then P cannot diverge immediately. 
Take 
~(X)=X Ilstop:A and S=h~A<~. 
Then ~(P) ,  ~(Q) ¢ CProc and ~" ¢ ~'(.~*[~(Q)]), but 1- ~ ~r(.~*|~(P)~). In fact, ~(P)  
is stable immediately, divergence free and can engage only in the empty trace. Thus 
~(P) sat S. On the other hand, ~(Q)  sat S because ~(Q) is unstable as the ~" in its 
readiness emantics indicates. 
Case2: (b ,~)¢=( :~*[~(Q)] )  and ([~,~)~r(.~I*[Pl).  Suppose I~-=a,...a, 
where n~>O and a~ . . . . .  a,¢A.  Since .9t*[P] is well-formed (cf. Section 5), we 
conclude that 
( I ) -a=lb' ~< b: (b', 1') ¢ ~r(.gt*[P]) because otherwise the chaotic closure would force 
([~, ~)¢ ~r(.~*[P]). Let [~' be the longest prefix of [~ such that 
(2) :~:  (b', ~)e =(.~*~P|). 
Such trace l)' exists because there is an initial ready pair (~, ~)  in ~r(gi*|P]). Take 
some fresh d ~ A. Such a communication d exists because Comm is infinite whereas 
A _c Comm is finite. 
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Subcase 2.1: b°<b. Then b '= at . . .  ak for some k < n. As context we consider the 
term 
~(x)  = d . (X  
II (dk.st°p :A u {d} 
+ aj.(d k- I.stop:A ~ {d] 
+ a2.(. . .  (d.stop:A u {d] 
+ak.ak+,.stop: Au {d})...  ))) 
)[¢] 
where the renaming morphism ~p :Act ---, Act is given by ~p (u) = d for u c A u { d ] 
and ~p(u)= u otherwise. The notation d ' . s top :Au  {d] abbreviates 
d.  . . .  .d . s top :  A u {d}. 
m times 
Clearly, ~(P),  ~(Q)~ CProc. The initial communication d of ~(X) serves to absorb 
possible unstabilities of P and Q in ~( P ) and ~(Q). Since d ~ A, the communications 
d occurring in the right-hand operand of the parallel composition of ~(P) and 
¢~(Q} do not require synchronisation with the left-hand operand P or Q. Thus both 
f~(P) and ~(Q) can deadlock only after engaging in k + ! communications. 
In fact, ~(P) must engage in k+l  communications because, by property (!) 
above, ~(P)  is divergence free. Hence we consider as specification the trace formula 
S ~dfd  ~ h~k+l  
Then (~(P) satS, but (~(Q) satS  because (S(Q) may er.gage in the trace 
( d.a, . . . ak+,){~o] = d.d. . . d 
of length k + 2. 
Subcase 2.2: l)' = b. 
Case 3: (!), 1')~ 7r(.~li*lQ|) and (b, T)~ ~(:~*lel). 
Full details for these cases are given in [26]; we omit them here. [] 
The full abstraction proof exploits that the modified readiness emantics ,~'1. ]
incorporates three extra closure conditions: chaotic losure, acceptance losure, and 
radiation closure. The chaotic closure, dealing with divergence, was introduced by 
Brookes, Hoare and Roscoe in their failure semantics ~[ "1 for CSP [7]. The 
acceptance closure on ready sets was introduced by DeNicola and Hennessy for a 
process emantics of CCS that is fully abstract for their strong "'must" version of 
testing equivalence [9, 14]. For simplicity we call this semantics here strong testing 
semantics and denote it by 5. The radiation closure, however, is new. 
Consider for example the process terms 
P=a.stop:  {a}+Q and Q=a.a.div:  {a}. 
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{,} 
! 
Then P and Q, or better their syntactic equivalents inCSP and CCS, are distinguished 
by failure and testing semantics: ~RP~ ~ ~Q]  and ~[P] ~ ~[Q]. But in the modified 
readiness semantics they are identified. Indeed, the abstract nets denoted by P and 
Q are shown in Fig. 5.Thus the ready pair (a,~J) belongs to .~R*[P] by the token 
game of 'Jl~P], but it also belongs to .~*[Q] by the radiation closure. Informally, 
the divergence point (a.a, ~) of :)[*[Q] "'radiates up" and thus forces (a,0) to be 
present in :~*IQi. Hence :~*[Pi --:~*[Q]. This identification isjustified by the idea 
of full abstraction because in every context ~(X)  both ~(P) and ~(Q) satisfy 
exactly the same trace specification S. 
The example demonstrates that the modified readiness equivalence =-m* on process 
terms, given by 
P=-m.Q if :~t*[P]=:~*[Q], 
differs from the corresponding failure equivalence =- ~ and strong testing equivalence 
-=~. it has to be different because of the satisfaction relation sat which uniquely 
determines --m- via the notion of full abstraction. 
However, the differences appear only for processes which can diverge. On diver- 
gence free process terms -=m- and ---~ coincide and on divergence free process terms 
which are stable immediately also -=m- and -,~ coincide. This can be easily seen by 
comparing the definitions of the semantics :g*[-] with 2[- ]  and ~[-]. 
7. Conclusion 
Based on the notion of process correctness Psat S defined in this paper we have 
developed compositional transformation rules for the systematic construction of 
process terms from given trace specifications [26]. Most rules turn out to be very 
simple. For example, parallel composition P [I Q ot process terms P and Q is 
reflected by the logical conjunction of trace formulas. Soundness of these rules is 
proved by using an equivalent denotational definition of the modified readiness 
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semantics. Applica::cns of our notion of process correctness and the transformation 
rules can be found in [6, 1 I, 26]. 
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