Abstract-This paper presents the design of a methodology for distributed detection and isolation of multiple sensor faults in heating, ventilation and air-conditioning (HVAC) systems. The proposed methodology is developed in a distributed framework with the HVAC system modeled as a set of interconnected, nonlinear subsystems. A local sensor fault diagnosis (LSFD) agent is designed for each of the interconnected subsystems. The LSFD agent uses input and sensor output data of its underlying subsystem and it may exchange information with the neighboring agents. The distributed sensor fault detection is conducted using robust analytical redundancy relations, formulated by estimation-based residuals and adaptive thresholds. The distributed sensor fault isolation is carried out by combining the decisions of the LSFD agents and applying a reasoning-based decision logic. Simulation results are used for illustrating the effectiveness of the proposed methodology applied to a two-zone HVAC system.
I. INTRODUCTION
The heating, ventilation and air conditioning (HVAC) system is one of the essential components of a building, responsible for providing a high quality and healthy environment for the building's inhabitants. The HVAC is a highly complex, nonlinear system, comprised of a set of interconnected subsystems, including the heating and cooling plant (boilers, chillers, dehumidifier), the ventilation system (Volume Air Volume (VAV) terminal units, Air Handling Unit (AHU)), and one or more zones served by the terminal units of the ventilation system. Each subsystem consists of several components, such as sensors (e.g. temperature, humidity), electrical and mechanical actuators (e.g. coils, dampers, valves) and controllers.
Over time, it is inevitable that one or more HVAC components (e.g. sensors, actuators) will fail. Such failures are generally difficult to diagnose, especially in large buildings, and can result in significant energy waste and unfavorable living conditions. According to the Electrical and Mechanical Services Department of Hong Kong, 15% to 30% of the energy waste in commercial buildings is due to the performance degradation, improper control strategy and faults in HVAC systems [1] . During the last two decades, various methodologies have been developed for detecting and isolating faults in HVAC systems [2] - [4] . A large number of these methodologies has focused on the detection and isolation of faults in actuators and the plant of the HVAC system. However, the detection and isolation of sensor faults has become a challenging problem, since a large number of sensors is used for monitoring and control of the energy and living conditions in large-scale smart buildings.
Sensor fault detection and isolation (SFDI) methods for HVAC systems can be classified into data-driven and modelbased methods. Data-driven methods are the most commonly used, since they can be easily developed using a black-box model, without the requirement of analyzing and understanding the system's behavior [5] - [7] . However, these methods need a plethora of data collected under both healthy and faulty conditions (data under faulty conditions are necessary for fault isolation), implying increased cost due to the utilization of several redundant sensors beyond the ones required for proper system operation [8] . On the other hand, modelbased methods require additional modeling effort, since a HVAC model with physical significance has to be developed using a priori knowledge of system process [9] - [11] . Nevertheless, the model-based SFDI methods are designed based on the data acquired by the sensors that are usually installed for control purposes [12] - [14] .
The objective of this work is the design of a model-based method for detecting and isolating multiple sensor faults affecting HVAC systems. Taking into account the nonlinear HVAC model developed in [11] , [15] , which consists of two zones (rooms), a cooling coil and a chiller tank, we develop a distributed SFDI methodology based on the spatial distribution of the HVAC system, i.e. modeling the HVAC system as a set of three interconnected nonlinear systems (two zones and the electromechanical part). For each nonlinear subsystem, we design a dedicated local sensor fault diagnosis (LSFD) agent, which is responsible for detecting and isolating the presence of sensor faults in a distributed manner. The decision logic, implemented in each LSFD agent, relies on checking whether certain analytical redundancy relations (ARRs) are satisfied. The ARRs are formulated using estimation-based residuals and adaptive thresholds, taking into account modeling uncertainties and measurement noise. The distributed isolation of multiple faulty sensors in the HVAC system is realized using a reasoning-based decision logic. This paper is organized as follows. The HVAC description and the problem formulation are described in Section II. The design of the proposed SFDI methodology is presented in Section III. Simulation results of the application of the proposed SFDI architecture to the two-zone HVAC system are provided in Section IV, followed by some concluding remarks in Section V.
II. PROBLEM FORMULATION
In this work, we consider the HVAC system presented in [11] , [15] , which consists of two zones, and the electrome-chanical part. The basic components of the electromechanical part of the HVAC, shown in Fig. 1 are the cooling coil, the chiller and the chilled water tank, the fan, the supply and return ducts and the variable air volume (VAV) boxes. The cooling coil is connected to the chiller through the chiller water tank, which regulates the water that is inserted to the cooling coil. Control inputs to the HVAC system are the air flow rate to each of the two zones and the chilled water mass flow rate, while the control objectives are the setpoint tracking of the temperature in each zone and the temperature in the chilled water tank. The humidity and indoor air quality are not controlled. The two-zone HVAC system can be regarded as a set of three interconnected, nonlinear subsystems; i.e., the two zones and the electromechanical part (cooling coil and chiller water tank). Let us denote the I-th subsystem of HVAC as Σ (I) , I = 1, 2, 3, characterized by the state, input and interconnection vector x (I) , u (I) , z (I) , respectively. The interconnection vector z (I) contains states that are shared between the I-th subsystem and its neighboring subsystems.
The subsystems Σ (1) and Σ (2) correspond to zone 1 and 2, respectively. The state x (I) , I = 1, 2, is the temperature of the I-th zone, the input u (I) is the volumetric flow rate of air entering into the I-th zone, and the interconnection variable z (I) is the output air temperature from the cooling coil. The nonlinear dynamic model of Σ (I) , I = 1, 2 is described by:
where
The inputs u (1) and u (2) are generated by two feedback linearization controllers and η(t) is a disturbance signal related to the rate of internal heat gain due to occupants and appliances in the I-th zoneT z I (t).
The subsystem Σ (3) represents the electromechanical part of the HVAC system. The state variables of
is the i-th element of the state vector x (3) ) correspond to the temperature of the cooling coil and the temperature of the water in the chiller storage tank, respectively, the input u (3) is the chilled water mass flow rate, generated by a gain controller, and the interconnection variables z (1) and x (2) , respectively. The subsystem Σ (3) is described by the following nonlinear dynamic equation:
where u 
and
z ), 0 with
z ) defined in (7) at the bottom of this page. It is noted that, in (1) and (4), A (I) , γ (I) , represent the linear and nonlinear part of the dynamics of Σ (I) , respectively, while h (I) represents the interconnection dynamics. The constant parameters of the HVAC system are: the ambient temperature T amb (
• C), the heat mass capacitance corresponding to the I-th zone M z I (kg), the specific heat at constant volume C v (J/kg K), the overall heat transfer coefficient U (W/m 2 K), the air density ρ (kg/m 3 ), the component area A (m 3 ), the specific heat at constant pressure C p (J/kg K), the latent heat of water h f g (J/kg), the temperature of output water T wo (
• C), and the humidity factors w z , w ao [11] . The subscripts of these parameters are a, w, cc, t, z I , correspond to air, water, cooling coil, tank, and zone I.
The nonlinear subsystem Σ (I) , I = 1, 2, 3 is monitored and/or controlled by m I sensors, which constitute a sensor set S (I) = S (I) {1}, . . . , S (I) {m I } , where S (I) {j}, j ∈ {1, . . . , m I }, denotes the j-th sensor characterized by
∈ R is the sensor output vector, d
(I) j ∈ R denotes the noise corrupting the measurements of sensor S (I) {j} and
∈ R represents the possible sensor fault, i.e., the change in the j-th output y (I) j due to a single fault in the j-th sensor, which occurs at T
Particularly, the sensor set S (I) , I = 1, 2, contains a single sensor (m 1 = m 2 = 1) measuring the temperature of the I-th zone (x (I) ), while S (3) contains two sensors (m 3 = 2) such that S (3) {1} measures the output air temperature of the cooling coil (x 
2 ). The objective of this work is to design a distributed methodology for detecting and isolating multiple sensor faults that may occur in the sensor sets S (I) , I = 1, 2, 3, used for monitoring and control of the HVAC system, under the following assumptions:
Assumption 1: The state vector x (I) and input vector u generated by a feedback controller, remain bounded for all I = 1, 2, 3 before and after the occurrence of multiple sensor faults, i.e. there are compact regions of stability
Assumption 2: The unknown modeling uncertainty of Σ (I) , η (I) (t), I = 1, 2 and the noise corrupting the measurements of each sensor in S (I) , are unknown but uniformly bounded;
i.e. η (I) (t) ≤η (I) , I = 1, 2 and d
are known constant bounds.
III. DISTRIBUTED SENSOR FAULT DETECTION AND ISOLATION
This section provides the design details of the distributed architecture for detection and isolation of multiple sensor faults. The first step is to design a local sensor fault diagnosis (LSFD) agent, denoted by M (I) , I = 1, 2, 3, dedicated to each of the interconnected subsystems described by (1) and (4) [16] , [17] . The primary role of the agent M (I) is to detect and isolate sensor faults in the underlying sensor set S (I) . Each agent has access to the input and output data of the underlying subsystem and may exchange information with its neighboring agents. Particularly, M (3) transmits the measurements of sensor S (3) {1} to agents M (1) and M (2) , while M (3) uses a priori information related to the reference signals of subsystems Σ (1) and Σ (2) [18] . Assuming the occurrence of multiple sensor faults, and given that there are two sensors in the sensor set S (3) , the agent M (3) consists of two modules such that each module, denoted by M (3,j) monitors the sensor S (3) {j}, j = 1, 2, and is responsible for isolating a sensor fault that affects
, M (3, 1) and M (3,2) relies on checking whether analytical redundancy relations (ARRs) are satisfied. Each of the ARRs is formulated using estimator-based residuals and adaptive thresholds. Furthermore, under the assumption of multiple sensor faults, the decisions of the agents and modules are integrated and processed using a reasoning-based decision logic.
A. Residual generation
The structure of the nonlinear estimator, denoted by E (I) , implemented in the agent M (I) , I = 1, 2 is described by the following equation:
wherex (I) ∈ R is the estimation of x (I) , with initial conditionsx (I) (0) = 0, L (I) ∈ R is the estimator gain, chosen such that the matrix A (I)
has strictly negative eigenvalues.
The residual generated by the agent M (I) , I = 1, 2, is denoted by ε (I) y ∈ R and is described by
Taking into account (1), (8) and (9), the residual ε (I) y , I = 1, 2 can be expressed as:
Based on (11), the residual ε
y is affected by faults in sensor S (I) {1} and sensor S (3) {1}. The agent M (3) consists of two modules, M (3,1) and M (3, 2) , which monitor the sensors S (3,1) and S (3, 2) , respectively. The estimator of the module M (3, 1) , denoted by E (3, 1) , is structured as follows:
, i.e. z contains the a priori known reference signals of subsystems Σ (1) and Σ (2) . The residual generated by the module M (3, 1) , is denoted by ε (3,1) y and is described by
Given (4), (8) and (12), the residual ε can be re-written as:
1 (t)
According to (14) , the residual ε is affected only by a fault in the sensor S (3) {1}. The estimator in the module M (3, 2) , denoted by E (3, 2) , is designed as:
wherex (3, 2) ∈ R is the estimation of x
2 , with initial conditionsx (3,2) (0) = 0, A
22 is the element {2, 2} of the matrix A (3) , L (3,2) ∈ R is the estimator gain chosen such
22 − L (3, 2) has strictly negative eigenvalues. The residual generated by the module M (3, 2) , denoted by ε (3,2) y , is expressed as:
Given (4), (8) and (15), the residual ε (3,2) y is re-written as:
2 (t)
According to (17) , the residual ε
is affected only by a fault in the sensor S (3) {2}, defined in (8).
B. Computation of adaptive thresholds
The adaptive threshold implemented in the agent M (I) , denoted byε y (t) is described by:
wherex (I) is a known bound such that |x (I) (0)| ≤x (I) ,
(I) t for all t, and
with b 1 = ρaCpa Mz I Cv . Following the same procedure, we design the adaptive threshold implemented in the module M (3, 1) . Specifically, taking into account Assumption 2 and that there exist a known boundx (3) such that |x (3) (0)| ≤x (3) , and positive constants ρ (3, 1) , ξ (3, 1) such that |C (3, 1) e (3, 1) t for all t, the adaptive threshold is obtained taking into account (14) and Assumptions 1,2; i.e.,
wherez (3) j , j = 1, 2 is a known constant bound that is related to the tracking error, i.e. lim t→∞ |z (3)
j , ∀ t > 0. Taking into account (17) and Assumptions 1,2, the adaptive threshold implemented in the module M (3, 2) ,ε (23) wherex (3, 2) is a known bound such that |x (3) 2 (0)| ≤x (3, 2) , and ρ (3, 2) , ξ (3, 2) are positive constants such that |e (3, 2) t for all t. It is noted that the adaptive thresholds defined in (18), (21) and (23) can be implemented using linear filtering techniques.
C. Distributed SFDI decision logic
The sensor fault (SF) detection decision logic of the agent M (I) , I = 1, 2 is based on the following analytical redundancy relation (ARR)
where ε
y are defined in (11) and (18), respectively. The agent M (I) , I = 1, 2, detects the presence of sensor faults, when E (I) is violated. The decision of M (I) is represented as a boolean function, defined as
is the time instant of the detection, defined as T
has occurred or both f and M (3, 2) , which are included in the agent M (3) , is based on the following ARRs:
are defined in (14), (17) and (21), (23), respectively. The ARRs E (1) , E (2) , E (3, 1) and E (3, 2) are satisfied under healthy conditions, since the adaptive thresholds bound by design the residuals. The module M (3,j) isolates the presence of sensor fault f
j , j = 1, 2, when E (3,j) defined in (26) is violated. The decision of the module M (3,j) is described by the following boolean function
with T (3,j)
Assuming the occurrence of multiple sensor faults, the decision of the agent M (I) is combined with the decision of the module M (3,1) . The reason for the combinatorial process of the decisions is that the agent M (I) uses the measurements of sensor S (3) 1 for the generation of the residual and adaptive threshold and the formulation of the ARR E (I) . Therefore, the distributed sensor fault isolation is conducted by comparing the observed pattern of sensor faults, defined as D (I) (t) = D (I,1) (t), D (3,1) (t) , I = 1, 2 to a number of theoretical pattern of sensor faults, which are the columns of the sensor fault signature matrix F (I) , presented in Table I . The rows of F (I) , I = 1, 2 correspond TABLE I SENSOR FAULT SIGNATURE MATRIX F (I) , I = 1, 2.
to the ARRs E (I) and E (3, 1) , while the columns correspond the three possible combinations of sensor fault occurrence, i.e., f
and f
The agent M (3) can isolate multiple sensor faults in the sensor set S (3) by comparing the observed pattern of sensor faults, defined as
to a number of theoretical patterns of sensor faults, which are the columns of the sensor fault signature matrix F (3) , presented in Table II . The rows of F (3) correspond to the ARRs E (3, 1) and E (3, 2) , while the columns correspond the three possible combinations of sensor faults that occur in S (3) . 
Based on the matrices 
1 , {f
1 } , I = 1, 2. The semantics of F (I) 12 = * is that the sensor fault f 
IV. SIMULATION RESULTS
The objective of this section is to illustrate the effectiveness of the proposed distributed SFDI method applied to the two-zone model of the HVAC system described in Section II. The operation of the HVAC system is simulated based on equations (1)- (7). The dimensions of each zone is 3.5m × 1.75m × 2m. The parameters used for the simulation of the I-th subsystem I = 1, 2 given in (1) and (3) (4)- (7) under healthy conditions. Following the design of the distributed SFDI method provided in Section III, we design four estimators, structured as in (9), (12) and (15) with estimator gains:
.1692] and L (3,2) = 3. The adaptive thresholds given in (18) , (21) and (23) are designed using the following parameters: 2 . In all scenarios, we have simulated abrupt, bias sensor faults, whose magnitude φ (1,1) (t) and D (2,1) (t) of the agents M (1) and M (2) , respectively, and D (3,1) (t) and D (3, 2) (t) of the modules M (3, 1) and M (3, 2) , respectively. The four plots in each subfigure can be used for depict- ing the time evolution of the three observed patterns, i.e. D (I) (t) = D (I,1) (t), D (3,1) (t) , I = 1, 2 and D (3) (t) = D (3,1) (t), D (3,2) (t) . At every time instant, the observed patterns are compared to the theoretical patterns that arise from the sensor fault signature matrices presented in Tables  I and II , leading to three sensor fault diagnosis sets; a) in the first simulation scenario, the resultant diagnosis sets are: D 
V. CONCLUSIONS
In this paper, we presented a model-based, distributed architecture for multiple sensor fault detection and isolation (SFDI) in a HVAC system. By modeling the HVAC system as a set of three interconnected subsystems, we design three distributed local sensor fault diagnosis (LSFD) agents, with each agent dedicated to each of the interconnected subsystems. The distributed detection of sensor faults relies on robust analytical redundancy relations, formulated by residuals and adaptive thresholds. The distributed isolation of multiple sensor faults is conducted by combining the decisions of the LSFD agents and applying a reasoning-based decision logic. Simulation results showed the effectiveness of the proposed distributed SFDI methodology in isolating multiple sensor faults in a two-zone HVAC system.
