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The one-dimensional Poisson–Nernst–Planck (PNP) system is a
basic model for ion ﬂow through membrane channels. If the
Debye length is much smaller than the characteristic radius of
the channel, the PNP system can be treated as a singularly
perturbed system. We provide a geometric framework for the study
of the steady-state PNP system involving multiple types of ion
species with multiple regions of piecewise constant permanent
charge. Special structures of this particular problem are revealed,
which together with the general framework allows one to reduce
the existence and multiplicity of singular orbits to a system
of nonlinear algebraic equations. Near each singular orbit, an
application of the exchange lemma from the geometric singular
perturbation theory gives rise to the existence and (local) unique-
ness of a solution of the singular boundary value problem. A new
phenomenon on multiplicity and spatial behavior of steady-states
involving three or more types of ion species is discovered in an
example. (The phenomenon cannot occur when only two types of
ion species are involved.)
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Electrodiffusion, the diffusion and migration of electric charge, plays a central role in a wide range
of our technology and science [6,11,12,15–21,29,44,46,52,58]. In semiconductor and biological devices,
macroscopic ﬂows of charges are driven through tiny (atomic scale) channels that link one macro-
scopic reservoir to another. The reservoirs are macroscopic regions in which the concentration of
charges is nearly constant (because the dimensions of the reservoirs are macroscopic and so the to-
✩ The work is partially supported by NSF Grants DMS-0406998 and DMS-0807327.
E-mail address:wliu@math.ku.edu.0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2008.09.010
W. Liu / J. Differential Equations 246 (2009) 428–451 429tal number of charges is hardly changed by the ﬂows) and electrical potentials are nearly constant
too. The electrical resistance of the macroscopic region is so small that only a tiny electrical poten-
tial gradient is needed to drive signiﬁcant ﬂow of charge in the reservoir. The electric ﬁeld is strong
throughout these systems and only a few charges (ions) are needed to create signiﬁcant electrical
potentials, compared to the enormous number of ions (1023, Avogadro’s number) needed to create
chemical potentials (and diffusion). That is why the Debye number is so large (see system (1)). The
ﬂow through the atomic scale channel is affected by other variables besides the applied boundary
potentials in the reservoirs, namely, by the shape of the pore in the channel (through which perma-
nently charged ions ﬂow) and the distribution of permanent and induced (i.e., polarization) charge on
the wall of the channel as well as the mobility of ions [13,21,27,28,34,40]. For more discussions on
the background, readers are referred to the paper [22] and the references therein.
Fundamental mathematical models for ﬂow of charges are the Langevin systems and the Maxwell–
Boltzmann equations. While these systems can model the physical problem at very high resolution,
it is a great challenge to examine their dynamics analytically and even computationally. Focusing
on key features of the biological system, reduced models can be derived from the Langevin systems
and Maxwell–Boltzmann equations. The simplest reduced model is the Poisson–Nernst–Planck (PNP)
systems (see [3] for a formal derivation from Boltzmann–Poisson system and [47] for a rigorous jus-
tiﬁcation; see [57] for a derivation including correlations from coupled Langevin–Poisson equations).
The conditions for this reduction are the dilute assumption and the speed of transportation is much
smaller than the speed of light so the magnetic ﬁeld can be ignored. As the result, the ﬂow of ions can
be approximated at the level of concentrations governed by the Nernst–Planck equations (continuity
equations), and the electric ﬁeld produced by ion concentrations is governed by the Poisson equa-
tion. A signiﬁcant difference between semiconductor devices and biological channels is the number of
ion species involved. In semiconductor devices, two types of charged pseudo-particles, electrons and
holes, are considered. In biological channels, multiple ion species are involved. The fact is that some
biological phenomena of importance do not appear until three or more ion species are involved. For
example, the crucial ﬁnding for voltage activated Na channels (which make the action potential) is
that a third ion (it must be Ca in the case considered) cannot be ignored in addition to Na and Cl and
biological conditions, such as magnitudes of concentrations at both ends, have to be within a speciﬁc
range for the channel to work, just as a power supply for an ampliﬁer must be in a deﬁnite fairly
speciﬁc range. In particular, Ca must be 103–104 less in concentration on the inside of the channel
than on the outside or the channel does not function. This is the main motivation of present work to
consider PNP systems with multiple ion species.
The PNP system of equations has been simulated and computed to a great extent [2,7–10,12,25–
27,31–36,40,48,49,55,56,63], but has been analyzed to a limited extent. Most fruitful mathematical
analysis is based on treating the PNP as a singularly perturbed system with the Debye length as the
singular parameter. In particular, the singular boundary value problem for one-dimensional steady-
state PNP systems (5) was studied to understand the I–V relations, multiplicity of solutions and many
other important properties of channels. Two main streams of methods are the matched asymptotic
expansions [1,4,5,24,51,53,54,57,59–62] and the geometric theory for singularly perturbed problems
[22,42]. Among others, I–V relations are approximated and multiple solutions are found to exist under
some conditions. Multiple solutions of such equations in this or similar problems might explain a
variety of multiple valued phenomena seen in biological channels, for example, some forms of gating,
and be involved in other more complex behaviors, for example some kinds of active transport.
In this paper, we will apply the geometric singular perturbation theory (see [23,37–39,41,64], etc.)
to extend the framework in papers [22,42] to PNP systems with multiple regions of permanent charge
and with multiple ion species. A major difference of the model studied in this paper from those of
previous ones is the inclusion of multiple ion species. While the geometric singular perturbation
theory provides a guideline for the study, speciﬁc structures are crucial for a success of applying the
general theory to this particular system. There are two important special structures revealed in the
analysis of the one-dimensional steady-state PNP system: one is a complete set of integrals for the
limit fast (or inner) system that allows a detailed analysis of the singular layer problem; another is a
nonlinear scaling of the independent variable that converts the nonlinear limit slow or outer system
to a linear system with constant coeﬃcients. (The coeﬃcients do depend on unknown ﬂux densities
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of the problem.) As a result, the existence, multiplicity and spatial properties of the singular orbits
are reduced to a system of nonlinear algebraic equations. The nonlinear system is very complicated
and the analysis is not carried out in this paper. Nonetheless, near each singular orbit, an application
of the exchange lemma of geometric singular perturbation theory readily justiﬁes the validity of the
singular orbit in the sense that there is a unique true solution near the singular orbit. In addition
to this general geometric framework, a new phenomenon is discovered when three or more types
of ion species are considered. More precisely, contrast to the case of two ion species where each
slow orbit is monotone, it is possible to have solutions with spatial oscillation; furthermore, spatially
oscillating and spatially non-oscillating solutions can co-exist—another form of multiple solutions. At
this moment, it is not clear what the biological implications are of the spatial oscillation solutions.
Establishing the relation between the spatial oscillation property and the experimentally measurable
I–V relations should be an important step along this direction. In this paper, the new phenomenon
is discussed in an oversimpliﬁed example. A systematic analysis is in order and is expected to reveal
more interesting dynamics of biological importance.
The rest of the paper is organized as follows. In Section 2, we begin with a description of a
three-dimensional PNP system as the model for ion ﬂow through an ion channel and discuss a one-
dimensional reduction. We then identify the problem to be studied in this paper: steady-states of
boundary value problems of the one-dimensional PNP system. The problem is cast in the language of
geometric singular perturbation theory after introducing new dependent variables. The main geomet-
ric framework is set forth in Section 3 where we construct singular orbits for the PNP boundary value
problem. The success of the construction relies on two special structures of the limit subsystems: the
limit fast system possesses a complete set of integrals that allows a detailed study of singular layers
in Section 3.1.1; an observation is made in Section 3.1.2 that allows one to transform the limit slow
system to a linear system with constant coeﬃcients. The existence, multiplicity and spatial structure
of singular orbits are reduced to a system of nonlinear algebraic equations. In Section 4, we apply
exchange lemmas from the geometric theory of singular perturbations to justify the validity of each
singular orbit. In Section 5, we examine the special case where three types of ion species are involved
and provide an example that demonstrates the existence of multiple solutions with different spatial
structures.
2. Three-dimensional model PNP system and a one-dimensional reduction
We now brieﬂy describe the model PNP system of equations. As discussed above, the key features
of an ion channel are the shape of its pore and the distribution of the permanent charge along its
interior wall. As a ﬁrst approximation, we consider a special membrane channel modeled by
Ωμ =
{
(x, y, z): 0 < x < 1, y2 + z2 < g2(x,μ)},
where g is a smooth function satisfying
g(x,0) = 0 and g0(x) = ∂ g
∂μ
(x,0) > 0 for x ∈ [0,1].
The small parameter μ measures the maximal radius of cross-sections of the channel. The boundary
∂Ωμ of Ωμ consists of three portions:
Lμ =
{
(x, y, z) ∈ ∂Ωμ: x= 0
}
,
Rμ =
{
(x, y, z) ∈ ∂Ωμ: x= 1
}
,
Mμ =
{
(x, y, z) ∈ ∂Ωμ: y2 + z2 = g2(x,μ)
}
.
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the reservoirs.
For most of channels, the permanent charge Q is unknown but it is reasonable to assume that Q
is piecewise constant.
The basic model of the Poisson–Nernst–Planck system for ion ﬂow through the channel involving
n ion species is
Δφ = −λ
(
n∑
s=1
αscs + Q
)
,
∂ck
∂t
= −∇ J¯k = Dk∇ · (∇ck + αkck∇φ), k = 1,2, . . . ,n, (1)
where φ is the electric potential; for the kth ion species, ck is the concentration, αk the valence (the
number of charges per particle), J¯k the ﬂux density and Dk the diffusion constant; and λ  1 is the
Debye number.
As mentioned in the introduction, the concentrations of the ions and the electrical potential in the
reservoirs are nearly constants, and the wall of the channel is assumed to be perfectly insulated. It is
thus natural to assume the following boundary conditions
φ|Lμ = ν0, ck|Lμ = Lk > 0, φ|Rμ = 0, ck|Rμ = Rk > 0,
∂φ
∂n
∣∣∣Mμ =
∂ck
∂n
∣∣∣Mμ = 0, (2)
where ν0, Li and Ri are constants, and n is a unit normal vector to Mν .
The following one-dimensional version of the PNP system (1) is suggested by Nonner and Eisen-
berg [50] (see [43] for a mathematical treatment for a special case by taking the limit as μ → 0):
1
g20(x)
∂
∂x
(
g20(x)
∂
∂x
φ
)
= −λ
(
n∑
s=1
αscs + Q (x)
)
,
∂
∂t
ck = − 1
g20(x)
∂
∂x
J¯k = Dk
g20(x)
∂
∂x
(
g20(x)
∂
∂x
ck + αkck g20(x)
∂
∂x
φ
)
(3)
for k = 1,2, . . . ,n, with the boundary conditions
φ(0) = ν0, ck(0) = Lk; φ(1) = 0, ck(1) = Rk. (4)
The one-dimensional steady-state PNP system for n types of ion species is, for k = 1,2, . . . ,n,
	2
h(x)
d
dx
(
h(x)
d
dx
φ
)
= −
n∑
s=1
αscs − Q (x), d Jk
dx
= 0,
h(x)
dck
dx
+ αkckh(x)dφdx = − Jk (5)
with the boundary conditions
φ(0) = ν0, ck(0) = Lk; φ(1) = 0, ck(1) = Rk. (6)
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piecewise constant function; that is, we assume, for a partition x0 = 0 < x1 < · · · < xm−1 < xm = 1 of
[0,1] into m sub-intervals, Q (x) = Q j for x ∈ (x j−1, x j) where Q j ’s are constants with Q 1 = Qm = 0
(the intervals [x0, x1] and [xm−1, xm] are viewed as the reservoirs where there is no permanent
charge).
We remark that, typically in the reservoirs, one imposes electro-neutrality conditions:
∑
αs Ls =∑
αs Rs = 0; in particular, among αk ’s, at least one is positive and at least one is negative—an as-
sumption imposed throughout this paper. In this case, there will be no boundary layers at the two
ends although there will be internal layers at where the permanent charge Q jumps.
We point out that different settings of the singular boundary value problems of PNP systems are
used by other researchers. For example, in [59,60], instead of the interval [0,1], the domain is mod-
eled by the whole real line. Also, more sophistic PNP systems taken into account of other chemical
and physical features of the problem are proposed and simulated (see, for example, [27,28]).
In this paper, we will focus on the PNP system with the present setting and investigate the singular
boundary value problem (5) and (6).
To end this section, we rewrite the PNP system into a standard form of singularly perturbed sys-
tems and convert the boundary value problem to a connecting problem. Denote the derivative with
respect to x by overdot and introduce u = 	φ˙ and w = x. System (5) becomes, for k = 1,2, . . . ,n,
	φ˙ = u, 	u˙ = −
n∑
s=1
αscs − Q (w) − 	 h
′(w)
h(w)
u,
	c˙k = −αkuck − 	 Jkh−1(w),
J˙k = 0, w˙ = 1. (7)
We will treat system (7) as a dynamical system with the phase space R2n+3 and the independent
variable x is viewed as time. The boundary condition (6) becomes, for k = 1,2, . . . ,n,
φ(0) = ν0, ck(0) = Lk, w(0) = 0; φ(1) = 0, ck(1) = Rk, w(1) = 1.
Let BL and BR be the subsets of the phase space R2n+3 deﬁned by
BL =
{
(φ,u,C, J ,w): φ = ν0, C = L, w = 0
}
, (8)
BR =
{
(φ,u,C, J ,w): φ = 0, C = R, w = 1}, (9)
where C = (c1, . . . , cn)T , J = ( J1, . . . , Jn)T , L = (L1, . . . , Ln)T and R = (R1, . . . , Rn)T . Then, the bound-
ary value problem is equivalent to the following connecting problem: ﬁnding an orbit of (7) from BL
to BR .
Remark 2.1. We point out that, since ck ’s are concentrations of ion species, only those solutions with
positive ck ’s are interested.
Let M	L be the collection of all forward orbits starting from BL and M
	
R be the collection of all
backward orbits starting from BR . Then, for 	 > 0 small, the vector ﬁeld is not tangent to BL and BR .
Note that dim(BL) = dim(BR) = n+1. It implies that both M	L and M	R are smooth invariant manifolds
of dimension (n + 2). Generically, one expects that M	L and M	R intersect transversally. In this case,
dim(M	L ∩ M	R) = (n + 2) + (n + 2) − (2n + 3) = 1 and hence the intersection would consist of a
discrete set of orbits. The connecting problem will be solved by showing that the manifolds M	L and
M	R indeed intersect transversally. To process, the general geometric idea is
W. Liu / J. Differential Equations 246 (2009) 428–451 433Fig. 1. A singular orbit over the sub-interval [x j−1, x j ] projected to the space of variables u, ∑αkck and w: Γ [ j−1,r] is a
boundary layer at x = x j−1 from B j−1 to Z j and Γ [ j,l] from B j to Z j , and Λ j connects the “landing” points ω(N[ j−1,r]) of
Γ [ j−1,r] and the “landing” points α(N[ j,l]) of Γ [ j,l] on the slow manifold Z j .
(i) to construct a singular orbit: union of fast (or inner) and slow (or outer) orbits of different lim-
iting systems of (7), where fast orbits represent the boundary/internal layers and slow orbits
connect the boundary/internal layers;
(ii) to examine the evolutions of M	L and M
	
R along the singular orbit for transversality and apply the
exchange lemma.
3. Geometric construction of singular orbits
Following the idea in [22] for n = 2 cases, we will ﬁrst construct singular orbits on each sub-
interval [x j−1, x j] where Q (x) is constant and then match them at jump points x = x j ’s of Q (x). To
do so, we will pre-assign the values of φ, ck ’s at each x j for j = 1,2, . . . ,m− 1,
φ(x j) = φ[ j], ci(x j) = c[ j]k (10)
with given φ[0] = ν0 and c[0]k = Lk at x0 = 0, φ[m] = 0 and c[m]k = Rk at xm = 1, and introduce the set,
for j = 0,1, . . . ,m,
B j =
{
(φ,u,C, J ,w): φ = φ[ j], C = C [ j], w = x j
}
. (11)
Note that B0 = BL and Bm = BR . The next step is to construct singular orbits over each interval
[x j−1, x j] for the connecting problem between B j−1 and B j . Finally, we match the singular orbits at
each x j to obtain singular orbits over the whole interval [0,1].
In the rest of this section, we will carry out the above program. It turns out the existence and
multiplicity of singular orbits can be reduced to a system of nonlinear algebraic equations.
3.1. A singular orbit on [x j−1, x j] where Q = Q j
Here we will construct singular orbits for the connecting problem from B j−1 to B j . Each such orbit
will consist of two boundary layers Γ [ j−1,r] at x = x j−1, Γ [ j,l] at x = x j and a regular layer Λ j over
the interval [x j−1, x j] (see Fig. 1 for an illustration). The boundary layers at x = x j ’s should be viewed
as internal or transition layers relative to the full interval [0,1] if x j is not one of the endpoints.
To help the reader track easily the notation and indices that we use, we explain the convention to
be adopted: in Γ [ j,l] , the letter Γ is used for a (singular) boundary layer, the index j is referred to
the layer at x = x j , and the index l indicates that the layer is relative to the interval [x j−1, x j] which is
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to the interval [x j−1, x j] to the right of x j−1. Finally, in Λ j , the letter Λ is used for a regular layer
and the index j indicates that the regular layer is over the jth sub-interval [x j−1, x j].
3.1.1. Fast dynamics and boundary layers
By setting 	 = 0 in system (7), we get the slow manifold
Z j =
{
u = 0,
n∑
s=1
αscs + Q j = 0
}
.
Note that Z j is of co-dimension two, i.e., dim(Z j) = 2n + 1. In terms of the independent variable
ξ = x/	 , we obtain the fast system of (7), for k = 1,2, . . . ,n,
φ′ = u,
u′ = −
n∑
s=1
αscs − Q j − 	 h
′(w)
h(w)
u,
c′k = −αkcku − 	 Jkh−1(w),
J ′ = 0, w ′ = 	, (12)
where prime denotes the derivative with respect to ξ . The limiting fast system is, for k = 1,2, . . . ,n,
φ′ = u,
u′ = −
n∑
s=1
αscs − Q j,
c′k = −αkcku,
J ′ = 0, w ′ = 0. (13)
The set of equilibria of (13) is precisely Z j . Recall that dim(Z j) = 2n+1. So there are at least (2n+1)
zero eigenvalues associated to the tangent space of Z j for the linearization of (13) at each point of Z j .
It can be checked easily that the two eigenvalues normal to Z j are ±
√∑
α2s cs . Thus, Z j is normally
hyperbolic (see [23,30]). We will denote the stable and unstable manifolds of Z j by Ws(Z j) and
Wu(Z j), respectively.
Let M[ j−1,r] be the collection of all forward orbits from B j−1 under the ﬂow of (13) and let M[ j,l]
be the collection of all backward orbits from B j . Also let N[ j−1,r] = M[ j−1,r] ∩ Ws(Z j) and N[ j,l] =
M[ j,l] ∩ Wu(Z j). It follows from dynamical system theory that Γ [ j−1,r] ⊂ N[ j−1,r] and Γ [ j,l] ⊂ N[ j,l] .
The most important underlying structure of (13) is
Proposition 3.1. System (13) has a complete set of (2n+ 2) ﬁrst integrals given by, for k = 1,2, . . . ,n,
Gk = ln ck + αkφ, (14)
Gn+1 = 1
2
u2 −
n∑
s=1
cs + Q jφ, (15)
Gn+1+k = Jk and G2n+2 = w. (16)
Proof. It can be veriﬁed directly. 
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in (15) is a Hamiltonian function for the potential φ (see Proposition 3.3). It should be pointed out
that they are only integrals for the limiting fast system (13) and not integrals for the full system (12)
except Jk ’s in (16).
The following result will be needed to characterize the boundary layers.
Lemma 3.2. There is a unique φ = φ[ j−1,r] satisfying
n∑
s=1
αsc
[ j−1]
s e
αs(φ
[ j−1]−φ) + Q j = 0, (17)
and a unique φ = φ[ j,l] satisfying
n∑
s=1
αsc
[ j]
s e
αs(φ
[ j]−φ) + Q j = 0. (18)
Proof. Let
f (φ) =
n∑
s=1
αsc
[ j−1]
s e
αs(φ
[ j−1]−φ) + Q j .
Then,
f ′(φ) = −
n∑
s=1
α2s c
[ j−1]
s e
αs(φ
[ j−1]−φ) < 0.
Thus, f (φ) is monotone. Since αk ’s have different signs and c
[ j]
k ’s are positive, we have f (φ) → −∞
as φ → ∞ and f (φ) → ∞ as φ → −∞. Therefore, (17) has a unique solution. Similarly, (18) has a
unique solution. 
With the help of the integrals in Proposition 3.1, we can solve the boundary layer problems from
B j−1 and B j to Z j .
Proposition 3.3. (i) Let Γ [ j−1,r] ⊂ N[ j−1,r] be a boundary layer at x = x j−1 . Suppose Γ [ j−1,r] is the orbit of
the solution z(ξ) = (φ(ξ),u(ξ),C(ξ), J , x j−1) with z(0) ∈ B j−1 and limξ→+∞ z(ξ) = z(+∞) ∈ Z j . Then,
φ(ξ) is determined by the Hamiltonian system
φ′′ +
n∑
s=1
αsc
[ j−1]
s e
−αs(φ−φ[ j−1]) + Q j = 0
together with the boundary conditions φ(0) = φ[ j−1] and φ(+∞) = φ[ j−1,r] where φ[ j−1,r] is as in
Lemma 3.2; u(ξ) = φ′(ξ) with u(0) = u[ j−1,r] and u(+∞) = 0, where
u[ j−1,r] = [sgn( j − 1, r)]
√√√√ n∑
s=1
2c[ j−1]s
(
1− eαs(φ[ j−1]−φ[ j−1,r]))− 2Q j(φ[ j−1] − φ[ j−1,r]), (19)
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ck(ξ) = c[ j−1]k e−αk(φ(ξ)−φ
[ j−1])
with ck(0) = c[ j−1]k and c[ j−1,r]k := ck(+∞) = c[ j−1]k e−αk(φ
[ j−1,r]−φ[ j−1]) .
Let Γ [ j,l] ∈ N[ j,l] be a boundary layer at x = x j . Suppose Γ [ j,l] is the orbit of the solution z(ξ) =
(φ(ξ),u(ξ),C(ξ), J , x j) with z(0) ∈ B j and limξ→−∞ z(ξ) = z(−∞) ∈ Z j . Then, φ(ξ) is determined by
the Hamiltonian system
φ′′ +
n∑
s=1
αsc
[ j]
s e
−αs(φ−φ[ j]) + Q j = 0
together with the boundary conditions φ(0) = φ[ j] and φ(−∞) = φ[ j,l] where φ[ j,l] is as in Lemma 3.2;
u(ξ) = φ′(ξ) with u(0) = u[ j,l] and u(−∞) = 0, where
u[ j,l] = [sgn( j, l)]
√√√√ n∑
s=1
2c[ j]s
(
1− eαs(φ[ j]−φ[ j,l]))− 2Q j(φ[ j] − φ[ j,l]), (20)
where sgn( j, l) = sgn(φ[ j] − φ[ j,l]); and
ck(ξ) = c[ j]k e−αk(φ(ξ)−φ
[ j])
with ck(0) = c[ j]k and c[ j,l]k := ck(−∞) = c[ j]k e−αk(φ
[ j,l]−φ[ j]) .
(ii) The intersections M[ j−1,r] ∩ Ws(Z j) and M[ j,l] ∩ Wu(Z j) are transversal.
(iii) The ω-limit set of N[ j−1,r] and the α-limit set of N[ j,l] are
ω
(
N[ j−1,r]
)= {(φ[ j−1,r],0,C [ j−1,r], J , x j−1): all J},
α
(
N[ j,l]
)= {(φ[ j,l],0,C [ j,l], J , x j): all J}.
Proof. We provide a proof for the statements related to x = x j−1. Suppose z(ξ) = (φ(ξ),u(ξ),C(ξ),
J (ξ),w(ξ)) is a solution of (13) from B j−1 to Z j ; that is, z(ξ) ∈ N[ j−1,r] = M[ j−1,r] ∩ Ws(Z j). Then,
J (ξ) = J is a constant vector and w(ξ) = x j−1. From z(0) ∈ B j−1 and limξ→∞ z(ξ) = z(∞) ∈ Z j , we
have φ(0) = φ[ j−1] , C(0) = C [ j−1] , u(∞) = 0 and ∑αscs(∞) + Q j = 0. Denote u(0) = u[ j−1,r] .
From the integrals in (14), we have
ln ck(ξ) + αkφ(ξ) = ln c[ j−1]k + αkφ[ j−1].
Thus,
ck(ξ) = c[ j−1]k e−αk(φ(ξ)−φ
[ j−1]). (21)
The ﬁrst two equations in (13) become
φ′ = u, u′ = −
n∑
s=1
αsc
[ j−1]
s e
−αs(φ−φ[ j−1]) − Q j . (22)
This is a Hamiltonian system with a Hamiltonian function
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1
2
u2 −
n∑
s=1
c[ j−1]s e−αs(φ−φ
[ j−1]) + Q jφ.
Note that the Hamiltonian function is precisely the integral in (15) taking into account of the relation
(21). The equilibria of (22) are given by
u = 0,
n∑
s=1
αsc
[ j−1]
s e
−αs(φ−φ[ j−1]) + Q j = 0.
From Lemma 3.2, there is a unique solution (φ,u) = (φ[ j−1,r],0) of the above equation. If we denote
ck(∞) = c[ j−1,r]k , then, from (21),
c[ j−1,r]k = c[ j−1]k e−αk(φ
[ j−1,r]−φ[ j−1]).
Evaluate the integral in (15) at ξ = 0 and ξ → ∞ to get
1
2
u2(0) −
n∑
s=1
c[ j−1]s + Q jφ[ j−1] = −
n∑
s=1
c[ j−1]s e−αs(φ
[ j−1,r]−φ[ j−1]) + Q jφ[ j−1,r].
This gives the expression for u[ j−1,r] as in (19). The choice of the sign can be determined from the
phase portrait sketched in Fig. 2. All statements of the proposition follow easily. 
We verify that the expressions under the square roots in (19) and (20) are non-negative.
Lemma 3.4.With the notations above, one has
n∑
s=1
c[ j−1]s
(
1− eαs(φ[ j−1]−φ[ j−1,r]))− Q j(φ[ j−1] − φ[ j−1,r]) 0,
n∑
s=1
c[ j]s
(
1− eαs(φ[ j]−φ[ j,l]))− Q j(φ[ j] − φ[ j,l]) 0.
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F (φ) =
n∑
s=1
c[ j−1]s
(
1− eαs(φ[ j−1]−φ))− Q j(φ[ j−1] − φ).
It suﬃces to show that F (φ[ j−1,r])  0. Note that F ′(φ) = f (φ) and F ′′(φ) = f ′(φ) where f (φ) is
deﬁned in Lemma 3.2. In the proof of Lemma 3.2, it is established that f ′(φ) < 0. So F (φ) is a
concave function. Also F ′(φ[ j−1,r]) = f (φ[ j−1,r]) = 0. Thus, F (φ[ j−1,r]) is the unique maximal value of
F (φ); in particular, F (φ[ j−1,r]) F (φ[ j−1]) = 0. 
The transversality of the intersection M[ j−1,r] ∩ Ws(Z j) implies that
dimN[ j−1,r] = dimM[ j−1,r] + dimWs(Z j) − (2n+ 3) = n+ 1.
Thus, N[ j−1,r] consists of n-parameter (with the parameter J ) family of orbits from B j−1 to Z j . They
are the candidates for the boundary layer Γ [ j−1,r] at x j−1. Similarly, N[ j,l] consists of the family with
parameter J of candidates for the boundary layer Γ [ j,l] at x j . To obtain orbits connecting B j−1 to B j ,
we need construct regular orbits on the slow manifold Z j that connect ω(N[ j−1,r]) to α(N[ j,l]).
3.1.2. Slow dynamics and regular layer
We now study the ﬂow in the vicinity of the slow manifold Z j and construct regular layers Λ j
that connects ω(N[ j−1,r]) to α(N[ j,l]). Note that, restricted onto Z j , system (7) is degenerate in the
sense that all dynamical information on (φ, c1, . . . , cn) is lost. To recover it, one can ﬁnd higher order
(in 	) approximations of the persistent slow manifold Z j . (This approach is rather standard and is
explicitly suggested by a referee of the paper [22] and a derivation with this approach is provided in
the same paper.) Another way that we will use here is to scale the dependent variables properly. To
do so, we introduce
u = 	p, αncn = −
n−1∑
s=1
αscs − Q j − 	q. (23)
In replacing u with p and cn with q, system (7) becomes, for k = 1, . . . ,n− 1,
φ˙ = p, 	 p˙ = q − 	 h
′(w)
h(w)
p,
	q˙ =
(
n−1∑
s=1
(αs − αn)αscs − αnQ j − 	αnq
)
p + h−1(w)
n∑
s=1
αs J s,
c˙k = −αk pck − Jkh−1(w),
J˙ = 0, w˙ = 1. (24)
When 	 = 0, it is
φ˙ = p, 0= q,
0=
(
n−1∑
s=1
(αs − αn)αscs − αnQ j
)
p + h−1(w)
n∑
s=1
αs J s,
c˙k = −αk pck − Jkh−1(w),
J˙ = 0, w˙ = 1. (25)
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S j =
{
p = − h
−1(w)
∑n
s=1 αs J s∑n−1
s=1 (αs − αn)αscs − αnQ j
, q = 0
}
.
The limiting slow dynamics on S j is governed by system (25), which reads
φ˙ = − h
−1(w)
∑n
s=1 αs J s∑n−1
s=1 (αs − αn)αscs − αnQ j
,
c˙k = h
−1(w)
∑n
s=1 αs J s∑n−1
s=1 (αs − αn)αscs − αnQ j
αkck − h−1(w) Jk,
J˙ = 0, w˙ = 1. (26)
A crucial observation is that, on S j where q = 0, it follows from (23)
n−1∑
s=1
αscs + Q j = −αncn,
and hence,
n−1∑
s=1
(αs − αn)αscs − αnQ j =
n−1∑
s=1
α2s cs − αn
(
n−1∑
s=1
αscs + Q j
)
=
n∑
s=1
α2s cs.
Note that cs ’s are the concentrations of ion species. Therefore, we will be interested in solutions with
cs > 0 for s = 1,2, . . . ,n, and hence, the above quantity is positive.
If we multiply h(w)[∑n−1s=1 (αs − αn)αscs − αnQ j] on the right-hand side of system (26), the phase
portrait remains the same—this is equivalent to a solution-dependent change of the independent vari-
able (see p. 14 in [14] for example). In doing so, the system becomes, in term of the new independent
variable, say τ ,
d
dτ
φ = −
n∑
s=1
αs J s,
d
dτ
ck = αkck
n∑
s=1
αs J s − Jk
(
n−1∑
s=1
(αs − αn)αscs − αnQ j
)
,
d
dτ
J = 0, d
dτ
w = h−1(w)
(
n−1∑
s=1
(αs − αn)αscs − αnQ j
)
. (27)
Note that the equations for c1, . . . , cn−1 form a linear system
d
dτ
Cˆ = DCˆ + αnQ j Jˆ , (28)
where Cˆ = (c1, . . . , cn−1)T , Jˆ = ( J1, . . . , Jn−1)T and D = D( J ) is the matrix with entries, for k, l =
1,2, . . . ,n− 1,
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n∑
s=1
αs J s + αk(αn − αk) Jk, dkl = αl(αn − αl) Jk, l = k,
or
D =
∑
αl J l diag{α1,α2, . . . ,αn−1}
+
⎛
⎜⎜⎝
J1
J2
.
.
.
Jn−1
⎞
⎟⎟⎠(α1(αn − α1),α2(αn − α2), . . . ,αn−1(αn − αn−1)).
By the variation of constant formula, the solution of (27) with the initial condition
(φ[ j−1,r], Cˆ [ j−1,r], J , x j−1) ∈ ω(N[ j−1,r]) is
φ(τ ) = φ[ j−1,r] − τ
n∑
s=1
αs J
[ j]
s ,
Cˆ(τ ) = eDτ Cˆ [ j−1,r] + αnQ j
τ∫
0
eD(τ−z) dz Jˆ ,
w∫
x j−1
h−1(z)dz =
n−1∑
s=1
(αs − αn)αs
τ∫
0
cs(z)dz − αnQ jτ . (29)
Recall that we are looking for regular orbit Λ j from ω(N[ j−1,r]) to α(N[ j,l]). We now assume
w(τ j) = x j for some τ j which is necessarily positive. Necessarily, φ(τ j) = φ[ j,l] and Cˆ(τ j) = Cˆ [ j,l] .
Evaluating (29) at τ = τ j , we obtain
φ[ j,l] = φ[ j−1,r] − τ j
n∑
s=1
αs J s,
Cˆ [ j,l] = eDτ j Cˆ [ j−1,r] + αnQ j
τ j∫
0
eD(τ j−z) dz Jˆ ,
H j = Ω
τ j∫
0
Cˆ(z)dz − αnQ jτ j, (30)
where
H j =
x j∫
x j−1
h−1(z)dz, Ω = (α1(α1 − αn), . . . ,αn−1(αn−1 − αn)).
System (30) is the condition for the existence of singular orbits connecting B j−1 to B j . We now
simplify the system to a certain extent.
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τ∫
0
eD(τ−z) dz = D−1(eDτ − I).
Otherwise,
τ∫
0
eD(τ−z) dz = lim
δ→0(D + δ I)
−1(e(D+δ I)τ − I).
We will use the convention that D−1(eDτ − I) means the above limit in case of a singular D . Then,
system (30) is equivalent to
φ[ j,l] = φ[ j−1,r] − τ j
n∑
s=1
αs J s,
Cˆ [ j,l] = eDτ j Cˆ [ j−1,r] + αnQ j D−1
(
eDτ j − I) Jˆ ,
H j = Ω
τ j∫
0
Cˆ(z)dz − αnQ jτ j . (31)
Now, taking the inner product of Ω with the Cˆ-equation in (29), integrating from 0 to τ j and
applying the Cˆ-equation in (31), one has
H j + αnQ jτ j = ΩD−1
(
eDτ j − I)Cˆ [ j−1,r] + αnQ jΩD−1(D−1eDτ j − D−1 − τ j I) Jˆ
= ΩD−1(Cˆ [ j,l] − Cˆ [ j−1,r])− αnQ jτ jΩD−1 Jˆ .
It is straightforward to verify that
Ω = 1
αn( J1 + · · · + Jn) (α1 − αn, . . . ,αn−1 − αn)D.
Therefore, system (31) is equivalent to
φ[ j,l] = φ[ j−1,r] − τ j
n∑
s=1
αs J s,
Cˆ [ j,l] = eDτ j Cˆ [ j−1,r] + αnQ j D−1
(
eDτ j − I) Jˆ ,
J1 + · · · + Jn = (α1 − αn, . . . ,αn−1 − αn)(Cˆ
[ j,l] − Cˆ [ j−1,r])
αnH j
+ αnQ j(φ
[ j,l] − φ[ j−1,r])
αnH j
. (32)
Note that there are (n + 1)-unknowns J and τ j , and (n + 1) equations. Of course, the solution might
not be unique. From above analysis, associate to each solution, a singular orbit Γ [ j−1,r] ∪ Λ j ∪ Γ [ j,l]
over the interval [x j−1, x j] can be constructed.
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∑
αkck and w for m = 3 with Q 1 = 0, Q 2 = Q and
Q 3 = 0.
3.2. Singular orbits over [0,1]
Once a singular orbit Γ [ j−1,r] ∪Λ j ∪Γ [ j,l] over each sub-interval [x j−1, x j] is constructed, we need
to match those singular orbits in order to have a singular orbit on the whole interval [0,1] (see Fig. 3).
For each j = 1, . . . ,m, denote Jk ’s by J [ j]k ’s over the interval [x j−1, x j]; that is, we replace Jk ’s in (32)
with J [ j]k . Then, the matching conditions are
u[ j,l] = u[ j,r] at each x j for j = 1,2, . . . ,m− 1,
J [ j]k = J [ j+1]k for k = 1,2, . . . ,n; j = 1,2, . . . ,m− 1, (33)
where u[ j,l] and u[ j,r] are determined in Proposition 3.3 and J [ j]k ’s are determined via system (32).
Note that the number of matching conditions is (n + 1)(m − 1) that is exactly the number of pre-
assigned unknowns in (10).
In general, a solution of (33) does not guarantee the positiveness of ck ’s. As pointed out in Re-
mark 2.1 are only interested in solutions of (33) that result in positive ck ’s.
Existence of solutions of system (33) that result in positive cs ’s is generally expected although it is
not completely clear. What is clear is that the structure of the solution set is very rich. For example,
with n = 2, in [22,45,53,54,61,62], etc., it has been shown that there are multiple solutions for certain
forms of the permanent charge Q . It is even more rich if n  3. In Section 5, we will present an
example with n = 3 and Q = 0 that shows:
(i) it is possible to have spatial oscillation solutions (not possible if n = 2);
(ii) it is possible that spatial oscillation solutions and spatial non-oscillation solutions co-exist.
A detailed analysis of the nonlinear algebraic system is beyond the scope of this paper. We next
examine some basic properties.
Lemma 3.5. If Q j > Q j+1 , then φ[ j,l] > φ[ j,r] . Similarly, if Q j < Q j+1 , then φ[ j,l] < φ[ j,r] .
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f p(φ) =
n∑
s=1
αsc
[ j]
s e
αs(φ
[ j]−φ) + Q j+p .
If Q j > Q j+1, then f0(φ) > f1(φ). Since f0 and f1 are decreasing functions (from Lemma 3.2), the
root φ[ j,l] of f0(φ) = 0 is greater than the root φ[ j,r] of f1(φ) = 0. 
Lemma 3.6. For each j = 1, . . . ,m− 1, the matching u[ j,l] = u[ j,r] requires
(i) φ[ j] is between φ[ j,l] and φ[ j,r];
(ii) if Q j > Q j+1 , then −Q j <∑αkc[ j]k < −Q j+1;
(iii) if Q j < Q j+1 , then −Q j+1 <∑αkc[ j]k < −Q j .
In either case of (ii) or (iii), φ[ j] is uniquely determined by C [ j] .
Proof. The statement (i) follows directly from the expressions of u[ j,l] and u[ j,r] in Proposition 3.3.
Fix j ∈ {1, . . . ,m− 1}. Following Lemma 3.5, for p = 0,1, let
f p(φ) =
n∑
k=1
αkc
[ j]
k e
αk(φ
[ j]−φ) + Q j+p .
Then, from the deﬁnition of φ[ j,r] and φ[ j,l] in Lemma 3.2, f0(φ[ j,l]) = f1(φ[ j,r]) = 0. If Q j >
Q j+1, then φ[ j,l] > φ[ j,r] from Lemma 3.5. The matching condition implies sgn(φ[ j,l] − φ[ j]) =
sgn(φ[ j] − φ[ j,r]), and hence, φ[ j,l] > φ[ j] > φ[ j,r] . Since f0 and f1 are decreasing functions, f0(φ[ j]) >
f0(φ[ j,l]) = 0 and f1(φ[ j]) < f1(φ[ j,r]) = 0; that is, −Q j <∑αkc[ j]k < −Q j+1. The other case can be
proved in exactly the same way.
Now let us denote x= φ[ j] , y = y(x) = φ[ j,r] , z = z(x) = φ[ j,l] , ck = c[ j]k . Then,
∑
αkcke
αk(x−y(x)) + Q j+1 = 0,
∑
αkcke
αk(x−z(x)) + Q j = 0.
Taking the derivative with respect to x, we get y′(x) = z′(x) = 1. The matching condition further
implies
∑
cke
αk(x−y(x)) + Q j+1
(
x− y(x))=∑ ckeαk(x−z(x)) + Q j(x− z(x)).
The latter can be rewritten as
1
Q j − Q j+1
(∑
ck
(
eαk(x−y(x)) − eαk(x−z(x)))+ Q jz(x) − Q j+1 y(x))= x.
Denote the right-hand side above by g(x). Then one veriﬁes that
g′(x) = 1+ 1
Q j − Q j+1
∑
ck.
Since
∑
ck = 0, we have g(x) = x has a unique solution. 
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terms of φ and ck ’s, the layer solution is monotone and continues, and generally has a jump in the
derivative at the middle as shown in Fig. 3.
4. Transversality and validation of singular orbits
For any solution of (33) that results in positive ck ’s, we denote u[ j] := u[ j,l] = u[ j,r] and J∗k := J [ j]k
for j = 1,2, . . . ,m − 1 and k = 1,2, . . . ,n. Also, we denote J∗ = ( J∗1, . . . , J∗n)T . This then gives one
singular orbit
(
Γ [0,r] ∪ Λ1 ∪ Γ [1,l]
)∪ · · · ∪ (Γ [m−1,r] ∪ Λm ∪ Γ [m,l]),
where the singular layer Γ [ j−1,r] is the fast orbit of system (13) with Q = Q j from the point
(φ[ j−1],u[ j−1],C [ j−1], J∗, x j−1) to the point
(
φ[ j−1,r],0,C [ j−1,r], J∗, x j−1
) ∈ ω(N[ j−1,r])⊂ Z j,
the regular layer Λ j is the slow orbit of system (26) with Q = Q j from the above point
(
φ[ j−1,r],0,C [ j−1,r], J∗, x j−1
) ∈ ω(N[ j−1,r])⊂ Z j
to the point
(
φ[ j,l],0,C [ j,l], J∗, x j
) ∈ α(N[ j,l])⊂ Z j,
and the singular layer Γ [ j,l] is the fast orbit of system (13) with Q = Q j from the above point
(
φ[ j,l],0,C [ j,l], J∗, x j
) ∈ α(N[ j,l])⊂ Z j
to the point (φ[ j],u[ j],C [ j], J∗, x j).
Note that, at each x j for j = 1,2, . . . ,m−1, there are two singular layers Γ [ j,l] and Γ [ j,r] matching
at the point (φ[ j],u[ j],C [ j], J∗, x j). Together, they play the role for transition near x j from Z j to Z j+1.
To show that, for 	 > 0 but small, there is a true solution nearby the singular orbit, we employ
the Exchange Lemma [37–39,64]. Exchange Lemma provides a way of realizing the idea of shooting
method and comes out of the normally hyperbolic theory. It allows one to follow the forward trace
of a small neighborhood of BL ∩ Ws(Z1) in BL along the singular orbit under the ﬂow of system (7).
Under some transversality conditions that can be usually checked via the limiting systems, a unique
solution in the vicinity of the singular solution can be guaranteed.
We now state our result and provide a proof.
Theorem 4.1. Let
(
Γ [0,r] ∪ Λ1 ∪ Γ [1,l]
)∪ · · · ∪ (Γ [m−1,r] ∪ Λm ∪ Γ [m,l])
be a singular orbit constructed from above. Then, for 	 > 0 small, the connecting problem (7) with BL and BR
deﬁned in (8) and (9) has a unique solution near the singular orbit.
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Γ [0,r] ∩ BL =
{(
ν0,u
[0], L, J∗,0
)}
.
For a given δ > 0 small, let BL(δ) be a neighborhood of Γ [0,r] ∩ BL in BL ; that is,
BL(δ) =
{
(ν0,u, L, J ,0):
∣∣u − u[0]∣∣< δ, | J − J∗| < δ}.
For 	 > 0 small, let M	L be the forward trace of BL(δ) under the ﬂow of system (7). We will show
that M	L intersects BR transversally near the point
Γ [m,l] ∩ BR =
{(
0,u[m], R, J∗,1
)}
.
The evolution of M	L will undergo m stages one over each sub-interval [x j−1, x j] for j = 1,2, . . . ,m.
In the ﬁrst stage over [x0, x1] = [0, x1], it will start near the point (ν0,u[0], L, J∗, x0), follow the singu-
lar layer Γ [0,r] toward the slow manifold Z1, move along the regular layer Λ1, and leave the vicinity
of Z1 along the singular layer Γ [1,l] toward the point (φ[1,l],u[1],C [1,l], J∗, x1). It then continues the
evolution over each subsequent sub-intervals in a similar fashion until it reaches the vicinity of the
point (0,u[m], R, J∗,1) ∈ BR .
To track this evolution of M	L , we will apply the Exchange Lemma over the m stages in order.
During the ﬁrst stage, we will track the evolution of M	L along the singular orbit Γ
[0,r] ∪Λ1∪Γ [1,l] .
The Exchange Lemma ([37,39,64], etc.) implies that, at the end of the ﬁrst stage and near Γ [1,l] , M	L is
C1 O (	)-close to Wu(α(N[1,l]) ·(−ρ,ρ)) for some ρ > 0 independent of 	 , provided that the following
conditions are satisﬁed: (i) M0L ∩ Ws(Z1) is transversal along Γ [0,r]—established in Proposition 3.3;
(ii) the vector ﬁeld on Z1 is not tangent to ω(N[0,r]) at (φ[0,r],0,C [0,r], J∗,0) ∈ Z1—this follows from
w˙ = 1 in (26).
Now let Σ1 = Wu(α(N[1,l]) · (−ρ,ρ)) ∩ {w = x1}. Then, near Γ [1,r] , M	L is close to the forward
trace of Σ1 under the ﬂow of system (7) with Q = Q 2. We can then apply the Exchange Lemma
again to M	L along Γ
[1,r] ∪ Λ2 ∪ Γ [2,l] over [x1, x2]. At the end of this stage, we have that M	L is C1
O (	)-close to Wu(α(N[2,l]) · (−ρ,ρ)).
A successive application of the Exchange Lemma in the subsequent sub-intervals allows us to con-
clude that, near Γ [m,l] , M	L is C1 o(	)-close to Wu(α(N[m,l]) ·(−ρ,ρ)). Since the latter is transversal to
BR near the point (0,u[m], R, J∗,1), M	L intersects BR transversally near (0,u[m], R, J∗,1). Note that
dim(M	L ) = dim BL + 1= n+ 2 and dim BR = n+ 1. Therefore, dim(M	L ∩ BR) = 2n+ 3− (2n+ 3) = 0;
that is, the intersection near (0,u[m], R, J∗,1) is a singleton. This completes the proof. 
5. Spatial oscillation and co-existence
As discussed in the introduction, it is biologically important to consider three or more types of
ion species for ion channel problems. We will show mathematically, by an example, that when three
ion species are involved, new qualitative behavior of internal dynamics of PNP system can occur. More
precisely, spatially oscillating solutions over each region of permanent charge exist under some condi-
tions and co-existence of spatially oscillating and non-oscillating solutions is possible. This is achieved
by constructing special solutions of system (32). A systematic investigation is expected to reveal more
interesting behaviors. Realistic biological conditions have to be emphasized for any possible applica-
tions.
Example 5.1. In this example, we consider n = 3, Q = 0, h = 1 on [0,1] and α1 > α2 > 0 > α3. Since
Q = 0, we only need to consider the interval [0,1]. Let φ(0) = ν0 and φ(1) = 0. Let ck(0) = Lk and
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neutrality conditions
∑
αs Ls =∑αs Rs = 0 so there is no boundary layers at either end and we only
need to solve (32) for a singular orbit. Denote Lˆ = (L1, L2)T and Rˆ = (R1, R2)T . System (32) reads now
0= ν0 − τ1
3∑
s=1
αs J s, Rˆ = eDτ1 Lˆ,
J1 + J2 + J3 = (α1 − α3)(R1 − L1) + (α2 − α3)(R2 − L2)
α3
, (34)
where
D =
(
α1α3 J1 + α1α2 J2 + α1α3 J3 −α22 J1 + α2α3 J1−α21 J2 + α1α3 J2 α1α2 J1 + α2α3 J2 + α2α3 J3
)
. (35)
We will show that there exist values of ν0, Lk ’s and Rk ’s for which system (34) has two solutions
( J¯ , τ¯1) and ( J , τ1) with τ¯1 > 0 and τ1 > 0 so that
(i) for the solution ( J¯ , τ¯1), D has two real eigenvalues so that each component φ(x) and ck(x)’s of
the solution of the PNP system is monotone;
(ii) for the solution ( J , τ1), D has a complex conjugate pair of eigenvalues so that each component
φ(x) and ck(x)’s of the solution of the PNP system is (spatially) oscillating.
This will be accomplished in three steps.
Step 1. First of all, we look for solutions ( J¯ , τ¯1) of (34) so that D is a diagonal matrix. Thus,
J¯1 = J¯2 = 0 and α3 J¯3τ¯1 = ν0. So,
D =
(
α1α3 J¯3 0
0 α2α3 J¯3
)
,
and hence
eDτ¯1 =
(
eα1α3 J¯3 τ¯1 0
0 eα2α3 J¯3 τ¯1
)
=
(
eα1ν0 0
0 eα2ν0
)
.
Therefore,
(
R1
R2
)
=
(
eα1ν0 0
0 eα2ν0
)(
L1
L2
)
,
J¯3 = 1
α3
[
(α1 − α3)(R1 − L1) + (α2 − α3)(R2 − L2)
]
= 1
α3
[
(α1 − α3)
(
eα1ν0 − 1)L1 + (α2 − α3)(eα2ν0 − 1)L2],
τ¯1 = ν0
(α1 − α3)(eα1ν0 − 1)L1 + (α2 − α3)(eα2ν0 − 1)L2 . (36)
Recall the assumption that α1 > α2 > 0 > α3. It is then clear that τ¯1 > 0 provided ν0 = 0.
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D =
(
A −B
B A
)
.
From the expression of D in (35), we thus require
α22 J1 − α2α3 J1 = −α21 J2 + α1α3 J2,
α1α3 J1 + α1α2 J2 + α1α3 J3 = α1α2 J1 + α2α3 J2 + α2α3 J3,
or equivalently,
J1 = α1α3(α1 − α2)
(α2 − α3)(α21 + α22)
J3, J2 = − α2α3(α1 − α2)
(α1 − α3)(α21 + α22)
J3,
A = α1(α2 + α3) J1 + α2(α1 + α3) J2 + α3(α1 + α2) J3
2
= f (α1,α2,α3)α3 J3
2
,
where
f (α1,α2,α3) = (α1 − α2)[α
2
1(α1 − α3)(α2 + α3) − α22(α2 − α3)(α1 + α3)]
(α1 − α3)(α2 − α3)(α21 + α22)
+ (α1 + α2),
B = α1α2α3(α1 − α2)
α21 + α22
J3.
Also, α1 J1 + α2 J2 + α3 J3 = g(α1,α2,α3)α3 J3 where
g(α1,α2,α3) = (α1 − α2)[α
2
1(α1 − α3) − α22(α2 − α3)]
(α1 − α3)(α2 − α3)(α21 + α22)
+ 1
and
τ1 = ν0
g(α1,α2,α3)α3 J3
.
Thus,
Aτ1 = f (α1,α2,α3)ν0
2g(α1,α2,α3)
, Bτ1 = α1α2(α2 − α1)ν0
g(α1,α2,α3)(α21 + α22)
.
We now have that
eDτ1 = eAτ1
(
cos(Bτ1) − sin(Bτ1)
sin(Bτ1) cos(Bτ1)
)
and
(
R1
R2
)
= eAτ1
(
cos(Bτ1) − sin(Bτ1)
sin(Bτ1) cos(Bτ1)
)(
L1
L2
)
.
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J1 + J2 + J3 = (α1 − α3)(R1 − L1) + (α2 − α3)(R2 − L2)
α3
and
J1 + J2 + J3 =
(
(α1 − α2)2α3(α1 + α2 − α3)
(α1 − α3)(α2 − α3)(α21 + α22)
+ 1
)
J3,
we get
α3 J3 = (α1 − α3)(R1 − L1) + (α2 − α3)(R2 − L2)
(α1−α2)2α3(α1+α2−α3)
(α1−α3)(α2−α3)(α21+α22 )
+ 1
and
τ1 =
(
(α1−α2)2α3(α1+α2−α3)
(α1−α3)(α2−α3)(α21+α22 )
+ 1)ν0
g(α1,α2,α3)[(α1 − α3)(R1 − L1) + (α2 − α3)(R2 − L2)] . (37)
Step 3. We need the existence of ν0 for which there exists (L1, L2) with L1 > 0 and L2 > 0 so that
(
eα1ν0 0
0 eα2ν0
)(
L1
L2
)
= eAτ1
(
cos(Bτ1) − sin(Bτ1)
sin(Bτ1) cos(Bτ1)
)(
L1
L2
)
and τ1 > 0. The existence of the required (L1, L2) is equivalent to that
(
cos(Bτ1) − eα1ν0−Aτ1 − sin(Bτ1)
sin(Bτ1) cos(Bτ1) − eα2ν0−Aτ1
)
has a zero eigenvalue with a positive eigenvector (L1, L2). This is true if the determinant of the matrix
is zero and the entries in each row have opposite signs; that is, if
cos(Bτ1)
(
eα1ν0−Aτ1 + eα2ν0−Aτ1)= 1+ eα1ν0−Aτ1eα2ν0−Aτ1 ,(
cos(Bτ1) − eα1ν0−Aτ1
)
sin(Bτ1) > 0. (38)
Now if we choose α1 = 2, α2 = 1 and α3 = −1, then
f (α1,α2,α3) = 44
15
∼ 2.93, g(α1,α2,α3) = 4
3
∼ 1.33,
Aτ1 = 11
10
ν0 = 1.1ν0, Bτ1 = − 6
20
ν0 ∼ −0.3ν0,
α1ν0 − Aτ1 = 9
10
ν0 = 0.9ν0, α2ν0 − Aτ1 = − 1
10
ν0 = −0.1ν0.
One then ﬁnds inﬁnitely many positive ν0’s and inﬁnitely many negative ν0’s so that two con-
ditions in (38) hold. For example, there are desired values for ν0 in the intervals (−25.93040,
−25.93039) and (−47.09386,−47.09385).
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(37), we have
τ1 =
(α1−α2)2α3(α1+α2−α3)
(α1−α3)(α2−α3)(α21+α22 )
+ 1
g(α1,α2,α3)
τ¯1.
Since
(α1 − α2)2α3(α1 + α2 − α3)
(α1 − α3)(α2 − α3)(α21 + α22)
+ 1 > 0, g(α1,α2,α3) = 4
3
, τ¯1 > 0,
we conclude that τ1 > 0.
We conclude this section with a couple of general remarks. The solutions constructed in the ex-
ample are overly restricted. The result is naturally expected to hold for general situations of multiple
regions of permanent charges and, without doubt, the solution set should have far more rich struc-
tures than what demonstrated in the example. A systematic analysis of the full picture is not easy
even with the help of numerics. The stability and dynamical interactions of the multiple solutions are
very important mathematical problems of signiﬁcant application values.
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