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Abstract
Historically, infrared (IR) detector technologies are connected mainly with controlling
and night-vision problems: in a first stage, applications concerned simply with detection
of IR radiation, but very soon capabilities to form IR images were developed, opening
the way to systems for recognition and surveillance, especially for military purposes.
Since the last decade of the twentieth century, the use of IR imaging systems for civil and
peaceful purposes have increased continuously: these include medical and industrial ap-
plications, detection of earth resources, earth and universe sciences, etc. As an example,
IR imaging is widely used in astronomy, to study interstellar medium and first-stages of
stellar evolution; in medicine, IR thermography – IR imaging of the human body – is em-
ployed to detect cancers or other trauma; IR detectors are also widely used in automotive
industry, chemical process monitoring, global monitoring of environmental pollution and
climate changes, etc.
The discovery in 1959 by Lawson and co-workers of the wide tunability of the HgCdTe
alloy allowed this compound to become one of the most important and versatile materi-
als for detector applications over the entire IR range, spanning the short wavelength IR
(SWIR: 1−3µm), middle wavelength IR (MWIR: 3−5µm), long wavelength IR (LWIR:
8− 14µm) and very long wavelength IR (VLWIR: 14− 30µm) bands.
Nevertheless, IR detector technology was and continues to be primarily driven by mil-
itary applications. One of the negative aspects related to the support of defense agencies
is the associated secrecy requirements that inhibit meaningful collaborations among re-
search teams, especially on an international level. In addition, the main focus has been
on the development of focal plane arrays for infrared cameras, rather than on establishing
the basic knowledge.
A critical contribution to research is given by Technology Computer-Aided Design
(TCAD), modeling and simulation. In the first part of this thesis, I present the main part
of my research activity, focused on the development of abilities and methodologies for the
simulation of realistic three-dimensional HgCdTe-based infrared photodetectors, in par-
ticular making use of the commercial simulator TCAD Sentaurus by Synopsys [1]. The
purpose is the investigation of generation-recombination (GR) mechanisms and modeling
of spectral photoresponse in narrow-gap HgCdTe-based photodetectors, with one-, two-
and three-dimensional (1D, 2D, 3D) realistic TCAD models.
This activity – Chapters 1-5 – has been carried on within a collaboration with AIM
Infrarot-Module GmbH, Theresienstraße 2, D-74072 Heilbronn, Germany, an industry
leader in the production of IR photodetectors, mainly based on HgCdTe.
Many useful comments and discussions come from the Boston University (prof. E.
Bellotti and collaborators), One Silber Way, Boston, MA 02215, U.S.A., especially about
HgCdTe transport and absorption properties.
Coming into details, the structure of the first part of my thesis is the following:
Chapters 1-2 An overview of the most important types of IR detectors fabricated in the
last decades is given. The HgCdTe material software library, developed as a pre-
requisite for the realization of this work (a collection of Tcl, C++ and Sentaurus
scripts), along with the electrical and optical simulation models here employed, are
also presented.
Chapter 3 Considering an IR photodetector designed as a N × N focal plane array of
pixels, the building blocks developed and described in Chapter 2 are employed to
systematically compare 1D, 2D and 3D simulations of a single-color and dual band
HgCdTe isolated pixel, discussing the non-trivial differences among 1D, 2D and 3D
results. Concepts presented in this chapter have been published in Ref. [2].
Chapter 4 Still considering a photodetector fabricated as a N × N focal plane array
of pixels, a combined experimental and numerical simulation study is presented
on two sets of nominally identical HgCdTe single-color back-illuminated midwave
infrared n-on-p isolated pixel grown by liquid-phase epitaxy, p-doped with Hg-
vacancies and with Au, respectively. The present numerical model includes a novel
formulation for band-to-band tunneling, which overcomes the intrinsic limitations
of the classical Kane’s description without introducing numerical issues typical of
other approaches. A significant contribution to the dark current in both sets of
devices is attributed to impact ionization, crucial to obtain a satisfactory explanation
of the measured characteristics also at low-to-intermediate bias. Concepts presented
in this chapter have been published in Ref. [3].
Chapter 5 Simulations are shown concerning HgCdTe-based LWIR detectors, focusing
on methodological comparisons between the finite difference time domain (FDTD)
and ray tracing optical models. Applicability and limitations of ray tracing method
are discussed; in addition, the FDTD method allowed to enlighten and describe
interesting inter-pixel optical interference and cavity effects. Concepts presented in
this chapter have been published in Ref. [4].
Another important topic of industrial research in semiconductor physics deals with
nitride-based light-emitting diodes (LEDs). From automotive to streetlights, from lights
in our houses to the displays of TVs and smartphones, LED-based technology is making
its way in the market. This proliferation would have been impossible without GaN-based
LEDs, whose invention by Isamu Akasaki, Hiroshi Amano and Shuji Nakamura has been
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rewarded with the 2014 Nobel Prize in Physics. Nevertheless, GaN-based LEDs perfor-
mance is limited by a reduction (droop) of their internal quantum efficiency (IQE) as the
driving current density is increased beyond≈ 10 A/cm2, whose physical origin is still un-
der intense debate. In the second part of this thesis, I present a quantum model, based on
condensed matter many-body theory, that allowed to obtain the electron capture time and
hot-electron intraband relaxation times in a quantum well (QW)-barrier heterostructure,
for longitudinal optic (LO) phonon emission.
Many useful comments and discussions about the IQE droop and general properties
of GaN-based LEDs come from the Università di Modena e Reggio Emilia (prof. G.
Verzellesi and collaborators), Via Università, 4, 41121 Modena, Italy, and from the Uni-
versità di Padova (prof. M. Meneghini and collaborators), Via 8 Febbraio, 2 - 35122
Padova, Italy.
The second part of this thesis is structured as follows:
Chapter 6 After an introductory part about the general concept of self-energy, a quantum
model is developed in order to obtain electron capture and hot electron intraband
relaxation times in a quantum well, for electron LO phonon scattering. In particular,
the effect of carrier density and electron energy have been investigated, obtaining
semi-analytic expressions as function of carrier density, a topic often neglected in
literature, despite its fundamental interest in semiconductor physics. It is shown that
the scattering through the emission of pure LO-phonons is not a good approxima-
tion when the population increases, whereas the interplay between LO-phonon and
collective plasma modes must be considered. Novel semi-analytic expressions in
the single plasmon pole dynamical form of the random phase approximation were
obtained, without making use of the more usual static limit of it. In this first chap-
ter, the general theory is developed and numerical examples refer to III-V materials.
Concepts presented in this chapter have been published in Ref. [5].
Chapter 7 The concepts exposed in Chapter 6 have been extended to nitride-based LEDs
and tested against experimental data available in literature. The proposed approach
produced a closed-form expression for capture time as a function of the carrier den-
sities in LEDs QW and barrier states. Its application to simple two-population rate
equations allowed to reproduce available experimental data with excellent agree-
ment, offering an accurate yet practical alternative to the usual approximation of a
constant capture time in modeling light emitting diodes and lasers. Concepts pre-
sented in this chapter have been published in Ref. [6].
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Part I
Narrow band gap devices
Chapter 1
Infrared detectors, materials and
simulation tools
Infrared (IR) imaging is widely used for both military and civilian applications. Military
applications include target acquisition, surveillance, night-vision and tracking to guide de-
fense interceptor seekers. Civilian applications include thermography, short-range wire-
less communication, spectroscopy, weather forecasting and infrared astronomy. The re-
lated technology has been significantly improving over the years and is finding new areas
of applications as the cost for high sensitivity sensors keeps decreasing. But because of
the absorption by earth’s atmospheric CO2 and H2O, not all wavelengths can be used for
free space optical data transmission in the infrared region. Looking at the transmission of
Figure 1.1. Atmospheric transmittance of electromagnetic radiation vs. wavelength.
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air as a function wavelength (in Fig. 1.1), it is evident that only a few wavelength windows
are available for such purpose. Therefore, interest is centered mainly on the wavelengths
(λ) of the atmospheric windows “short-wave infrared” (SWIR, λ = 1÷3µm), “mid-wave
infrared” (MWIR, λ = 3÷5µm), “long-wave infrared” (LWIR, λ = 8÷14µm) and “very
long-wave infrared” (VLWIR, λ = 14÷ 30µm, not shown in the figure).
In this chapter the most important types of IR detectors and materials are reviewed
(Sec. 1.1), among which a special position is kept by two dimensional (2D) focal plane
arrays (FPAs) based on photodiodes (Sec. 1.2). This is followed by the presentation of
the simulation method employed in this thesis (Sec. 1.3). Since the HgCdTe (mercury-
cadmium-telluride) alloy, among all the most suitable materials for IR detectors, occupies
a central position, in Chapter 2 its main properties are reviewed and the development of
a composition- and temperature-dependent HgCdTe software library to be integrated into
a commercial simulator is described. With this preliminary, but unavoidable tool (not
provided in the general-purpose simulator software package), many investigations about
HgCdTe-based photodetectors became possible, as will be shown in Chapters 2-4.
1.1 Types of infrared detectors
In general, each application requires a sensor capable of detecting the IR radiation in one
or several of the windows described previously. In order to understand how they work,
what are their limitations and what could be the future of IR technology, it is meaningful
to examine the road already traveled.
First IR detectors were focused on the simple detection of IR radiation, without pre-
tending to obtain any image of the scene in IR wavelengths. Many materials have been
investigated in the IR field exploiting several physical phenomena, and P. R. Norton
stated [7] that “all physical phenomena in the range of about 0.1-1 eV can be proposed
for IR detectors”. According to the involved physical phenomena, IR detectors can be
firstly divided in two large classes:
• thermal detectors
• photodetectors.
1.1.1 Thermal detectors
J. Seebeck in 1821 realized the first thermocouple: he discovered that a difference of
potential at the junction of two dissimilar conductors could be generated by a change in
temperature. Using this effect, Melloni produced the first Bi-Cu thermocouple detector in
1833, to investigate the IR spectrum. Connecting several thermocouples in series, Nobili
in 1829 generated a higher and therefore measurable voltage.
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Another widely used thermal detector is the bolometer. The bolometer is a resistive
element in which the incident radiation is absorbed to change the material temperature,
causing a change in electrical resistivity. The device is operated by passing an accurately
controlled bias current through the detector and monitoring the output voltage. In the case
of a bolometer, radiant power produces a temperature increase within the material, which
in turn produces the resistance change. There is no direct photon-electron interaction, as
for photoconductors, examined in Section 1.1.2.1. The first bolometer was designed in
1880 by American astronomer S. P. Langley for solar observations. Langley was able
to make bolometers that were more sensitive than the thermocouples available at that
time. Although other thermal devices have been developed since that time, the bolometer
remains one of the most used infrared detectors.
In pyroelectric detectors, materials show a temperature dependent spontaneous elec-
trical polarization. A thermal detector can also be considered a forward-biased diode [8],
since the output current is affected by temperature, hence by a IR radiation impinging on
it.
As a general remark, in thermal IR detectors the incident radiation is absorbed to
change the material temperature, causing a change in some physical property, for example
the electrical resistance (bolometers) or potential difference across the detector, exploiting
the pyroelectric or thermoelectric effects, but there is not a photon-electron interaction or
electron-hole photogeneration, as in photodetectors (see Section 1.1.2).
1.1.2 Photodetectors
More interesting is the second class, the photodetectors, that constitutes the modern class
of IR detectors. They started to be developed in Germany prior to World War II (WWII)
making use of PbS and later PbSe, PbTe and InSb [8–10], exploiting the photoconduc-
tive effect and measuring a variation of resistance induced by the shining radiation (as
remarked, this effect must not be confused with the principle of operation of the bolome-
ter).
1.1.2.1 Photoconductive IR detectors
Materials that, exploiting the photoconductive effect, are suitable to build a photodetector
can be divided in two classes:
• extrinsic photoconductors: in a doped semiconductor, the majority carriers lo-
cated in extrinsic impurity levels located in the bandgap (Fig. 1.2) can be excited by
the radiation to the majority carrier band. Hence, in this type of photoconductors,
the incoming radiation promotes an impurity-to-band transition, involving only one
type of carrier. The most employed materials were Si:Ga, Si:As, Ge:Cu and Ge:Hg.
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Figure 1.2. Extrinsic p-doped (left) and n-doped (right) photoconductors. CB and VB
stand respectively for conduction and valence band. The incoming radiation promotes an
impurity-to-band transition, involving only one type of carrier.
Figure 1.3. Intrinsic photoconductors: the incoming radiation of energy hν promotes an
electron across the bandgap, hence involving two types of carrier.
Absorption coefficients are relative small, typically in the order of 10 cm−1, the op-
erating temperature is around 40 K and the available IR spectral bands for detection
depend only on the energy levels of impurities with respect to the majority carrier
band. They constitute the earliest form of photoconductors, developed since 1940s
until the early 1960s as linear FPAs, and exploit the photoconductive effect, since
the net-effect of the radiation is an increase of the semiconductor conductivity (or a
reduction of its resistivity), due to the increase of the majority carrier density.
• intrinsic photoconductors: considering intrinsic semiconductor with energy gap
Eg, the radiation with energy hν ≥ Eg can be absorbed producing electron-hole
pairs. Hence, differently from the previous case, the photoconduction takes place
through minority carriers photogenerated current (Fig. 1.3). For alloys with direct
bandgap at the Γ point, the absorption coefficients are quite large, typically in the
order of 1000 cm−1, and the spectral response of the photoconductor is determined
primarily by the bandgap of the semiconductor.
During WWII and thereafter, the development of the modern IR detection and imag-
ing techniques started, aiming at obtaining true images of the scene in IR bands. First, a
simple row of detectors were employed: an image was generated by scanning the scene
across the strip using, as a rule, a mechanical scanner. This constituted a 1D FPA and these
kind of detectors, still exploiting the photoconductive effect, constituted the so-called 1st-
generation FPA [11].
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Figure 1.4. p − n junction photodiode: (a) structure of abrupt junction, (b) energy band
diagram, (c) electric field, and (d) current-voltage characteristics for the illuminated and
nonilluminated photodiode. The figure is from [8, Ch. 9].
The discovery of new narrow gap materials in the Fifties and Sixties allowed the de-
velopment of more versatile detectors. In 1959, research by Lawson and co-workers [12]
triggered development of variable bandgap Hg1−xCdxTe alloys, providing an unprece-
dented degree of freedom in infrared detector design: in this II-VI pseudo-binary semi-
conductor alloy, the Γ point direct bandgap can be tuned from that of the semimetal HgTe
(−0.3 eV) to that of the CdTe (1.5 eV) simply varying the mole fraction x of the Cd in the
composition.
1.1.2.2 Photovoltaic IR detectors
Since Eighties new photodetectors started to exploit the photovoltaic effect in semicon-
ductors: the difference with the photoconductive detectors consists in the fact that the IR
radiation produces a (photo)current, instead of a variation of their resistance. The greatest
part of IR detectors exploiting the photovoltaic effects are narrow-gap semiconductor
p − n photodiodes, but also Schottky barriers, metal-insulator-semiconductor photoca-
pacitors and many types of heterostructure may be designed to build an IR photodetector.
Anyway, considering the most common example of a photovoltaic detector, i.e. the
abrupt p− n junction constituting the photodiode, its operating principle is illustrated in
Fig. 1.4. Photons with energy greater than the energy gap, incident on the front surface
of the device, create electron-hole pairs in the material on both sides of the junction. By
diffusion, the electrons and holes generated within a diffusion length from the junction
reach the space-charge region. Then electron-hole pairs are separated by the strong elec-
tric field; minority carriers are readily accelerated to become majority carriers on the other
side. This way a photocurrent is generated, shifting the current-voltage characteristic in
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Figure 1.5. First (left) and second (right) generation of FPAs.
the direction of reverse current (see Fig. 1.4(d)). The photocurrent Iph is determined by
Iph = ηqAΦ (1.1)
where η is the quantum efficiency (the number of electron-hole pairs generated per inci-
dent photon), Φ is the optical photon flux (photons per unit area and time), A and q are
respectively the detector illuminated area and the elementary charge. In Sec. 1.2.3 more
details will be given.
The outstanding properties of HgCdTe alloys (see Chapter 2 for an extensive descrip-
tion) triggered the development of detectors based on large 2D FPAs, constituting the core
of modern IR vision and imaging systems. This kind of detectors are designed to detect
radiation only in one of the IR bands and constitute one of the so called 2nd-generation IR
detectors (Fig. 1.5). Each pixel can be considered an independent photodetector with its
size in the order of a few microns, capable to convert the optical flux in an electric signal,
and the FPA is constituted by a N × N array of pixels (Fig. 1.5), with N in the order of
thousands. Pixels are scanned electronically by readout integrated circuits (ROICS) that
are hybrid packaged with the arrays often by indium bumps (see Fig. 1.6).
Detector arrays are usually illuminated from the back side with photons passing through
the transparent detector array substrate, often a CdZnTe layer transparent in IR bands, on
which a few microns of HgCdTe (the absorber) are epitaxially grown (see Section 2.1).
The Cd molar fraction of the HgCdTe layer is chosen conveniently, in order to obtain an
energy gap suitable for SWIR, MWIR or LWIR bands. The p−n junction can be obtained
by ion-implantation or other suitable techniques.
Multicolour capabilities are highly desirable for advanced IR detectors [11]. Systems
that gather data in separate IR spectral bands (see Fig. 1.7) can discriminate both absolute
temperature and unique signatures of objects in the scene. By providing this new dimen-
sion of contrast, multiband detection also enables advanced colour processing algorithms
to further improve sensitivity above that of single-colour devices: all these and other fea-
tures identify the 3rd-generation FPAs. Such multispectral detection permits rapid and
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Figure 1.6. Hybrid IR FPA with independently optimized signal detection and readout:
(a) indium bump technique; (b) loophole technique. The figure is from [11].
Figure 1.7. (a) Schematic of dual-band MWIR / LWIR detector pixel; (b) its experimental
normalized spectral response spectrum at about 60 K. The cut-off wavelengths of the two
bands were 5.4 µm for the MWIR and 9.1 µm for the LWIR band. The figure is from [13].
efficient understanding of the scene in a variety of ways. In particular, two-colour IR FPAs
can be especially beneficial for threat-warning applications. By using two IR wavebands,
spurious information, such as background clutter and sun glint, may be subtracted from
an IR image, leaving only the objects of interest. Multispectral IR FPAs can also play
many important roles in Earth and planetary remote sensing, astronomy, etc. For these
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reasons, the effective signal-to-noise ratio of two-colour IR FPAs greatly exceeds that of
single colour IR FPAs for specific applications.
It should be remarked that this third generation of 2D FPA is still developing in the
present days, and also its definition is not particularly well established yet. In the common
understanding, third-generation IR systems provide enhanced capabilities such as larger
number of pixels, higher frame rates, better thermal resolution, as well as multicolor
functionality and other on-chip signal-processing functions [14].
1.2 Photodiode-based detectors: principle of operations
Let us consider the simplest macroscopic description of a photodetection system exploit-
ing the photovoltaic effect, that is a reverse biased n-p-diode (the positive bias voltage is
at the n-contact, whereas p-doped side is connected to ground), schematically shown in
Fig. 1.4, in dark conditions and without applied bias. Due to the built-in potential, at the
junction between the two doped regions the excess of holes in valence band of the p-side
tends to compensate the excess of free electrons in the conduction band of the n-side gen-
erating a two-fold free carriers diffusion current: electrons diffuse into p-type region and
holes into n-type region up to an equilibrium condition. The resultant of this diffusion
is the formation at the junction of a free carrier depletion region with remaining ion-
ized atoms. This ionization, in turn, generates an electrical potential (and field ~E) acting
against the further diffusion through a drift current mechanism according to which any
free carrier in the depleted region is drifted into its appropriate side (electrons are swept in
n- and holes in p-type region). The reverse bias acts as a further driving force in the drift
mechanism, enhancing it with respect to the diffusion. This leads to an increasing of the
potential, through a so-called space charge region, and also of the width of the depleted
region.
If now the illumination is considered, intrinsic absorption processes can occur by the
production of electron-hole pairs. Electrons generated in the p-type region diffuse in
this region and here partly recombine with holes, while holes generated in n-type region
diffuse in n-region and there partly recombine with electrons. Pairs generated in the
depleted region and outside it, but at a distance from the depletion region edge less than
the diffusion length, instead, are separated: thanks to the electric field these new carriers
are drifted into their respective sides, resulting in a small detectable reverse current – the
photocurrent – proportional to the radiation intensity.
1.2.1 Short remarks on the drift-diffusion model
Considering a n − p-diode, the drift-diffusion approximation of the electrical transport
equations yields a mathematical model well suited for the present investigation. In short,
under the assumption of Fermi-Dirac statistics, a drift-diffusion model [15] is defined by
9
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a set of three coupled differential equations, namely, the Poisson equation
~∇ · 
(
~∇ψ
)
= −q
(
p− n+N+D −N−A
)
− ρtrap (1.2)
and the continuity equations for electrons and holes
~∇ · ~Jn − q(Rn −Gn) = q∂n
∂t
(1.3)
−~∇ · ~Jp − q(Rp −Gp) = q∂p
∂t
(1.4)
where the current densities are given by
~Jn = −nqµn~∇φn, ~Jp = −pqµp~∇φp. (1.5)
Here  is the electrical permittivity, q is the elementary electron charge, n and p are the
electron and hole densities, N+D is the density of ionized donors, N
−
A is the density of
ionized acceptors, Rn,p − Gn,p are the net electron and hole recombination rates, ~Jn is
the electron current density, ~Jp is the hole current density, µn and µp are the electron and
hole mobilities, φn and φp are the electron and hole quasi-Fermi potentials, and ρtrap is the
charge density contributed by traps and fixed charges. In the construction of the model it
has been assumed the validity of the Einstein relation between the diffusion coefficients
Dn,p for electrons and holes and the mobilities
Dn,p =
kBT
q
µn,p (1.6)
where kB is the Boltzmann’s constant and T the absolute temperature. Electron and hole
densities n and p can be computed from the electron and hole quasi-Fermi potentials, and
vice versa, under the assumption of Fermi-Dirac statistics:
n = NCF1/2
(
EFn − EC
kBT
)
, p = NVF1/2
(
EV − EFp
kBT
)
(1.7)
where F1/2 is the Fermi-Dirac integral of order 1/2, NC and NV are the effective densities
of states in the conduction and valence bands, EFn and EFp are the quasi-Fermi energies
for electrons and holes, and EC and EV are the conduction and valence band edges.
1.2.2 Dark current
A critical characteristic of IR detector is the current produced by a reverse biased photo-
diode in absence of any IR signal. This current is known as the dark current Jdark(V ),
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where V is the applied voltage. In dark conditions, the Shockley ideal diode equation or
the diode law
Jdark(V ) = J0
(
e
q V
kBT − 1
)
, (1.8)
defines a saturation current density J0, representing at first approximation (neglecting the
drift component in quasi-neutral regions) a diffusion current of electrons into the p-type
region and holes into the n-type region [8]:
J0 =
(
q Dp pn
Ldiff,p
) (v1 Ldiff,p
Dp
)
cosh
[
xn
Ldiff,p
]
+ sinh
[
xn
Ldiff,p
]
(
v1 Ldiff,p
Dp
)
sinh
[
xn
Ldiff,p
]
+ cosh
[
xn
Ldiff,p
] + (1.9)
+
(
q Dn np
Ldiff,n
) (v2 Ldiff,n
Dn
)
cosh
[
t+d−xn−w
Ldiff,n
]
+ sinh
[
t+d−xn−w
Ldiff,n
]
(
v2 Ldiff,n
Dn
)
sinh
[
t+d−xn−w
Ldiff,n
]
+ cosh
[
t+d−xn−w
Ldiff,n
] .
Here
w (V ) =
√√√√√2s
(
kBT
q
ln
[
NAND
n2i
]
± V
)
qNAND (NA +ND)
, (1.10)
NA and ND are respectively the acceptor and donor concentrations, pn is the hole carrier
concentration in n-side and np the vice-versa, Dn = µnkBT/q and Dp = µpkBT/q are
the minority carrier diffusion coefficients according to the Einstein relations, µn,p are the
electron and hole mobilities, Ldiff,n =
√
Dn τn and Ldiff,p =
√
Dp τp the minority car-
rier diffusion length, τn,p their recombination lifetimes (determined by the recombination
mechanisms), v1,2 the mean recombination velocity in the p- and n-doped regions, and
the geometrical parameters xn, w, t and d are defined in Fig. 1.4(a).
In the so-called “short” diode approximation, Ldiff  xn and Ldiff  t+ d− xn −w,
and in quasi-neutral regions (in which the electric field ~E is negligible), it is found [16]
J0 ' qn
2
i t
nτn
+ qn
2
i d
pτp
(1.11)
in which v1 ≈ t/τn, v2 ≈ d/τp have been assumed, and the two addenda respectively
refer to the p- and n-doped regions.
The dark current sets a sort of background current, somehow a noise current. Any
IR signal that produces in the detector a current due to photogenerated carriers (see
Sec. 1.2.3) that is less than the noise produced by the dark current plus the background
is washed out and cannot be detected. As a consequence, it is important to reduce dark
current as much as possible, in order to obtain a detector ideally limited only by the back-
ground (BLIP, Background Limited Infrared Photodetector).
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Regarding the mechanisms responsible for the dark current generation, we remind that
minority carrier generation-recombination (GR) lifetimes in high-quality direct-bandgap
semiconductors are limited primarily by the intrinsic radiative and Auger GR mecha-
nisms within the quasi-neutral narrow-bandgap absorber, while in poorer quality material,
extrinsic mechanisms like Shockley-Read-Hall (SRH) and trap-assisted tunneling (TAT)
occurring within depleted regions tend to dominate the dark current. The first two mech-
anisms depend primarily by the band structure and doping concentration of the material,
whereas SRH and TAT are determined by defects or impurities. Discarding TAT, that can
also be described as an enhancement of SRH process [17], the minority carrier lifetime τ
is given by
τ =
(
τ−1Auger + τ−1radiative + τ−1SRH
)−1
. (1.12)
In HgCdTe, Auger, radiative and SRH lifetime expressions are described and discussed in
Sections 2.2.7, 2.2.8 and 2.2.9. Other important sources of dark current are the band-to-
band-tunneling (BTBT) and the Impact Ionization (I.Ion.) process. Detectors fabricated
with high quality material should be only intrinsically limited: this means that only in-
trinsic, unavoidable dark-current generation mechanisms should be at play. The Auger
process is the classical example: it can be reduced in several ways, but not eliminated. On
the contrary, the SRH and TAT processes, since they are connected to defects, in principle
could be minimized, whereas there is no agreement about the importance of radiative pro-
cesses, and some authors assume that a mechanism of photon-recycling assures that its
net-effect is virtually null [18, Sec. 4.1.1], [19]. BTBT and I.Ion. should be at play only
in case of high reverse voltage operating conditions, that are very unusual. In summary,
ultimate detectors are often referred to as Auger-limited, exactly for this motivation.
In Chapter 3 these dark current generation mechanisms will be addressed and their
expressions will be employed to reproduce experimental dark currents.
1.2.3 Photocurrent
In order to illustrate the concept of photocurrent and its relation with the illuminating
optical flux, is is convenient to consider, for simplicity a 1D semiconductor with length
L and uniform composition, whose complex refractive index is nˆ(λ) = n0(λ) + iκ(λ),
since the principle of operation for 2D or three dimensional (3D) structures is similar.
The absorption coefficient at a given wavelength λ is given by α(λ) = 4piκ(λ)/λ, usu-
ally determined experimentally at a given temperature T and for a given semiconductor
composition (in the case of HgCdTe, the x Cd molar fraction).
If P0 is the optical power flux (W cm−2) and Rλ is the reflection coefficient of the
illuminated photodetector face, the photon flux (photons cm−2 s−1) after the light travelled
a distance z into the material is
φ(z, λ) = (1−Rλ) λ
hc
P0 e
−α(λ)z (1.13)
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where h and c are respectively the Planck’s constant and the light velocity, the absorbed
photon density A0 (photons cm−3 s−1) is given by
A0(z, λ) = φ(z, λ)α(λ) = (1−Rλ) λ
hc
P0 e
−α(λ)zα(λ). (1.14)
The optical generation rate, that is the generated carrier per unit volume and time is
G(z, λ) = ηA0(z, λ), and η represents the elementary quantum efficiency, that is the
number of electron-hole (e-h) couples produced by each absorbed photons, usually taken
as unity for simplicity.
The photocurrent density Jph is found integrating G on z,
Jph(λ) =
∫ L
0
qG(z, λ)dz = (1−Rλ)ηP0 qλ
hc
∫ L
0
e−α(λ)zα(λ)dz. (1.15)
where q is the elementary charge, and in the given units results expressed in A cm−2.
Nothing of substantial changes if α is function of z, for example because the material
changes along the device: in this case, α(λ) must be substituted by α(λ, z), and φ(z, λ)
is given by
φ(z, λ) = (1−Rλ) λ
hc
P0 e
−
∫ z
0 α(λ,z
′)z′dz′ (1.16)
It must be stressed that in realized devices the current density Jmeas. measured illu-
minating a photodiode is not the experimental photocurrent, neither in ideal conditions,
because it also includes the dark current Jdark,meas.. Hence the experimental photocurrent
to be compared with the theoretical one Jph is the difference
Jph,meas. = Jmeas. − Jdark,meas., (1.17)
where Jdark,meas. must be measured at dark, with the same applied voltage employed under
illumination.
if Ne is the number of photogenerated electrons (numbers of electrons generatred per
unit time) in the detector, the photocurrent I is given by
I = qNe. (1.18)
The number of photons entering the detector’s illuminated area S per unit time is, if
R = 0,
Nph =
P0S
hc
λ
(1.19)
and in the simplest and ideal case R = 0 and zero dark current, the current I must be
proportional to Nph according to
I = ηgNph = ηg
P0Sλ
hc
(1.20)
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where g is the gain of the detector, that depends on the detector length, the absorption
coefficient α(λ, z), and other detector’s characteristics. Dividing by S, we obtain
Jph = ηg
P0λ
hc
, (1.21)
and this result will be used in the subsequent sections, where some useful figures of merit
are shortly recalled.
1.2.4 Detectors figures of merit
In order to compare detectors performances, several figures of merit have been defined,
among which we can mention the Responsivity, the Noise Equivalent Power and the De-
tectivity.
The Responsivity R of an infrared detector is defined as the ratio of the root mean
square (rms) value of the fundamental component of the electrical output signal of the de-
tector to the rms value of the fundamental component of the input radiation power. If the
output signal is the photocurrent density Jph (A cm−2) produced when the detector is illu-
minated by the monochromatic optical power flux P0 (W cm−2), the units of responsivity
are Ampers per Watt (A/W), and R is given by
R = Jph
P0
. (1.22)
Recalling Eq. 1.21, we can express the responsivity as
R = ηgλ
hc
. (1.23)
as given in Ref. [8, Ch. 9].
The Noise Equivalent Power NEP is the optical power plux P0 incident on the detec-
tor that generates a signal output (e.g. a current density Jn) equal to the rms noise output.
Stated another way, the NEP is the signal level that produce a signal-to-noise ratio (SNR)
of 1. It can be written in terms of R as:
NEP = JnR (1.24)
and the unit of NEP is W.
A more directly applicable figure of merit, suitable for imaging applications like ther-
mography, is the Noise-Equivalent Difference of Temperature NE∆T which describes
the noise of an image as a minimum resolvable temperature. Experimentally, the NE∆T
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is measured by imaging a blackbody target of temperature Tt in front of a background of
known temperature Tb. The difference between the target and background temperatures,
normalized to the SNR of the detector system gives the NE∆T : as:
NE∆T = Tt − Tb
SNR
(1.25)
The Detectivity D is the reciprocal of NEP, D = 1/NEP. Since it was found that
normally NEP is proportional to the square root of the detector area A, a normalized and
area-independent detectivity D∗ can be defined as
D∗ = D
√
A =
√
A
NEP
(1.26)
and both NEP and D∗ may be defined for a monochromatic radiation of for a given op-
tical band, defining a spectral optical power flux and integrating over λ as given for the
responsivityR.
The internal quantum efficiency (IQE) can be defined as the ratio between the num-
ber of photogenerated electrons and the number of photons entering the detector’s illumi-
nated area S per unit time Nph,
IQE = Ne
Nph
. (1.27)
The latter, if the illuminated detector’s area reflectivity is R, is given by
Nph = (1−R)P0Sλ
hc
. (1.28)
therefore, since Ne = (I − Idark) /q, the IQE can be expressed as
IQE = hc(1−R)qλ
(I − Idark)
P0S
. (1.29)
In this definition it is implicit the assumption that all the absorbed photons entering the
detector are converted into electron-hole couples. One can also define an external quan-
tum efficiency EQE, in which all the impinging photons are considered. In this case the
factor 1−R in the denominator of Eq. 1.29 is not present.
1.2.5 Detectors limitations: the problem of cooling
A detector limitation states a maximum performance that can be obtained considering a
certain feature. For example, it is obvious that apart form the radiation flux Ps coming
from the IR source, a detector reveal also the radiation flux Pb coming from the back-
ground. Therefore the signal, in order to be revealed, must be greater than the noise
15
1 – Infrared detectors, materials and simulation tools
originating from the background, and the background flux is a limitation. Nevertheless, it
is not an intrinsic limitation, because the background is related to the environment, not to
the detector.
Supposing that the signal is stronger that the background noise, the latter is not a lim-
itation. Nevertheless thermal-generated carriers may be in the order of signal-generated
carriers, and this is the motivation that often requires to decrease the operating tempera-
ture well below room temperature.
To be more precise, in addition to the carriers generated by Ps and Pb, also the thermal
generation contributes to the carrier density in the detector, that can be considered as good
detector only if thermal-generated carrier density nth is much lesser than the background-
generated carrier density nb: only in this case the limiting factor is still the background.
If the detector thickness is t and carrier lifetime is τ , nb is roughly given by nb ≈
ηPbτ/t. Therefore, a detector is background limited (BLIP, Background Limited Infrared
Photodetector) if
ηPbτ
t
> nth. (1.30)
We can also say that the photon generation rate per unit area ηPb must be greater than the
thermal generation rate per unit area,
ηPb >
ntht
ητ
, (1.31)
This condition defines a BLIP. The detector quantum efficiency η can be roughly ex-
pressed as η ≈ αt, where α is the absorption coefficient (of course, at a given wavelength).
The BLIP condition becomes independent from t,
ηPb >
nth
ατ
, (1.32)
and defines the minimum background flux Pb (or the maximum thermal generation rate
per unit area Gth = nth/(ατ )) required to obtain a BLIP. This definition for Gth can be
used to predict the ultimate performance of any IR material, and to compare the relative
performance of different IR materials, as a function of temperature. The only requirement
is a knowledge of the dependence of nth and τ on temperature. It must also be noticed
that the thermal-generated dark current density (that is only one of the sources of dark
current) is given by
Jd,th = Gthq . (1.33)
Ref. [20] discusses in depth these and other intrinsic limitations of photodetectors, but
among all possible limitations, the most severe one is precisely given by the thermal gen-
eration rate. Cryogenic cooling of IR detectors has always been the burden of sensitive
IR systems, and an universal goal for IR photon detection systems is to increase their
operating temperature without sacrificing performance. Auger generation typically dom-
inates the dark current at elevated temperatures, and standard p− n junction photodiodes
16
1 – Infrared detectors, materials and simulation tools
Figure 1.8. Schematic of HOT detector.
therefore become very noisy when operated near room temperature. In addition, the de-
tector itself, its package, the circuitry, etc. are sources of thermal IR radiation, especially
in LWIR, that contribute to the dark current. Particularly in the past, most FPAs have
operated at a temperature of 77 K or below, in order to minimize thermal generation and
the resulting the dark current. At present days novel device structures based on HgCdTe
are object of intense study and development to achieve high sensitivity infrared imaging
at high temperatures. In fact, there is a considerable system advantage if the operating
temperature of the FPA can be increased: the resulting cooler package into which the
FPA is integrated will be considerably lighter, smaller, and thus cheaper (also the power
required to cool the FPA can be decreased).
A detector concept that enables this elevated temperature operation is the high operat-
ing temperature (HOT) detector [21]. The HOT detector is simply a reverse-biased pho-
todiode with minority and majority carrier contacts, illustrated in Fig. 1.8. The absorber
volume, which is less than a diffusion volume, is in non-equilibrium due to the reverse
bias, and the intrinsic thermally generated minority carriers are fully extracted through the
minority carrier contacts. HOT narrow-gap semiconductor devices operate in nonequilib-
rium mode such that the carrier densities are held below their equilibrium, near-intrinsic,
levels. The reduction in majority and minority carrier concentrations in the active volume
of the HOT device results in a significant reduction of the Auger generation processes,
responsible for a large part of the dark current. In principle, such technologies have the
potential for BLIP performance at room temperature [22]. In view of reducing the cryo-
genic cooling, barrier-layer photodetectors were first proposed by A. M. White [24],
who postulated an n-type heterostructure with a narrow gap absorber region coupled to
a thin wide bandgap layer, followed by a narrow bandgap n-type contact region [23, 25]
(n-B-n detector). The barrier layer selectively blocks majority carriers (dark current) and
collects photogenerated minority carriers (photocurrent). The concept assumes almost
zero valence band offset approximation throughout the heterostructure, allowing flow of
only minority carriers in a photoconductor. Little or no valence band offset was difficult to
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Figure 1.9. n-B-n junction photodetector: (a) overall view of a possible implementa-
tion, with dopant concentrations; (b) composition profile; (c) band energy diagrams at
equilibrium and (d) under reverse bias. The figure is from [23].
realize using standard infrared detector materials such as InSb and HgCdTe. In general,
unipolar barriers are used to implement the barrier detector architecture for increasing
the collection efficiency of photogenerated carriers and reducing dark current generation
without inhibiting photocurrent flow. A possible implementation making use of HgCdTe,
with composition, doping and band diagram profiles is shown in Fig. 1.9.
1.3 TCAD-based simulation methods
Technology Computer Aided Design (TCAD) represents the modern workbench for sci-
entists who want to investigate advanced device performances. Nevertheless modeling is
a complex issue both in mathematical and physical terms, and the solution of the electric
transport problem represented by a set of PDEs (partial differential equations) is often
impossible to be found without approximations.
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Many commercial and powerful simulators are available, each with specific advan-
tages and drawbacks. Whatever the simulator one can choose, the numerical solution of
the PDEs system is always evaluated within a discretized representation of the model it-
self, through one of the several techniques available. The spatial approximation of the
PDEs system by means of a discretization scheme yields, in turn, a discrete system of
algebraic equations, often linearized under specific physical simplifications.
In this work, the Synopsysr TCAD Sentaurus suite [1] has been extensively exploited,
in particular its implementation of the drift-diffusion model.
1.3.1 Solving the electrical problem
In this tool, the involved partial differential equations are discretized according to the
Finite Boxes (FB) method [26], a numerical method belonging to the class of the finite
differences method: the device is divided into great number (often some thousands) of
boxes, constituting the 1D, 2D or 3D grid, called the mesh. This allows a locally aver-
aged calculation of the unknowns onto the nodes of the calculation grid. Through this
procedure, the set of coupled partial differential equations composing the model become
ordinary linear algebraic equations, reducing much the complexity of the mathematical
problem.
Just to make an example, the Poisson equation Eq. 1.2 is converted in [27]
q

(ND,i −NA,i + pi − ni) Si =
∑
j
lij 〈E⊥〉ij (1.34)
≈ ∑
j
lij
φi − φj
dij
in which dij is the distance between nodes i and j, lij is a distance defined in Fig. 1.10
and where the second line concerns the first-order finite difference approximation of the
electric field E⊥ normal to the considered box surface (φ is the electrostatic potential), av-
eraged around the box sides. Similar conversions hold for all other equations. In Fig. 1.10
the discretization scheme is shown and the involved geometrical quantities are defined.
1.3.2 Solving the optical problem
The j-th mesh element, of volume Vj , absorbs an amount of radiation Aopt,j , where the
spatial distribution Aopt(x, y, z) = Aopt,j/Vj is computed according to the selected optical
model (for example, the ray tracing or the finite difference time domain methods) and
x, y, z are the coordinates of the j-th element barycenter. In its turn, Aopt(x, y, z) enters
the continuity equations for the electron and hole current densities Jn,p (whereRn,p−Gn,p
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Figure 1.10. Schematic representation of a “box-method” grid. The dashed shapes
are the edges of the finite boxes and are calculated through the bisectors of the trian-
gle sides converging in the corresponding node. The grey area represents the finite
box surrounding the i-th node.
is the net recombination rate in absence of carrier photogeneration and q is the elementary
charge)
∇ · Jn = q(Rn −Gn −Gopt) + q∂n
∂t
−∇ · Jp = q(Rp −Gp −Gopt) + q∂p
∂t
(1.35)
through the optical generation rate Gopt = ηAopt due to interband optical absorption,
which depends also on the model for the quantum yield η, defined as the fraction of
absorbed photons which are converted to photogenerated electron-hole pairs.
Concerning the solution of the optical problem (e.g. for the evaluation of photocurrent
spectra), the central point is the evaluation of Aopt. We adopted for the largest part of this
work the so-called ray tracing method: despite it ignores the wavelike nature of the light,
many important and reliable simulations can be obtained. Instead, when effects induced
by light interference and diffraction effects are at play, the direct solution of the Maxwell’s
equations must be considered, e.g. within the Finite Difference Time Domain (FDTD)
method.
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In Chapter 4 we will present a comparison between simulations obtained by ray trac-
ing and by the solution of the Maxwell’s equation in the FDTD scheme: for clarity, this
method will be described only at that point, since in Chapters 2-3 all simulations have
been done according to the ray tracing method.
According to the ray tracing method, rays are used to represent the propagation of
electromagnetic waves according to geometrical optics. Fresnel’s and Snell’s laws of re-
flection and refraction determine the paths travelled by rays as they interact with different
materials. Usually, a large number of rays is traced within an optical system in order to
simulate its behavior; in the present simulations, we considered ≈ 2500 rays uniformly
spaced in the xy plane of the detector’s illuminated face, entering the pixel with initial
wavevector parallel to the z-axis. Each ray i transmitted into the j-th mesh element cor-
responds to an optical rate intensity Pj,i (number of photons entering the element per
second). The ensuing absorbed photon density in Vj is
Aopt,j,i =
Pj,i
Vj
(
1− e−αjLj,i
)
(1.36)
where Lj,i is the path length travelled by ray i into the j-th element, αj is the absorption
coefficient α averaged on the j-th element, and α is related to the imaginary part κ of the
complex refractive index nˆ = n+ iκ as α = 4piκ/λ. Summation over all the ray histories
produces the mesh-discretized distributionAopt,j(x, y, z), and hence the optical generation
rate Gopt(x, y, z) entering the continuity equations (1.35). This method manages all the
internal back-reflections, but without keeping into account interference effects.
1.3.3 Simulation steps in TCAD Sentaurus
The simulation itself consists of several steps, or logical “blocks”:
• a first tool (Sentaurus Device Editor, SDE) reads a first user-defined script, building-
up the 1D, 2D or 3D device geometry, specifying materials, doping and composition
profiles “region-wise”, electrical contacts and meshing criteria; the tool generates
the input files necessary to the subsequent logical block (i.e. the so-called TDR
boundary file and the mesh command file), written in Synopsys specific formats;
• a second tool (Sentaurus Mesh, SNMESH) reads the two files produced by the
previous block, generating the TDR grid and data file for the device structure; this
file contains the material identifier, the doping and composition profiles and all
other information needed at each node of the computational grid. This is the input
file for the simulation engine, the Sentaurus Device (SDEVICE) tool;
• the SDEVICE tool solves the numerical problem, on the basis of a second user-
defined script: it contains specific instruction to locate and read a) the TDR file
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produced by SNMESH, b) the parameter file containing the materials library. Fi-
nally, c) it defines what are the models and the simulation steps to consider. For
example, a set of keywords and user-defined procedures specify what is the carrier
statistic to adopt (Boltzmann or Fermi), what is the semiconductor model to con-
sider (drift-diffusion, hydrodynamic model, Monte Carlo, etc.), and what are the
simulation steps to follow (for example a bias voltage slow ramping).
As already specified, the drift-diffusion model was considered, selecting the Fermi
statistics and considering incomplete ionization of dopants (having defined in the param-
eter file the donor and acceptor ionization energy). Just to make an example, the simula-
tion steps usually followed to obtain a current voltage I(V ) characteristic curve in dark
conditions (dark current) can be:
• find the solution at equilibrium;
• drive slowly the device out of equilibrium, increasing the bias voltage;
• save the complete solution (carrier density, electric field, band energies, etc.) at one
or more values of bias voltage, and the characteristic I(V ).
These steps may follow instructions to describe the illumination parameters (the illu-
minating window, the radiation wavelength, the wavevector direction, the optical power
density, the polarization, etc.) and file names that will contain e.g. the photocurrent spec-
trum, the I(V ), the photogenerated carrier profile inside the detector, etc.
All these and many other simulations are possible only if a complete and accurate
material parameter library is available, consisting in a user-defined material(s) param-
eter file(s) to be read by the SDEVICE block. Regarding the HgCdTe alloy, the material
library was not present in the Sentaurus suite and the initial deal of effort put in this
thesis consisted in the development of a custom software library for HgCdTe material
properties, function of composition and lattice temperature, exploiting state-of-the-art ex-
perimental and theoretical information about HgCdTe. In Sec. 2.2 details are given about
its definition.
1.3.4 Electric and optical boundary conditions
In order to solve the carrier transport equations, it is necessary to specify the appropriate
boundary conditions at the edges of the device. For the simulation of single pixel, all the
electric contacts will be assumed to be Ohmic, with a condition of charge neutrality at
equilibrium given by
n0 − p0 = N+D −N−A (1.37)
n0p0 = n2i (1.38)
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where n0 and p0 are the electron and hole equilibrium concentrations. By default, the
conditions n = n0, p = p0 are applied at the ohmic contacts so that the excess carriers are
removed at the contact interface. All the other boundaries are treated with ideal Neumann
boundary conditions
~E · nˆ = 0 (1.39)
~Jn · nˆ = 0 (1.40)
~Jp · nˆ = 0 (1.41)
where ~E is the electric field and nˆ is a versor normal to the boundary.
Optical boundary conditions consist in specifying the reflectivity of the computational
box boundary, for which a good choice can be to simulate the detector as posed into an
infinitely extended medium, imposingR = 0 and T = 1 (whereR and T are the reflection
and transmission coefficients) for all the box boundaries. The TCAD Sentaurus simulator
imposes by default these conditions, and they will be left unchanged. The detector is
treated as in vacuum, and Fresnel reflection/refraction laws apply; nevertheless, it is also
possible to specify a fixed value for the reflectivity of a particular face of the detector
(e.g. R = 0 for the illuminated face, if a perfect anti-reflection coating is supposed to be
deposited on it).
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The material system HgCdTe
Since first synthesized, Hg1−xCdxTe, or simply MCT has been used in the development
of photodetectors in the entire infrared spectrum. Its unique position as a quasi-ideal IR
detector material system is based on three key features [8]:
• composition-dependent tailorable energy gap over the entire wavelength range of
interest, λ = 1÷ 30µm,
• large optical coefficients, enabling high quantum efficiency,
• favorable inherent recombination mechanisms, leading to long carrier lifetime and
high operating temperature.
These properties are a direct consequence of the electronic structure of this semiconduc-
tor. HgCdTe has a zinc-blende structure with two interpenetrating face-centered cubic
lattices offset by (1/4, 1/4, 1/4)a0 in the primitive cell (being a0 the lattice constant).
The mole fraction x of Cd in the Hg1−xCdxTe alloy (the alloy composition) can be cho-
sen so as to tune the optical absorption of the material to the desired infrared wavelength.
CdTe is a semiconductor with a bandgap of approximately 1.5 eV at room temperature.
HgTe is a semimetal, hence its bandgap energy is zero. An alloy obtained from these
two compounds allows to obtain any bandgap between 0 and 1.5 eV. This fundamental
property is illustrated in Fig. 2.1, where the energy gap Eg, the cut-off wavelength (here
defined as λc = 1.24/Eg, energy is in eV, λc in µm) and the lattice constant are reported as
functions of the Cd mole fraction. It is well evident that HgCdTe – at least as far as the λc
tunability and the invariance of the lattice constant with x are concerned – is a compound
well suitable for IR detection. Other properties more involving the potentially very low
dark current will be analyzed in the following chapters of this thesis, but it can be here
anticipated that it is very difficult to find a real competitor of this alloy in the market of
the materials for IR detectors industry (see a discussion about this point in Ref. [28]).
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Figure 2.1. The bandgap structure of Hg1−xCdxTe near the Γ-point for three different
values of the forbidden energy gap. The energy bandgap is defined at the difference
between the Γ6 and Γ8 band extrema at Γ = 0 (figure from [8, Ch. 14]).
Additional specific advantages of HgCdTe are the ability to obtain both low and high
carrier concentrations, high mobility of electrons, and low dielectric constant. The ex-
tremely small change in lattice constant with composition makes it possible to grow
high-quality layered and graded-gap structures. As a result, HgCdTe can be used for
detectors operated in various modes, as photoconductors, photodiodes, or metal-insulator-
semiconductor detectors.
2.1 Crystal growth techniques
Historically, HgCdTe crystal growth has been a major problem mainly because a rela-
tively high Hg pressure is present during growth, which makes it difficult to control the
stoichiometry and composition of the grown material. The wide separation between the
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liquidus and solidus, leading to marked segregation between CdTe and HgTe, was instru-
mental in slowing the development of all the bulk growth techniques to this system. In
addition to solidus-liquidus separation, high Hg partial pressures are also influential both
during growth and postgrowth heat treatments.
Epitaxial techniques (see e.g. [14] for an exhaustive historical review of main tech-
niques applied to obtain high quality HgCdTe epitaxial layers) offer the possibility of
growing large area epilayers and fabrication of sophisticated device structures with good
lateral homogeneity and abrupt and complex composition and doping profiles, which can
be configured to improve the performance of photodetectors. Among the various epitax-
ial techniques, liquid phase epitaxy (LPE) is the most technologically mature method.
LPE is a single crystal growth process in which growth from a cooling solution occurs
onto a substrate. Another technique, vapor phase epitaxial growth of HgCdTe is typi-
cally carried out by nonequilibrium methods which also apply to metal-organic chemical
vapor deposition (MOCVD), molecular beam epitaxy (MBE), and their derivatives. The
great potential benefit of MBE and MOCVD over equilibrium methods is the ability to
modify the growth conditions dynamically during growth to tailor band gaps, add and
remove dopants, prepare surfaces and interfaces, add passivations, perform anneals, and
even grow on selected areas of a substrate. The growth control is exercised with great
precision to obtain basic material properties comparable to those routinely obtained from
equilibrium growth.
Epitaxial growth of HgCdTe layers requires a suitable substrate. CdTe was used ini-
tially, since it was available from commercial sources in reasonably large sizes. The main
drawback to CdTe is that it has a few percent lattice mismatch with LWIR and MWIR
HgCdTe. By the mid-1980s it was demonstrated that the addition of a few percent of
ZnTe to CdTe (typically 4%) could create a lattice matched substrate.
2.2 HgCdTe properties: building a software material li-
brary
3D physical device simulation capabilities are well established and documented for the
most widely used semiconductors such as silicon. While the set of equations in the numer-
ical model are the same for any material, HgCdTe poses an additional layer of difficulty
due to the strong molar fraction and temperature dependance of the material properties.
In addition, most of the commercial software packages include material models for the
description of the electrical properties that are not compatible with HgCdTe and, at first
sight, make them not suited for HgCdTe.
Part of the initial deal of effort put in this thesis consisted in the development of a
custom software library for HgCdTe material properties, function of composition and
lattice temperature, exploiting state-of-the-art experimental and theoretical information
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about HgCdTe. In fact, it is evident that an accurate description of the physical material
parameters is essential for an accurate prediction of the real device performance. Hence,
HgCdTe properties must be carefully described both in terms of the operating temperature
T and Cd mole fraction x and provided as an input for the software simulation tool.
As far as a mole fraction dependent material is concerned, as for Hg1−xCdxTe, it is
necessary to build an ASCII file for each value of T under consideration, with the format
expected by Sentaurus SDEVICE tool. In particular it must contain, for each considered
material property having a functional expression f(x), a set of third-order polynomial
coefficients interpolating f(x) onto the interval x = [0, 1]. It is evident that, if f(x) has a
complicated, highly nonlinear behavior, a third-order polynomial cannot interpolate f(x)
with the desired accuracy. In this case, multi-interval may be provided, with a different
polynomial coefficient set for each subinterval.
For this scope, using a Matlab-based home-made set of software scripts, the material
properties have been represented in the required format, and the ASCII file was named
“HgCdTe_Txx_par.par”, where “xx” stands for the operating temperature. In the user-
defined command file for the Sentaurus simulator block SDEVICE, each employed ma-
terial has been given a label that must point to a library file “***_par.par”. Each point of
the mesh belongs to a given material, and SDEVICE assigns to them the correct material
properties described in the library files. If a given material already exists in the default
Sentaurus library, the user is not required to specify the material file name. On the con-
trary, since HgCdTe does not exist in the default Sentaurus library, the user must link the
library with statements like:
Material = "HgCdTe" {
#if @T@ == 77
#include "HgCdTe_77_par.par"
#endif
}
In this example, a molar-fraction-dependent HgCdTe library designed for T = 77 K is
assigned to each node of the mesh belonging to the material HgCdTe.
SDEVICE solves the linear system arising in the drift-diffusion model and computes
the desired quantities.
Differently from all the other properties (energy gap, effective masses, mobility, re-
combination coefficients, etc.), the TCAD Sentaurus syntax does not allow to employ this
method for the absorption coefficient, if the material mole fraction varies along the device
(e.g. if a compositional grading is present). Instead, it is possible to write a C++ routine,
linked at run-time to Sentaurus Device, that allows in addition more degrees of freedom
with respect to the other method. Therefore this is the way we followed to implement the
complex refractive index formulas in Sentaurus.
This Section provides the values or the functional expressions implemented in the
simulation code for all required material parameters of Hg1−xCdxTe, along with relevant
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literature references supporting them. Unless otherwise stated, in the present Section,
apart from the variables x and T already defined,
• energies are given in eV
• recombination/generation times are given in seconds
• electron and hole effective masses are given in free electron mass units
• mobilities µ are in cm2/V/s.
In Appendix A the custom interface [1] to Sentaurus is described, with details about
the translation of each functional form representing a given HgCdTe property into the
required format.
2.2.1 Energy gap
The band gap Eg is the difference between the bottom of the conduction band and the top
of the valence band. In a p− n photodetector, photons with energy greater than Eg, inci-
dent on one of the surfaces of the device, may create electron–hole pairs in the material
on either side of the junction. By diffusion, the electrons and holes generated within a
diffusion length from the junction reach the space–charge region. As explained in Sec.
1.2, electron–hole pairs are separated by the strong electric field and minority carriers are
readily accelerated to become majority carriers on the other side: the generated photocur-
rent is revealed, constituting the signal. Hence, the value of x determines the maximum
value of incident radiation λc that can be revealed. Its measure is often the only way to
obtain and tune the alloy composition, that is the x parameter; for this reason, an accu-
rate formula must be chosen relating Eg, x and T . In literature many formulations have
been adopted, aiming to fit as close as possible the experimental results and/or the results
coming from fundamental models.
The adopted energy gap formula, proposed by Seiler and Laurenti [29], is both composition-
and temperature-dependent:
Eg (x, T ) = Eg1 (x, T ) + Eg2 (x, T ) (2.1)
Eg1 (x, T ) = −0.302 + 1.93x− 0.81x2 + 0.832x3 (2.2)
Eg2 (x, T ) = 5.35× 10−4
(
T 3 − 1822
T 2 − 255.2
)
(1− 2x) (2.3)
A plot ofEg as a function of x according to (2.1) is presented in Fig. 2.2. This formula has
the advantage to well reproduce the nonlinear T−dependence below 100 K, differently
from e.g. the Hansen’s one [30], one of the more widely used 1.
1The review of Capper [31] presents several formulations for Eg: in addition to the two cited in the
present document, he gives also one by Legros and Triboulet [32], although valid only for 0.7<x<1 and still
linear in T , and another by Tong [33], a variant of Seiler’s formula that could also be considered.
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Figure 2.2. Energy gap as a function of Cd molar fraction x.
2.2.2 Electron and hole effective mass
Optical and transport properties are evaluated in the effective mass approximation, con-
sidering parabolic bands. The electron me and light hole mlh effective masses in the
narrow-gap mercury compounds are close and they can be established according to the
Kane band model. Following Rogalski [8], Weiler’s expression [34], valid for them both
2. The result is reported in Fig. 2.3:
2Other authors, e.g. Ref. [35], adopt the same formula was employed, but with their own Eg and using
a parameter Ep variable with x. Nevertheless, the value of this parameter does not affect much me and,
using the Weiler’s value for it, an uncertainty of 9% includes all the values used in literature. Instead, the
Eg variation with x and T is the most critical in determining the me behavior [31].
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Figure 2.3. Electron effective mass as a function of Cd molar fraction x.
me,lh(x, T )
m0
= 1
1 + 2F + 13Ep
(
2
Eg(x,T ) +
1
Eg(x,T )+δ
) (2.4)
where m0 is the free electron mass and other parameters are defined as:
Ep = 19 eV, δ = 1 eV, F = −0.8.
The heavy hole effective mass is high and Rogalsky [8] proposes the frequently used
value of it
mhh = 0.55 (2.5)
for every composition and temperature, since measured values range between 0.3–0.7m0.
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Figure 2.4. Electron affinity as a function of Cd molar fraction x.
2.2.3 Electron affinity
The electron affinity χ is the difference between the vacuum level and the bottom of the
conduction band. Affinity is very important in heterostructures, because it affects how the
band offset splits between conduction and valence band.
Regarding the affinity χ, it has been adopted the model of Ref. [36], defined by the
authors through the investigation of band offsets for several graded and abrupt heterojunc-
tions:
χ(x, T ) = 4.23− 0.813 (Eg(x, T )− 0.083) (2.6)
According to (2.6), most (81%) of the energy gap discontinuity at a heterojunction is
located in the conduction band. In Fig. 2.4 its plot as a function of x is reported.
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Figure 2.5. Electron mobility as a function of temperature.
2.2.4 Electron and hole mobility
Due to the small electron effective mass, the electron mobility in HgCdTe is remark-
ably high, while heavy–hole mobility is two orders of magnitude lower. A number of
scattering mechanisms dominates electron mobility (see [8] and references therein). The
x–dependence of the mobility (see Fig. 2.5) results primarily from the x–dependence of
the energy gap, while the temperature dependence derives from the competition among
different temperature-dependent scattering mechanisms.
According to [8] and [37], electron mobility is well approximated by the model 3:
µe(x, T ) = 9× 108
(0.2
x
)7.5 1
Z2(
0.2
x )
0.6 cm2/ V/s (2.7)
3The Capper review [31] cites a work of Higgins [38], where he gives an empirical formula, valid for
0.18 < x < 0.25, for the variation of µe with x, but only for the fixed temperature of 300 K.
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where
Z =

T if T > 50,
1.18×105
2600−|T−35|2.07 if T ≤ 50.
(2.8)
This expression derives from experimental measurements for the interval 0.2 ≤ x ≤ 0.6,
which includes all compositions of practical interest.
The same references report a widely used expression for the much lower heavy–hole
mobility:
µhh(x, T ) =
µe(x, T )
100 . (2.9)
2.2.5 Low– and high–frequency dielectric constant
The high frequency dielectric constant, ∞, and the static (low–frequency) constant, s,
are usually derived from reflectivity data in evaluating the real and imaginary parts of .
The dielectric constants are not linear functions of x, and their temperature dependence is
usually neglected.
Among others, the following widely used expressions were chosen (plotted in Fig. 2.6
as functions of x) [11, 36]:
s(x) = 20.5− 15.5x+ 5.7x2 (2.10)
∞(x) = 15.2− 13.7x+ 6.4x2 (2.11)
whereas slightly different coefficients can be found in Refs. [8] and [39].
2.2.6 Intrinsic carrier density
The intrinsic carrier density ni of Hg1−xCdxTe enters in the Auger recombination rate
(whose functional x and T dependence is discussed later in this document). The expres-
sion given in Ref. [40] has been chosen, because it has been derived consistently with the
energy gap (see Ref. [29]). As discussed in Ref. [40], ni is not directly measured: previ-
ous measurements showed considerably scatter, due to the much lower mobility for holes
than for electrons. However ni can be calculated from bands parameters, but among them,
the energy gap Eg affects very much ni and, consequently, it should be determined with
great accuracy, especially for low x, where Eg assumes low values. The assumed expres-
sion forEg, determined from magnetoabsorption experimental data, allowed Lowney [40]
to accurately determine ni, applying a Kane 3–bands model for non–parabolicity effects
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Figure 2.6. Dielectric constants as a function of Cd molar fraction x, at T=77 K.
and full Fermi statistics. The obtained expression is 4:
ni(x, T ) = 1014 ni0(x, T )Eg(x, T )
3
4 T 3/2 exp
(
−Eg(x, T )2kBT
)
(2.12)
where kB = 8.617× 10−5 is the Boltzmann’s constant in [eV/K] and
ni0(x, T ) = 5.24256− 3.5729x− 4.74019× 10−4T
+ 1.25942× 10−2xT − 5.77046x2 − 4.24123× 10−6T 2
(2.13)
4Several expressions are reported by Capper [31], among which also the adopted expression (the other
proposed formulas can be found in Refs. [38], [41] and [42])
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2.2.7 Electron and hole Auger recombination coefficients
The expressions here considered is that presented in Ref. [43], considering Auger–1 (A1)
process. This consists in the direct band–to–band recombination of a conduction band
electron with a heavy hole and the excitation of another electron in the conduction band,
believed to be the dominant Auger process in n–type material. For p–type material, the
Auger–7 (A7) process, involving holes in a very similar way, is important and has been
included it as well.
In the device simulator, the Auger generation-recombination rateGA is defined through
the Auger coefficients Cn and Cp, respectively, for electrons and holes:
GA = (Cnn+ Cpp)
(
np− Γn2i
)
. (2.14)
Γ is a dimensionless factor derived from Fermi statistics [15, Sec. 1.4.3], and in Bolt-
mann’s statistics Γ = 1.
The link with Auger intrinsic lifetimes τ iA1 and τ
i
A7 for A1 and A7 processes is given
by [8, Sec. 14.3.4.3]
GA =
(
n
(1 + an) τ iA1
+ p
τ iA7
)
(np− Γn2i )
2n2i
, (2.15)
where, for HgCdTe a = 5.26 10−18 cm3 [8, Sec. 14.3.4.3]. Comparing the two expres-
sions, if an 1 (valid for the most practical cases, except for very high doped semicon-
ductor) it follows:
Cn =
1
2n2i τ iA1
Cp =
1
2n2i τ iA7
that is the form implemented in the simulator.
Concerning the lifetime formulas available in literature, for the A1 process the expres-
sion presented by Lopes et al. [43], originally derived by Beattie and Landsberg [44] and
Blakemore [45] (BLB formula) was considered:
τ iA1(x, T ) = 3.8 × 10−18 ∞(x)2
√
1 + me(x, T )
mh
(
1 + 2me(x, T )
mh
)
exp (A)
B (x, T ) (2.16)
The parameters appearing in the equations are defined as
A(x, T ) =
1 + 2me(x,T )mh
1 + me(x,T )
mh
 Eg(x, T )
kBT
, (2.17)
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B(x, T ) = me(x, T )|F12|2
(
kBT
Eg(x, T )
)1.5
, (2.18)
and F12 = 0.2 is the overlap integral of the Bloch functions (the cited Reference reports
values ranging between 0.1 and 0.3). it For p–type material, the A7 process is the domi-
nant one, and has been expressed considering the relation between Cp and Cn
Cp(x, T ) =
Cn(x, T )
6
1− 3Eg(x,T )2kBT
1− 5Eg(x,T )4kBT
 . (2.19)
In Fig. 2.7 the electrons Cn and holes Cp recombination coefficients is shown as function
of x.
Figure 2.7. Auger electrons recombination coefficients as functions of Cd molar fraction x.
As an alternative, it could be possible to consider also the semi-empirical fitting for-
mula for intrinsic A1 lifetime proposed by Kinch in 2005 [46] and deduced in a more
complete previous paper [47] of 1973:
τ iA1(x, T ) =
2.12 10−14Eg(x, T )
1
2 exp
(
Eg(x,T )
KBT
)
|F12|2 (kBT )1.5
, (2.20)
where F12 is the wavefunctions overlap integral. The expression in Ref. [47] by Kinch
(1973) substantially concides with that in Ref. [43] by Lopes et al. and now implemented
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Figure 2.8. Auger electron recombination coefficient as a function of Cd mole
fraction x: the formula implemented in the device simulator is compared with that
proposed by Kinch [46].
(that cites it in its references). The simplified formula can be obtained in the limits:
me
mh
 1
me
m0
= 1
1 + 2F + 13Ep
(
2
Eg(x,T ) +
1
Eg+δ
) ' 3Eg2Ep
where m0 is the free electron mass, Ep = 19 eV, δ = 1 eV and F = −0.8; in obtaining his
formula, Kinch builds the prefactor making use of a fixed (not x- and T -dependent) value
of the dielectric constant. Furthermore it uses the static dielectric constant s instead of
the dynamic one ∞. In Fig. 2.8 a comparison is shown for T = 150 K between:
• Cn calculated with Eq. 2.16, the implemented formula;
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• the original Kinch Cn calculated with Eq. 2.20;
• Kinch’s Cn calculated with ∞ instead of s in the prefactor.
(To build the Cn described in the third item, it is sufficient to multiply Kinch’s coefficients
by the squared ratio between the two dielectric constants, almost independent of the com-
position). It is possible to observe that Kinch’s formula is comparable with Lopes’ one, if
the former uses ∞ instead of s. Of course, increasing the Cd content, the approximated
Kinch’s formula progressively loses its accuracy.
About F12 uncertainties [48], Rogalski [8, Sec. 14.3.4.3] states that:
the overlap integrals cause the biggest uncertainly in the Auger 1 lifetime.
Values ranging from 0.1 to 0.3 have been obtained by various authors. In
practice it is taken as a constant equal to anywhere between 0.1 and 0.3 lead-
ing to changes by almost an order of magnitude in the lifetime.
Unfortunately there is no agreement among authors about the ratio γ = τ iA7/τ iA1, which
has been reported in the wide range 3 ≤ γ ≤ 60 [48–51].
2.2.8 Radiative recombination rate
Radiative processes in HgCdTe involve the direct (band-to-band) generation-recombination
of conduction band electrons with heavy holes and the corresponding absorption-emission
of photons. The radiative GR rate GR is given by:
GR = B
(
np− Γn2i
)
, (2.21)
where n, p and ni are electron, hole and intrinsic density, Γ derives from Fermi statistics
[15, Sec. 1.4.3] (in Boltmann’s statistics Γ = 1), and B is the recombination coefficient
(cm3s−1), related to the radiative lifetime τR by the relation [43]
τR =
1
B (n+ p) . (2.22)
Various expressions have been proposed for B, and among them, it has been chosen
the formulation adopted in [43], plotted in Fig. 2.9 as a function of x, first obtained by
Schachman and Finkman [52]:
B(x, T ) = 5.8× 10−13 ∞(x)1/2
(
1
me(x) +mh
)3/2
×
(
1 + 1
me(x)
+ 1
mh
) (300
T
)3/2
×
(
Eg(x, T )2 + 3kBTEg(x, T ) + 3.75(kBT )2
)
.
(2.23)
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Figure 2.9. Radiative electrons recombination coefficient B as a function of
Cd mole fraction x.
2.2.9 SRH recombination rate
The SRH model was introduced in 1952 [53,54] to describe the statistics of recombination
and generation of holes and electrons in semiconductors occurring through the mechanism
of trapping. The presence of trap levels within the forbidden band caused by crystal
impurities facilitates the recombination process, since the jump can be split into two parts,
each of them cheaper in terms of energy.
Models for this process involve equations for the densities of electrons in the conduc-
tion band, holes in the valence band, and trapped electrons. Basic for the SRH model are
the drift–diffusion assumption for the transport of electrons and holes, the assumption of
one trap level in the forbidden band, and the assumption that the dynamics of the trapped
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electrons is quasi–stationary, which can be motivated by the smallness of the density of
trapped states compared to typical carrier densities.
The individual characteristic properties of generation-recombination centers depend
strongly on the technology. Therefore, they are usually lumped together in quantities
like the effective electron and hole lifetimes, ending up with one effective single-level
SRH mechanism. A doping dependent lifetime τ is empirically modeled by the so–called
Scharfetter relation:
τ = τmin +
τmax − τmin
1 +
(
NA+ND
Nref
)γ (2.24)
where ND and NA are donors and acceptors densities, whereas γ, τmin, τmax and the den-
sity Nref can be regarded as fitting parameters. This expression can be basically consid-
ered as a fit formula to account for experimental facts which strongly depend on process
technology.
2.2.10 Absorption coefficient and refractive index
Direct bandgap semiconductors, such as HgCdTe, have a sharp onset of optical absorp-
tion as the photon energy increases above Eg. Strong optical absorption allows detector
structures to capture very high percentage of the incoming signal even with thin layers of
HgCdTe (usually within the range 10–20 µm). The results presented in this thesis make
use of the Hougen formula [55] to describe the HgCdTe absorption coefficient.
The absorption in the exponential region, that is Eph < ET , can be modeled as:
α(x) = α0(x) exp
(
σ(x) (Eph − E0)
T − T0
)
(2.25)
whereas in the high absorbing region (Eph ≥ ET ) can be modeled as
α(x) = αT (x)
√√√√ 2σ(x)
T − T0
(
Eph − E0 − T + T0
σ(x) −
(
ln
(
αT (x)
α0(x)
)
− 0.5
))
(2.26)
The parameters introduced in the absorption equations have the following expressions and
values:
α0(x) = exp (−18.88 + 53.61x)
αT (x) = 100 + 5000x
σ(x) = 3.267× 104 (1 + x)
E0(x) = 1.838x− 0.3424
ET (x) = E0 +
(
T + T0
σ(x) log
(
αT (x)
α0(x)
))
T0 = 81.9
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and in Fig. 2.10 the absorption coefficient at 80 K are shown, for typical MWIR (x = 0.3)
and LWIR (x = 0.233) HgCdTe compositions.
The real part of the refractive index n is implemented according to a T -independent
expression described in the same Ref. [55], based on an experimental work by E. Finkman
and S. E. Schacham [56], giving n(x, T ) as:
A(x) = 16.4135− 22.1914x+ 11.081x2
B(x) = 0.037514 + 1.060482x+ 0.876032x2
C(x) = 0.5694x−1.5355
D(x) = −1.4917× 10−3 + 2.1144× 10−3x− 1.0415× 10−3x2
E(x) = −1.63× 10−7
n(x, T ) =
A(x) + B(x)
1−
(
C(x)
λ
)2 +D(x)λ2 + E(x)λ4

1/2
(2.27)
P. Capper and J. W. Garland [57] proposed another expression, based on experimental
fitting procedure, that includes a dependence on T :
A(x) = 13.173− 9.852x+ 2.909x2 + 10−3(300− T )
B(x) = 0.83− 0.246x− 0.0961x2 + 8× 10−4(300− T )
C(x) = 6.706− 14.437x+ 8.531x2 + 7× 10−4(300− T )
D(x) = 1.953× 10−4 − 0.00128x+ 1.853× 10−4x2
n(x, T ) =
A(x) + B(x)
1−
(
C(x)
λ
)2 +D(x)λ2

1/2
(2.28)
In Fig. 2.11 the refractive index is reported, for typical MWIR (x = 0.3) HgCdTe com-
position, comparing the two formulations. Despite their differences, the results of optical
simulations have been found very similar and the first one was adopted throughout.
41
2 – The material system HgCdTe
Figure 2.10. Absorption coefficient for typical LWIR (x = 0.233) and MWIR
(x = 0.3) HgCdTe material.
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Figure 2.11. Refractive index for typical MWIR (x = 0.3) HgCdTe material.
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2.2.11 Band to band tunneling
The classical expression of electron BTBT is due to Kane [58]
RBTBT, Kane = AE2 exp
(
B
E
)
(2.29)
where, for parabolic barriers, the A and B coefficients are [59, 60]
A = − q
2√2me
4pi3~2
√
Eg
, B =
pi
√
meE3g
2
√
2 q~
, (2.30)
~ being the reduced Planck’s constant. These expressions, as well as closely related ones
derived for triangular barriers (see e.g. [60] for a review), apply rigorously to the case of
constant electric field E across the junction.
Following the approach described in detail in Sec. 4.4, we obtained a new formulation,
overcoming the ideality of the Kane’s formulation:
RBTBT = AδD−1E D+12 exp
(
− B
δ
√E
)
. (2.31)
It depends on the parameters D and δ ≈
√
2qniL/, where  is the average dielectric
constant, L is the total device length. In the simulations δ and D have been treated as
fitting parameters expressing the non-ideality of barriers.
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Chapter 3
1D, 2D, 3D simulations of HgCdTe
based photodetectors
Three-dimensional numerical simulation of HgCdTe single-color and dual-band IR FPA
photodetectors [13, 61] is obviously essential when investigating electrical and optical
inter-pixel cross-talk [62], single pixel electromagnetic properties [63] or photon-trapping
effects [64]. Nevertheless, when the single pixel has a simple axially-symmetric geome-
try, its dark current characteristics and photocurrent spectra are studied also with simpler
2D simulations [23, 36, 61, 65] in a symmetry plane containing all electric contacts. Fur-
thermore, even simpler one-dimensional (1D) models along the main symmetry axis are
also adopted, especially for dark current calculations [66–68].
For such symmetric devices, one could expect that simple relations exist between re-
sults computed with simulations of different dimensionality. In Sec. 3.1 a comparison is
presented and discussed between dark currents and photocurrent spectra determined with
1D, 2D and 3D simulations of a single-color n-on-p single pixel of a FPA photodetector.
The results demonstrate that, in general, 1D simulations are not applicable, especially un-
der illumination, and some caution has to be used also in the interpretation of 2D results.
Conversely, Sec. 3.2 discusses a dual-band MWIR/LWIR detector whose photoresponse
can be approximated also with a 1D description, thanks to the device composition and
doping profile, while 2D or 3D simulations can be reserved for validation/calibration of
the 1D analysis and for the study of pixel-shape-dependent issues and inter-pixel cross-
talk [69, 70]. Limitations of 1D and 2D models with respect to 3D descriptions are also
discussed for dual-band devices, and some final remarks are given in Sec. 3.3.
This Chapter closely follows a manuscript published on a special issue of the J. Elec-
tron. Mater., vol. 43, n. 8, pp. 3070-3076, 2014 [2], and a summary of the results of this
investigation has also been presented at the U.S. Workshop on the Physics and Chemistry
of II-VI Materials, Chicago, Illinois (USA), October 1-3, 2013.
All the simulations have been done employing the HgCdTe software library developed
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Figure 3.1. Single-color, single-pixel detector: 3D structure (above) showing the com-
putational grid, its schematic 2D cross-section (below) and a 1D representation along the
main symmetry axis (on the right).
and discussed in Section 2.2.
3.1 Single-color structures
The most widely manufactured second-generation FPAs are two-dimensional arrays of
photovoltaic single-color detectors [8], usually operating in the mid-wavelength or long-
wavelength infrared (MWIR, LWIR) bands. A possible architecture consists of a N ×M
pixel matrix realized in n-on-p planar technology with uniform composition and cutoff
wavelength λc ≈ 5µm (MWIR) or λc ≈ 9µm (LWIR). Each pixel is a n-on-p HgCdTe
diode fabricated on a CdZnTe substrate. For the present case study a square 15µm-wide
single pixel is considered, where the p-type HgCdTe layer has λc = 5.3µm (MWIR) and
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acceptor density NA ≈ 1016 cm−3. The junction is obtained through ion implantation,
yielding a n − n+-doped region [71] whose doping profile is well approximated by an
error function with maximum donor density ND = 1018 cm−3. The detector is back-
illuminated, and the n-contact is placed at the center of the n+-doped region on the top
surface and biased at a voltage Vbias with respect to the reference potential of the p-doped
layer contact, making the photodiode to operate in reverse bias. In the following, elec-
tric contacts have been considered ideally ohmic, and all electrical and optical cross-talk
effects have been neglected, considering only the isolated pixel properties.
Due to the axial symmetry of the device, it is possible in principle to compare numer-
ical simulations based on the complete 3D structure, on a 2D cross-section, and even on
a simple 1D description along the main vertical axis (see Fig. 3.1). Our analysis is based
on the robust 1D/2D/3D numerical simulation model described in Section 1.3 which takes
into account the composition, doping and temperature dependence of the HgCdTe alloy.
The optical parameters depend on both molar fraction and temperature, and the drift-
diffusion equations are solved using the finite box method. The simulated structures are
discretized with a highly customizable meshing process, generating a denser mesh in
regions where high gradients of current density, electric field, free charge density and ma-
terial composition are expected. Fermi-Dirac statistics and incomplete dopant ionization
are taken into account, with activation energies for HgCdTe alloys according to [8, 57].
Due to the high computational cost of 3D simulations, investigating to what extent
2D or 1D analyses are representative of the full 3D structure is of relevant practical inter-
est. Thermodynamic equilibrium (no applied bias and no incident radiation) is the only
condition where 1D, 2D and 3D simulations are equivalent, and the exact location of the
p-contact has no practical effect, except possibly in a region very close to it. The first
discrepancies between different dimensionality descriptions arise in dark current simula-
tions. Fig. 3.2 compares simulated dark current densities for 1D, 2D and 3D pixels. The
2D and 3D dark currents are similar, but the 1D results are significantly overestimated,
especially at higher temperatures. A possible explanation is the different p-contact posi-
tion: in fact, both in 2D and 3D structures, that contact can be placed laterally, occupying
a small area at a convenient distance from the pixel, as shown for example in [36] or in
Fig. 3.1. On the contrary, in a 1D analysis the p-contact can only be placed on the illumi-
nated face. Hence, a 1D structure is equivalent to a 2D or 3D device where the p-contact
covers the whole illuminated face and the n-contact the whole top surface, enhancing the
chance of excess minority carriers to be collected by contacts (which act as recombination
centers), therefore producing higher dark currents. On the contrary, a 2D analysis can be
regarded as a valid alternative, because of the higher similarity between 2D and 3D struc-
tures, thanks to their symmetry: therefore a 2D model can lead to simulation results quite
representative of the 3D device, as observed in Fig. 3.2. If the pixels are less symmet-
ric (e.g. dual-band structures with more complex geometry [72]) a simple proportionality
between 2D and 3D results cannot be established, and 2D simulations are not directly
applicable.
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Figure 3.2. Single-color detector: 1D (dashed lines), 2D (symbols) and 3D (solid
lines) simulated dark currents.
The simulation of 3D, 2D and 1D structures when illumination from the bottom face
is considered must also be treated with special caution. In Fig. 3.3 an overall view of the
photocurrent spectra is shown, calculated for all three cases with the same reverse bias
(Vbias = 0.2 V) and temperature (T = 85 K, 109 K, 143 K), varying the wavelength λ of a
monochromatic source of 1 mW/cm2 (plane wave with propagation vector normal to the
pixel bottom face). The 2D and 3D results are very similar and it is possible to consider
the faster 2D simulation well representative of the 3D one. Instead, for the 1D simulation
the difference is remarkable: in particular, 1D photocurrent spectra have a nonlinear shape
on their short-λ side. The reason of the 1D behavior lies in the very different minority
carrier density profile in the p region, due to the contact position: in 1D analysis, contacts
are point-like, and the boundary conditions imposed by the p-contact correspond to a
2D or 3D structure where the contact extends unrealistically on the whole illuminated
face. This particular placement of the p-contact, unavoidable in 1D simulations, forces
the electron (minority carrier) density n on the p-contact to the thermal equilibrium value
n0 = n2i /N−A determined by the continuity equation boundary conditions, where ni and
N−A are the intrinsic carrier density and the ionized acceptor concentration, respectively
(partial compensation effects here are neglected). The minority carrier lifetime along the
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Figure 3.3. Single-color detector: 1D (dashed lines), 2D (symbols) and 3D (solid
lines) simulated photocurrents.
absorption region is given by
τe =
n
R
(3.1)
where R is the recombination rate per unit volume, calculated self-consistently by the
simulator considering all the contributions (radiative, Auger and SHR). Fig. 3.4 reports the
τe profile along the pixel main symmetry axis according to Eq. (3.1) in the 1D, 2D and 3D
structures. In all cases a monochromatic radiation of 1 mW/cm2 at λ = 5µm illuminates
the device (for better clarity, only the first 0.1µm of the region near the illuminated face
are shown). The lifetime τe has practically a uniform value everywhere in both 2D and 3D
structures, whereas along the 1D structure it varies over several orders of magnitude in a
few nanometers due to the boundary conditions. In the literature, 1D models suitable to
calculate photocurrent spectra have been proposed in [73–76] (see also the review in [8]).
In particular, considering a z-dependent lifetime τ(z) and absorption coefficient α(λ, z),
an analytic form of the photoresponse has been derived [74–76]:
Iph(λ) = P0
qλ
hc
∫ L
0
τ(z)
τ0
α(λ, z)e−α(λ,z)z dz (3.2)
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Figure 3.4. Single-color detector: 3D, 2D and 1D simulation of the minority car-
rier lifetime near the illuminated face at T = 85 K and Vbias = 0.2 V, with an
illumination of 1 mW/cm2 at λ = 5µm.
where the integration runs along the device axis (having a length L), L0 is a fitting param-
eter determining the steepness of the exponential, P0 is the illuminating optical intensity,
τ0 is a reference value for the lifetime in the absorption region, and
τ(z) = τ0
[
1−
(
1− τs
τ0
)
exp (−z/L0)
]
. (3.3)
Making use of Eq. (3.2), it is easily possible to reproduce both 3D-like and 1D-like pho-
tocurrent spectra by considering, respectively, a uniform or exponential τ profile along
the pixel symmetry axis, as shown in Fig. 3.5. As an additional check, it was performed a
dedicated 2D simulation of a pixel where the p contact, instead of being placed laterally,
covers the whole surface of the lower face as for the 1D structure (the CdZnTe substrate
was not included): the corresponding photocurrent spectrum is identical to the 1D re-
sult, demonstrating how the spectrum shape is determined by the unphysical location,
unavoidable in 1D, of the p-contact.
Finally, Fig. 3.6 reports the 3D and 2D IQE whereas Fig. 3.7 shows the ratio between
the 3D and 2D photocurrents Jph 3D/Jph 2D. The ratio, very close to unity (within 10% for
all wavelengths), demonstrates the good consistency between 3D and 2D simulations.
50
3 – 1D, 2D, 3D simulations of HgCdTe based photodetectors
Figure 3.5. 1D analysis of the photocurrent spectrum for the single-color MWIR HgCdTe
photodetector at T = 85 K, Vbias = 0.2 V, with an illumination of 1 mW/cm2: numer-
ical simulation (blue symbols), closed-form calculations with uniform (black solid) and
exponential (red dashed) lifetime law, with L0 = L/1.5.
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Figure 3.6. Single-color detector: 3D (solid lines) and 2D (symbols) simulated IQE.
Figure 3.7. Single-color detector: ratio between the 3D and 2D simulated photocurrents.
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3.2 Dual-band structures
In recent years there has been considerable interest in third-generation FPA detectors
which incorporate enhanced device architectures. An example considered in this work is
a dual-band bias-switchable back-illuminatedN×M pixel matrix operating in LWIR and
MWIR.
Above a CdZnTe substrate, a MWIR-SWIR-LWIR structure is grown (λc = 5.3µm,
3µm, 8.9µm, respectively) where the p-doped SWIR region acts as a barrier. The doping
profile across the layer stack is n− p−P − p−n, where the capital P refers to the wide-
gap SWIR barrier layer. The driving contact, biased at a voltage Vbias, can be placed on
the top of the LWIR n-region; the reference potential contact, connected to the MWIR n-
region, can be placed laterally in 3D and 2D structures, not interfering with the incoming
IR radiation. (In all present dual-band simulations, the p-type central layers are floating.)
The considered 3D structure and a 2D cross-section through a vertical plane containing the
main symmetry axis are shown in Fig. 3.8. In the corresponding 1D structures, obtained
considering just the main symmetry axis, one is forced to place the contacts at the two
ends of the structure, occupying the whole top and bottom faces of the pixel. For this
reason, two variants have been considered, shown in Fig. 3.9 (the CdZnTe substrate has
not been included in the 1D structure): variant A has the ground contact connected directly
to the n-MWIR region, as in the 2D and 3D structures, while variant B has a p-SWIR
layer inserted between the contact and the n-MWIR region. This higher-gap layer should
increase the equivalence of the 1D structure with the 2D/3D ones, helping to avoid the
perturbation induced by the contact of the MWIR photodiode.
Photocurrent spectra have been simulated by illuminating the structure from below
with a variable wavelength monochromatic source of 1 mW/cm2. The calculated 3D and
2D IQE spectra, reported in Fig. 3.10 for three values of T , are practically equivalent; the
small differences observed for the MWIR section are probably related to the 2D and 3D
contact geometries, which cannot be regarded as strictly equivalent.
Concerning the 1D simulations reported in Fig. 3.11, both variants A and B have
LWIR spectra very similar to 2D/3D ones, whereas only variant B seems to work properly
for MWIR spectra. In fact, the MWIR spectra of variant A have the same nonlinear
shape observed in 1D analysis of single-color photodiodes, due to the effect of directly
contacting the n-MWIR region, where absorption mainly takes place.
On the contrary, the LWIR 1D spectra are not affected by the contact placement be-
cause the common p-doped section (its main absorption region) is floating. In general,
a 1D cut along the symmetry axis cannot be regarded as equivalent to the corresponding
2D/3D structure, but an appropriate selection of the regions included in the simulation
can minimize the perturbations due to the placement of a contact on the illuminated face.
Regarding the 2D/3D structures, the minority carrier (holes) density near the reference
potential contact drops to very low values due to the electric boundary conditions (p =
n2i /N
+
D ), but this does not affect the overall device behavior, unlike in the 1D analysis
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Figure 3.8. 3D (above) and 2D (below) structure of the dual-band single-pixel detector.
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Figure 3.9. 1D structure, variants A (left) and B (right), of the dual-band single-pixel detector.
of dual-band variant A and of the single-color detector. In fact, looking at the carrier
density distribution under illumination reported in Fig. 3.12, it is possible to observe that
the perturbation due to the contact affects only a very small part of the n-MWIR region.
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Figure 3.10. Dual-band detector: 3D (above, solid lines) and 2D (below,
symbols) IQE for three values of T .
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Figure 3.11. Dual-band detector: 1D simulation of IQE for three values of T , variant A
(symbols) and variant B (dashed lines).
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Figure 3.12. 2D simulation of hole density, for MWIR polarization. Illumination of
1 mW/cm2, λ = 4.5µm, T = 85 K.
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3.3 Final considerations
The comparison of 3D, 2D and 1D simulations of axially-symmetric single-color and
dual-band HgCdTe pixels was the first published [2] application of the new developed
HgCdTe software library, integrated in the Sentaurus simulator, although without a test
against real experimental data: such further and more significant test are presented in
Chapter 4.
With respect to realistic detectors, simplified structures with vertical sidewalls and
without lateral passivations have been considered here, therefore the present results only
underscore simulation issues that can originate considering lower dimensionality do-
mains, without pretending to fit any experimental data. The 2D an 3D results have been
found in good agreement also under illumination, and simplified 2D simulation can be
regarded as valid alternative to a complete 3D analysis, at least to assess the overall per-
formance of a structure, allowing to compare different technological solutions in a shorter
time. Even simpler 1D descriptions are in general applicable only at equilibrium, where
they may be useful in a preliminary design of composition and doping profiles. Especially
under illumination, the applicability of 1D models depends on the particular epitaxial
structure and cannot be regarded as an alternative to 2D/3D analysis.
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Chapter 4
SRH and tunneling mechanisms in
HgCdTe photodetectors
The present Chapter presents a combined experimental and numerical simulation study on
two sets of nominally identical Hg1−xCdxTe single-color back-illuminated midwave in-
frared n-on-p photodetectors grown by liquid-phase epitaxy, p-doped with Hg-vacancies
and with Au, respectively.
The described numerical model includes a novel formulation for band-to-band tunnel-
ing, which overcomes the intrinsic limitations of the classical Kane’s description without
introducing numerical issues typical of other approaches.
Our study confirms that adopting n-on-p architectures, avoiding metal vacancy dop-
ing, and reducing the acceptor density in the absorber region are prerequisites for obtain-
ing HOT photodetectors.
A significant contribution to the dark current in both sets of devices is attributed to
impact ionization, crucial to obtain a satisfactory explanation of the measured character-
istics also at low-to-intermediate bias.
This Chapter closely follows a manuscript published on a special issue of the J. Elec-
tron. Mater., vol. 44, no. 9, pp. 3056-3063, 2015 [3], and a summary of the results of this
investigation has also been presented at the U.S. Workshop on the Physics and Chemistry
of II-VI Materials, Baltimore, Maryland (USA), October 21-23, 2014.
All the simulations have been done employing the HgCdTe software library developed
and presented in Chapter 2.
4.1 Introduction
Next generation IR detectors require focal plane arrays [8, 11, 16, 20, 77] designed ac-
cording to the HOT concept [21, 46]. HOT narrow-gap semiconductor devices operate in
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nonequilibrium mode such that the carrier densities are held below their equilibrium, near-
intrinsic, levels. Since HOT infrared detectors should preserve at 150 K and above the
performance characteristics formerly obtained at substantially lower temperatures (80 K
to 100 K), a considerable reduction of the dark current is essential to obtain high sensitiv-
ity [22, 51, 61, 78].
Two sets of devices, manufactured with the same nominal structure but different p-
doping technologies, are presented in Sec. 4.2, and their experimental dark currents are
compared and discussed. In Sec. 4.3, a simulation study of the dark currents demonstrate
the favorable effects on SRH and Auger GR rates of avoiding metal-vacancy doping and
reducing the acceptor density. Sec. 4.4 discusses the significant role of impact ionization
(I.Ion.) and, in one set of examined devices, band-to-band tunneling, having applied to
graded-composition HgCdTe-based detectors a novel BTBT formulation derived from a
description originally conceived for Si-based devices [79, 80].
4.2 Device fabrication and experimental dark currents
In this work two sets of Hg1−xCdxTe back-illuminated MWIR photodetectors are com-
pared; their cutoff wavelength λc is around 5.3µm at T = 80 K, and they were grown
by liquid-phase epitaxy (LPE) on a CdZnTe substrate (see Fig. 4.1). Set A is Hg-vacancy
p-doped through a standard technology (acceptor concentration NA = 2 × 1016 cm−3),
while in set B Au is used as acceptor (NA = 5 × 1015 cm−3) and the number of Hg va-
cancies is kept low [13, 81]. Both sets were fabricated as large matrices of 15 × 15µm
pixels, passivated with a CdTe layer. A strong interdiffusion with the underlying HgCdTe
resulted in the profile of the Cd mole fraction x reported in Fig. 4.2, as determined by
secondary ion mass spectroscopy (SIMS). The photodiode junctions were defined by ion
implantation into the p-type layer, with maximum donor density ND = 1018 cm−3.
Dark current measurements were performed on HgCdTe chips hybridized to fan-out
circuits, with several photodiodes connected in parallel allowing the measurement of low
current levels [81]. Those diode fields were surrounded by rows of interconnected diodes
around the perimeter, independently biased and thus acting as guard structures. In that
way, the current generated outside the pixel field under consideration can be effectively
siphoned off. All measurements were performed in a custom-made liquid nitrogen evap-
oration cryostat where the temperature can be varied and stabilized between 80 K and
300 K. Fan-out circuits were mounted into a closed cavity held at the detector tempera-
ture.
The experimental dark current density Jdark(V ;T ) for set A and set B is reported in
Fig. 4.3. For all considered temperatures, the dark current in set A is considerably higher
than in set B, also for low values of reverse bias voltage Vbias. Moreover, a much stronger
contribution of BTBT and/or I.Ion. may be noticed in set A with respect to set B. The goal
of the numerical investigation presented in the following Section is to provide a detailed
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Figure 4.1. 3D structure of the single-pixel photodetectors under study (above) and 2D
cross-section at the device center (below).
quantitative explanation of the observed differences in Jdark between sets A and B.1
4.3 Simulation of the low reverse bias regime
For both set A and set B, starting from the CdZnTe substrate (not included in the com-
putational box), the simulated photodiode structures include a 7µm-thick p-type HgCdTe
region, followed by a 1.5µm-thick, 10µm-wide n−-n+ HgCdTe region (see Fig. 4.1),
whose Cd mole fraction closely follows the experimental profile shown in Fig. 4.2. The
1In all Jdark(V ) characteristics reported in the present work, voltage has been given negative values
when the junctions are reverse-biased. Since the bias is applied to the cathode, a reverse bias corresponds
to a positive voltage with respect to the reference ground contact, connected to the p side of the diode and
located far from the junction.
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Figure 4.2. SIMS profile (blue symbols) of the Cd mole fraction x near the surface (lo-
cated at z = 8.5µm) and least-squares fit (red solid line) used in the simulations. The
estimated position of the p-n− junction is marked with a vertical dashed line.
Figure 4.3. Experimental Jdark(V ;T ) for set A (left) and set B (right).
n− doping corresponds to a uniform donor density ND = 4 × 1014 cm−3 while, in the
topmost 0.5µm-thick n+ region, ND increases from 4× 1014 cm−3 to 1018 cm−3 with an
isotropic error-function profile. The cathode is placed at the center of the n+-doped region
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on the top surface and is biased at a voltage Vbias with respect to the reference potential
of the p-doped layer contact, making the photodiode to operate in reverse bias. In the
following, electric contacts have been considered ideally ohmic, and all electrical and op-
tical cross-talk effects have been neglected, considering only the isolated pixel properties.
The only difference between the model of the two sets of devices consists in the acceptor
density NA in the p-type absorber region, 2 × 1016 cm−3 for set A, 5 × 1015 cm−3 for set
B.
It has been shown [2] in Chapter 3 that 2D simulations can reliably reproduce the
experimental dark currents of the photodetectors under investigation without the compu-
tational cost of a full 3D description, the only requirement being the axial symmetry of
the device. Therefore, the present analysis is based on the 2D numerical solution of the
drift-diffusion (DD) equations using the finite box method, as described in Section 1.3.
Composition, doping and temperature dependence of the electronic, transport and optical
parameters of HgCdTe are described through the models proposed in [29, p. 1243] for
the energy gap Eg, [36, p. 1331] for the electron affinity χ, [34] for electron and hole
effective masses (see also [8, Eq. 14.6]), [8, Eq. 14.7] for electron and hole mobilities (de-
rived from experimental measurements for Cd mole fraction between 0.2 and 0.6 [37])
and [43, Eqs. 5, 9] for radiative and Auger lifetimes, where it has been assumed F12 = 0.2
for the overlap integral of the Bloch functions and γ = 6 for the ratio between Auger-7
and Auger-1 intrinsic lifetimes [48, 82]. The simulated structures are discretized with a
highly customizable meshing tool, generating a denser mesh in regions where high gra-
dients of current density, electric field, free charge density and material composition are
expected. Fermi-Dirac statistics and incomplete dopant ionization are taken into account,
with activation energies for HgCdTe alloys according to [8, 57].
The lifetime of SRH recombination processes are modeled as [53]
RSRH =
np− n2i
τp (n+ nie(Et−EFi)/(kBT )) + τn (p+ nie−(Et−EFi)/(kBT ))
(4.1)
where n, p, ni are the electron, hole and intrinsic density, Et and EFi the trap energy and
the intrinsic Fermi level The lifetimes τn, τp can be expressed as [83]
τn =
1
(Ntσ)nvth, n
, τp =
1
(Ntσ)pvth, p
. (4.2)
and depend on the local value of the product between trap density Nt and carrier capture
cross-sections σ, and on the thermal velocity
vth, n =
√
3kBT
me
, vth, p =
√
3kBT
mh
(4.3)
where me,h are the effective electron and hole masses. According to [46], Et lies near
the intrinsic Fermi level for n-type doping and for p-type doping with As, Cu, Au, and is
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locked at ≈ 30 meV below the conduction band edge Ec for vacancy-doped Hg1−xCdxTe
with 0.2 < x < 0.5.
The first step of the present simulation study has been to reproduce the experimental
dark currents at low reverse bias (Vbias ≤ 0.5 V) by taking into account only Auger, radia-
tive and SRH processes (i.e., excluding both BTBT and I.Ion.). Under these assumptions,
the net recombination rate R in the continuity equation becomes
R = RAuger +RRadiative +RSRH. (4.4)
The simulated dark current densities have been tuned by varying only three SRH pa-
rameters: the trap energy Et in the n section, and the products (Ntσ)n,p in the p and n
regions. In order to reduce the complexity of the tuning process, it has been assumed
Ec − Et = 30 meV in the p section [46] of both set A and set B, since the depleted re-
gion of the photodiode extends mainly in the n− layer and, as a result, the sensitivity
of Jdark(V ;T ) to the SRH parameters in the p region is almost negligible. The resulting
values for Ntσ and Et are reported in Table 4.1.
Table 4.1. Estimated SRH parameters for set A and set B.
region Ntσ, cm−1 Ec − Et, meV
Set A
p 0.01 30
n−, n+ 0.8 70
Set B
p 0.001 30
n−, n+ 0.0018 120
Once determined the SRH parameters, the dark current “components” were also com-
pared: they were determined by solving the DD model when each contribution to the total
GR rate in Eq. 4.4 is considered as the only source term in the continuity equations (due to
the nonlinearity of the DD equations, the total dark current is not expected to be the sum
of the Auger, SRH and radiative “components”. Besides these GR contributions, carrier
diffusion from the quasi-neutral to the depleted regions also plays a role [28], although
not easily separable from the others in a DD framework). From the simulated Jdark(V ;T )
characteristics, reported in Figs. 4.4–4.5, the following comments are in order. First, since
the contributions of BTBT and I.Ion. are not included, only the low-bias regime is ad-
equately described. Second, the devices of set A are SRH-limited, given that the SRH
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Figure 4.4. Set A: simulated Jdark(V ;T ) (above) and corresponding components at
T = 166 K (below). Crosses indicate experimental values.
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Figure 4.5. Set B: simulated Jdark(V ;T ) (above) and corresponding components at
T = 166 K (below). Crosses indicate experimental values.
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current component dominates even at the highest temperature (see Fig. 4.4, lower panel).
In set A one can expect an additional relevant contribution by BTBT and/or I.Ion., whose
extent will be investigated in the next section. In set B, neither Auger nor SRH are clearly
dominant, and all the considered GR mechanisms concur to yield the observed total dark
current. Assuming that the capture cross-sections are the same in the two sets and that
σn = σp [84], Table 4.1 suggests that in set B the trap densities in the p and n sections
are respectively one and two orders of magnitude lower than in set A, which could be
correlated to the substantial reduction of metal vacancies in set B. The estimated Nt re-
ductions in set B bring down the SRH component by more than two orders of magnitude
with respect to set A. Last, a decrease of the Auger component by one order of magni-
tude is observed in set B with respect to set A, which could be ascribed to the reduction
of the acceptor density in the p-doped section (see Sec. 4.2). The favorable effects of
avoiding vacancy-doping and reducing the doping density in the absorber region, already
discussed in [46], were experimentally demonstrated in [22] for high-density vertically-
interconnected photodiodes (HDVIPs). Despite the structural differences between HD-
VIPs and the devices considered in the present work, the observed dark current reduction
between set A and set B at 166 K is in substantial quantitative agreement with the corre-
sponding reduction observed in [22, Fig. 19] at about the same temperature.
4.4 Simulation of the high reverse bias regime
The classical expression of electron BTBT is due to Kane [58]
RBTBT, Kane = AE2 exp
(
B
E
)
(4.5)
where, for parabolic barriers, the A and B coefficients are [59, 60]
A = − q
2√2me
4pi3~2
√
Eg
, B =
pi
√
meE3g
2
√
2 q~
. (4.6)
These expressions, as well as closely related ones derived for triangular barriers (see
e.g. [60] for a review), apply rigorously to the case of constant electric field E across the
junction. Some authors have studied less idealized cases, accounting e.g. for the Fermi
levels position in the neutral regions [17] or considering 2D and 3D realistic junction
profiles [59,60], but the application of the corresponding solutions in device simulators is
affected by serious numerical issues. With the aim to avoid such difficulties, a different
BTBT model has been recently proposed for Si-based tunnel field-effect transistors [79]
and p-i-n diodes [80]. According to this approach, the term E2 in Eq. 4.5 has been replaced
with the product E (D−1)av E [85], where Eav is the average electric field in the depleted region
and D is a dimensionless empirical parameter. Working in the WKB approximation,
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Figure 4.6. Calculated vertical component of the electric field |Ez| in set A near the p-n−
junction (marked with a vertical dashed line) at a bias Vbias = −3 V.
starting from the expression of the average field Eav = Eg/(q lpath) across the junction [85]
(where lpath is the distance between the two WKB turning points, the so-called tunneling
path-length) and applying the charge neutrality equation, the expression
RBTBT = AδD−1E D+12 exp
(
− B
δ
√E
)
(4.7)
was derived. It depends on the parameters D and δ ≈
√
2qniL/, where  is the average
dielectric constant and L is the total device length. In the following, it has been setD = 1,
treating δ as a fitting parameter. This formulation extends and simplifies the approach in
Refs. [79, 80, 85], overcoming some limitations of Kane’s solution without introducing
numerical stability issues, and in the present case allows for an excellent agreement with
the experimental characteristics by tuning only one parameter. The main requirement for
its application is a nearly constant E in the depleted region. This condition is reasonably
satisfied in the devices under study, as shown in Fig. 4.6, where the absolute value of the
vertical component of the electric field |Ez| is reported at a bias Vbias = −3 V. (The p-n−
junction is located near z = 7µm, and the depleted region extends mainly in the n− side
of the photodiode.)
I.Ion. is customarily included in device simulations by means of a semiempirical
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post-processing involving a bias-dependent gain factor M(V )
Jdark,I.Ion.(V ) = M(V )Jdark(V ) (4.8)
where Jdark(V ) is simulated taking into account all other generation mechanisms. The ad-
vantage of this approximate approach is to avoid the very intensive computations involved
by a self-consistent inclusion of I.Ion. in the DD model, e.g. through the Okuto-Crowell
formulation [86]. One of the most popular functional forms for M (V ), often referred to
as Beck’s model, is described and theoretically justified in [87] assuming ballistic trans-
port in the depletion layer. An alternative formulation [88,89], successfully applied to the
description of the dark current of HgCdTe APDs, corresponds to a gain factor having the
form
M (V ) = exp
[
aV exp
(
−Vth
V
)]
(4.9)
which depends on two parameters, a and Vth. The authors of [88] remarked that the excess
currents often attributed to BTBT at high reverse bias and to TAT at lower reverse bias,
could be rather ascribed in part to I.Ion.. This comment also applies to the present study,
because the reproduction of the experimental Jdark(V ;T ) over the whole considered bias
range (up to 3 V) by including I.Ion. through Eq. 4.9, and not by including TAT, was
successful.
Here it was first assigned Vth = Ethw, where w is the width of the depleted region
(≈ 1µm, see also Fig. 4.6) and Eth ≈ 30 kV/cm, a value considered typical for HgCdTe
[89]. Then a was obtained through an optimization process involving the experimental
dark currents and the Jdark(V ) values computed by solving the DD model without I.Ion..
A comparison between measurements and simulations is presented in Fig. 4.7 for set
A, where the best agreement has been observed with δ = 210 V1/2cm−1/2 in the BTBT
model, and with the a(T ) values reported in the legend. The corresponding results for set
B are shown in Fig. 4.8, where BTBT has been found to be negligible.
Concerning TAT contributions, they were included in the DD model according to
[17], observing that, at least in the considered interval of Vbias, they decrease rapidly with
increasing temperature. On the contrary, the excess current of the devices under study
is fairly insensitive to temperature (see e.g. Figs. 4.7–4.8), which is considered typical
of I.Ion. [8, Sec. 14.6.3]. A direct comparison between the effects of the two processes
is reported for set B in Fig. 4.9 (similar considerations hold for set A), where it can be
observed that at the highest temperature TAT has become negligible, whereas I.Ion.-like
contributions are important.
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Figure 4.7. Set A: simulated Jdark(V ;T ) considering the contributions of Auger, SRH
and radiative GR and BTBT (dotted lines), and with the further inclusion of I.Ion. (solid
lines). Crosses indicate experimental values.
4.5 Final remarks
The present study supports the suggestion [22, 46] that, among prerequisites to obtain
HOT HgCdTe photodetectors, the reduction of Hg-vacancy density in the material is cru-
cial due to the role of vacancies as SRH recombination centers. Also important is reduc-
ing the doping density in the absorber region and using a n-on-p architecture, due to the
longer Auger-7 lifetime with respect to Auger-1. TAT processes seem to be negligible in
both sets of devices under study, possibly because of the low dopant and defect densities,
while I.Ion., whose contribution is sometimes neglected, has been found to be significant,
becoming dominant at a reverse bias larger than 1 V. Finally, BTBT has shown a correla-
tion with the doping density of the p-type region, since it is present only in set A, where
NA is 4 times higher than in set B. This is likely due to the different band bending cor-
responding to the two doping configurations which, in turn, affects the direct tunneling
path.
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Figure 4.8. Set B: simulated Jdark(V ;T ) considering the contributions of Auger,
SRH and radiative GR (dotted lines), and with the further inclusion of I.Ion. (solid
lines). Crosses indicate experimental values. BTBT is not required to obtain a
satisfactory agreement with experiments.
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Figure 4.9. Set B: simulated Jdark(V ;T ) considering the contributions of Auger, SRH
and radiative GR, and either I.Ion. (solid lines) or TAT (dashed lines). The T -dependence
of experimental characteristics (symbols) can be reproduced with I.Ion., not with TAT.
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Chapter 5
Comparing FDTD and ray tracing
models in HgCdTe photodetectors
simulation
This Chapter presents simulations of HgCdTe-based long-wavelength infrared detectors,
focusing on methodological comparisons between the FDTD and ray tracing optical mod-
els. In the present work, three-dimensional simulations have been performed to determine
the absorbed photon density distribution, photocurrent and quantum efficiency (QE) spec-
tra of isolated n-on-p uniform-composition pixels, systematically comparing the results
obtained with FDTD and ray tracing.
Here we closely follow a paper we submitted on a special issue of the J. Electron.
Mater. [4] (presently accepted for publication, in progress). A summary of the results
of this investigation has also been presented at the U.S. Workshop on the Physics and
Chemistry of II-VI Materials, Chicago, Illinois (USA), October 5-8, 2015.
5.1 Introduction
Accurate coupled electrical-optical simulations of FPA infrared photodetectors are es-
sential to optimize detectivity and spectral response with respect to epitaxial composi-
tion and doping profiles. Several modeling approaches are available to describe light
propagation, scattering and absorption in photodetectors, each involving a trade-off be-
tween computational cost and accuracy. The propagation of electromagnetic waves in any
medium is completely described by the solution of Maxwell’s equations, a task that can
be addressed by numerical techniques including the FDTD [90–92], the finite element
method (FEM) [93, 94], the transfer matrix method (TMM) [92, 95], and the rigorous
coupled-Wave Analysis (RCWA) [96, 97]. A much less computationally intensive alter-
native is provided by ray tracing [98], which is based on classical optics. Unfortunately,
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its application to photodetectors may become questionable when the wavelength λ of the
illuminating radiation is comparable to the device size [99]; in fact, as the pixel pitch ap-
proaches the value of λ, resonance peaks in the quantum efficiency are observed, due to
optical cavity effects [100, 101].
In the present work, three-dimensional simulations have been performed to determine
the absorbed photon density distribution Aopt, photocurrent Iph and quantum efficiency
(QE) of n-on-p uniform-composition Hg1−xCdxTe back-illuminated LWIR single-pixel
photodetectors, systematically comparing the results obtained with ray tracing and FDTD;
the latter was chosen among the full-wave methods because of its general applicability and
widespread adoption.
The considered photodetector geometry, along with its composition and doping pro-
files, are presented in section 5.2. The simulation approach is discussed in section 5.3,
focusing on the two optical simulation methods we are considering. The simulation re-
sults are presented and discussed in section 5.4, and the main findings, advantages and
limitations of the two methods are summarized in section 5.5.
5.2 The case study
We considered (Fig. 5.1) a single pixel, 20µm×20µm wide and ≈ 10µm thick, with
vertical edges. The geometry, doping and composition profiles have been inspired from
the literature [102]. A HgCdTe planar layer with uniform composition was doped with
an acceptor density NA = 2 × 1016 cm−3, and the photodiode junction was defined by
simulating an ion implantation, yielding an error-function-shaped donor density with a
peak value ND = 1018 cm−3, as described in [3]. The bias contact was connected to a
square Au metallization, partly extending over a CdTe passivation layer that covers the
upper face of the pixel; a small ground contact was placed on a lateral side. With respect
to [102], where Hg0.71Cd0.29Te was employed, we changed the HgCdTe mole fraction
to obtain a LWIR detector with a cutoff wavelength λc = 9.2µm at T = 77 K, where
approximately λc = 1.24/Eg and Eg is the material energy gap in eV. We simplified the
passivation layer, considering only CdTe, and we improved convergence and realism by
adopting a non-abrupt p-n junction, as already done in [3]. The substrate was not included
in the computational box.
5.3 Modeling methods
Simulations have been performed with a commercial 3D numerical simulator [1], which
solves the drift-diffusion equations using the finite box method, as described in Sec-
tion 1.3, employing the HgCdTe material library described in Section 2.2. Composition,
doping and temperature dependence of the electronic, transport and optical parameters of
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Figure 5.1. (a) 3D single pixel geometry and (b) 2D cut along a vertical symmetry
axis. The vertical lines (A, B) mark the 1D cuts along which interesting quanti-
ties are plotted in the following. The computational box (dotted line) and optical
boundary conditions are also shown.
HgCdTe have been described through the models proposed in [29, p. 1243] for the en-
ergy gap Eg, [36, p. 1331] for the electron affinity χ, [34] for electron and hole effective
masses, [8, Eq. 14.7] for electron and hole mobilities, and [43, Eqs. 5, 9] for radiative and
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Auger lifetimes, where we assumed F12 = 0.2 for the overlap integral of the Bloch func-
tions and γ = 6 for the ratio between Auger-7 and Auger-1 intrinsic lifetimes [48, 82].
The SRH recombination processes have been modeled as in [3, 53, 83], considering a
lifetime around 2µs, and the wavelength- and composition-dependent complex refrac-
tive index has been approximated following [55]. Fermi-Dirac statistics and incomplete
dopant ionization have been taken into account, with activation energies for HgCdTe al-
loys estimated according to [8, 57].
The simulated detector, in air and driven in reverse bias (0.1 V), has been illuminated
from below with monochromatic plane waves having a propagation vector normal to the
illuminated face and an optical power flux P0 = 10−6 W cm−2. The wavelength of the
incident light has been varied in the interval λ = 2− 12µm; hence, the photon flux varies
between 1013 and 6×1013 s−1cm−2. All simulations have been performed at a temperature
T = 77 K. Assuming Auger-limited material (approximate values of Auger, radiative and
SRH lifetimes are τAuger = 0.1µs, τrad = 1µs, τSRH = 2µs, respectively), the minority
carrier diffusion length is Ldiff,n ≈ 80µm, allowing photogenerated carriers to reach the
depleted region and to be efficiently collected.
The pixel structure has been discretized with a meshing tool which generates a denser
grid in regions where gradients of current density, electric field, free charge density
and material composition are present. All the results reported in the following have
been computed with a mesh including about 6 × 105 elements. The j-th mesh ele-
ment, of volume Vj , absorbs an amount of radiation Aopt,j , where the spatial distribution
Aopt(x, y, z) = Aopt,j/Vj is computed according to the selected optical model (either ray
tracing or FDTD, see sections 5.3.1 and 5.3.2) and x, y, z are the coordinates of the j-th
element barycenter. In its turn, Aopt(x, y, z) enters the continuity equations for the elec-
tron and hole current densities Jn,p (where Rn,p − Gn,p is the net recombination rate in
absence of carrier photogeneration and q is the elementary charge)
∇ · Jn = q(Rn −Gn −Gopt) + q∂n
∂t
−∇ · Jp = q(Rp −Gp −Gopt) + q∂p
∂t
(5.1)
through the optical generation rate Gopt = ηAopt due to interband optical absorption,
which depends also on the model for the quantum yield η, defined as the fraction of
absorbed photons which are converted to photogenerated electron-hole pairs. Since the
focus of this work is on the comparison between two alternative optical modeling ap-
proaches rather than on material- or device-related effects affecting η (e.g., free-carrier
absorption or other optical nonlinearities due to population effects), we have set η = 1 in
all our simulations.
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5.3.1 Ray tracing
In ray tracing models, rays are used to represent the propagation of electromagnetic waves
according to geometrical optics. Fresnel’s and Snell’s laws of reflection and refraction
determine the paths travelled by rays as they interact with different materials. Usually, a
large number of rays is traced within an optical system in order to simulate its behavior;
in the present simulations, we considered ≈ 2500 rays uniformly spaced in the xy plane,
entering the pixel with initial wavevector parallel to the z-axis. Each ray i transmitted into
the j-th mesh element corresponds to an optical rate intensity Pj,i (number of photons
entering the element per second). The ensuing absorbed photon density in Vj is
Aopt,j,i =
Pj,i
Vj
(
1− e−αjLj,i
)
(5.2)
where Lj,i is the path length travelled by ray i into the j-th element, αj is the absorption
coefficient α averaged on the j-th element, and α is related to the imaginary part κ of
the complex refractive index nˆ = n + iκ as α = 4piκ/λ. Summation over all the ray
histories produces the mesh-discretized distribution Aopt,j(x, y, z), and hence the optical
generation rateGopt(x, y, z) entering the continuity equations (5.1). This method manages
all the internal back-reflections, but without keeping into account interference effects.
5.3.2 FDTD
The FDTD optical method describes the light propagation in a medium according to phys-
ical optics: combining divergence and curl Maxwell’s equation, one finds for the electric
and magnetic fields vectors E andH (assuming non-magnetic media)
∂H
∂t
= − 1
µ0
∇× E
∂E
∂t
= 1

∇×H− σ

E,
(5.3)
where µ0 is the vacuum magnetic permeability,  and σ are the electric permittivity and
conductivity. The FDTD approach discretizes and solves Eqs. (5.3) on a cubic grid known
as the Yee grid [90] shown in Fig. 5.2 (algorithmic details can be found e.g. in [92]).
Within the FDTD simulation framework, the material properties are represented by
the real part of  and σ, computed from the real part of the material refractive index n and
the absorption coefficient α, according to
 = n2 − κ2 = n2 −
(
αλ
4pi
)2
(5.4)
σ = nα
µ0c
, (5.5)
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Figure 5.2. Schematic representation of the Yee grid [90]. The position of the elec-
tric and magnetic fields in relation to each other implicitly enforces the boundary
conditions contained in Maxwell’s equations. The electric and magnetic fields are
solved at alternating grid points in space.
where c is the speed of light in vacuum. Once the solution of Maxwell’s curl equation
is available, the absorbed photon density Aopt can be evaluated as the divergence of the
time-averaged Poynting vector 〈S〉 [95, 100]
Aopt = −∇ · 〈S〉
hν
= 12hν σ|E|
2 (5.6)
where hν is photon energy. FDTD properly manages interference effects due to back-
reflections inside the pixel. When wide contact metallization are present (usually char-
acterized by high infrared reflectance) or the absorber material is semi-transparent (e.g.
when λ ≈ λc), interference is expected to trigger cavity effects, likely to be observed in
the QE spectra [100].
According to FDTD, Maxwell’s equations are solved at every node of the mesh. A
trade-off between accuracy and computational cost must be faced when selecting the num-
ber of nodes per wavelength: in the present study, we used 10 and 20 nodes per wavelength
in the xy plane and along z, respectively. We imposed Neumann electric boundary con-
ditions (BC) for all not-contacted faces, whereas contacts were considered ideally ohmic.
The computational box includes air layers located above and below the pixel, and the
optical BC along the upper and lower sides of the box are absorbing (in FDTD, this is
obtained with convolutional perfectly matching layers [91]). Periodic optical BC along
the lateral sides of the computational box were chosen both for ray tracing and FDTD (see
Fig. 5.1(b)). With this choice, a periodic pixel array in the xy plane is simulated, which
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Figure 5.3. Geometrical parameters considered in the present study: absorber thickness
tabs, CdTe aperture aCdTe, metallization width Wmet.
allows FDTD to describe inter-pixel interference effects.
5.4 Simulation results
In the present work we studied the effects of three geometrical parameters (see Fig. 5.3):
the absorber thickness tabs, the CdTe aperture aCdTe (which corresponds to the width of
the bias contact), and the metallization width above the passivation layer Wmet. We will
not present a complete study of all parameter combinations, but we will focus on a set of
significant examples.
In the first example we varied the absorber length in the interval tabs = 9.5−10.5µm,
with constant aCdTe = 6µm and Wmet = 11µm. The metallization covers 1/3 of the pixel
top surface, and back-reflections due to metallization are not intense enough to trigger
significant cavity effects. The simulated QE spectra shown in Fig. 5.4 indicate that the
ray tracing results are good approximations of the FDTD ones, for all considered wave-
lengths. Moreover, the absorber thickness tabs does not play a significant role. Weak cavity
effects appear in FDTD spectra only when the material is almost transparent (λ ≈ 10µm);
this could be investigated by extending the simulation study to longer wavelengths.
In the second example we varied the metallization width in the interval Wmet = 11−
16µm, with constant aCdTe = 6µm and tabs = 9.5µm (see Fig. 5.5). At its widest value,
the metallization covers 2/3 of the pixel top surface, and back-reflections are quite stronger
with respect to the previous example. The simulated QE spectra for the case Wmet =
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Figure 5.4. First example: QE spectra, simulated with ray tracing and FDTD, for
Wmet = 11µm, aCdTe = 6µm. (a) tabs = 9.5µm, (b) tabs = 10.5µm.
16µm, reported in Fig. 5.5(b), demonstrate that ray tracing is not a good approximation
of FDTD, except for λ  λc. Cavity effects clearly appear in the FDTD spectra around
the cutoff, where the material is transparent enough to trigger them. In addition, if λc is
defined as the wavelength where the QE is reduced to half its peak value, the presence
of a strong resonance also brings a redshift of the λc predicted by FDTD with respect to
ray tracing; the shift is about 0.2µm, not neglegible when calibrating a detector material
composition.
In the third example we verified that the effect of the CdTe aperture is neglegible
in the present structure. Setting tabs = 9.5µm and Wmet = 16µm, we varied the CdTe
81
5 – Comparing FDTD and ray tracing models in HgCdTe photodetectors simulation
Figure 5.5. Second example: QE spectra, simulated with ray tracing and FDTD, for
tabs = 9.5µm, aCdTe = 6µm. (a) Wmet = 11µm, (b) Wmet = 16µm.
aperture considering the cases aCdTe = 2, 4, 6µm, always observing significant cavity
effects with FDTD (see Fig. 5.6).
Two additional comments about the differences between ray tracing and FDTD sim-
ulations are worth making. First, it is interesting to compare the Aopt distributions pre-
dicted by the two methods at different wavelengths, for tabs = 9.5, µm, aCdTe = 6µm,
and Wmet = 11µm. In Fig. 5.7 we report the Aopt distributions at λ = 9µm (i.e., close
to the cutoff) along the vertical symmetry plane shown in Fig. 5.1(a). The dissimilarity
between the results of the two methods is apparent. If we consider shorter λ values, the
differences are gradually attenuated. In Figs. 5.8–5.9, vertical cuts along lines A and B
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Figure 5.6. Third example: QE spectra, simulated with ray tracing and FDTD, for
tabs = 9.5µm, Wmet = 16µm. (a) aCdTe = 2µm, (b) aCdTe = 4µm, (c) aCdTe = 6µm.
(see definitions in Fig. 5.1(b)) are reported at λ = 8, 8.5 and 9µm, and it can be observed
that the ray tracing and FDTD distributions become progressively closer as λ is reduced.
Along line B, where the metallization back-reflection effects are smaller, differences are
less pronounced also near the cutoff.
As a second point, it is interesting to observe how Aopt changes if the metallization
widens to Wmet = 16µm, keeping unchanged all other parameters, as in the second ex-
ample (see Fig. 5.5). The ray tracing and FDTD results at the resonance wavelength
λ = 9.1µm are compared in Fig. 5.10. Strong peaks in the FDTD Aopt distribution can be
observed on the pixel lateral sides (see Fig. 5.10(b), at x ≈ ±10µm and z ≈ 5 − 9µm).
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Figure 5.7. Aopt distribution (cm−3s−1) obtained with (a) ray tracing and (b) FDTD,
across the vertical symmetry plane shown in Fig. 5.1, for tabs = 9.5µm, aCdTe = 6µm,
Wmet = 11µm at λ = 9µm.
In fact, since periodic BC are used along the lateral sides of the computational box, the
solution of Maxwell’s and transport equations takes into account that the simulated pixel
is surrounded on every side in the xy plane by identical pixels. As the metallization be-
comes wider, its separation from the metallization of its neighbors becomes smaller (it
is 9µm in the nominal case Wmet = 11µm, but just 4µm when Wmet = 16µm), and we
may observe corresponding interference peaks in the absorbed photon density. If the pixel
spacing is increased, the resonance strength weakens, and so do the Aopt peaks along the
lateral sides. All this is not observed with ray tracing, that again underestimates the QE
close to λc.
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Figure 5.8. Aopt obtained with ray tracing (dashed lines) and FDTD (solid lines) along
line A (see Fig. 5.1(b)), for λ = 8, 8.5, 9µm.
5.5 Conclusions
In this work we compared Aopt distributions and QE spectra obtained by ray tracing
and FDTD in planar HgCdTe FPA single pixels, illuminated with monochromatic plane
waves. The effect of pixel neighbors was included by imposing periodic electrical and op-
tical BC. Our goal was to assess the possibility to replace FDTD with ray tracing, which
is much less computationally intensive. We found that, in general, ray tracing and FDTD
yield different results: FDTD predicts Aopt interference patterns that, in some conditions,
produce QE spectral features which cannot be observed with ray tracing. The customary
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Figure 5.9. Aopt obtained with ray tracing (dashed lines) and FDTD (solid lines) along
line B (see Fig. 5.1(b)), for λ = 8, 8.5, 9µm.
approach to define λc as the wavelength where QE = 0.5QEmax could also be questioned,
since it is significantly affected by the adopted optical model.
However, when internal back-reflections are small, ray tracing can be reliably used
to predict QE and photocurrent spectra in our devices. The greatest sources of back-
reflections are the interfaces with metallizations, which are assumed to be totally reflect-
ing (reflectivity R = 1). By comparison, the reflectivity of a HgCdTe–CdTe interface
at λ = 9µm is R ≈ 0.022 for normal incidence (since nˆHgCdTe ≈ 3.501 + i 0.062 and
nˆCdTe ≈ 2.6), unable to produce appreciable cavity effects. Hence, the most significant
QE spectral features are observed in pixels where the metallization covers most of the top
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Figure 5.10. Aopt distribution (cm−3s−1) obtained with (a) ray tracing and (b) FDTD,
across the vertical symmetry plane shown in Fig. 5.1, for tabs = 9.5µm, aCdTe = 6µm,
Wmet = 16µm at λ = 9.1µm.
surface and inter-pixel interference effects are important.
The present conclusions could be revised in a future work considering non-monochromatic
illumination and extended sources. As a first step, one could take into account that an ex-
tended source produces incoherent light even if monochromatic, since it contributes to
the illumination with plane waves propagating along different directions; as a result, one
could expect a decrease of cavity effects in the QE spectra. Incoherent extended sources
could be simulated by describing the optical field either as the sum of plane waves whose
wavevectors are contained in a cone, or as a gaussian beam with appropriate parameters.
Both approaches are feasible with FDTD (at significantly higher computational cost with
respect to the present study), and will be considered in future investigations.
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5.6 Future work
All infrared imaging applications will benefit from reductions in the size, weight, and
power of detecting arrays and their supporting subsystems. Recent progress, in small in-
frared detector fabrication, has raised interest in determining the minimum useful detector
size. It has been demonstrated a minimum useful detector size of 2 µm for the mid-wave
infrared region (MWIR) and 5 µm for the long-wave infrared region (LWIR) when cou-
pled with an F/1 optical system under high signal-to-noise ratio conditions [103–105].
Under this assumption, a preliminary work is in progress at the present time, consid-
ering a 3× 3 pixel array, whose single pixel architecture is still a n+− n− p photodiode,
with acceptor density concentration around 5× 1015 cm−3 in the p-region and donor con-
centration in the n+ − n region equal to 1× 1017 ÷ 5× 1014 cm−3 with an error-function
graded profile. An example of the absorbed photon density profile is reported in Fig. 5.11,
for a HgCdTe LWIR detector with 5 µm pixel pitch and 2 µm thick absorber. The illu-
mination is obtained by monochromatic plane wave with optical power flux P = 10−5 W
cm−2. This very simple architecture is inspired by Fig. 35(a) of Ref. [105], and it is qual-
itatively similar to the single-pixel structure we presented at the II-VI U.S. Workshop in
Oct. 2015 and described in this chapter [4]. Composition and doping profiles are standard
and inspired by Ref. [104].
At the cutoff wavelength, the maximum light absorption occurs in the space between
two pixels, confirming what we observed in the single-pixel approximation with Neu-
mann’s boundary conditions imposed on its lateral sides. Next steps will be the study
of the QE spectra under uniform illumination (monochromatic plane waves) and under
illumination obtained by Gaussian beam shining the central pixel.
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Figure 5.11. Aopt obtained with FDTD, for a 3 × 3 LWIR pixel array with 5 µm
pixel pitch (preliminary design).
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Part II
Wide band gap devices
Chapter 6
Electron capture time in quantum
wells: general theory
Another important topic of industrial research in semiconductor physics deals with nitride-
based light-emitting diodes (LEDs). From automotive to streetlights, from lights in our
houses to the displays of TVs and smartphones, LED-based technology is making its
way in the market. This proliferation would have been impossible without GaN-based
LEDs, whose invention by Isamu Akasaki, Hiroshi Amano and Shuji Nakamura has been
rewarded with the 2014 Nobel Prize in Physics. Nevertheless, GaN-based LEDs perfor-
mance is limited by a reduction (droop) of their IQE as the driving current density is in-
creased beyond ≈ 10 A/cm2, whose physical origin is still under intense debate. Invoked
explanations include Auger recombination, electron leakage from the active region, and
poor hole injection into the active region (a review can be found in Ref. [106]).
In case of quantum-well (QW) based LEDs, one of the possible issue could be a sup-
posed non-efficient carrier capture into the QW [107], hence in this Chapter, that opens
the second part of the present thesis, we present a quantum model, based on the propaga-
tor formalism, that allowed to obtain the electron capture time and hot-electron intraband
relaxation time in a quantum well for longitudinal optic (LO) phonon emission. The pro-
posed approach produced a closed-form expression for capture time as a function of the
carrier densities in QW and barrier states, a topic often neglected in literature, despite its
fundamental interest in semiconductor physics. Its application to simple two-population
rate equations allowed to reproduce available experimental data with excellent agreement,
offering an accurate yet practical alternative to the usual approximation of a constant cap-
ture time in modeling light-emitting diodes and lasers.
The formalism is developed and applied to photonic devices in two steps:
1. In this Chapter, after a short recap concerning QWs, some introductory notions
will be recalled about the concept of complex self-energy and its relation with the
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capture of carriers in a QW.
Then, a quantum model for carrier capture in quantum wells is presented, as an
extended version of a paper we published in the J. Appl. Phys., vol. 114, p. 053704,
Aug. 2013 [5]. It allowed to obtain electron capture and hot electron intraband
relaxation times in a quantum well for LO-phonon emission. The model has been
applied first to III-V materials, because of the great number of numerical results
available in literature for these materials, in view of comparisons. The novelties of
the present approach are substantally a) the analytic approach, allowing for a more
staighforward understanding of the involved physics, and b) the inclusion of carrier
population effects in the model.
2. In Chapter 7 a revision of this model is presented, allowing to obtain a more com-
pact analytic formulation. The model has been applied to InGaN/GaN multi-quantum-
well (MQW) LEDs: employing simple two-population rate equations, the model
allowed to reproduce literature experimental data with excellent agreement, po-
tentially useful in modeling light-emitting diodes and lasers. The capture process
through LO-phonon emission has been found very efficient also for high values of
carrier density.
The concepts here presented substantially follow a paper [6] we published in 2015
in Phys. Status Solidi B, vol. 252, no. 5, pp. 971-976, 2015.
Before going into details, a short introduction about the QW concept, generalities
about carrier capture in QW and the concept of complex self-energy will be recalled.
6.1 A brief recall about the QWs
An electron state of mass m0 in free space is represented in the ordinary space by a plane
wave ψk(r) = C exp (ik · r), solution of the stationary Schrödinger equation
−~
2∇2
2m0
ψk(r) = Ekψk(r) (6.1)
where r is the position vector, k the wavevector and C a normalization constant. The
eigenvalue Ek is given by the relation parabolic in |k|
Ek =
~2|k|2
2m0
. (6.2)
On the contrary, in a periodic potential of a bulk crystal Uion(r), the periodic lattice poten-
tial changes dramatically the electron wavefunction, as the Schrödinger equation becomes
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Figure 6.1. (a) Band structure around the Γ point for a typical direct band bap
semiconductor. (b) Eigenfunctions of the Hamiltonian operator (electron in the
ionic periodic potential).
(
−~
2∇2
2m0
+ Uion(r)
)
ψn,k(r) = En,kψn,k(r) (6.3)
whose eigenfunctions read (Block’s theorem) as the product of a rapidly oscillating func-
tion un,k reflecting the periodicity of the crystal potential, times a plane wave, the so-
called “envelope function”:
ψn,k(r) = un,k(r) exp (ik · r) (6.4)
The difference from this “envelope function” and the plane wave of the electron in free
space resides in k itself, that now is bounded, since |k| < pi/a, where a is the lattice
constant. Also the dispersion relation for the eigenvalues En,k is quite different from the
free space case and represents the so-called band-structure. The index n is a quantum
number, representing the band-index, and in a typical direct band gap semiconductor, in
proximity of the Γ point of the crystal reciprocal space [15], the band structure can look
like in Fig. 6.1.
Around the Γ point the dispersion relation En,k may often be approximated by a
parabola, provided to substitute m0 with an effective mass m in Eq. (6.3) proportional
to the inverse of the En,k curvature.
Now, let us consider a simple planar InGaN/GaN heterostructure, as shown in Fig. 6.2,
assuming valid the effective mass approximation, around the Γ point. The InGaN layer
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Figure 6.2. (a) InGaN/GaN typical heterostructure scheme. (b) electronic Bloch’s state
state in the QW. The dots represent the ionic lattice.
– a few nanometers wide – constitutes a 2D reduced dimensional structure, namely a
“quantum well”, embedded into GaN bulk barriers. The crystal atoms produce a periodic
potential Uion(r) and the heterointerfaces produce the confining potential V (z). The 3D
character of the structure leads to a 2D equation for the x, y directions and a 1D equation
for the z direction, with some major differences among them and with respect to the bulk
case:
• electronic states in the barrier are still Bloch’s wavefunctions un,k exp (ik · r), and
the envelope wavefunction is a plane wave;
• electronic states in the QW are still Bloch’s states, but the envelope wavefunction
can be factorized as exp (ikxx) exp (ikyy)φn,kn,z(z), where kx, ky and kn,z are the
components of k along the reference axes;
• in x, y directions the QW envelope wavefunctions are still plane waves (in the QW
plane, electrons are free-moving particles along x, y directions);
• eigenvalues and eigenfunctions φn,kn,z(z) can be found as solutions of the Schrödinger
equation: (
− ~
2
2m
d2
dz2
+ V (z)
)
φn,kn,z(z) = Enφn,kn,z(z) (6.5)
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where the index n is a quantum number distinguishing the allowed discrete QW
states (subbands) and kn,z is fixed by the quantization condition; the eigenvalue En
is given by En = ~2k2n,z/(2m);
• in the z direction, the envelope wavefunction φn,kn,z(z) describes a z-confined state,
with a probability density φ∗n,kn,z(z)φn,kn,z(z) characterized by a more or less pro-
nounced peak in correspondence of the QW, according to the profile of V (z), the
energy eigenvalue En and the effective mass value m. Fig. 6.2(b) shows a possible
Bloch wavefunction for the z-direction;
• the total energy of the state, measured from the QW bottom, in the effective mass
approximation is given by
En,k = En +
~2
(
k2x + k2y
)
2m . (6.6)
Carrier capture in QW is often visualized in a naive fashion as illustrated in Fig. 6.3:
this way can be considered a pictorial and self-explaining way to consider a capture pro-
cess, but it is very far from what happens in a semiconductor, since electrons must be
described as quantum states, and the motion of an electron in QW systems can never be
considered as classical.
Figure 6.3. Carrier capture process in QWs: a pictorial view.
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6.2 The quantum capture
Since in the barrier the electron envelope function is a 3D quantum eigenstate represented
by a plane wave, in the effective mass approximation the particle must be thought of as
fully delocalized with an energy E = ~2|k|2/2m above the energy of the barrier conduc-
tion band (CB), measured from an arbitrary reference.
The barrier state has a finite probability to decay to the localized, confined quasi-2D
eigenstate belonging to the QW, with a potential energy lower than the barrier CB energy
by an amount ∆E, often called confinement or binding energy (in addition, the electron in
the QW can have a kinetic energy ~2(k2x + k2y)/(2m) quadratic in the in-plane wavevector
components): thus the QW state is energetically favored with respect to the barrier state.
In order to decay into the QW, the barrier state must lose part of its energy, and the
most important mechanisms are a) the emission of a LO-phonon and b) the carrier-carrier
scattering [108–112], illustrated in Fig. 6.4.
The two mechanisms are very different: according to the first one, an electron in the
barrier state with energy E and momentum k emits al LO-phonon of momentum q and
energy ~ωm, decaying in a QW state of energy E ′ and momentum k′.
Instead, by the electron-electron scattering mechanism, an electron in the barrier state
with energy E1 and momentum k1 interacts with another electron whose energy and mo-
mentum are E2 and k2 by the exchange of a virtual photon, decaying in a QW state of
Figure 6.4. Carrier capture process in QWs. (a) An electron in the barrier state with en-
ergyE and momentum k1 emits al LO-phonon of momentum q and energy ~ωm, decaying
in a QW state of energy E′ and momentum k′1. (b) Electron-electron scattering: an elec-
tron in the barrier state with energy E1 and momentum k1 interact with another electron
whose energy and momentum areE2 and k2 by the exchange of a virtual photon, decaying
in a QW state of energy E′1 and momentum k′1.
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energy E ′1 and momentum k
′
1.
In the present work, only the capture by LO-phonon emission will be addressed. Ac-
cording to our preliminary calculations (a paper is now in preparation), the capture by
electron-electron scattering is much less efficient, also for very high carrier density.
In order to describe the mechanism, it is important to consider the time-evolution of a
quantum state in a medium. The condensed matter and many-body physics are the tools
needed to investigate the underlying physics, but this is not the right place to discuss
them in detail (see e.g textbooks as those by A. L. Fetter and J. D. Walecka [113] and
G. D. Mahan [114]). Nevertheless, something of qualitative, but sufficient to situate the
problem, can be said.
6.3 The concept of complex self-energy
Let us consider the temporal evolution of an electronic state represented by the wavefunc-
tion φk (r, t), eigenstate of the free Hamiltonian H (i.e. in absence of any interaction),
whose eigenvalue is the energy Ek (eigenvalue of the stationary Schrödinger equation).
Its general expression is
φk (r, t) = φ0 (r) exp
(
i
~
Ekt
)
. (6.7)
It is well known that if there are no interaction at all, the modulus of the eigenstate am-
plitude φ0 (r) remains constant in time, and the eigenstate evolution is described simply
by the unitary transformation given by the exponential factor. This applies also for two
(and even more) non interacting electrons in a QW: the Hamiltonian ground eigenstate is
the antisymmetric state 1/
√
2 (φ1(z1)φ2(z2)− φ2(z1)φ1(z2)) (they are undistinguishable
fermions), but the ground eigenstate is stable: its amplitude probability never changes in
time.
What if H includes an interaction term? Also in this case (for example, we consider
the Coulomb interaction between the two electrons in the QW), it is possible to build exact
eigenstates of the whole Hamiltonian, normally organized in multiplets, whose amplitude
is stable in time.
Let us now consider a more general scenario, with an electron merged in a semicon-
ductor plasma (electrons, holes, positive ions background), interacting each other by the
Coulomb interaction, and for a moment let us forget the required antisymmetry of the
total wavefunction of such huge N -particle system. Let us also suppose the local charge
neutrality. The considered electron repels the other electrons (Coulomb interaction, rep-
resented by the potential Vi(r)), exposing the positive background due to crystal ions:
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as a consequence, the electron is surrounded by a positive cloud and moves as a quasi-
particle (the bare electron plus the positive cloud). All this means that another electron
(surrounded itself by a similar positive cloud), when approaching it, experiences weaker
Coulomb repusion with respect to the repulsion experienced by two bare electrons in vac-
uum. The reason is the presence of the positive cloud: this is the phenomenon of the
potential screening. The potential energy E ′k gained by the second electron when ap-
proaching the first one from infinity – as a consequence – is a little less with respect to
the energy Ek gained in the case of two electrons approaching each other in vacuum. The
difference of energy is called self-energy. As a remark, a hole behaves as a quasi-particle
as well: in addition it is attracted by (and attracts as well) electrons, contributing to their
positive cloud. It is because of this fact that the screening of the Coulomb potential in an
electron-hole (e-h) plasma in a semiconductor strongly depends on the carrier density.
If we followed just the simple argument indicated above, we obtained the so-called
Hartree self-energy, that we indicate with ΣH (and normally is negative), and it would
be E ′k = Ek + ΣH . This self-energy is just a number depending on carrier density, and is
k-independent [115].
At a microscopic level, this process can be viewed as an electron with momentum k
that emits a virtual photon [113, Ch. 3], representing the Coulomb interaction: it produces
an electron-hole (e-h) couple (that is, it knocks a Fermi sea’s electron out of the Fermi
surface), that immediately destroys (i.e. it immediately recombines with the hole left into
the Fermi sea): the virtual photon is re-absorbed by the first electron, that continues prop-
agating with the same momentum k.
Anyway, there is also another possible source of self-energy [113, Ch. 3]: the first
electron and the knocked-out one can exchange each-other, since they are undistinguish-
able fermions: the obtained self-energy term is the Fock’s term ΣF , that turns out to be
k-dependent.
In condensed matter physics the self-energy is represented by means of Feynman’s
diagrams, as shown in Fig. 6.5 for the Hartree and Fock terms. In these diagrams, the
arrowed straight lines represent particles, or particle propagators indicated byG0, and the
wavy line a particle-particle potential interaction, indicated by Vi. Using a small number
of simple rules, each Feynman’s diagram can be readily expressed in its corresponding
algebraic form and employed to obtain the Hamiltonian eigenvalues, corrected by its con-
tribution to the total self-energy. In order to be a little more precise, the one-particle
propagator is the probability amplitude that a particle put in r1 at time t1 is observed in
r2 at time t2. Expressing it in the conjugate space, it is the probability amplitude that a
particle propagates with wavevector k and energy E. Its algebraic form will be presented
in a moment; first, I prefer to remind two concepts more, because thay are important.
First, it is possible to demonstrate [113, 115] that for an electron gas in a metal (or
semiconductor) for which charge neutrality is fulfilled, the Hartree term is identically
cancelled out by a similar term due to the positive background of ions.
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Figure 6.5. Hartree-Fock corrections to the free propagator: the sum of the two dia-
grams gives the correction to the free propagatorG0. The selfenergy contributions ΣH and
ΣF are given by a free propagator times the considered interaction, integrating on all the
possible frequency and momentum values of the exchanged virtual photon, imposing the
energy-momentum conservation in the vertices of the interaction.
Second, things are more complicated: translating the Fock’s diagram into its corre-
sponding algebraic form, the result is infinite (it diverges) at the Fermi surface, giving the
self-energy an infinite contribution. This problem can be solved considering the fact that
in the real world the “bare” Coulomb potential never exists: injecting current in a semi-
conductor, the plasma density (electrons and holes) increases of orders of magnitude,
contributing to the screening in a very effective way. Holes surround electrons and vice-
versa, reducing the intensity of the effective Coulomb interaction. At an approximation
acceptable studying the band gap renormalization (but not for the capture mechanisms we
are addressing) the effect of the screening on the Coulomb interaction due to the plasma
may be expressed by the Yukawa potential [113, 115]:
Vi,s(r) = Vi(r) exp (−κr) = qe4pi0
exp (−κr)
r
. (6.8)
Here 0 and qe are the vacuum dielectric permittivity and the elementary charge. The fac-
tor exp (−κr) multiplies the bare Coulomb potential: κ is known as screening wavevec-
tor, a characteristic length rendering finite the interaction range. At this point it is possible
to obtain a more realistic estimate of the Hartree-Fock self-energy replacing Vi with the
Yukawa potential Vi,s, obtaining the so-called screened Hartree-Fock approximation of
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the self-energy, that remains finite (and real).
In the most general case in which also ΣH contributes, the eigenvalue is corrected by
the presence of carrier plasma as E ′k = Ek + ΣH + ΣF (k), and corrections like this hold
both for electrons in the conduction band and for holes in the valence band.
In addition, another and generally more important term, known as Coulomb-Hole
[116, Ch. 7,9], must be included in the total self-energy: the total energy of the system
reduces because electrons avoid each other, due to their mutual Coulomb repulsion (cor-
relation energy). Nevertheless all these contributions to self-energy turn out to be real
numbers, and the importance of this remark in the study of the capture problem will be
clear in a moment.
What does it happen if the total self-energy Σ includes – for some reason, at the end
of its calculation – a small imaginary part =Σ, with =Σ  Ek? The Hartree-Fock self-
energy is real, anyway let us consider this possibility. In this case the state evolves in time
like an approximate eigenstate, with a small exponential damping [113, Ch. 3]:
φk (r, t) = φ0 (r) exp
(
i
~
E ′kt
)
= φ0 (r) exp
(
i
~
(Ek + <Σ + i=Σ) t
)
= φ0 (r) exp
[
i
~
(Ek + <Σ)t
]
exp
(−=Σ
~
t
)
. (6.9)
This means that the probability amplitude of the approximate eigenstate
|φk (r, t)|2 = |φ0 (r)|2 exp
(−2=Σ
~
t
)
(6.10)
will decay in a characteristic time τ given by
τ =
(2
~
=Σ
)−1
. (6.11)
We still have to understand how to calculate Σ, but the most interesting fact is that, if
=Σ /= 0, the electron will decay to some other state in a time τ . Since the decay is
spontaneous, the energy of the final state must be lower than the initial state’s one. This
is exactly the scenario of an electron in a barrier state that, after a characteristic time τ ,
spontaneously decays into a QW’s state – it is captured – , because QW’s eigenstates are
energetically favored with respect to barrier’s.
To be more precise, let us create a barrier’s state electron in r′ with energy Ek and
effective mass m. This scenario is well described by the stationary, non-homogeneous
Schrödinger equation for a unknown function G0, with a source term in r′:(
−~
2∇2
2m − Ek
)
G0(r, r′;Ek) = δ(r− r′). (6.12)
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The solution G0, called the free propagator (as anticipated) or Green’s function, can be
easily found taking the Fourier transform in the conjugate variable k, obtaining(
~2|k|2
2m − Ek
)
G0(k;Ek) = 1. (6.13)
from which we obtain
G0(k;Ek) =
1
~2|k|2
2m − Ek
. (6.14)
In the momentum k space, the two momentum eigenvalues k = ±kˆ√2mEk/~ coincide
with the pole of the propagator (kˆ is the versor of k). This is true also if the motion takes
place in a medium: the energy E ′k is given by the energy Ek corresponding to a free elec-
tron in vacuum, plus the self-energy correction Σ, that E ′k = Ek + Σ, and the momentum
eigenvalues k = ±kˆ
√
2m(Ek + Σ)/~ still coincide with the poles propagator. In the end,
the “perturbed” propagator is:
G(k;Ek) =
1
~2|k|2
2m − Ek − Σ
(6.15)
and describes the motion of a quasi-particle in a medium. Eventually Σ may be complex
and depending on k.
In the framework of the perturbation theory, the motion of a particle may be much
more complicated with respect to what considered so far. In short, we can say:
at the 0th perturbative order the electron proceeds freely, and the probability amplitude
is represented simply by a free propagator (Fig. 6.6, 1st line).
At the 1st perturbative order, we find the already examined Hartree and Fock diagrams:
an electron can interact by means of a virtual photon of momentum q and frequency ωm
(or also a phonon: in this case the interaction may be the Frölich one) with an electron
emerging from the Fermi sea and immediately annihilating (first diagram in the 2nd line of
Fig. 6.6, the Hartree term). As anticipated, when charge neutrality is fulfilled this diagram
can be discarded, since its contribution can be demonstrated to be exactly cancelled out
[113]. In the other cases the result is a real number. Another possibility is the emission
and re-absorption of a photon or phonon (second diagram in the 2nd line of Fig. 6.6). This
is the already treated Fock’s diagram, yielding an infinite.
At the 2nd perturbative order (two vertices of interactions, 3rd line in Fig. 6.6) there are
10 possible diagrams, many of them, if translated in algebraic form and integrated over
exchanged momentum, yield an infinite result. Classifying the diagrams with respect to
the order of divergence, it is expected that the greatest contribution to the amplitude of
propagation probability is brought by the most diverging one: we keep that diagram only,
despite the result is infinite.
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Following this rule, we keep the most diverging diagram at each perturbative order
(4th line in Fig. 6.6), discarding the others: this is the Random Phase Approximation
(RPA) [113]. Removing (or amputating) the lower-most and the upper-most straight lines
(external propagators) in the diagrams shown in Fig. 6.6 (these so-called external lines
correspond to prescribed values for momentum and energy), one retains a contribution to
the self-energy, represented at each perturbative order by:
• at the 1st order, a propagator times an interaction (a wavy line), second diagram in
the second line of Fig. 6.6;
Figure 6.6. Dressed propagator G, as sum of self-energy contributions.
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Figure 6.7. Construction of the RPA self-energy: in the final formula, q and ωm are the
momentum and frequency of the exchanged virtual photon or phonon, ψ and φ are the
initial and final interacting states, P is the polarization and  is the RPA dielectric function.
• at the 2nd order, a propagator times a sort of more complicated diagram, third line
of Fig. 6.6;
• at the nth order, a propagator times a still more complicated diagram, as represented
in the fourth line of Fig. 6.6.
Referring now to Fig. 6.7, we “collect” a propagator, that multiplies a series, that is a
geometrical series. Although each term diverges, the result is finite: it is the RPA self-
energy, given by a free propagator G0, times a “dressed” or “screened” interaction Vi,s,
in which contributions up to infinite order are present: this is a great difference, with re-
spect to stop the calculation at, say, the second perturbative order or so. As indicated in
Fig. 6.7, the calculation includes a summation over the frequencies ωm and momentum q
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of the exchanged quantum of energy related to the considered interaction (a photon, if we
are dealing with Coulomb electron-electron interaction, or a phonon if we are considering
the electron-lattice interaction via the Frölich interaction). A remark: the frequency ωm
has a subscriptm because it is a bosonic frequency, discrete and multiple of an elementary
frequency, as it will be clear in the next Section.
Still in Fig. 6.7 there are the definitions of the polarization bubble P and the dynamical
RPA dielectric function . The challenge of the calculation we present in the next Section
is to avoid any q-truncation during the q-summation, from zero to infinite, unavoidable
when numerical integration is considered: because of this fact, the approach to this point
will be analytic. In addition, we will not perform neither the static approximation (setting
ωm = 0 in the polarization P ), nor the long-wavelength approximation (setting q = 0 in
the dielectric function ): all this would lead to incorrect results.
In summary, we will describe the capture time of an electron from a barrier to a QW
state as
τ =
(2
~
=ΣRPA
)−1
, (6.16)
where ΣRPA is evaluated as in Fig. 6.7, through a summation from zero to infinity over
both ωm and q. Referring to this figure, the central problem is to write the interaction
potential Vi corresponding to the considered capture mechanism, together with the RPA
dielectric function  expressing the screening of the potential, for which we will choose
the Single Plasmon Pole form [114].
6.4 Quantum well electron capture time: An analytic ap-
proach
The Section that follows is based on a paper we published in the J. Appl. Phys., vol. 114,
p. 053704, Aug. 2013 [5], and constitutes an extended version of it.
Coming back to the capture process into a QW, we can recall the Fig. 6.4: two elec-
trons (for holes the question is similar) can interact exchanging a virtual photon or LO-
phonon, as shown by the two Feynman’s diagram in Fig. 6.8(a) (i.e the first line of the
figure). The simplest approach to evaluate the capture time by LO-phonon emission fol-
lowing the path outlined in the previous Section would apparently consist in writing the
ΣRPA considering just the Frölich interaction. In the perturbative approach, the path
would be to consider Feynman’s diagrams containing only dashed lines, introducing in
some way the effect of the plasma screening.
This cannot be done easily, because beyond the first perturbative order the two scatter-
ing processes are deeply connected and both interactions (the wavy and the dashed line)
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are present in the same diagram: at the second perturbative order there are four possible
“most diverging” diagrams (Fig. 6.8(b)) and at the n-th order they are 2n. The bare (un-
screened) electron-electron (ee) Coulomb and the LO-phonon (ph) interaction energies
V ∞ee and Vph (the wavy and dashed line in the diagrams, respectively) are given in the
q-space by [114]
V ∞ee =
4piq2e
0∞|q|2
Vph = −M2(|q|)D0 (ωm) (6.17)
where
M2(|q|) = (1/2)KωLO 4piq
2
e
0|q|2 (6.18)
is the square of the unscreened electron-phonon matrix element, K = −1∞ −−1s , whereas
ωLO is the longitudinal optical phonon frequency, and
D0 (ωm) =
2ωLO
ω2m − ω2LO
(6.19)
is the unscreened phonon propagator.
Figure 6.8. (a) First order Feynman’s diagrams for electron scattering, exchanging a
phonon (dashed line) or a photon (waved line). (b) The second order Feynman’s diagram
with one polarization bubble. RPA consists in summing such n-bubbles contributions to
infinite-order, obtaining (c) the effective dressed RPA interaction (double waved line).
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The effective ee plus ph interaction Veff in the RPA [114, 117] can be found summing
up to infinite perturbative order all possible n-bubble diagrams (Fig. 6.8(c)) according to
the Dyson’s equation, obtaining
Veff =
V ∞ee + Vph
1− (V ∞ee + Vph)P
, (6.20)
where P = (1− ) /V ∞ee is the polarization of the electron gas and  is the electron-
electron part of the dielectric function. An important and non-trivial step is the separation
of the effective dressed (dynamically screened) RPA interaction into the ee and e-ph con-
tributions Vee,s and Vph,s, obtained in the end, following Ref. [114],
Vee,s =
V ∞ee

, Vph,s =
Vph
2 (1−M2(|q|)D0P/) , (6.21)
where  =  (|q|, ω) is the RPA dynamic dielectric function. The capture time by LO-
phonon emission in presence of carrier population is proportional to =ΣRPA,ph, where
ΣRPA,ph is the RPA-phonon self-energy given by a free-propagator times Vph,s, summed
over phonon frequencies ωm and phonon momentum q, but before going into details of
the developed model, let us examine what has been done in literature.
Several authors have investigated capture process via electron-electron scattering and
via emission of LO-phonon, especially for III-V heterostructures [108–112], calculating
the corrensponding scattering rates at different levels of approximation. A first group of
works calculate the capture time from a bulk–state into a QW, describing its oscillating
behavior with the QW width [118–121]. These works, despite their unquestionable value,
do not deal with the dependence of capture time on the carrier density, having considered
the Frölich LO–phonon hamiltonian with the unscreened Coulomb potential.
Other works [110, 122, 123] offer numeric and very complete investigations about these
two population relaxation mechanisms in QWs and also in quantum–dots [124], making
use of the full frequency and wave vector dependent dielectric function and the renor-
malized phonon frequencies due to phonon–plasmon coupling. However, the full un-
derstanding of the physical mechanisms at play may be in this case quite difficult and a
brief comparison between their and our approaches are given is Sec. 6.4.5. Nevertheless
its comprehension is crucial not only in optoelectronics, but also for the simulation of
hot carrier relaxation in solar cells [125] and LEDs, for which in several cases efficiency
droop may be observed [107].
The intent of this work is to make use of a known formalism to develop an original method
for a) calculating the hot electrons relaxation time in QW confined states and b) for the
evaluation of electrons capture/escape times into and from QW, via emission/absorption
of coupled LO–phonon–plasmon [126, 127] for arbitrary value of carrier density.
The electron–LO-phonon interaction is addressed here only just as an example, but with
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the appropriate changes all other types of phonon interactions can be considered as well.
The carrier–carrier scattering and its interplay with phonon scattering will be presented in
a future separate contribution. In fact, the same formalism may be employed to describe
many other relaxation processes and the scope of this work is not to include them all,
but to take this process as example of application of a powerful method of investigation,
offering a new formulation and allowing to shed some light into certain peculiarities of
the underlying physics that, in the author’s opinion, have not been highlighted yet in a
clear way.
It is convenient to emphasize that the development of simple model (ready to be imple-
mented in device modeling tools) that calculates scattering time as a function of carrier
density can have many applications, among which its inclusion in rate equation systems
describing laser and semiconductor optical amplifier dynamics, but also the evaluation of
phonon–assisted Auger recombination coefficient [128, 129]; furthermore, its inclusion
in light–emitting diodes modeling tools may be helpful in understanding their efficiency
droop mechanisms [107, 130]. In Sec. 6.4.1 the general formalism is developed, whereas
in Sec. 6.4.3 and Sec. 6.4.4 the intraband relaxation and capture time in QWs are respec-
tively evaluated with the application of the developed concepts, then in Sec. 6.4.5 some
conclusions and final remarks will be given.
6.4.1 General formalism
The formalism that is developing in this Section offers a general formulation of the scat-
tering processes in quantum wells, mediated by the emission or absorption of bulk LO-
phonon in arbitrarily dense carrier plasma. The LO-phonon screened interaction is de-
scribed by the Frölich hamiltonian, in which the dynamically screened electrostatic po-
tential is considered, according to the Single Plasmon Pole (SPP) description of the RPA
formalism [116]. The usual long–wavelength and static limits of SPP (the Thomas–Fermi
limit) are not made, retaining instead the full dynamic expression of the dielectric func-
tion. Although the dynamic SPP is a well known formalism, it is not usually employed in
this context because of its complexity. Nevertheless its advantage is consistent and leads
in a natural way to the coupling between plasmon and LO–phonon, describing screening
and Fermi band–filling effects in a self–consistent fashion.
All interfaces in heterostructure are assumed to be planar, so that momenta and wave-
functions can be decomposed in in–plane and orthogonal components. Therefore, if
r = r(x, y) is the position vector in the QW plane and z is the growth direction, the
in–plane motion of electrons with in–plane wavevector k is described by a plane wave
exp (ik · r), whereas in the z direction the motion is described by a Bloch state, whose
envelope wavefunction is ψ (z). In addition and for further simplification, the effective
mass approximation and parabolic bands have been assumed valid, given that the focus
of this work is on the role of the dynamical screening of the interaction, more than on the
band–structure.
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It is considered a carrier in an initial state ψ1 of energy E and momentum k that emits
a phonon of momentum q and frequency ωm, making a transition to the state ψ2 of energy
E ′ and momentum k′ = k−q. Decomposing momenta in the in–plane components k, k′,
q‖ and orthogonal components kz, k′z, qz, it is possible to write the unscreened in–plane
interaction Coulomb potential V0 as [116]:
V0(q‖) =
4piq2e
0
∫ ∞
−∞
dz
∫ ∞
−∞
dζ
1
2pi
∫ ∞
−∞
dqz
×ψ∗1(z)ψ∗2(ζ)
exp (iqz|z − ζ|)
q2‖ + q2z
ψ2(ζ)ψ1(z) , (6.22)
Extending the integration to the complex plane and adding to the path a semicircle at
infinity in the positive half–plane giving no contribution, the integration in qz is straigh-
forward, exploiting the contour integration around the integrand pole in qz = iq‖, yielding
V0(q‖) =
2piq2e
0
∫ ∞
−∞
dz
∫ ∞
−∞
dζ ψ∗1(z)ψ∗2(ζ)
exp
(
−q‖|z − ζ|
)
q‖
ψ2(ζ)ψ1(z) . (6.23)
It is worth of note the fact that Eq. (6.22) always contains the 3D Coulomb potential form
V3D(q‖, qz) =
4piq2e
0
(
q2‖ + q2z
) (6.24)
regardless of the interacting involved states. For realistic QW of width Lz it is obtained
obtain
V0(q‖) =
2piq2e
0
I(q‖)
q‖
, (6.25)
in which the form factor I(q‖) only depends on the details of envelope eigenfunctions
[131]. Instead, if we were interested in obtaining the interaction potential between two
perfectly 2D quantum well states (that is, considering ψ1(z) and ψ2(z) as δ–Dirac func-
tions), we obtained the well known 2D Coulomb potential V0(q‖) = 2piq2e/
(
0q‖
)
, that is
I(q‖) = 1.
The present discussion is not limited to the simple 2D case, but it is addressed the
general situation of a finite–width QW, whose orthogonal envelope wavefunction ψ(z)
can be evaluated at the desired accuracy, keeping into account strain with the most appro-
priate treatment. Following the path here outlined, the carrier–phonon interaction matrix
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element Veff(q‖;ωm) can be written as [132]
Veff(q‖;ωm) =
∫ ∞
−∞
dz
∫ ∞
−∞
dζ
1
2pi
∫ ∞
−∞
dqz
×ψ∗1(z)ψ∗2(ζ) exp (iqz|z − ζ|)
×−M
2(q)D(q, ωm)
2(q, ωm)
ψ2(ζ)ψ1(z) , (6.26)
in which the renormalized propagator for a phonon of frequency ωm is [132]
D(q, ωm) =
2ωLO
ω2m − ω2LO − ωLOM
2(q)P (q,ωm)
(q,ωm)
. (6.27)
Here (q, ωm) is the screened dielectric function, given by [132]
1
(q, ωm)
= 1 +
Ω2pl
ω2m − ω2q
. (6.28)
where Ωpl and ωq are respectively the plasma and the effective plasmon frequencies [116]
function of carrier density N and wavevector q, and P (q, ωm) is the polarization, related
to the dielectric function through (q, ωm) = 1−V0(q)P (q, ωm) . The phonon propagator
can be re–written, making use of Eqs. (6.22,6.18,6.28) as
D(q, ωm) =
2ωLO
(
ω2m − ω2q
)
(ω2m − ω2+) (ω2m − ω2−)
(6.29)
where
ω2± =
ω2q + ω2LO
2 ±
1
2
√(
ω2q − ω2LO
)2
+ 4Kω2LOΩ2pl (6.30)
in which the N– and q– dependencies are implicitly understood in the definition of ωq
and Ωpl.
With all these concepts in mind, it is considered the free, not renormalized propagator
of a particle of effective mass m, energy E = ~ω and momentum k that just emitted
a phonon of frequency ωm and momentum q, decaying in a state of momentum k − q.
Following the Matsubara’s formalism [132,133], the free propagator reads (µ is the Fermi
energy, calculated considering a two–dimensional QW with a single conduction band,
parabolic dispersion energy E(k) and effective mass approximation [116]):
G0(k, q‖; iω, iωm) =
1
iωm + iω − ωkq − µ~
(6.31)
where ~ωkq = ~2|k − q|2/(2m). The propagator allows to calculate the retarded self–
energy Σr gained by the particle at various levels of approximation. At the lower order in
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electron–phonon coupling, it can be visualized as a Feynman’s diagram made of a particle
line (the propagator G0) that emits and reabsorbs a screened phonon (represented by the
interaction Veff). Its real part <Σr gives rise to a shift in the position of the electron energy
levels and appears as an extra term in the denominator of G0. However it is customary
in modeling devoted applications to set the real part of the self–energy <Σr to zero, as
the phonon contribution to the electronic energy can be thought of already included in the
band structure.
The imaginary part of self–energy =Σr, instead, gives rise to a level broadening and
yields the scattering rate, from which the relaxation time follows: this constitutes the ob-
ject of the present study. Although it is customary in literature to make use of the static
limit of RPA-SPP dielectric function (the Thomas–Fermi approximation [116], much sim-
pler to manage), this path will not be followed, because of the remarkable amount of
physics that would be lost in that way. Instead =Σr can be evaluated to the lowest order
in the electron phonon coupling [132], but making use of the dynamic RPA-SPP dielectric
function, as:
Σr(k, ω) = − 1
β~
∑
q‖
∑
ωm
Veff(q‖;ωm)
×G0
(
k, q‖; iω, iωm
)
. (6.32)
The motivation for this choice consists in the fact that phonon–plasmon coupling becomes
increasingly important as the carrier density increases and its effects cannot be discarded.
Now, firstly the integration in qz can be made, following the same contour technique
employed in obtaining Eq. (6.23). Then, after the integration in z and ζ , the phonon–
mediated interaction matrix element Veff(q‖;ωn) to be employed in Eq. (6.32) reads:
Veff(q‖;ωm) = −
2piq2eKω2LOI
(
q‖
)
0s q‖
× (ω
2
m − ω2q + Ω2pl)2
(ω2m − ω2q ) (ω2m − ω2+) (ω2m − ω2−)
(6.33)
Now, the frequency ωm summation in Eq. (6.32) can be made following the Matsubara’s
method [132, 133], converting it to an integral in ωm and extending it to the complex
plane.
6.4.2 The frequency and momentum summations: detailed calcula-
tion
In the published paper the content of this Section was only summarized: here all the
calculations have been reported explicitly.
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Inserting Eq. (6.33) and Eq. (6.31) in Eq. (6.32) we obtain
Σr(k, ω) =
2piq2eKω2LO
β~0s
∑
q‖
I
(
q‖
)
q‖
×∑
ωm
(ω2m − ω2q + Ω2pl)2
(ω2m − ω2q ) (ω2m − ω2+) (ω2m − ω2−)
(
iωm + iω − ωkq − µ~
) . (6.34)
Bosonic frequencies ωm are discrete. Any function, analytic except for simple poles, can
be expressed as a sum over poles and residues. In particular, extending the the Bose-
Einstein distribution to the complex plane by an analytic continuation, the distribution
can be expressed as a series of infinite poles, even multiples of ipi/(β~) [114, Chap. 3] as
nB(z) =
1
eβ~z − 1 = −
1
2 +
1
β~
∞∑
m=−∞
1
z − 2m ipi
β~
(6.35)
where the poles zm = 2mipi/(β~) are on the imaginary axis in the complex frequency
z-plane. It is easy to check in Matlab that for real values of z, the value of nB(z) obtained
making use of the summation in Eq. (6.35) converges rapidly to the (real) value obtained
making use of the Bose-Einstein standard expression.
Let us define an integral IB as
IB =
∮
C
f(z)nB(z) dz (6.36)
where the integration path is a circle at infinity in the complex plane. The function f(z) is
supposed analytic except for a number of its poles zn. The function nB, expressed as the
infinite sum in Eq. (6.35) is analytic as well, except for its infinite poles. For the Jordan
theorem, the result of the integral must be zero, hence the sum of the residues in the poles
of f(z) (if any) must be equal and opposite to the sum of residues in the poles of nB in
zm: ∞∑
m=−∞
Res [f(z)nB(z)]z=zm = −
∑
n
Res [f(z)nB(z)]z=zn (6.37)
The residues of nB are equal to 1/(β~), hence
∞∑
m=−∞
Res [f(z)nB(z)]z=zm =
1
β~
∞∑
m=−∞
f
(
2m ipi
β~
)
. (6.38)
As a consequence:
∞∑
m=−∞
f
(
2m ipi
β~
)
= −β~∑
n
Res [f(zn)nB(zn)] (6.39)
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that can also be written, remembering our notations:
∞∑
m=−∞
f (ωm) = −β~
∑
n
Res [f(zn)nB(zn)] (6.40)
valid for all functions f(ωm) with only poles as non-analyticity points, provided ωm is a
bosonic frequency (as in the case of phonons). In our discussion the function f(z) is
f(z) =
(z2 − ω2q + Ω2pl)2(
z2 − ω2q
)
(z2 − ω2+) (z2 − ω2−) (z − ωG)
, (6.41)
having definined
ωG = −iω + ωkq + µ~ . (6.42)
The function f(z)nB(z) has poles in
zn = (±ω+, ±ω−, ±ωq, ωG) . (6.43)
Looking at Eq. (6.41), it is easy to verify that
1
z2 − ω2+
= 12ω+
(
1
z − ω+ −
1
z + ω+
)
(6.44)
and similarly for the other two factors in ω− and ωq in Eq. (6.41). Adding an infinitesimal
imaginary frequency iη to each frequency, we have three poles in the upper half plane
(positive frequencies) and 3 in the lower one (negative frequencies). Hence, in right-
hand-ride of Eq. 6.40 we have 6 residues from such poles and 1 residue from the pole in
ωG.
It is easy to show that nB(−z) = − (1 + nb(z)), hence we are able to calculate the
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residues in the poles:
Res(f nB)ω+ =
(ω2+ − ω2q + Ω2pl)2
2ω+
(
ω2+ − ω2q
)
(ω2+ − ω2−)
nB(ω+)
(ω+ − ωG)
Res(f nB)−ω+ =−
(ω2+ − ω2q + Ω2pl)2
2ω+
(
ω2+ − ω2q
)
(ω2+ − ω2−)
− (1 + nb(ω+))
(−ω+ − ωG)
Res(f nB)ω− =
(ω2− − ω2q + Ω2pl)2
2ω−
(
ω2− − ω2q
)
(ω2− − ω2+)
nB(ω−)
(ω− − ωG)
Res(f nB)−ω− =−
(ω2− − ω2q + Ω2pl)2
2ω−
(
ω2− − ω2q
)
(ω2− − ω2+)
− (1 + nb(ω−))
(−ω− − ωG)
Res(f nB)ωq =
Ω4pl
2ωq
(
ω2q − ω2+
) (
ω2q − ω2−
) nB(ωq)
(ωq − ωG)
Res(f nB)−ωq =−
Ω4pl
2ωq
(
ω2q − ω2+
) (
ω2q − ω2−
)− (1 + nb(ωq))
(−ωq − ωG)
Now we must sum the residues (but we must not forget the pole in ωG, that we will treat
in a moment):
Res(f nB)ω+ + Res(f nB)−ω+ =−
(ω2+ − ω2q + Ω2pl)2
2ω+
(
ω2+ − ω2q
)
(ω2+ − ω2−)
(
nB(ω+)
(ωG − ω+) +
1 + nB(ω+)
ωG + ω+
)
=−B+
(
nB(ω+)
(ωG − ω+) +
1 + nB(ω+)
ωG + ω+
)
Res(f nB)ω− + Res(f nB)−ω− =−
(ω2− − ω2q + Ω2pl)2
2ω−
(
ω2− − ω2q
)
(ω2− − ω2+)
(
nB(ω−)
(ωG − ω−) +
1 + nB(ω−)
ωG + ω−
)
=−B−
(
nB(ω−)
(ωG − ω−) +
1 + nB(ω−)
ωG + ω−
)
Res(f nB)ωq + Res(f nB)−ωq =−
Ω4pl
2ωq
(
ω2q − ω2+
) (
ω2q − ω2−
) ( nB(ωq)
(ωG − ωq) +
1 + nB(ωq)
ωG + ωq
)
=−Bq
(
nB(ωq)
(ωG − ωq) +
1 + nB(ωq)
ωG + ωq
)
.
We also define for brevity of notation the triplet of poles ωj = (ωq, ω−, ω+) as ωj =
(ω1, ω2, ω3); in this way, the coefficient Bj is written as
Bj =
(
ω2j + Ω2pl − ω2q
)2
2ωj
3∏
n/=j, n=1
(
ω2j − ω2n
) . (6.45)
113
6 – Electron capture time in quantum wells: general theory
Now we can evaluate the residue in the pole z = ωG. From Eq. (6.41) we have
Res(f nB)ωG =
(ω2G − ω2q + Ω2pl)2(
ω2G − ω2q
)
(ω2G − ω2+) (ω2G − ω2−)
nB(ωG) (6.46)
We have to evaluate nB(ωG), keeping in mind that this is a fermionic frequency, hence
an odd multiple of ipi/(β~) [114, Chap. 3]. We obtain the Fermi occupation factor, as
expected:
nB(ωG) =
1
exp (β~ωG)− 1
= 1
exp
[
β~
(
−iω + ωkq + µ~
)]
− 1
= 1
exp
(
−iβ(~ω − µ~ )
)
exp (β~ωkq)− 1
= 1exp (i(2n+ 1)pi) exp (β~ωkq)− 1
= 1− exp (β~ωkq)− 1
=− nF (ωkq)
where
nF (x) =
1
exp (β~x) + 1 (6.47)
is the definition of the Fermi-Dirac distribution for the frequency x. With the same pro-
cedure illustrated for the other poles, we can now rewrite the residue in a different way:
Res(f nB)ωG =−
(ω2G − ω2q + Ω2pl)2(
ω2G − ω2q
)
(ω2G − ω2+) (ω2G − ω2−)
nF (ωkq)
=−
(
F+
ωG − ω+ +
F−
ωG − ω− +
Fq
ωG − ωq
)
nF (ωkq) +
+
(
F+
ωG + ω+
+ F−
ωG + ω−
+ Fq
ωG + ωq
)
nF (ωkq) ,
having defined the coefficients Fj as we did for Bj ,
Fj =
(
ω2G + Ω2pl − ω2q
)2
2ωj
3∏
n/=j, n=1
(
ω2G − ω2n
) . (6.48)
114
6 – Electron capture time in quantum wells: general theory
Now we can write the sum of all residues, obtaining (we remind that the frequencies ωj
are the three frequencies ω+, ω−, ωq):
∞∑
m=−∞
f (ωm) =− β~
∑
ωm
(ω2m − ω2q + Ω2pl)2
(ω2m − ω2q ) (ω2m − ω2+) (ω2m − ω2−)
(
iωm − iω + ωkq + µ~
) =
=− β~
3∑
j=1
{
−Bj
(
nB(ωj)
(ωG − ωj) +
1 + nB(ωj)
ωG + ωj
)
− FjnF (ωkq)
ωG − ωj +
FjnF (ωkq)
ωG + ωj
}
=β~
3∑
j=1
Bj[1 + nB(ωj)]− Fj nF (ωkq)
ωG + ωj
+ β~
3∑
j=1
BjnB(ωj) + Fj nF (ωkq)
ωG − ωj .
The sum over residues on these poles forms a very general self-energy expression in which
Bose and Fermi occupation factors nB and nF arise in a natural way [132, 133]. Each
residue gives an additive contribution to the self-energy. In this way the self-energy has
three additive contributions for emission and three for absorption of a phonon-plasmon.
As it has been shown, the pole in ωG contributes to each phonon–plasmon mode±ωj both
in emission and in absorption, in a way that depends on the considered scattering process.
The first sum in the last line describes the emission of a LO-phonon (the capture pro-
cess), the second sum describes the escape. We can write together the two contributions
as
∞∑
m=−∞
f± (ωm) = β~
3∑
j=1
Bj[12 ± 12 + nB(ωj)]− Fj nF (ωkq)
ωG ± ωj (6.49)
Substituting now this expression in Eq. (6.34), the self–energy reads:
Σr(k, ω) =
2piq2eKω2LO
0s
∑
q‖
I
(
q‖
)
q‖
×
3∑
j=1
Bj[12 ± 12 + nB(ωj)]− Fj nF (ωkq)
ωG ± ωj .
Converting the 2D q‖–summation into an integral, exploiting the translational invariance,
we obtain
Σr±(k,E) =
Kω
2
LOα0~ c
pis
∫ 2pi
0
dθ
∫ ∞
0
q‖ dq‖
I
(
q‖
)
q‖
×
3∑
j=1
(
1
2 ± 12 + nBj
)
Bj ∓ nF (ωkq)Fj
ωG ± ωj (6.50)
where α0 is the fine structure constant, and θ is the angle between q‖ and k. In all what
follows, for brevity nF and nBj will be written instead of nF (ωkq) and nB(~ωj); further-
more, the upper (lower) sign in Σr± refers to emission (absorption) of a phonon–plasmon
quantum of energy.
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The quantities Bj and Fj come respectively from the residues in±ωj and ωG and they
are not present in literature about scattering times: this because they do not appear in cal-
culations making use of unscreened or statically–screened Coulomb interaction, whereas
in totally numerical calculations their role is obscured in the general formulas. They
should be intended as correcting terms that multiply the usual Bose and Fermi distribu-
tions, representing the interplay between dynamical screening and statistical occupancy
factors.
In order to obtain semi–analytic results, it is more convenient to change the integration
variable to ωG, exploiting its definition given in Eq. (6.42), obtaining q‖ as a function of
ωG
q‖(ωG) = k cos(θ) +
√
2m (E − µ+ ~ωG)
~2
− k2 sin2(θ) (6.51)
Then the integration can be extended to the negative axis, dividing the integrand by 2:
Σr±(k,E) =
Kω
2
LOα0~ c
2pis
∫ 2pi
0
dθ
∫ ∞
−∞
dωG
(
−2m
~
)
I (ωG)
2
√
2m(E−µ+~ωG)
~2 − k2 sin2(θ)
×
3∑
j=1
(
1
2 ± 12 + nBj
)
Bj ∓ nF (ωkq)Fj
ωG ± ωj (6.52)
where the square root come from the Jacobian d‖/dωG arising from the change of inte-
gration variable. Simplifying we obtain
Σr±(k,E) = − Kω
2
LOα0m~ c
2pis
∫ 2pi
0
dθ
∫ ∞
−∞
dωG
I (ωG)
2
√
2m(E−µ−~ωG)
~2 − k2 sin2(θ)
×
3∑
j=1
(
1
2 ± 12 + nBj
)
Bj ∓ nF (ωkq)Fj
ωG ± ωj . (6.53)
Now the integration can be extended to the complex plane, adding a counterclockwise
semicircle at infinity in the upper plane giving no contribution. The integration in ωG can
now be done considering the formal Dirac’s identity
lim
η→0+
1
x+ iη = P
(1
x
)
− ipiδ(x) (6.54)
and observing that the argument of Dirac–δ is a function with simple zeroes only, given
by roots of equation
ωG ± ωj (ωG) = 0 , (6.55)
whose solutions (let us name them ωˆj) can be easily found numerically, resulting functions
of N , E and θ, with values that depend on the sign considered in Eq. (6.50). If the minus
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sign is chosen, Eq. (6.55) gives two positive roots, ωrel− and ω
rel
+ , representing the lower
and upper relaxation frequencies. Instead, if the plus sign is chosen, the two positive roots
represent the two excitation frequencies ωexc− and ω
exc
+ . The contribution to the imaginary
part of the self-energy due to the mode ωˆj results
=Σjr±(k,E, ωˆj) =
Kω
2
LOα0m~ c
2s
∫ 2pi
0
dθ
×I (ωˆj)
[(
1
2 ± 12 + nBj
)
Bj ∓ nFFj
]
Θ (E − µΘ(µ)∓ ~ωˆj)√
2m (E − µ∓ ~ωˆj)− ~2k2 sin2(θ)
, (6.56)
in which the θ integration is only a matter of software implementation (here Θ is the
Heaviside step-function). The Fermi function must be evaluated in the pole as:
nF (ωkq) =
1
exp [β (E − µ− ~ωˆj)] + 1 . (6.57)
The relaxation and excitation times (respectively τ rel± and τ
exc
± ) corresponding to ω
rel
±
and ωexc± are given by
1/τ rel± =
2
~
=Σ±r+(k,E)
1/τ exc± =
2
~
=Σ±r−(k,E) .
(6.58)
In the remainder of this Section, it is examined the limiting case which is not compli-
cated by this integration, considering θ = 0; the development of the calculation depends
now on the particular scattering process under consideration. It is convenient to stress that
Bj , Fj , nBj , nF and ωˆj are all functions of N , E, k and θ through Eq. (6.51) evaluated at
the integrand pole in Eq. (6.50).
6.4.3 Intraband relaxation in quantum wells
A quasi–two–dimensional system is considered, made of an unstrained and undoped In-
GaAs single quantum well at room temperature having a width of 8 nm, whose states
of energy E(k) have a parabolic dispersion kinetic energy E(k) = En + ~2k2/(2m);
En are the stationary Schrödinger equation eigenvalues. Effective perpendicular carrier
masses m and quantized level positions En in the well have been computed according to
Ref. [134], finding m = 0.047m0 and E0 = 51 meV above the bottom of QW conduction
band (m0 is the free electron mass). The confinement is obtained with InP barriers and
the conduction band offset between well and barrier results to be 249 meV (therefore, the
binding energy of the electron level is 198 meV). The form factor I(q‖) has been cal-
culated according to Ref. [131] just as an example: different and more rigorous forms
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Figure 6.9. Relaxation of an electron with energy E(k) by the emission of a
phonon–plasmon. In the example, the mode ωrel− (blue solid arrow) is allowed,
whereas ωrel+ (red dashed) is forbidden.
can be employed, depending on what material and band structure is considered, nothing
changing of the present formalism. Without losing generality, it has been set En = 0,
moving the energy reference on the confined level.
As already stressed, an electron can lose energy emitting phonon–plasmons of frequency
ωrel− (lower plasmon mode) and ω
rel
+ (higher plasmon mode). The intraband relaxation time
for the emission of a phonon–plasmon of frequency ωrelj (here j = ±) is then given by
Eq. 6.58 and it is important to point up the fact that for zero carrier density it is found
B+ = 0, B− = F− = 1/ (2ωLO), hence the self–energy recovers an usual form [135].
Furthermore, it must be stressed that each phonon–plasmon mode ωrelj separately con-
tributes to the self–energy and the restriction imposed by the energy conservation sepa-
rately applies to each of them.
Considering for simplicity the zero temperature limit where the Bose term nBj = 0,
the factor 1 − nF in the numerator assures that a real phonon–plasmon can be emitted
only if the final electron state is allowed. This means that the electron initial energy must
be at least ~ωrel± above the lowest available state, as shown in Fig. (6.9), that is:
E − µΘ(µ) > ~ωrel± . (6.59)
Frequencies ωrel− and ω
rel
+ have been calculated versus N and shown in Fig. 6.10 for
the given structure, for E(k) = 150 meV (for low carrier density, ωrel− ≈ ωLO, around
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35 meV in this material at T = 300 K). The energy conservation imposes a max-
imum allowed frequency transition, reported in the figure as well (dash–dotted line),
defined by Eq. (6.59). It can be observed that, if N is below ≈ 1.5 × 1011 cm−2, the
relaxation via LO-phonon emission is the only allowed: the higher plasma mode fre-
quency ωrel+ lies above the (E − µΘ(µ))/~ line, so it is forbidden, whereas for density
1.5 × 1011 / N / 1.5 × 1012 cm−2 both modes are allowed. All this reflects in the cor-
responding electron relaxation times τ rel− and τ
rel
+ calculated by Eq. (6.58) and shown in
Fig. 6.11 as a function of two–dimensional carrier density, for θ = 0 (only for simplicity)
for E(k) = 50 meV and E(k) = 150 meV. Commenting the case for E(k) = 150 meV,
the lower plasma mode is the only one allowed if N / 1.5× 1011 cm−2 (the dash-dotted
Figure 6.10. Lower (red solid) and higher (blue dashed) plasma modes ωrel− and ωrel+ ,
with the upper allowed frequency transition (E(k) − µΘ(µ))/~, imposed by energy
conservation (dash–dotted line). The allowed and forbidden regions for each transitions
are marked in the graph, where it is also indicated the N value above which Fermi
energy enters in conduction band (CB), µ > 0. The values of carrier density 1.5 ×
1011 cm−2, 1.5× 1012 cm−2 and 2.2× 1012 cm−2 discussed in the text are indicated as
well with vertical black lines.
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line), whereas for 1.5× 1011 / N / 1.5× 1012 cm−2 both modes are allowed (although
ωrel− remains the dominant mode, being the fastest one). Infact, looking at Fig. 6.10, it can
be observed that in this interval of N both modes lie below the upper allowed frequency
transition (the dash–dotted line,E(k)−µΘ(µ)). When carrier density increases, the relax-
ation via ωrel+ plasma mode becomes increasingly competitive, reducing its scattering time
by two orders of magnitude. The higher plasma mode ωrel+ becomes again forbidden when
the electron Fermi energy µ rises above E(k) − ~ωrel+ (this happens for carrier density
above ≈ 1.5× 1012 cm−2), and relaxation via the lower plasma mode ωrel− becomes again
the only allowed process. In the end, when carrier density approaches 2.2 × 1012 cm−2,
no relaxation is possible via any LO-phonon-plasmon mode. Of course other and more
efficient decaying channels are dominant in this regime (e.g. electron-electron scattering)
but they are not addressed in this work.
The curve for E(k) = 50 meV shows a strong resonance at N ≈ 4.7 × 1011 cm−2 (red
Figure 6.11. (a) Relaxation times τ rel− (solid and dash-dotted lines) and τ rel+ (dashed and
dotted lines) for an electron in a confined state of a 8 nm wide quantum well, with a kinetic
energy respectively ofE(k) = 50 and 150 meV. (b) Detail of the case forE(k) = 50 meV,
showing the exchange of the two modes.
solid line in Fig. 6.11); this feature takes place whenever, for some value of carrier den-
sity N , the two modes ωrel− (N) and ωrel+ (N) take the same value and are both allowed.
For this value of N the two plasmon-modes exchange their roles and the self-energy re-
lated to ωrel− has a zero, corresponding to a (virtually) infinite lifetime. The other mode
(dashed line in Fig. 6.11(b)) takes its role and the total relaxation time τ tot follows the
fastest of the two modes with continuity. The reduction of relaxation times τ rel± for in-
creasing carrier density, a quite counter–intuitive feature, is worth of an explanation: until
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the Fermi filling effect is not dominant (below N = 1012 cm−2), the dependence of τ rel±
on the factor
√
2m (E(k)− µ(N)− ~ωˆ±)− ~2k2 sin2(θ) determines their reduction for
increasing values of N through the rise of the Fermi energy µ, favoring the phonon–
plasmon emission probability. Instead, when carrier density increases above 1012 cm−2
(in the given example), Fermi band filling reduces the density of available final states,
making the relaxation time to increase up to a value of N above which the relaxation
becomes forbidden.
6.4.4 Capture time into quantum wells
It is consider here the quantum capture of an electron from a 3D barrier state with mo-
mentum k = 0, to a bound quantum well electron state, whose energy is ∆E below the
bottom of barrier conduction band (where there is the reference of energy), through the
emission of a phonon–plasmon. Following the shown path, the relaxation via the modes
ωrel± must now be intended as giving origin to capture processes, so for coherence it is
convenient to call them ωcap± . The imaginary part of the self-energy is given by, after the
integration in the scattering angle θ:
=Σ±r+ =
Kω
2
LO
√
mα0~ cpi√
2s
× I (ωcap± )
Θ (∆E − µ− ~ωcap± )√
(∆E − µΘ(µ)− ~ωcap± )
× [(1 + nB±)B± − nFF±] .
(6.60)
The corresponding capture times of the two modes are given by 1/τ cap± = 2/~=Σ±r+ sim-
ilarly to τ rel± , whereas the total capture time is given by τ
cap
tot = 1/[1/τ cap+ + 1/τ cap− )]. The
position k = 0 does not result in a limitation: an initial thermalized state it is considered,
but only to better show the mechanism: nevertheless Eq. (6.56) (which the calculation is
based on) can be employed for all possible values of k. In Fig. 6.12 two different situ-
ations are considered: the first one (Fig. 6.12(a)) describes the case in which the lower
plasmon mode is allowed, because ∆E > ~ωcap− . The higher plasmon mode is forbidden,
given that no available states exist at E = −~ωcap+ (for simplicity in the drawing the Fermi
energy is considered to lie below the QW state).
The second situation, shown in Fig. 6.12(b), considers the case in which ∆E is greather
than both ~ωcap± : in this case, capture can occur via both ω
cap
± throught the emission of
phonon–plasmons of momentum q‖. The minimum capture time is expected for ∆E ≈
~ωcap− , given that in this case it can occur also for q ≈ 0.
In Fig. 6.13 the capture time is reported as function of ∆E, for some values of carrier
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Figure 6.12. Capture scattering scheme from a parabolic Ek bulk barrier state (dashed)
to a quantum well state (solid) with a binding energy ∆E. (a) No capture is possible
via phonon-plasmon emission with frequency ωcap+ , whereas capture via the ω
cap
− mode is
allowed with the emission of a phonon-plasmon of momentum q‖. (b) In this case the
capture is possible through both plasmon modes.
densityN . The increase of ∆E can be thought of as an increase of quantum well width or
barrier height, progressively confining more the bound level. For N = 109 and 1010cm−2
the capture through ωcap− can happen only for ∆E above ≈ 39 meV, because of en-
ergy conservation prescription. The capture through ωcap+ can happen only if ∆E is
above ≈ 80 − 90 meV. However, in this case the capture time through ωcap+ is in the
order of 10−8 s and it does not contribute in practice. Instead, considering the cases
N = 1011 and 1012cm−2, at low energy ωcap+ is the only allowed mode: nevertheless it
corresponds to a quite long capture time. The large reduction of capture time occurring
respectively around ≈ 40 and ≈ 90 meV is due to ωcap− , becoming allowed as soon as ∆E
overcomes it, constituting the feature known as resonant capture [110, 121].
Concerning the momentum q‖ of the emitted phonon–plasmon, it must be stressed that
this is the value at the pole of Eq. (6.50) integrand: from a quantum point of view, there
are infinitely virtual modes of emission from which, integrating over all possible values
of q‖, the value at the pole results as a consequence of energy–momentum conservation
laws.
In Fig. 6.14 the total capture time versus carrier density N is reported. In the upper
graph (a), capture time is shown as function of N for several values of ∆E. The lines for
∆E = 50, 100 and 250 meV have got contributions from both ωcap− and ωcap+ , whereas the
line for ∆E = 30 meV gets contribution only from ωcap+ , in the N–interval in which the
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Figure 6.13. Total capture time versus quantum well binding energy, for several values
of 2D carrier density N (in the legend, values are in cm−2).
transition is allowed.
It is interesting to observe again that capture time is proportional to the factor
√
∆E − µ− ~ωcap± ,
so it is an increasing function of ∆E and a decreasing function of N , through the Fermi
energy µ (in agreement with Ref. [110], for example). The explanation of the general be-
havior is easily attained: considering as an example the case for ∆E = 50 meV, described
by the dashed line in Fig. 6.14(a) (blue line), in Fig. 6.14(b) τ cap− and τ
cap
+ are separately
reported: for N = 4 × 1010 cm−2 the two plasmon modes exchange their roles, but the
total capture time practically follows the lowest curve (that is, the fastest capture mode)
until it exists. When the dashed line ends (that is, for N higher than 4.5 × 1011 cm−2),
the slowest mode becomes the only allowed one, giving origin to the sudden increase of
capture time (well visible in Fig. 6.14(a) as well).
Still considering Fig. 6.14(a), the most visible effect of raising the confinement energy
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Figure 6.14. (a) Total capture time versus 2D carrier density, for several values of quan-
tum well state binding energy (30, 50, 100 and 250 meV). (b) Capture times τ cap− and τ
cap
+
versus carrier density (respectively via ωcap− and ω
cap
+ ) for ∆E = 50 meV. The vertical
black lines correspond to density values as in Fig. 6.13.
∆E consists in an increase of the N -point value at which the ωcap− mode becomes forbid-
den, leaving the ωcap+ mode as the only possible one (this points is clearly visible in the
figure for the curves ∆E = 50 meV and ∆E = 100 meV as a sharp “cusp”). Another
effect, visible at low-medium values of carrier density, is a small increase of the total cap-
ture time for a given value of carrier density.
However there is another more interesting effect better visible when higher values of ∆E
are considered: as already pointed out in Sec. 6.4.3, the reduction of relaxation/capture
times for increasing carrier density (anti-screening effect) is a counter-intuitive effect that
comes from the rise of the Fermi energy µ, favoring the phonon–plasmon emission prob-
ability. This effect can be better appreciated in the curve for ∆E = 250 meV that is also
shown on a linear time-scale in Fig. 6.15: the decrease continues untilN / 2×1012 cm−2,
then the Fermi band filling prevails and the capture time fast increases.
6.4.5 Final remarks
In the present work the calculation of intraband relaxation and carrier capture into quan-
tum wells has been addresed, obtaining semi–analytic expressions as function of carrier
density with dynamic SPP dielectric function, a topic often neglected in literature, despite
its fundamental interest in semiconductor physics.
124
6 – Electron capture time in quantum wells: general theory
Figure 6.15. Total capture time versus 2D carrier density, for ∆E = 250 meV, where the
anti-screening effect is better visible.
This approach has allowed to point out the role of coupling between LO–phonon and plas-
mon, describing in a comprensible way how the carrier density affects the most effective
phonon–plasmon scattering mode. The increase of carrier density makes the intraband
relaxation and interband capture time firstly to reduce, because of a resonance between
E−µ and the energy of the phonon–plasmon ~ωrelj (or ~ωcapj for the capture process), and
successively to increase, because of Fermi band filling increase.
Furthermore, the Bose and Fermi occupation factors appear to be corrected by factors
expressing the interplay with the dynamical screening, a feature not present in literature
due to the scarce attention to these issues. All these facts and the figures presented in this
Section demonstrate how inadequate can be to keep scattering times as constant respect
to N and E(k) in modeling calculations.
Population effects (dynamical screening of interacting potential and Fermi occupation
factors) must be kept into account especially in laser and semiconductor optical amplifier
(SOA) dynamics, photodetector efficiency calculations, etc. For many high-speed appli-
cations, SOAs must have a fast gain recovery to avoid system penalties arising from bit
pattern dependencies. The gain recovery of SOAs is limited by the carrier lifetime, which
itself depends on the QW carrier density, determined by a non-trivial interplay of applied
current and optical intensity in the active layer. Furthermore SOAs and LEDs based on
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multiple-QW active layer normally require as uniform as possible QW carrier popula-
tion, that dynamically changes during input-signal and strongly depends on capture and
escape times. Therefore their nonlinear behavior with carrier density must be considered
in the formulation of a rate-equation set that realistically pretend to describe the system
performances.
As stressed in the introduction, in literature there are many works addressing capture
times in quantum wells. Most of them focus on rigorous multi-quantum-well subband
calculations, evaluating the relaxation rate among them, but without addressing popula-
tion effects. Good examples of them are Ref. [118–121]. It is not possible to compare
directly our work with those, because of their different scope: in fact their main purpose
consists in discussing the oscillating behavior of capture time with quantum well width.
This is a very important point for laser and optical amplifier efficiency and it has received
rightly much attention. Instead, there are few works addressing carrier density effects
offering good examples of full numerical approach. Among them, good examples are
represented by Ref. [110, 122]. They report calculations in the RPA using full multiple-
subband and frequency-dependent screening, implementing very complete algorithms,
finding an increasing capture rate for increasing carrier density, in qualitative agreement
with our finding (they report total capture times τ captot versus QW width, so a comparison
is not immediate; nevertheless the order of magnitude and the trend of τ captot with density
N are consistent). In another good example of numerical calculation [136], intrasubband
scattering rates are semi-analytically calculated in the static screening approximation of
RPA and numerically with a full RPA, pointing up the necessity of using the dynamic
dielectric function to describe the enhancement of the intrasubband scattering rates. Nev-
ertheless they do not show neither scattering rates as explicit functions of carrier density,
nor the relative contributions of the plasmonic modes separately, but only the total scatter-
ing rates, although in good qualitative agreement with our rates calculated as a function
of confining energy (compare for example Fig. 3 in Ref. [136] and our Fig. 6.13).
In few words, the focus of the present work is on the exploitation of semi-analytic meth-
ods to address population effects, the interplay between occupancy factors and dynamical
screening, and the coupling of plasmon modes, and it is possible to say that this analytic
and other numerical approaches complement each other. In addition, the evaluation of
phonon assisted Auger recombination [128, 129], in which the electron–phonon scatter-
ing self–energy is a crucial ingredient, may receive further understanding considering this
approach, for its fast implementation in any numeric algorithm.
As a final remark, although the present method automatically includes one–phonon
contributions from all orders in the carrier–phonon coupling constant (implicit in RPA
formalism), it is convenient to point out that there are still many terms that have been
omitted from the perturbation expansion. Besides the interactions with all other kind of
phonons, it is worthwhile to mention the neglected contributions of multiple–phonon pro-
cesses and the carrier–carrier scattering and its coupling with carrier-phonon scattering,
that could be addressed in a future work.
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Chapter 7
Electron capture time model: revision,
validation and application to
InGaN/GaN quantum wells
A revision of the quantum capture model discussed in Chapter 6 is presented, allowing
to obtain an equivalent but more compact analytic formulation. The model has been
applied to InGaN/GaN multi-quantum-well LEDs: employing simple two-population rate
equations, the model allowed to reproduce available experimental data with excellent
agreement, offering an accurate yet practical alternative to the usual approximation of a
constant capture time in modeling light-emitting diodes and lasers.
The concepts here presented substantially follow a paper1 we published in Phys. Sta-
tus Solidi B, vol. 252, no. 5, pp. 971-976, 2015 [6].
7.1 Introduction
Nitride-based LEDs have emerged as an important technology for lighting applications,
but their performance is limited by a reduction (droop) of their IQE as the driving cur-
rent density is increased beyond ≈ 10 A/cm2, whose physical origin is still under intense
debate [106, 130, 139–143]. IQE depends critically on carrier transport across the ac-
tive region, and in particular is determined by a number of time scales, including all the
radiative/nonradiative recombination lifetimes and the carrier capture time from the 3D
unconfined states at or above the barrier energy to the confined 2D quantum well states.
1Experimental data we employed to test our model were published by W. H. Fan et al. in Ref. [137].
Authors published an erratum [138] which we were not aware at time of our publication (they exchanged
the reported QW/barrier lengths). For this thesis, we repeated the fitting employing the correct QW/barrier
length, however in order to obtain a satisfactory agreement we needed to consider carrier density values in
the barrier well below the very high experimental values, about which we still have some doubts.
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Capture in QWs may take place through carrier-carrier scattering, relaxation on de-
fects, phonon emission, etc. Among these possibilities, in InGaN/GaN the capture time
via polar LO-phonon emission τc,ph, besides concurring to the determination of the total
QW capture time τc to a considerable extent [137, 144], is interesting from a theoreti-
cal point of view because it is determined by the LO-phonon contribution to the electron
self-energy Σph, a quantity that also enters in the phonon-assisted Auger recombination
lifetime, object of intensive investigations [129, 145–148]. As a consequence there have
been considerable efforts to determine experimentally and theoretically the value of τc or
τc,ph. Among others, Mansour et al. [149] calculated τc,ph at zero carrier density in In-
GaN/GaN QWs with a Monte Carlo transport model, obtaining values oscillating with the
QW thickness, a well known result already calculated and observed in GaAs-based mate-
rials [110,119–121,150–152]. J. Wang et al. [153] calculated τc,ph as a function of carrier
density, including piezoelectric effects, Fermi occupation factors and many-body correc-
tions to the band structure, but without any plasma screening of the electron-phonon inter-
action potential. X. Zhang et al. [154] exploited time- and wavelength-resolved cathodo-
luminescence to investigate the impact of InxGa1−xN compositional fluctuations on cap-
ture efficiency. Ü. Özgür et al. [155] used differential transmission optical spectroscopy
to measure τc in In0.15Ga0.85N/In0.05Ga0.95N multiple QWs (MQWs) for several values of
pump energy density. H.-C. Wang et al. [156] exploited femtosecond pump-and-probe
technique to measure τc in InGaN thin films with In-rich nanoclusters. In all cited works,
τc decreases for increasing pump energy density, but no estimates are given about the
corresponding carrier density values. As an exception, W. H. Fan et al. [137] exploited
time-resolved differential transmission spectroscopy to measure the carrier density depen-
dence of τc for InGaN/GaN MQWs.
7.2 Model and method
In the present work the role of plasma screening on the Frölich interaction in InGaN/GaN
QWs is investigated, considering an energy-, wavevector- and density- dependent dielec-
tric function, and obtaining τc,ph in closed form in presence of carrier population, a topic
not discussed yet in the way presented here. The spectral density function [114]
A (k, ω) =
− 1
pi
=Σph (k, ω)
[~ω − ~ωk −<Σph (k, ω)]2 + [=Σph (k, ω)]2
(7.1)
is related to Σph (k, ω) and enters in the expression of τc,ph through τ−1c,ph = 2=Σph/~.
This function has been used also in phonon-assisted Auger recombination [129], allow-
ing for the formal inclusion of phonon effects to the infinite order (k and ωk are electron
wavevector and frequency dispersion expression). The presence of electron-phonon scat-
tering gives rise to a shift in the position of the electron energy levels as well as to a
level broadening, described respectively by <Σph (that can be safely set to zero as the
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phonon contribution to the electronic structure is already included in the experimental
band structure) and =Σph.
The method presented here considers only the self-energy contribution due to LO-
phonon emission/absorption, but can be extended to include the contribution of carrier-
carrier scattering [157], possibly important for high values of carrier density. This point
will be investigated in a future work. Nevertheless, despite its incompleteness, this for-
malism confirmes the remarkable observed dependence of τc on carrier density [137], and
demonstrates the need to consider it not just as an external fitting parameter, but as a
function of the device working point and characteristics. For all these reasons the devel-
opment of simple but rigorous expressions of =Σph due to polar LO-phonon is of interest
for next generation modeling tools suitable for the simulation of LED, lasers and other
optoelectronic devices.
The QW capture process consists in a 3D barrier state electron of initial wavevector
k that emits a quantum of energy ~ωm and wavevector q = k′ − k ending in a 2D QW
state of final wavevector k′. Here q =
(−→q‖ ,−→qz ), where−→q‖ is the component of vector q in
the QW plane, −→qz is the component along the growth direction; the same notation applies
to all other vectors. The self-energy associated to the process was evaluated through the
expression
Σph (k, ω) = − 1
β~
∑
q,ωm
Veff (q, ωm)G (k, q, ω, ωm) . (7.2)
Here β is the inverse temperature in energy units, G is the dressed propagator [114, 117]
of a carrier of momentum ~k and energy ~ω, and Veff is the density- and temperature-
dependent plasma-screened potential interaction,
Veff (q, ωm) =
∫ ∞
−∞
dzΦ∗k′ (z)
eiqzz
2pi Vph(q‖, qz, ωm)Ψk (z) , (7.3)
where q‖ = |−→q‖ |, qz = |−→qz |, Ψk and Φk′ are the initial (barrier) and final (QW) elec-
tron wavefunctions, and Vph(q‖, qz, ωm) is the plasma-screened electron-phonon potential
interaction. Vph(q‖, qz, ωm) was treated according to [114],
Vph(q‖, qz, ωm) = − 4piq
2
eK
0s
(
q2‖ + q2z
)D (q, ωm)
2 (q, ωm)
, (7.4)
whereD (q, ωm) is the screened phonon propagator [114]. The dielectric function (q, ωm)
was evaluated in the Single Plasmon Pole (SPP) description of the Lindhard’s formula
known as the RPA [114, 116], (q, ωm)−1 = 1 + Ω2pl
(
ω2m − ω2q
)−1
, where carrier density
of barrier states Nbarr enters through ωq (q, Nbarr) and Ωpl (q, Nbarr), respectively the ef-
fective plasmon and the plasma frequency (their analytic forms are extensively discussed
in [114, 116]). The customary static limit of (q, ωm) will not be taken: this would be
an easier task, but a large part of physical details would be lost. The limiting form at
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zero carrier density of Eq. (7.4) is of course the standard Frölich interaction. It is im-
portant to stress that the phonon propagator D (q, ωm) was derived managing an original
expression [114, Ch. 6] that contains self-energy terms arising from the electron gas po-
larization,D = D0/ (1− |Mq|2D0P/), whereD0 = ω2LO/ (ω2 − ω2LO) is the unscreened
phonon propagator, ωLO is the polar LO-phonon frequency, |Mq|2 and P are respectively
the electron-phonon coupling matrix element and the polarization of the electron gas. This
expression was derived from a Dyson’s equation that already accounts for the coupling
of phonon with the electron-electron interaction, and the result consists in the presence
of the extra term 1/ in the phonon self-energy term |Mq|2D0P/ (see [114, Ch. 6] for
detailed derivation) that considerably weakens the self-energy effects.
Σph was calculated by Eq. (7.2) exploiting the standard frequency ωm summation in
Matsubara formalism, Fermi nF and Bose nB occupation factors stemming during the
summation in a natural way [114].
The q-summation in Eq. (7.2) was converted to an integral exploiting the translational
invariance, and the integration could be done analytically by residue theorems, after hav-
ing extended the integration to the complex plane, without making any truncation in the
q-integration as customary done in numerical approaches (see details in Ch. 6, regarding
integration in qz and q‖). In the end the following self-energy expression have been ob-
tained, where plus or minus signs refer to the emission of a phonon-plasmon of frequency
ω± (they are distinct possibilities, with different resulting emission probabilities):
=Σ±ph(k,E) = Kω
2
LOα0m~ c
s
I0
∫ 2pi
0
dθ
× F± [1 + nB − nF ] Θ (Eres)√
2mEres − ~2k2 sin2(θ)
, (7.5)
where for brevity it has been set Eres = E − µΘ(µ)− ~ω± and
ω2± =
ω2q + ω2LO
2 ±
1
2
√(
ω2q − ω2LO
)2
+ 4Kω2LOΩ2pl. (7.6)
Here k = |−→k‖ |, θ is the angle between −→q‖ , µ is the Fermi energy, and m is the electron
effective mass. Θ is the Heaviside step function, and I0 is a form factor ensuing from
the wavefunctions overlap integral. F± originates from the analytic q-integration and its
expression for arbitrary values of carrier density is
F± =
(
ω2± + Ω2pl − ω2q
)2
2ω±
(
ω2± − ω2q
)
(ω2± − ω2∓)
. (7.7)
It must be noticed that, after the q-integration yielding Eq. 7.5, all q-dependent quantities
inF± andEres (that is ω±, ωq and Ωpl) were evaluated in qpole = k cos θ+
√
2mEres/~2 − k2 sin2 θ,
the q-pole of the propagator G, that explicitly depends on k and θ.
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For zero carrier density the limiting forms of F± are F− = 1/ (2ωLO) and F+ = 0, and
recover known expressions, as in P. Sotirelis and K. Hess [110]. An extended description
of their quite complicated analytic derivation for arbitrary values of carrier density can be
found in [5].
Regarding k, a thermal statistical average over initial
−→
k‖ states was considered, calcu-
lating =Σ±ph(k,E) for k =
√
2mkBT/~. The Fermi energy µ was calculated making use
of its analytic 2D expression [116], in which the 2D equivalent carrier density in the QW
enters (here estimated as NQWLw, where NQW is the 3D density for the QW states and Lw
is the QW width). Considering that capture can take place through emission of any of the
two possible coupled phonon-plasmon modes of frequency ω+, ω−, with corresponding
times τ+, τ−, the total capture time τc,ph by phonon emission follows as:
τ± =
2
~
=Σ±ph , τc,ph =
(
τ−1+ + τ−1−
)−1
. (7.8)
The barrier density Nbarr enters in all density-dependent terms (F±, ω±), except for the
expression of Fermi energy µ and consequently nF , that depend on 2D QW carrier density.
The QW Fermi occupation factor 1 + nB − nF , normally inserted as an external term
in semiclassical LEDs or lasers rate equations, is already included in the expression of
1/τc,ph.
7.3 Model validation
In order to validate the application of the present model to InGaN/GaN QWs LEDs, we
considered the experiment described by W. H. Fan et al. [137]. The complexities of carrier
transport in electrically injected InGaN-based devices were avoided in [137] by using an
optical pump-probe experiment on a nominally undoped 2.5 nm/7.5 nm In0.08Ga0.92N/GaN
MQW, grown on sapphire substrate and capped with a 20 nm-thick GaN layer. Capture
times were deduced from the rise time of the QW differential transmission (DT) signal
following photoexcitation of carriers in the barriers by femtosecond pulses. Starting from
the measured DT signal, the pulse width and the hot-carrier cooling time were decon-
volved through a rate equation analysis, eventually obtaining the elementary QW capture
time τc, separating this process from all other relaxation and recombination mechanisms.
The authors of [137] remark that the DT rise time was expected to be determined primar-
ily by the electron dynamics, since the hole capture time in nitride QWs is three orders of
magnitude shorter than that of the electrons [153].
In the present calculations, direct capture processes from barrier bulk states to the
ground state (GS) of a single QW with flat bands have been considered, neglecting possi-
ble transitions mediated by intermediate bound or quasi-bound states. Electron eigenfunc-
tion profiles have been evaluated in the effective mass approximation, obtaining strain-
dependent energy gap and band offset according to [158]. Band bending and piezoelec-
tric charge effects would surely led to more realistic modeling and could be considered
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Table 7.1. Radiative and Auger recombination coefficients estimated in the lit-
erature for InGaN/GaN LEDs. When known, also the corresponding peak wave-
length λpeak is reported.
B, cm3/s C, cm6/s λpeak, nm
Ref. [159] 10−11 10−30 450
Ref. [160] 2 · 10−11 1.5 · 10−30 407
Ref. [161] 10−10 8 · 10−29 460
Ref. [162] 1.2 · 10−12 3.5 · 10−31 green
Ref. [163] 7 · 10−11 10−29 430
Ref. [164] 3 · 10−12 4.5 · 10−31 violet
Ref. [165] 3÷ 6 · 10−12 0.8÷ 1 · 10−31 440− 470
Ref. [142] – 2.7÷ 5.7 · 10−30 470
without substantial modifications to the model. Capture time, when polarization charges
warp eigenfunctions, could be numerically different, but the overall behavior with density
is maintained and the present model offers a satisfactory level of accuracy, as differences
would be limited to the form factor I0 in Eq. 7.5. The evolution of barrier and QW
populations were described by a system of rate equations in which capture, escape and
recombination processes were included by means of characteristic time scales τc, τesc, τrec:
dNbarr
dt
=− Nbarr
τc
− Nbarr
τrec
+ NQW
τesc
(7.9a)
dNQW
dt
=− NQW
τrec
− NQW
τesc
+ Nbarr
τc
. (7.9b)
In the following, it has been assumed τc ≈ τc,ph [137, 144]. The recombination time
τrec was evaluated considering only radiative and Auger recombination processes, whose
coefficients B and C are still affected by significant uncertainties (see Table 7.1). A dis-
cussion about the limitations of standardABC recombination models in nitrides (whereA
is the Shockley-Read-Hall recombination coefficient, not considered in the present study
as well as leakage effects) can be found in [142] and references therein. In calculations it
has been chosen B = 2 × 10−11 cm3s−1 and C = 3 × 10−30 cm6s−1 in QW and barrier,
leaving as fitting parameter only the escape time τesc. A different choice for B and C
would lead to a different τesc, but would not change the gist of the present investigation.
Possible intermediate scattering events involving the QW excited states ESn could
be formally included by writing, instead of Eqs. 7.9, a multi-level rate equations system
considering a barrier state, the GS and all the ESn states. However, employing Eq. 7.2
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in a multi-level version of Eqs. 7.9 would result in a complicated combination of the
unscreened potentials and polarization functions: in order to model the screening, it would
not be possible to define a dielectric function such as the presently employed  (q, ωm)
(this difficulty is described, but not addressed, in [136] for GaAs-based materials). An
inclusion of the excited states would be feasible in the static long-wavelength limit of
SPP screening [136, 166], but such a description would be inadequate to the goals of the
present investigation, focused on the inclusion of dynamical plasma screening effects on
capture, although accepting some approximations in view to obtain fast computer codes
suitable for LED simulation.
The solution of Eqs. (7.9) in stationary conditions provides self-consistently τc,ph, τ+,
τ− and NQW as a function of Nbarr. Following an optimization process, the best agreement
with experimental capture times from [137] was obtained for τesc ≈ 0.3 ps. With this
estimate, Fig. 7.1 reports separately the calculated τ+ and τ− over a wide range of Nbarr,
along with the experimental data.
It would not be possible to reproduce the measured capture times considering τ+ or
τ− alone: in fact, τ− reproduces well the experimental data only for the lowest value of
Nbarr. Conversely, in Fig. 7.2 the calculated total τc,ph is shown to agree well with the
experimental data, confirming the need to consider both phonon-plasmon modes in the
capture description.
The same figure reports τc,ph for the same QW composition, but for Lw = 1 nm and
Lw = 5 nm, corresponding – only at the lowest values of carrier density – to shorter/longer
capture times due to the decreased/increased GS confining potential, respectively. In-
creasing the carrier density, the trend appears inverted, due to interplay of τ+ and τ−.
The increase of τ− for the highest values of carrier density in Fig. 7.1 is due to Fermi
band-filling in the QW.
The impact of a density-dependent τc,ph becomes evident observing how the QW GS
populates for increasing Nbarr: Fig. 7.3 reports NQW as a function of Nbarr, calculated
with the present model (Eqs. 7.5, 7.8 and 7.9) and with a fixed, “typical” capture time
τc,0 = 0.3 ps for the QW considered in [137].
It is evident that the density-dependent model for τc,ph tends to favor the progressive
filling of the QW GS. In order to explain this behavior, we must consider that for the
highest Nbarr values, the capture time is mainly determined by the shortest one, τ+, that
progressively reduces much for increasing Nbarr. This is due to the fact that also ω+ de-
creases for increasingNbarr, and when it approaches the resonance condition ω+ ≈ E−µ,
the capture time tends virtually to zero (see also Fig. 6.10 in Chapter 6). Therefore, when
carrier density increases, we correctly observe an increasingly larger capture efficiency,
well visible in Fig. 7.3. The effect of QW GS Fermi band filling reflects in a progressive
roll-off of NQW for the highest values of Nbarr. Nevertheless, in this case other processes
like carrier-carrier scattering intervene, and a description based just on relaxation through
phonon emission could be not realistic.
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Figure 7.1. Electron capture times τ± calculated for the QW considered in [137]. Exper-
imental points are shown as symbols.
7.4 Final remarks
A quantum model allowing to semi-analytically calculate τc,ph as a function of Nbarr has
been successfully validated, abandoning the fixed-capture-time approximation custom-
arily adopted in device simulations. Novel features of our approach are the use of an
energy-, q- and density-dependent dielectric function in the Frölich Hamiltonian (dynam-
ical screened potential) for InGaN/GaN materials, and the q-integration performed exactly
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Figure 7.2. Electron capture time τc,ph calculated for the QW considered in [137] (black
solide line) and for two different values of Lw. Experimental points are shown as symbols.
(that is, without q-truncation), exploiting residue theorems. This has produced a closed-
form expression for τc,ph, suitable for device modeling tools. The present work is only an
example of a methodology applicable to other phonon modes and carrier-carrier scatter-
ing mechanisms. Furthermore, it can be easily extended to more realistic QW descriptions
without substantial modifications.
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Figure 7.3. Carrier density NQW versus Nbarr for the QW considered in [137], calculated
with the density-dependent capture time τc,ph (red solid line) and with a fixed capture time
τc,0 = 0.3 ps (blue dashed line).
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Appendix A
Details about the implementation of the
HgCdTe software library in TCAD
Sentaurus
The interface to Sentaurus consists in a set of ASCII files HgCdTe_Tnn.par, one for
each desired value of temperature T (for example, for T = 80 K, the file is HgCdTe_Tnn.par),
written in a proprietary format. The HgCdTe_Tnn.par file starts with a declaration of
the material:
Material = "HgCdTe" {
...
}
Inside this declaration, all parameters are defined as they were routines. Each material
property must appear in a particular format. The easiest case is represented by properties
that are not molar-fraction dependent, but just a number. In this case Sentaurus needs just
to load its correct value.
Molar-fraction (x) dependent properties requires a more challenging work: first, it is
needed to obtain a cubic fitting of the expression f(x) of interest (it can represent the
energy-gap, a dielectric function, a mobility, etc.) with P3(x), for x in [0, 1], having fixed
the required temperature (x is the Cd mole fraction of Hg1− xCdxTe). Then, the four
obtained coefficients must be written in the format expected by Sentaurus and described
in each of the sections that follow.
A.1 Energy gap and electron affinity
For the energy gap and electron affinity, we have a routine where the considered interval of
x and the cubic fitting coefficients are stored as described here (please notice that energy
gap and electron affinity must be loaded together by the Sentaurus interface):
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• first and last element of x, that is xmin and xmax are stored as a 2-elements array
Xmax;
• Eg0 = 2-elements array [Eg (xmin) , Eg (xmax)];
• in B(Eg0(1)) and C(Eg0(1)) are stored the quadratic and cubic coefficient of the
fit;
• the parameters α and β are unused.
The results, for a given value of T , is:
* Energy gap and affinity
*-----------------------------------
*
* Eg(x) = F + A x + B x^2 + C x^3
* Chi(x) = F + A x + B x^2 + C x^3
*
* 0 <= x <= 1
*-----------------------------------
Bandgap{
Xmax(0) = 0
Chi0(0) = 4.5231
Eg0(0) = -0.27749
alpha(0) = 0
beta(0) = 0
Xmax(1) = 1
Chi0(1) = 2.976
Eg0(1) = 1.6255
alpha(1) = 0
beta(1) = 0
B(Chi0(1)) = 0.65853
C(Chi0(1)) = -0.67642
B(Eg0(1)) = -0.81
C(Eg0(1)) = 0.832
}
}
Similar procedures are built for all materials and will be reviewed briefly for each of them.
For them, the syntax is similar.
We developed a set of Matlab scripts that, starting from a given analytic formula,
automatically builds the file HgCdTe_Tnn.par according to this format.
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A.2 Effective masses
Interface to Sentaurus: polynomial fitting with P3(x), for x ∈ [0, 1], dividing the inter-
val in 10 sub–intervals, having fixed the required temperature to the desired value. The
fine subdivision of the composition interval is done in order to better approximate the
x−dependence.
The file ".par" section relative to effective masses consists of the following lines, in-
side the declaration "Material" (see Sec. 2.2 for more details):
• first and last element of x, that is xmin and xmax are stored as a 2-elements array
Xmax;
• mm = 2-elements array [me (xmin) ,me (xmax)];
• in B(mm(1)) and C(mm(1)) are stored the quadratic and cubic coefficient of the
fit.
*-----------------------------------
* electron effective mass
*-----------------------------------
*
* mE(x) = F + A x + B x^2 + C x^3
*
*-----------------------------------
eDOSMass{
Formula= 1
a= 0
ml= 0
*-----------------------------------
* 0 <= x <= 0.1
*-----------------------------------
Xmax(0) = 0
mm(0) = -0.026671
Xmax(1) = 0.1
mm(1) = -0.0080161
B(mm(1)) = -0.63616
C(mm(1)) = 1.585
*-----------------------------------
* 0.1 <= x <= 0.2
*-----------------------------------
...
... and so on, for each interval of x,
as produced by the Matlab routine.
}
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*-----------------------------------
* Hole effective mass
*-----------------------------------
hDOSMass{
Formula= 1
a= 0
b= 0
c= 0
d= 0
e= 0
f= 1
g= 1
h= 1
i= 1
mm= 0.55 * for holes, a constant value is considered
}
A.3 Electron and hole mobility
Interface to Sentaurus: polynomial fitting with P3(x), for x ∈ [0, 1], dividing the interval
in 51 sub–intervals, having fixed the required temperature to the desired value. The fine
subdivision of the composition interval is done in order to better approximate the x–
dependence.
The file ".par" section relative to Mobility consists of the following lines, inside the
declaration "Material" (see Sec. 2.2 for more details):
• first and last element of x, that is xmin and xmax are stored as a 2-elements array
named Xmax, where each of its elements is a couple of values (e, h), the first one
referring to electrons, the last to heavy holes ;
• mumax = 2-elements array of couples (e,h) [µe,h (xmin) , µe,h (xmax)];
• inB(mumax(1)) and C(mumax(1)) are stored the quadratic and cubic coefficient
of the fit, still ordered as couples (e, h).
*-----------------------------------
* Mobility
*-----------------------------------
*
* mu(x) = F + A x + B x^2 + C x^3
*
*-----------------------------------
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ConstantMobility{
*-----------------------------------
* 0 <= x <= 0.02
*-----------------------------------
Xmax(0) = 0,0
mumax(0) = 427264.6091 , 4272.6461
exponent(0) = 0 , 0
Xmax(1) = 0.02 , 0.02
mumax(1) = 561078.6757 , 5610.7868
exponent(1) = 0 , 0
B(mumax(1)) = 38942108.7991 , 389421.088
C(mumax(1)) = 33879166.6127 , 338791.6661
*-----------------------------------
... and so on, for each interval of x,
as produced by the Matlab routine.
A.4 Low– and high–frequency dielectric constant
Interface to Sentaurus: polynomial fitting of the given formula with P3(x), for x ∈ [0, 1],
having fixed the required temperature (see the motivations given for Eg).
The file ".par" section relative to low-frequency dielectric constant 0 consists of the
following lines, inside the declaration "Material" (see Sec. 2.2 for more details):
• first and last element of x, that is xmin and xmax are stored as a 2-elements array
Xmax;
• epsilon = 2-elements array [0 (xmin) , 0 (xmax)];
• in B(epsilon(1)) and C(epsilon(1)) are stored the quadratic and cubic coefficient
of the fit.
\
*-----------------------------------
* Dielectric Constant - Low Freq.
*-----------------------------------
*
* ep(x) = F + A x + B x^2 + C x^3
*
* 0 <= x <= 1
*-----------------------------------
Epsilon{
Xmax(0) = 0
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epsilon(0) = 20.5
Xmax(1) = 1
epsilon(1) = 10.7
B(epsilon(1)) = 5.7
C(epsilon(1)) = 1.0162e-013
}
The high-frequency dielectric constant is not used in the simulations and is not modified
from the default value.
A.5 Intrinsic carrier density
Interface to Sentaurus: this parameter is not directly passed to Sentaurus, entering only
indirectly, through the Auger coefficient calculation (see the relative Section).
A.6 Electron and hole Auger recombination coefficients
Interface to Sentaurus: polynomial fitting with P3(x), for x ∈ [0.18, 1], dividing the
interval in 51 sub–intervals, having fixed the required temperature to the desired value.
The fine subdivision of the composition interval is done in order to better approximate the
x–dependence.
The file ".par" section relative to Auger recombination coefficients Cn, Cp consists of
the following lines, inside the declaration "Material" (see Sec. 2.2 for more details):
• first and last element of x, that is xmin and xmax are stored as a 2-elements array
named Xmax, where each of its elements is a couple of values (e, h), the first one
referring to electrons, the last to heavy holes ;
• A, B and C are 2-elements array of couples (e, h), that is referring to electrons and
holes, for the linear, quadratic and cubic coefficient of the polynomial fit:
*-----------------------------------
* Auger Coefficients.
*-----------------------------------
*
* C(x) = F + A x + B x^2 + C x^3
*
*-----------------------------------
Auger{
*-----------------------------------
* 0 <= x <= 0.18
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*-----------------------------------
Xmax(0) = 0 #, 0
A(0) = 1.5793e-023 , 3.2098e-024
B (0) = 0 , 0
C (0) = 0 , 0
H (0) = 0 , 0
N0(0) = 1 , 1
Xmax(1) = 0.18 #, 0.18
A(1) = 1.5793e-023 , 3.2098e-024
B (1) = 0 , 0
C (1) = 0 , 0
H (1) = 0 , 0
N0(1) = 1 , 1
*-----------------------------------
* 0.18 <= x <= 0.1884
*-----------------------------------
Xmax(2) = 0.1884 #, 0.1884
A(2) = 8.7006e-024 , 1.7607e-024
B(A(2)) = 1.3033e-018 , 2.7045e-019
C(A(2)) = -2.2753e-018 , -4.7232e-019
B (2) = 0 , 0
C (2) = 0 , 0
H (2) = 0 , 0
N0(2) = 1 , 1
*-----------------------------------
* 0.1884 <= x <= 0.1968
*-----------------------------------
... and so on, for each interval of x,
as produced by the Matlab routine.
A.7 Radiative recombination rate
Interface to Sentaurus: polynomial fitting of the given formula with P3(x), for x ∈ [0, 1],
having fixed the required temperature (see the motivations given for Eg).
The file ".par" section relative to Radiative recombination coefficient Brad consists of
the following lines, inside the declaration "Material" (see Sec. 2.2 for more details):
• first and last element of x, that is xmin and xmax are stored as a 2-elements array
named Xmax, where each of its elements is a couple of values (e, h), the first one
referring to electrons, the last to heavy holes ;
• A, B and C are 2-elements array of couples (e, h), that is referring to electrons and
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holes, for the linear, quadratic and cubic coefficient of the polynomial fit. They are
stored in the function specification " RadiativeRecombination" as specified in the
lines here below:
*-----------------------------------
* Radiative Coefficient.
*-----------------------------------
*
* Gr(x) = F + A x + B x^2 + C x^3
*
*-----------------------------------
RadiativeRecombination{
Xmax(0) = 0
C(0) = 4.7603e-011 * F is stored here
Xmax(1) = 0.18
C(1) = 4.7603e-011 * F is stored here
Xmax(2) = 1
C(2) = 1.4527e-009 * A(Xmax(1)) is stored here
B(C(2)) = -1.1766e-009 * B is stored here
C(C(2)) = 9.0669e-010 * C is stored here
}
A.8 Shockley–Read–Hall (SRH) recombination rate
Interface to Sentaurus: cited parameters ( γ, τmin, τmax and the density Nref ) are passed
to the simulator as (e, h) couples of constants.
The file ".par" section relative to SRH recombination coefficient GR consists of the
following lines, inside the declaration "Material" (see Sec. 2.2 for more details):
*-----------------------------------
* SRH Coefficients.
*-----------------------------------
*
* Constant values: electrons, holes
* Note: taumax and taumin must be equal
*
*-----------------------------------
Scharfetter{
taumin = 1e-6, 1e-6
taumax = 1e-6, 1e-6
Nref = 1e+16 , 1e+16
gamma = 0 , 0
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Talpha = 0 , 0
Tcoeff = 0 , 0
Etrap = 0
}
A.9 Absorption coefficient and refractive index (real part)
Interface to Sentaurus: the formula has been implemented as a C++ routine, linked at
runtime, because the Sentaurus syntax employed for all other parameters is not allowed
for the absorption coefficient. The parameter file ".par" only choses this form among other
possible choices with the statement:
Absorption { Formula = 3 HgCdTe }
In the command file of “SDEVICE”, the library is linked with the statement.
Physics {
...
...
Optics (
ComplexRefractiveIndex (
WavelengthDep(Real Imag)
TemperatureDep
CRIModel (Name = "CRIMI_HgCdTe_nk_Nov2015")
)
}
where CRIMI_HgCdTe_nk_Nov2015.C is the source file of the compiled routine. In
the followings, we report the C++ routine itself. For a given temperature and Cd mode
fraction of the HgCdTe alloy at a given point of the mesh, it calculates the real n and
imaginary part κ of the refractive index at the wavelength λ. The absorption coefficient α
is then given by α = 4piκ/λ. This way, if a position-dependent alloy composition is given,
the optical properties are evaluated consequently, just linking at run-time this routine.
/*
File: CRIMI_HgCdTe_nk_Nov2015.C
Author: Benjamin Pinkie (Boston University), Marco Vallone
Function: Implementation of Complex Refractive Index Model
Interface for Hg[1-x]Cd[x]Te under variable temperature
and Cadmium concentration. Generates shared object
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file which is imported to Synopsys sdevice simulator at
runtime. Function depends on the specification of a
’Formula = [1, 2, 3, or 4]’ in the _des.cmd file which controls
whether n [1], k [2], or both [3, default] are calculated.
Formula 4 uses a more recent absorbtion coefficient model
(Littler, 2005) for the calculation of the extinction coefficient
(temperature dependant sigma).
References: C.A. Hougen, "Model for infrared absorption and
transmission of liquid-phase
epitaxy HgCdTe," J. Appl. Phys. 66 (8), 15 October 1989
C.L. Littler, "Temperature, thickness, and interfacial composition
effects on the absorbtion properties of (Hg,Cd)Te epilayers
grown by liquid-phase epitaxy on CdZnTe,"
J. Elec. Mat. 34 (6), 2005
Changelog: May 25, 2012 -- Original Creation
May 29, 2012 -- Added support for computing only
n, k, or both.
May 30, 2012 -- Added Formula #4 support for Littler
absorbtion model
June 1, 2012 -- Created new functional header and fixed
several errors
Nov 26, 2015 -- Corrected some minor bugs and introduced
a new n (real part) definition (P. Capper, ‘‘Mercury Cadmium
telluride. Growrt, properties and applications’’, Wyley, 2011,
Sec. 9.6) making n dependent also on T.
Compile: ’cmi CRIMI_HgCdTe_nk_Nov2015.C’
*/
#include "CRIModels_DoNotEdit.h"
#include <iostream>
#include <stdlib.h>
#include <math.h>
#include <string.h>
using namespace std;
namespace opto_n_cri {
const double SpeedOfLight = 299792458; // [m/s]
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const double BoltzmannConstant = 6.626176e-34; // [Js]
const double PlanckConstant = 1.380662e-23; // [J/K]
const double ElectronCharge = 1.6021892e-19; // [C]
const double kq = PlanckConstant / ElectronCharge; // [eV/K]
const double Pi = 3.141592654; // [ ]
class Constant_CRI_Model : public CRI_Model {
private:
string myName;
int formula;
public:
Constant_CRI_Model(const CRI_Environment& env);
~Constant_CRI_Model();
void Compute_n(double& n);
void Compute_k(double& k);
};
Constant_CRI_Model::Constant_CRI_Model(const CRI_Environment&
env) : CRI_Model(env) {
myName = Name();
formula = InitParameter("Formula",3);
RegisterVariableToRead("xMoleFraction");
}
Constant_CRI_Model::~Constant_CRI_Model() {
#ifdef DEBUG
cout << "CRI_Model: delete\n";
#endif
}
void Constant_CRI_Model::Compute_n(double& n) {
double lambda;
if( strcmp(ReadMaterialName().c_str(),"HgCdTe")==0 )
{
if (formula == 2) {
n = Read_n();
return;
}
double x = ReadVariableValue("xMoleFraction");
double lambda_read = ReadWavelength();
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double T = ReadTemperature();
double A = 13.173 - 9.852*x + 2.909*x*x + 1.0e-3*(300.0 - T);
double B = 0.83- 0.246*x - 0.0961*x*x + 8.0e-4*(300.0 - T);
double C = 6.706 - 14.437*x + 8.531*x*x + 7.0e-4*(300 - T);
double D = 1.953e-4 - 0.00128*x + 1.853e-4*x*x;
double eg1 = -0.302 + 1.93 * x - (0.81 * x * x) + (0.832 *
x * x * x);
double eg2 = 5.35e-4 * ((T * T * T -1822) / (T * T - 255.2)) *
(1 - 2 * x);
double eg = (eg1+eg2);
if (lambda_read < (1.24 / eg)) {
lambda = 1.24 / eg; }
else {
lambda = lambda_read;
}
double n2 = A + B/(1-(C/lambda)*(C/lambda)) + D*lambda*lambda;
if (n2 < 1) {
cout << "Error: n2 < 1 therefore setting n = 1\n"; // unrealistic
n = 1;
} else {
n = sqrt(n2);
}
} // end HgCdTe
else if( strcmp(ReadMaterialName().c_str(),"ZnS")==0 ){
double lambda_read = ReadWavelength();
n = 1.6e-07 * pow(lambda_read,6) - 1.2e-05 *
pow(lambda_read,5) + 0.00033 *
pow(lambda_read,4) -
0.0042 * pow(lambda_read,3) + 0.026 *
pow(lambda_read,2) - 0.081 * lambda_read + 2.4;
} // end ZnS
else if (strcmp(ReadMaterialName().c_str(),"Polymeric_coating")==0 )
{
n = 1.35;
} // end Polymeric coating
else{
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n = 1.0;
} // end air (default)
}
void Constant_CRI_Model::Compute_k(double& k) {
if( strcmp(ReadMaterialName().c_str(),"HgCdTe")==0 )
{
if (formula ==1)
k = Read_k();
return;
}
double x = ReadVariableValue("xMoleFraction");
double T = ReadTemperature();
double lambda = ReadWavelength();
double PhotonE = BoltzmannConstant*
SpeedOfLight/(1e-6*lambda)/ElectronCharge; // [eV]
double AT = 100.0+5000.0*x;
double A0 = exp(-18.88+53.61*x);
double S = 0.0; // for debugging and error catching
if (formula == 4) {
S = 3.05e4*(1.0+x)*(1.0 + (4.02e-4 * T));
} else {
S = 3.267e4*(1.0+x); // Original Hougen model
}
double E0 = -0.3432+1.838*x;
double T0 = 81.9;
double LN = log(AT/A0);
double ST = S/(T+T0);
double phE0 = E0 + LN / ST;
double A = 0.0; // for debug and error catching
if (PhotonE < phE0) {
A = A0 * exp((PhotonE-E0)*ST); // [/cm]
} else {
A = AT * sqrt(2*ST)*sqrt(PhotonE-E0-(LN-0.5)/ST); // [/cm]
}
k = lambda*1.0e-6/(4*Pi)*A/1.0e-2;
} // end HgCdTe
else { // ZnS
k = 0;
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} // end ZnS
} // end Compute_k
} //end opto
/* Every CRIMI model must implement a virtual constructor
which allocates an instance of the derived class
as well as a virtual destructor which deallocates the
created object. */
extern "C" {
// Virtual constructor
opto_n_cri::CRI_Model*
new_CRI_Model(const opto_n_cri::CRI_Environment& env) {
return new opto_n_cri::Constant_CRI_Model(env);
}
// Virtual destructor
void
delete_CRI_Model(opto_n_cri::CRI_Model* cri_model) {
delete cri_model;
}
}
A.10 Band to band tunneling
Interface to Sentaurus: the formula described in Sec. 2.2.11 has been implemented as a
C++ routine, linked at runtime.
/*
File: BTBT_MM_MV.C
Author: Marco Mandurrino, Marco Vallone
Function: Implementation of the band to band tunneling (BTBT).
References: the Kane’s original formulation implemented by
M. Mandurrino for his Master Thesis has been revised and adapted
according to the description of Chapter\,\ref{ch:4}.
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*/
#include <stdlib.h>
#include <iostream>
#include <cmath>
#include "PMIModels.h"
class NewBand2Band_MV : public PMI_Recombination {
double C;
protected:
double pi, q, m0, hbar, D;
public:
NewBand2Band_MV (const PMI_Environment& env);
~NewBand2Band_MV();
void Compute_r
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& r) ; // recombination rate
void Compute_drdt
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdt) ; // derivative of recombination rate
// with respect to lattice temperature
void Compute_drdn
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdn) ; // derivative of recombination rate
// with respect to electron density
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void Compute_drdp
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdp) ; // derivative of recombination rate
// with respect to hole density
void Compute_drdnie
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdnie) ; // derivative of recombination rate
// with respect to effective intrinsic density
void Compute_drdf
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdf) ; // derivative of recombination rate
};
NewBand2Band_MV ::
NewBand2Band_MV (const PMI_Environment& env) :
PMI_Recombination (env)
{ C = InitParameter ("C", 1e-30);
}
NewBand2Band_MV::
~NewBand2Band_MV ()
{
}
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void NewBand2Band_MV::
Compute_r
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& r) // recombination rate
{ double mt, eg, A, B, eg1, eg2, eg_eV;
double pi, q, m0, hbar, D;
const PMIBaseParam* gamma = ReadParameter ("gamma");
double g = *gamma;
const PMIBaseParam* Temp = ReadParameter ("Temp");
double T = *Temp;
double x = ReadxMoleFraction();
// std::cout << "x = " << x << std::endl;
// std::cout << "T = " << T << std::endl;
pi = 3.14159265358979;
q = 1.602e-19;
m0 = 9.109e-31;
hbar = 1.054e-34;
mt = 0.017 * m0;
D = 1;
// eg = 0.244 * q;
// calcola energy gap usando x e T
eg1 = -0.302 + 1.93 * x - (0.81 * x * x) +
(0.832 * x * x * x);
eg2 = 5.35e-4 * ((T * T * T -1822) / (T * T - 255.2))
* (1 - 2 * x);
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eg_eV = (eg1+eg2);
eg = eg_eV * q;
// std::cout << "eg = " << eg_eV << std::endl;
A = -(1e-2) * sqrt(2 * mt) * pow(q,2) / (4 * pow(pi,3) *
pow(hbar,2) * sqrt(eg));
B = (1e-2) * pi * sqrt(mt * pow(eg,3)) / (2 * sqrt(2) * q * hbar);
// std::cout << "A = " << A << std::endl;
// std::cout << "B = " << B << std::endl;
if (f == 0) {
r = 0;
}
else {
r = A * pow(g,(D-1)) * pow(f,((D + 1) / 2)) *
exp(- B / (g * sqrt(f)));
}
}
void NewBand2Band_MV::
Compute_drdf
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdf) // derivate of recombination rate
{ double mt, eg, A, B, eg1, eg2, eg_eV;
double pi, q, m0, hbar;
double r;
const PMIBaseParam* gamma = ReadParameter ("gamma");
double g = *gamma;
const PMIBaseParam* Temp = ReadParameter ("Temp");
double T = *Temp;
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double x = ReadxMoleFraction();
pi = 3.14159265358979;
q = 1.602e-19;
m0 = 9.109e-31;
hbar = 1.054e-34;
mt = 0.017 * m0;
D = 1;
// eg = 0.244 * q;
// calcola energy gap usando x e T
eg1 = -0.302 + 1.93 * x - (0.81 * x * x) +
(0.832 * x * x * x);
eg2 = 5.35e-4 * ((T * T * T -1822) / (T * T - 255.2))
* (1 - 2 * x);
eg_eV = (eg1+eg2);
eg = eg_eV * q;
// std::cout << "2nd eg = " << eg_eV << std::endl;
A = -(1e-2) * sqrt(2 * mt) * pow(q,2) /
(4 * pow(pi,3) * pow(hbar,2) * sqrt(eg));
B = (1e-2) * pi * sqrt(mt * pow(eg,3)) /
(2 * sqrt(2) * q * hbar);
if (f == 0) {
r = 0;
}
else {
r = r = A * pow(g,(D-1)) * pow(f,((D + 1) / 2)) *
exp(- B / (g * sqrt(f)));
}
if (r == 0) {
drdf = 0;
}
else {
drdf = A * pow(g,D) * pow(f,((D * 0.5)-1)) *
( (B / (2 * g * g)) +
(sqrt(f) / (2 * g)) * (D+1) ) *
exp(- B / (g * sqrt(f))) ;
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}
}
void NewBand2Band_MV::
Compute_drdt
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdt) // derivative of recombination rate
// with respect to lattice temperature
{;}
void NewBand2Band_MV::
Compute_drdn
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdn) // derivative of recombination rate
// with respect to electron density
{;}
void NewBand2Band_MV::
Compute_drdp
(const double t, // lattice temperature
const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdp) // derivative of recombination rate
{;}
// with respect to hole density
void NewBand2Band_MV::
Compute_drdnie
(const double t, // lattice temperature
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const double n, // electron density
const double p, // hole density
const double nie, // effective intrinsic density
const double f, // absolute value of electric field
double& drdnie) // derivative of recombination rate
// with respect to effective intrinsic density
{;}
extern "C" {
PMI_Recombination* new_PMI_Recombination (const PMI_Environment& env)
{ return new NewBand2Band_MV (env);
}
}
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