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Summary
Generalized estimating equations (GEEs) have been used extensively in the anal-
ysis of clustered and longitudinal data since the seminal paper by Liang & Zeger
(1986). A key attraction of using GEEs is that the regression parameters remain
consistent even when the ’working’ correlation is misspecified. However, Crowder
(1995) pointed out that there are problems with the estimation of the correlation
parameters when it is misspecified and this affects the consistency of the regression
parameters as well. This issue has been addressed to a certain extent in a paper
by Chaganty & Shults (1999) , however the estimates are asymptotically biased.
In this thesis, we aim to clarify some of these issues. Firstly, the feasibility of
the estimators for the correlation parameters under misspecification and secondly
the efficiency of the various methods of estimating the correlation parameters under
ix
Summary x
misspecification are investigated. Analytic expressions for the estimating functions
using the decoupled Gaussian and cholesky decomposition methods proposed by
Wang & Carey (2004) are also provided for common correlation structures such as
exchangeable, AR(1) and MA(1).
Chapter 1
Introduction
1.1 Organization of this thesis
The main objective of the thesis is to study the impact of misspecification of the
correlation matrix on both the regression and correlation parameters in a
Generalized Estimating Equations (GEE) setup. The structure is as follows, in
Chapter 1 we give a brief introduction to GEE and also introduce some estimates
for common correlations structures using the moment approach.
In Chapter 2, we describe the main problem and present examples as to when the
infeasibility problem sets in and breaks down the robustness property of GEE.
Chapter 3 describes other techniques for obtaining estimates for the correlation
parameters using estimating equations. In particular, the three methods are
quasi-least squares, gaussian (pseudo-likelihood) method and the Cholesky
1
1.2 Preliminaries 2
method. Specific estimating functions using the various methods are derived in
Chapter 4 for some of the standard structures. Formulas for the exchangeable
structure are derived and also for the MA(1) structure which is not covered in the
literature.
Finite sample studies on the implications of misspecification is investigated via
simulation studies in Chapter 5. Finally, we leave concluding remarks in Chapter
5 and point directions for further research in Chapter 6.
1.2 Preliminaries
In this thesis, we assume the usual set-up for GEE, each response vector
yi = (y1, . . . , yni)
′ measured on subject i = 1, . . . , K are assumed to be
independent between subjects. The vector of responses yi is measured at times
ti = (ti1, . . . , tini)
′. For subject i at time j, the response is denoted by yij and has
covariates x′ij = (xij1, . . . , xijp), p being the number of regression parameters. We
denote the expected value E(yij) = µij and it is linked to the covariates through
µij = g
−1(x′ijβ) where β = (β1, . . . , βp)
′ are the regression parameters. The
variance of an observation var(yij) = φσ
2
ij, where φ is an unknown dispersion







ij) and Ri the correlation matrix.
1.3 Generalized Estimating Equations 3
The notation for the estimates of the correlation parameters will be denoted in
the following manner, αˆmethod,structure where method is a single letter describing
the method used and structure is the estimator for the correlation structure
under study. For example, αˆM,AR(1) indicates a moment estimator for an AR(1)
structure.
1.3 Generalized Estimating Equations
In a seminal paper in 1986, Liang & Zeger (1986) introduced Generalized
Estimating Equations (GEE) that extends upon the work of Generalized Linear
Models (GLM) McCullagh & Nelder (1989) to a multivariate setting with
correlated data. An important contribution of Liang & Zeger (1986) is that they
incorporated the information inherently present in the correlation structure of
longitudinal data into estimating functions. The theoretical justifications and
asymptotic properties for the resulting estimators from using GEE’s are also
presented in that paper.
One of the key features that has encouraged the use of GEE’s in clustered and
longitudinal data analysis is that the regression parameters (βˆ) remain consistent
even if the ’working’ correlation or covariance structure is misspecified. What
they mean by a ’working’ correlation matrix is as follows, in real life we would
not know what the true correlation structure of the data is. However in the GEE
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framework, we only need to specify some structure that is a good approximation
and we call that a ’working’ correlation structure. There is no need to have
complete knowledge of the true correlation, we would only need a ’working’
correlation structure to estimate the regression parameters. Throughout this
thesis, the true correlation structure will be denoted as Ri and the ’working’
correlation R¯i. Although the theory of GEE indicates that we only need a
’working’ correlation structure, we can expect that if the correlation or covariance
structure is modeled accurately, statistical inference on the regression parameters
would most definitely be improved in terms of (smaller) standard errors or
improvement in the asymptotic relative efficiency (Wang & Carey (2003)).
The results obtained in Liang & Zeger (1986) are asymptotic results, thus in a
finite sample setting or when the number of subjects available is small there is an
obvious need to model the correlation structure properly due to the lack of
information. Furthermore, rather than regarding the correlation and covariance
parameters as nuisance parameters, there are instances when these parameters
are of scientific interests, for eg. in genetic studies. Lastly, we need to emphasize
the importance of proper modelling of the correlation parameters in that it is
possible that a gross misspecification of the structure may lead to infeasible
results. This is in fact the main concern of this thesis and is explained in further
detail in Chapter 2.
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We would next describe briefly the optimality of GEE’s along the lines of the
classic Gauss-Markov Theorem. Suppose we have i.i.d. observations yi with
E(yi) = µ and Var(yi) = σ
2. The Gauss-Markov Theorem states that the
estimated regression parameters is a best linear unbiased estimator (BLUE).
For example, if y = Xβ + , E(y) = Xβ and Cov(y) = σ2I,
then βBLUE = (X
′X)−1X′y has minimum variance among all unbiased estimators
of β. Another way to look at this problem would be that we are interested to find
a matrix A, such that E(Ay) = β and Cov(Ay) has minimum variance among
all estimators of this type. It can be shown that A = (X′X)−1X′ satisfies the 2
above conditions.
Under the independence assumption, suppose we have E(yij) = µij(β),
Var(yij) = νij/φ and the design matrix is Xi = (xi1, . . . ,xini)
′. The score




X′i∆i(yi − µi) (1.1)
where ∆i = diag(dµij/dηij). Denote the solution of (1.1) as βI .
It can be shown that the asymptotic variance of βˆI is,
Var(βˆ
I
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i (yi − µi(β)) = 0






i , Ai = diag(Vi) and Ri is the
correlation matrix of the ith subject.
The key difference between the independence and GEE setup is the extension of
the uncorrelated response vector in GLM to the multivariate response we have in
GEE. GEE includes the information from the correlation matrix Ri, which
models the correlation in each subject/cluster. Note that GEE reduces to the
independence equation when we specify Ri = I. This approach is also similar to
the function derived from the quasi-likelihood approach proposed by Wedderburn
(1974) and McCullagh (1983). The optimality of estimators arising from
quasi-likelihood functions are also shown in the two papers, in particular,
McCullagh (1983) shows there is a close connection between the asymptotic
optimality of quasi-likelihood estimators and the Gauss-Markov Theorem.
In general, since Ri is unknown, we use R¯i(α) as a ’working’ correlation matrix
and α is a q×1 vector of unknown parameters that the correlation matrix
depends on. We write the matrix R¯ as a function of α because we cannot be sure
that we have the correct model, thus it is appropriate to write it as a function of
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α and αi itself is some function of the true correlation parameter ρi. Note that q
can take values from 0 (independence model) to ni(ni−1)
2
in the case of a fully
unstructured correlation matrix.
If R = I (independence model), GEE reduces to the usual GLM setup.
Below are some common choices for R, the motivation for these structures can be
found in Crowder & Hand (1990).
1. R = I, Ini×ni is the identity matrix.
This structure implies that the measurements on the ith subject is
independent within the subject itself, i.e, yij is independent of yik for all
j 6= k.




1 ρ ρ2 . . . ρni−1







. . . 1 ρ
ρni−1 ρ2 . . . ρ 1


For lattice based observations, sometimes we can expect the correlations
between observations within the same subject to decrease over time. A
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simple way to model such a phenomenon is to allow the correlations to
decrease geometrically at a rate of ρ at each time point.













ρ . . . ρ 1


In clustered data, for example in teratological studies we expect the
offspring of a female rat in the same litter to share the same correlation ρ












. . . 0
ρm
. . . ρm
0
. . . ρ1
...
...
. . . ρ1 1 ρ1
0 . . . 0 ρm . . . ρ1 1


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Suppose we observe that the correlations decreases at each time point
depending on how far they’re apart (typically ρ1 < · · · < ρm) but this
correlation drops to zero when they’re more than m time points away. This
phenomenon can be modeled using an MA(m) structure, which is
essentially a banded matrix with bandwidth m. For example, when m = 1,






1 ρ12 ρ13 . . . ρ1ni







. . . 1 ρni−1,ni
ρ1ni ρ2,ni−1 . . . ρni−1,ni 1


The structure above as the name implies is not structured in any way and is the
most general one among all choices. However, when ni is large, there might not
be enough information to estimate all the parameters unless the sample size K is
large.
In general, not too many choices are available in the GEE framework because it is
not always easy to formulate estimators (moment or otherwise) for other choices.
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1.4 Estimation of α using the moment method
To estimate α, Liang & Zeger (1986) proposed the moment approach.
Let εˆi = (yi −µi(βˆ))′A−
1
2
i where βˆ is the estimated regression coefficients and εˆij





































(εˆij εˆik − φˆα|j−k|) = 0 (1.4)







ij (the usual Pearson residuals), N =
∑K
i=1 ni, K is
the number of subjects, p is the number of covariates and ni is the number of
observations per subject/cluster. However, there are problems with this method
(Crowder (1995)) when the correlation structure is misspecified, details will be
discussed in Chapter 2.
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In fact, for the AR(1) or MA(1) model, we can estimate α using all pairs lagged

















The above estimator always lies between -1 and 1, but the drawback is that the
observation times have to be integer valued. Such an estimator is known as a
Burg-type estimator in econometric time series analysis and it is well documented
in time series literature (Pourmadi (2001)). It’s derivation is along the lines of
information theory and it is a maximum entropy estimator of ρ.
We will next show that the moment estimator in (1.5) is always well defined,




































Therefore, the estimator in (1.5) is always between -1 and 1.
Chapter 2
Problems with Estimation of α
In Liang & Zeger (1986), they proved that βˆ is consistent even if the ’working’
correlation structure is different from the true correlation structured provided
that the mean structure is correctly modeled, αˆ and φˆ are consistently estimated.
However, Crowder (1995) pointed out that the working correlation R¯i(α) may
lead to infeasible results if specified incorrectly, this leads to a breakdown of the
asymptotic theory for βˆ. The following 2 examples illustrates how the lack of
consistency of αˆ under misspecification can affect the estimation of βˆ.
Example 1
To illustrate the pitfalls of the moment method considered by Liang & Zeger
(1986), consider (1.4) with ni = 3 where the working correlation is AR(1) and the






(εi1εi2 + εi1εi3 + εi2εi3) = Kφ(2α + α
2) (2.1)
Taking expectations under the true correlation model, we have
3Kφρ = Kφ(2α + α2) (2.2)





1 + 3ρˆ− 1 if ρˆ > −1/3
undefined, if ρˆ ≤ −1/3
ρˆ can be thought of as a estimator of ρ where we have correctly specified the
correlation structure. Note that for an exchangeable correlation structure of
dimension 3, ρ ∈ (−1/2, 1). Hence, a problem arises when −1/2 < ρ < −1/3 as it
would lead to the solution of (2.2) being infeasible. Even if all the roots of
equation (1.4) lies in the feasible range, there would still be the problem of
choosing the ’correct’ solution.
Example 2
Assume now that the working correlation is AR(1) and the true correlation is
MA(1) and that ni = 3. Using (2.1) and taking expectations again, we have







1 + 2ρˆ− 1 if ρˆ > −1/2
undefined, if ρˆ ≤ −1/2
Note that under the MA(1) model, the bounds for ρ is
− 1
2 cos(pi/4)
≤ ρ ≤ − 1
2 cos(3pi/4)
, i.e, −1/√2 ≤ ρ ≤ 1/√2. Therefore, if the true ρ is
less then -1/2, there is a positive probability that −1/√2 ≤ ρˆ ≤ −1/2 and we run
into the same problem as in example 1 when the estimator for αˆ would be
undefined.
Example 3
In this example, we assume that the true structure is autoregressive and the
working correlation is exchangeable. Now using the moment estimators in Liang











by approximating εijεik with its expectation when n is large. Assuming that φˆ
tends to φ and using the average correlation for estimating α,


















where d = (n− p)n(n− 1)/2. Observe that αˆ → n/(n− p) ≈ 1 as ρ → 1. Thus,
although αˆ exists and converges as n tends to infinity, it is not consistent for any
recognizable ’true parameter’ underlying the stochastic nature because of its
dependence on the sample size n.
Chapter 3
Methods for Estimating α
Apart from the moment method described in the chapter 1, various authors have
used estimating equations to estimate the correlation parameters. In this chapter,
we present 3 of the methods which can be found in the literature. The notation
for the estimating functions introduced in this chapter will be of the form, UQ,
UG and UC denoting the Quasi-Least Squares method, Gaussian method and
Cholesky method respectively.
3.1 Quasi-Least Squares
To eliminate the infeasibility problem, Chaganty (1997) proposed a method of
estimating αˆ called Quasi-Least Squares (QLS). The estimate of α can be
obtained by minimizing the generalized sum of squares,
16
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K∑
i=1



















where E(εi) = 0 and E(εiε
′
i) = φRi
Thus we have the following estimating equation and the objective is to find the




ε′iPijεi = 0 (3.1)
for j = 1, . . . , q and Pij = (∂R¯
−1
i (α)/∂αj).
In that paper, the author showed that for commonly used correlation structures
like exchangeable, tridiagonal, AR(1) and unstructured Ri’s, there exists a
solution in the space where the solution is positive definite. However, the
drawback is that αˆ is asymptotically biased even when the correlation structure
is correctly specified. The estimating equation for βˆ is identical to that proposed
in Liang & Zeger (1986), thus βˆ is consistent asymptotically. If the investigator is
only interested in the regression coefficients, QLS offers a feasible method to
obtain sensible results.
In a follow up paper, Changanty & Shults (1999) modified their QLS method to
3.1 Quasi-Least Squares 18












is α = f(ρ) where f is a continuous and one to one function. Denote αˆq as the
Quasi Least Squares estimate of α, then ρˆq = f
−1(αˆq) is a consistent estimate of
ρ. Note that the working matrix R¯i can be of any structure but clearly the
number of parameters in R¯i must be of the same number in the true Ri. This
technique also assumes that the working correlation is correctly specified, in this
thesis we will carry out studies to investigate the impact of misspecification of the
working correlation matrix.
In the Changanty & Shults (1999) paper, the authors also noted that the limiting










if ρ 6= 0
0 if ρ = 0
regardless of whether the true correlation structure R is AR(1), MA(1),
exchangeable or independent. Thus, they propose that we should set the working
correlation matrix as AR(1) and use the bias-corrected estimate (denoted by cq,
Corrected Quasi Least Squares)




since the AR(1), MA(1), exchangeable or independent are the most commonly
used correlation models used in analyzing balanced and equally spaced data.
In the case of data that are unbalanced with ni measurements per subject and at
irregularly timed intervals ti1, ti2, . . . , tini for i = 1, . . . , K, the authors suggested
using a markov and generalized markov structure for modelling the correlation
structure. The bias corrected estimates can be obtained analogously but there
are no closed form solutions and the estimates have to be computed numerically.
3.2 Pseudolikelihood (Gaussian Estimation)











Hence, a bias-corrected estimating function would be,




trace{Pij(εiε′i − φRi)} (3.3)
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i εˆi − log (|φ|Ri)
}
we can see the relation of estimating function (3.3) to the Gaussian distribution
is that it can be obtained by minimising -2 times the Gaussian loglikelihood. It
can be shown that this estimating function is unbiased even though εˆ is not
Gaussian (Crowder (1985)).
Another way to derive (3.3) would be through the generalized least squares
method in which β is treated as known in the covariance (weighting) function.
Thus, the bias corrected version of Quasi Least Squares together with U(β, α)
can be viewed as (Gaussian) pseudo-likelihood (Carroll & Ruppert, 1988, §3.2;
Davidian & Giltinan, 1995, §2.2-2.3).
Since the parameter β appears both in the mean and variance functions, we treat
β in the variance function as known (or distinct from the β in the mean
function) to avoid complications in the minimising of the loglikelihood function,
this technique is known as ”decoupling”. Another advantage of decoupling the
parameters is so that βˆ remains consistent even when the working correlation is
misspecified, this is not the case when they are not decoupled. It is clear from the
estimating function that we have to estimate the scale parameter φ.
More generally, instead of using the Gaussian likelihood as a vehicle for
estimation it might to of interest to try non-Gaussian distributions in the
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estimation procedure. Possible candidates include the multivariate t (Lange,
Little, Taylor 1989) and the multivariate skew-normal distribution (Azzalini,
Dalla Valle 1996).
3.3 Cholesky Decomposition
Consider the Cholesky decomposition of the inverse of correlation matrix and let
R−1i = L
′
iDiLi with Li a lower (or upper triangular, denoted by Ui) triangular
matrix with unit entry on the diagonal and Di is a diagonal matrix. Denote
Γij = ∂Di/∂αj.
Assume that Li is a lower triangular matrix, we can re-express UQ(αj, β) as,










= 2UC1(αj, β) + UΓ1(αj, β)
It can be shown that
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Thus, we can use UC1(αj, β) as another unbiased estimating function for αj.





i Ui, where Ui is an upper triangular matrix and D
∗
i a diagonal
matrix. Denote the estimating functions derived from this decomposition by UC2


















as another unbiased estimating functions for α. Note that UC does not require
estimation of the scale parameter φ. The Cholesky algorithm is presented in the
appendix. Specific estimating functions for various common correlation structures
will be explored in greater detail in Chapter 4. Performance of these estimators
in a finite sample setting will be investigated in Chapter 5.
3.4 Covariance of the estimates






Denote the estimating functions for the correlation parameters as UW (α), where
W=G or C depending on whether we are referring to the Gaussian or Cholesky
case. The covariance of the estimates using the sandwich estimator is given by,













































Hence for the Gaussian case, we have























































Note that the last line holds because for 3 symmetric matrices A, B and C of the
same dimension, the trace of the product ABC is equal for all permutations and
not just cyclical permutations, i.e., trace(ABC) = trace(CAB) = trace(BCA) =
trace(ACB) = trace(BAC) = trace(CBA).
For the Cholesky decomposition method,




















where Li, Di, Ui and D
∗









i Di. It is clear that when Vi = Cov(yi), then we








3.5 Computation of Estimates
The computation of the estimates of the 3 methods above can be achieved using
the Newton-Rhapson Algorithm with Fisher Scoring, note that however in some
cases there are explicit solutions for the estimating equations and therefore the
iterative methods described below are not required.




is computed under a working independence



















by solving U(β, αˆ(k)) = 0.
(d) If ‖(βˆ(k), αˆ(k))′ − (βˆ(k−1), αˆ(k−1))′‖ is less than specified tolerance then
stop, else continue until convergence.














= 0 to obtain final estimate for
α, denote it by αˆ(n) .




3.5.2 Algorithm for Gaussian (Pseudo-Likelihood)
Method and Cholesky Method
I. Initialization. Denote the estimating function by UW , where W can be
either G for the Gaussian method and C for the Cholesky method. βˆ
(0)
is
computed under a working independence model(Ri = Ini) by setting
αˆ(0)=0.
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(b) Solve UW (α
(k−1), β(k)) = 0 (eqn 3.3 or eqn 3.4) to obtain αˆ(k).
(c) Find βˆ
(k)
by solving U(β, αˆ(k)) = 0.
(d) If ‖(βˆ(k), αˆ(k))′ − (βˆ(k−1), αˆ(k−1))′‖ is less than specified tolerance then
stop, else continue until convergence.







The results using the Cholesky and Gaussian method for the exchangeable and
MA(1) structure is presented for the first time here. The solutions for the
generalized markov structure can be found in (Wang & Carey (2004)) and the
AR(1) structure is a special case of it.
4.1 Exchangeable/Equicorrelation Structure
An exchangeable structure is one whereby the observations on each subject have
the same correlation ρ. The correlation matrix thus equals
R(α) = (1− ρ)In + ρ11′, where ρ ∈(-1/(n-1),1) and 1 is an n-vector of 1’s. Next,





(1− ρ)(1 + (n− 1)ρ)11
′
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Proof.
(I + αβ′)−1 = I− αβ
′
1 + β′α
Write (I + αβ′)−1 = I + cαβ′, where c is some constant to be determined.
I = (I + αβ′)(I + cαβ′)
= I + αβ′ + cαβ′ + cαβ′αβ′
= I + (1 + c + cβ′α)αβ′
Choose c such that (1 + c + cβ′α) = 0, hence c = −1/(1 + β′α) and we are done.
From the above result, it is straightforward to extend it to the exchangeable
structure.
The eigenvalues of an exchangeable matrix are computed by solving,
|(1− ρ)In + ρ1n1′n − λIn| = 0
When n=2, the characteristic equation is (1− λ− ρ)(1− λ + ρ) = 0,
Letting Pn = (1− ρ)In + ρ1n1′n − λIn, we can compute the characteristic
equations recursively as follows,
|Pn| = (1− λ− ρ′n−1P−1n−1ρn−1)|Pn−1|
where ρn−1 is an n− 1 vector of ρ’s.
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By using an inductive argument, the eigenvalues of an n× n exchangeable matrix
are n− 1 of 1-ρ and (1 + (n− 1)ρ).
From the eigenvalues, we can also conclude that for an n-dimensional
exchangeable matrix to be positive definite, ρ ∈ (−1/(n− 1), 1)
Cholesky decomposition for exchangeable structure, let R−1(α) = LDL′. We




, . . . , 1
(1+ρ)(1−ρ)
, 1} and for the columns
of L we have for each i = 1, . . . , n− 1
li+1,i = . . . , ln,i = − ρ


























The Cholesky decomposition UD∗U′ where U is an upper triangular matrix with
ones on the diagonal and D∗ is a diagonal matrix, some algebra leads to
D∗i = Dn−i+1 for i = 1, . . . , n, i.e,
D∗ =diag{1, 1
(1+ρ)(1−ρ)























. . . − ρ
(1+(n−2)ρ)





























1 + (j − 2)ρ − εi,j
]}







ρ(n− j + 1)(2 + (n− j)ρ)














ρ(j − 1)(2 + (j − 2)ρ)





1 + (j − 2)ρ
)2}
UΓ(ρ, β) = UΓ1 + UΓ2
UQ(ρ, β) = UC + UΓ




(1− ρ)(1 + (ni − 1)ρ)
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ni(ni − 1)(1 + (ni − 1)ρ2)








ni − j + 1
(1 + (ni − j + 1)ρ)(1 + (ni − j)ρ)2 .




d + n− 1 ,








i with ε¯i =
∑




j(εij − ε¯i)2/(n− 1).



















(n− 1)α(2 + (n− 2)α)







= − 1 + (n− 1)α
2




n(n− 1)αˆq(2 + (n− 2)αˆq)
1 + (n− 1)αˆ2q
.
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Thus if we believe the true correlation is exchangeable, we have
∑
i6=j αij = n(n− 1)α which implies,
αˆcq =
αˆq(2 + (n− 2)αˆq)
1 + (n− 1)αˆ2q
=
d− 1
d + n− 1
Observe that the estimating equations UC1(ρ, β) and UC2(ρ, β) are identical
except that the eij’s are in reverse order. This leads us to consider in the
exchangeable case, it might be reasonable to compute the estimating equations
based on all n! permutations of eij.
Consider UC1(ρ, β), by expanding the square of the sums and collecting the 2nd
order and cross terms, we have,
































l>k εikεil − (1 + (n− j)ρ)εi,j−1
∑n
k=j εik
(1 + (n− j + 1)ρ)(1 + (n− j)ρ)2
}
From the equation above, it can be seen that Ucp# (p# denoting all
permutations) can be written in the form of













k<l εikεil where a(ρ) and b(ρ) are
some functions of ρ (to be calculated).
With some counting arguments it can be shown that the sum of all n!




n− j + 1


















In the case where the data is unbalanced with each cluster having ni









ni − j + 1






















n− j + 1
(1 + (n− j + 1)ρ)(1 + (n− j)ρ)2
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{2ρ(ε2i1 + ε2i2 + ε2i3)− 2(εi1εi2 + εi1εi3 + εi2εi3)}
)
= 0
The solution is identical to the moment estimator for exchangeable structure
using all pairs of εij’s.
4.2 AR(1) Structure
If the correlation structure Rij(α) = ρ
|i−j| (α = ρ), then it is called an AR(1)
structure. To compute the inverse of R(α), let us first consider the case when


























Using an inductive argument and by partitioning the matrix appropriately, it can
be shown that for an n× n AR(1) matrix R(α), the inverse is,






1 −ρ 0 . . . 0




. . . 0
...
. . .
. . . 1 + ρ2 −ρ




The Cholesky decomposition for the AR(1) structured correlation matrix is










. . . (1− ρ2)−1 0








1 0 . . . 0









. . . 0




For the Cholesky decomposition of the form UD∗U′, we have U = L′ and
D∗i = Dn−i+1 for i = 1, . . . , n.
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The estimating equations are a special case of the generalized markov correlation
structure and will be covered in greater detail there at the end of the chapter.
4.3 One-dependence Structure
Let R be a tridiagonal matrix with ones on the diagonal and ρ on the upper and
lower diagonals. This is a special case of the m-dependence model with m=1.
The determinant of an n× n dimensional R (denoted by Rn) can be computed
through the following difference equation, |Rn| = |Rn−1| − ρ2|Rn−2| with initial
values |R1| = 1 and |R2| = 1− ρ2. The solution of the difference equation is the
following,
|Rn| = (1 + x)












1− 4ρ2 and b.c refers to the floor or integer part of the number.
As an example, the following are the determinants for i = 1, . . . , 5 respectively,
1, 1− ρ2, 1− 2ρ2, 1− 3ρ2 + ρ4, 1− 4ρ2 + 3ρ4.
The eigenvalues of Rn are





, 1 ≤ k ≤ n
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To see how the eigenvalues are computed, refer to (Graybill, 1969 §8.15). From
the eigenvalues, the set of values which ρ can take so that R is positive definite is









To compute the Cholesky decomposition of R−1n , let us start by first computing
the Cholesky decomposition of Rn and thereby invert the Cholesky
decomposition. Denote the Cholesky decomposition of R as L∗D#(L∗)
′
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where |Rn| refers to the determinant of an n dimensional R. The matrix D# is
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D# = diag{1, |R2||R1| , . . . ,
|Rn|
|Rn−1|}
Denote R−1 as UD∗U′ (U means upper triangular),




1, if j = i
(−ρ)j−i |Ri−1|
|Rj−1|























. . . −ρ|Rn−2|
|Rn−1|




Note that we take |R0| = 1. The inverse of the matrix D# is obvious. Thus, we
have one formulation of the Cholesky decomposition for R−1 in the form of
UD∗U′ (U means upper triangular) since R−1 = (L−1)′D−1L−1.
The other form of the Cholesky decomposition for R−1 = L∗D∗∗(L∗)′ is,




1, if i = j
(−ρ)i−j |Rn−i|
|Rn−j |


















. . . −ρ|R1|
|R2|
. . . 0
(−ρ)n−1 |R0|
|Rn−1|








D∗∗ = diag{|Rn−1||Rn| , . . . ,
|R1|
|R2| , 1}
















(−ρ)j−i(ri−1|Rj−1| − rj−1|Ri−1|)+ (i− j)(−ρ)j−i−1|Ri−1||Rj−1|
}
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(−ρ)i−j(rn−i|Rn−j|− rn−j|Rn−i|)+ (j− i)(−ρ)i−j−1|Ri−1||Rj−1|
}


































, . . . ,−εin, 0
)
D∗∗(L∗)′εi = ((|Rn−1|εi1 +
n−1∑
j=1
εi,j−1(−ρ)j)/|Rn|, . . . , (|R1|εi,n−1 − ρεin)/|R2|, εin)′










5 − 2εi2(εi1 + εi3)ρ4
−(ε2i1 − 2ε2i2 + 4εi1εi3 + ε2i3)ρ3 + (ε2i1 + 2ε2i2 + 4εi1εi3 + ε2i3)ρ− 2εi2(εi1 + εi3)
}
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Since the analytic expression for the Cholesky method is fairly complicated, we
suggest to use a variant of it in the following manner. Recall that the triangular




1, if j = i
(−ρ)j−i |Ri−1|
|Rj−1|
, if i < j
0, elsewhere
The derivative of each uij term becomes complicated because of the ratio of the 2
determinants |Ri−1|/|Rj−1|, we suggest treating this ratio as though it was a
constant and then carry out the differentiation of the matrix U. Clearly, doing so
will not affect the unbiaseness of the estimating equation but it will simplify the
estimating function to some extent.




















When ni ≡ 3, the resulting estimating equation to solve is







− 2ρ3εi1εi3 + ρ2(εi2εi3 − εi1εi2)
+ρ(ε2i1 + ε
2
i2 + 2εi1εi3)− (εi1εi2 + εi2εi3)
}
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1 ρdi2 . . . ρdi2+···+dini









. . . ρdini




The dij’s denote the ’time’ gaps between consecutive observations and are
transformed by a parameter λ, i.e., ∆i(j, k, λ) = |tj − tk|/λ and
dij = ∆i(j, j − 1, λ), j = 2, . . . , n.
The inverse of the above matrix is,



















. . . 0
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For this correlation structure, the Cholesky decomposition of the form
R−1(ρ) = LDL′ = L′D∗L is,
D = diag{(1− ρ2di2)−1, (1− ρ2di3)−1, . . . , (1− ρ2dini )−1, 1}





1 0 . . . 0
−ρdi2 . . . . . . ...




. . . 0




The estimating equations are given in section 3 of (Wang & Carey 2004) and are
reproduced here for completeness,













































(1− ρ2dij )2 {ρ
dij (ε2ij + ε
2
i,j−1)− (1 + ρ2dij )εijεi,j−1}


































{ρ(ε2ij + ε2i,j−1)− (1 + ρ2)εijεi,j−1}











{ρ3φ− ρ2εijεi,j−1 + ρ(ε2ij + ε2i,j−1 − φ)− εijεi,j−1}
It is easy to see from the estimating function UC that the estimator αˆchol reduces
to the lag-1 moment estimator, i.e.,














Using the Quasi-Least Squares in a balanced setup, the solution are the roots to
a quadratic equation and it is shown in (Chaganty and Shults 1997) that the





















The bias-corrected version of qls assuming that both the true and working



















where εˆij is the value of εij evaluated at θˆqls = (βˆq, αˆq).
The following table is a summary of whether a solution for the various methods
and specific estimators explored in Chapters 3 and 4 exists.
Structure Corrected Quasi-Least Squares Gaussian Cholesky Permutation
EXC X ? ? X
AR(1) X ? X X
MA(1) X ? ? X
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For the corrected QLS method, it was shown to have solutions in the feasible
range in Chaganty (1997) and Chaganty & Shults (1999). The estimators derived
using the Gaussian method are not guaranteed to have solutions although in the
the simulation studies in Chapter 5, they did not run into any infeasibility
problems. In fact, for the AR(1) method derived using Gaussian estimation. It is
possible to solve for the roots of the cubic polynomial exactly but the solutions
are complicated and that it is not clear how to show that they are always well
defined. Only the AR(1) estimator under the Cholesky method can be shown to
be well defined and not the exchangeable, MA(1) structures.
Therefore, except for the Gaussian method the estimators given in Chapter 4
derived using the QLS or Cholesky method will not have the infeasibility problem
we have described in Chapter 2.
Chapter 5
Simulation Studies
Using the different methods of estimating αˆ, we will investigate if Crowder’s
problem is eliminated in the sense of percentage of giving feasible results as
compared to the moment method proposed in Liang & Zeger (86) and also the
estimated MSE of the other methods described earlier. As per examples 1 and 2,
we will use a working model R¯=AR(1) and the true correlation structure
R=EXC and R=MA(1). For these 2 setups, we will vary the value of ρ in steps
of 0.05 over the feasible range, i.e., for eg. in the exchangeable case when n = 5,
ρ = −0.2,−0.15, . . . , 0.95. We will also count the number of times the estimated
α falls outside the feasible range.
A simple linear model set up with µik = g
−1(β0 + β1xik) in both balanced and
unbalanced designs will be investigated. We first simulate the response vector yi
from a multivariate normal distribution with φ = 1, β0 = 5 and β1 = 10. Next,
we let the response be correlated Poisson variates with an AR(1) structure,
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β0 = 1 and β1 = 1 and investigate the convergence and MSE of both αˆ and βˆ1. In
the last case, we investigate correlated binary variates with β0 = 1 and β1 = 1/n
(ni = n).
The following scenarios will be considered for each example and we let ni = 5.
Each setup will have 1000 runs and the estimates of the MSE are calculated using
Monte Carlo simulations. In the course of running these simulations, 1000 runs
are enough to ensure that the simulated values are stable and are reproducible.
All computing was done with the statistical software R version 2.0.0.
I.
xij = ηi, where η1, η2, . . . , ηK are i.i.d ∼ N(0, σ2x) and j = 1, . . . , n.
In this setup, ηi is a subject-specific covariate (cluster-level covariate) as it
does not change within each subject (cluster) but it may differ among
clusters (σ2x = 4).
II. Setup would be the same as case (I.) except that each subject has a
probability of p = 0.8 of dropping out at each i ≥ 2. Thus the cluster size
will differ among subjects.
In the setup investigated in this thesis, there were no infeasibility problems
associated with either the Chloesky, Gaussian or QLS method for solving αˆ
(tables (5.1)-(5.4)). One problem encountered was with the Cholesky estimator
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for exchangeable structure when the data was highly correlated (ρ >0.8).
Because there was no guarantee that the estimates will be well defined there were
many instances when the estimated value was greater than 1. This happened
when the true structure was AR(1) and even when the true structure was also
exchangeable. As such, we advocate using the permutation estimator under the
Cholesky method when we specify the working correlation as exchangeable and
especially if the correlations are expected to be high. The lack of convergence for
large correlations under a ’working’ exchangeable setup did not seem to affect the
QLS and Gaussian method.
The Gaussian method for a working AR(1) structure is more efficient than the
other methods when the data is moderately or highly positively correlated when
the true structure is exchangeable or MA(1) (figures (5.1) to (5.4)). In Wang and
Carey (2004), the corrected quasi-least squares method was not used and though
the simulations performed here. It appears that it is a plausible alternative to the
Gaussian or Cholesky method once we adjust for the bias in estimating α. As to
the slope parameter, the 3 methods were comparable and only the independence
model was inappropriate. However, this is true only when the true structure is
exchangeable and not when the true structure is MA(1).
In figures (5.5) and (5.6) we see that the Quasi-Least Squares method is worse
than the rest and that a Gaussian method is the best for estimating αˆ when the
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true structure is exchangeable and working AR(1). However, when the sample
size increases to 100 (5.2), there seems to be little difference between the
Gaussian, Cholesky and corrected Quasi Least Squares method. The performance
for the slope parameter is comparable for all competing methods except for the
independence model.
For correlated Poisson variates (tables (5.5) & (5.6)), under a correct
specification of the working correlation parameters, the Gaussian method works
well for αˆ when sample size is smaller (K=25). When the number of subjects is
increased to 100 the 3 unbiased methods are essentially the same. It is interesting
to note that the independence model compares favorably when the true structure
is AR(1) for the slope parameter.
In the case of binary data (tables (5.7) & (5.8)), the Gaussian method works best
for estimating α and for the slope parameter corrected quasi-least square is more
suitable for negatively correlated data but for positively correlated data there is
not much difference among the competing methods.
5.1 Conclusion
The problem of having infeasible solution seems largely to have been eliminated
when we use the 3 different methods for constructing estimating functions for α.
In instances when the algorithm didn’t converge, it was only in the Gaussian case
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and when the data were highly correlated which may be rare in real life instances.
In a comprehensive study conducted by Wang & Carey (2003) on misspecification
of the correlation structure, they did not cover the Corrected Quasi-Least
Squares method. In the simulations conducted in this thesis, we have found that
the performance is on par with the Cholesky and Gaussian method. However, the
key advantage is that Corrected Quasi-Least Squares provides feasible solutions
to the problem of estimating α. Thus we think that it is a very plausible
alternative in estimating the correlations.
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ρ -0.24 -0.20 -0.15 -0.10
Moment 100 53.3 2.9 0
Quasi-Least Squares 0 0 0 0
Gaussian 0 0 0 0
Cholesky 0 0 0 0
Table 5.1: Table of percentage of times where the estimated αˆ is not in the feasible
range. The true structure is exchangeable and working AR(1), design is balanced
and K = 25
ρ -0.24 -0.20 -0.15 -0.10
Moment 100 50.9 0 0
Quasi-Least Squares 0 0 0 0
Gaussian 0 0 0 0
Cholesky 0 0 0 0
Table 5.2: Table of percentage of times where the estimated αˆ is not in the feasible
range. The true structure is exchangeable and working AR(1), design is balanced
and K = 100
ρ -0.57 -0.55 -0.50 -0.45 -0.40 -0.35 -0.30 -0.25 -0.2
Moment 100 98 52.6 16 3.8 1.2 0.3 0.1 0
Quasi-Least Squares 0 0 0 0 0 0 0 0 0
Gaussian 0 0 0 0 0 0 0 0 0
Cholesky 0 0 0 0 0 0 0 0 0
Table 5.3: Table of percentage of times where the estimated αˆ is not in the feasible
range. The true structure is MA(1) and working AR(1), design is balanced and
K = 25
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ρ -0.57 -0.55 -0.50 -0.45 -0.40 -0.35 -0.30 -0.25 -0.2
Moment 100 100 52.2 1.9 0 0 0 0 0
Quasi-Least Squares 0 0 0 0 0 0 0 0 0
Gaussian 0 0 0 0 0 0 0 0 0
Cholesky 0 0 0 0 0 0 0 0 0
Table 5.4: Table of percentage of times where the estimated αˆ is not in the feasible
range. The true structure is MA(1) and working AR(1), design is balanced and
K = 100
K α UC UG UQ UCQ UM
Bias 25 -0.5 1.92 1.94 23.92 1.48 1.35
MSE 25 -0.5 0.72 0.69 5.98 0.72 0.95
Bias 25 -0.25 -0.40 -0.73 -11.87 -0.62 -0.87
MSE 25 -0.25 0.92 0.87 1.66 0.90 1.16
Bias 25 0.25 -1.28 -1.84 -13.24 -1.96 -1.13
MSE 25 0.25 0.97 1.05 2.00 0.94 1.23
Bias 25 0.5 -3.23 -3.25 -25.03 -3.32 -3.18
MSE 25 0.5 0.86 0.87 6.54 0.88 1.27
Bias 100 -0.5 1.67 2.08 24.03 1.42 1.25
MSE 100 -0.5 0.20 0.21 5.84 0.19 0.29
Bias 100 -0.25 -0.08 0.06 12.40 0.24 -0.11
MSE 100 -0.25 0.23 0.21 1.60 0.23 0.28
Bias 100 0.25 -0.69 -0.65 -12.53 -0.48 -0.34
MSE 100 0.25 0.23 0.24 1.64 0.24 0.28
Bias 100 0.5 -2.37 -1.99 -24.38 -2.00 -1.80
MSE 100 0.5 0.24 0.24 6.01 0.23 0.34
Table 5.5: Simulation outcomes for αˆ using correlated Poisson variates incorpo-
rating an AR(1) correlation structure. 1000 realisations were simulated with each
subject having ni ≡ 5 observations. Number of subjects were varied from K = 25
and K = 100. Each cell entry is 100 times the performance characteristic estimates.
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Figure 5.1: Estimated MSE of αˆ and βˆ1 for normal unbalanced data, True EXC
Working AR(1), K=25. (Solid line: Cholesky, Dotted Line: Gaussian, Dashed
Line: Corrected Quasi-Least Squares and Dash+Dotted Line: Independence.)
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Figure 5.2: Estimated MSE of αˆ and βˆ1 for normal unbalanced data, True EXC
Working AR(1), K=100. (Solid line: Cholesky, Dotted Line: Gaussian, Dashed
Line: Corrected Quasi-Least Squares and Dash+Dotted Line: Independence.)
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Figure 5.3: Estimated MSE of αˆ and βˆ1 for normal balanced data, True MA(1)
Working AR(1), K=25. (Solid line: Cholesky, Dotted Line: Gaussian, Dashed
Line: Corrected Quasi-Least Squares and Dash+Dotted Line: Independence.)
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Figure 5.4: Estimated MSE of αˆ and βˆ1 for normal balanced data, True MA(1)
Working AR(1), K=100. (Solid line: Cholesky, Dotted Line: Gaussian, Dashed
Line: Corrected Quasi-Least Squares and Dash+Dotted Line: Independence.)
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Figure 5.5: Estimated MSE of αˆ and βˆ1 for normal balanced data, True AR(1)
Working EXC, K=25. (Solid line: Cholesky, Dash+Dotted Line: Gaussian, Dashed
Line: Quasi-Least Squares, Dotted Line: Corrected Quasi-Least Squares and Long
Dashed Line: Independence.)
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Figure 5.6: Estimated MSE of αˆ and βˆ1 for normal balanced data, True AR(1)
Working EXC, K=100. (Solid line: Cholesky, Dash+Dotted Line: Gaussian,
Dashed Line: Quasi-Least Squares, Dotted Line: Corrected Quasi-Least Squares
and Long Dashed Line: Independence.)
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K α UC UG UQ UCQ UM
Bias 25 -0.5 -0.18 0.05 -0.01 -0.05 0.17
MSE 25 -0.5 0.38 0.32 0.37 0.36 0.34
Bias 25 -0.25 0.11 0.42 0.57 0.59 -0.10
MSE 25 -0.25 0.43 0.44 0.46 0.46 0.43
Bias 25 0.25 -0.02 0.17 0.10 0.11 0.39
MSE 25 0.25 0.63 0.64 0.63 0.63 0.60
Bias 25 0.5 -0.26 -0.23 -0.27 -0.25 -0.08
MSE 25 0.5 0.74 0.74 0.76 0.74 0.74
Bias 100 -0.5 -0.03 0.04 0.01 0.005 0.09
MSE 100 -0.5 0.09 0.08 0.08 0.08 0.09
Bias 100 -0.25 -0.096 0.026 -0.027 -0.038 -0.039
MSE 100 -0.25 0.099 0.11 0.11 0.11 0.10
Bias 100 0.25 0.37 0.12 -0.035 -0.019 0.040
MSE 100 0.25 0.15 0.14 0.17 0.17 0.15
Bias 100 0.5 0.088 -0.0027 0.0077 0.0009 0.10
MSE 100 0.5 0.18 0.17 0.18 0.17 0.19
Table 5.6: Simulation outcomes for βˆ1 using correlated Poisson variates incorpo-
rating an AR(1) correlation structure. 1000 realisations were simulated with each
subject having ni ≡ 5 observations. Number of subjects were varied from K = 25
and K = 100. Each cell entry is 100 times the performance characteristic estimates.
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K α UC UG UQ UCQ UM
Bias 25 0.25 -2.15 -2.24 -13.73 -3.12 7.07
MSE 25 0.25 2.35 2.42 2.46 2.14 4.91
Bias 25 0.5 -2.55 -0.37 -24.44 -3.39 14.30
MSE 25 0.5 3.23 0.65 7.13 3.20 6.03
Bias 100 0.25 -0.72 -0.75 -12.42 -0.34 11.16
MSE 100 0.25 0.58 0.54 1.70 0.57 2.48
Bias 100 0.5 -0.69 0.17 -23.24 -0.37 19.99
MSE 100 0.5 0.69 0.60 5.65 0.65 4.51
Table 5.7: Simulation outcomes for αˆ using correlated binary variates incorporating
an exchangeable correlation structure. 1000 realisations were simulated with each
subject having ni ≡ 5 observations. Number of subjects were varied from K = 25
and K = 100. The correlation parameters were estimated using the Cholesky,
Gaussian, corrected Quasi-Least Squares, Quasi-Least Squares and the Liang and
Zeger moment method under a working AR(1) correlation structure. Each cell
entry is 100 times the performance characteristic estimates.
K α UC UG UQ UCQ UM
Bias 25 0.25 0.95 2.35 2.36 1.14 1.20
MSE 25 0.25 3.00 3.16 3.18 2.75 2.94
Bias 25 0.5 1.94 1.69 1.69 1.13 0.99
MSE 25 0.5 2.52 2.08 2.21 1.94 1.67
Bias 100 0.25 0.23 0.62 0.62 0.13 0.50
MSE 100 0.25 0.60 0.59 0.59 0.60 0.63
Bias 100 0.5 0.38 0.22 0.18 0.03 0.08
MSE 100 0.5 0.48 0.41 0.43 0.46 0.41
Table 5.8: Simulation outcomes for βˆ1 using correlated binary variates incorporat-
ing an exchangeable correlation structure. 1000 realisations were simulated with
each subject having ni ≡ 5 observations. Number of subjects were varied from
K = 25 and K = 100. The correlation parameters were estimated using the
Cholesky, Gaussian, Corrected Quasi-Least Squares, Quasi-Least Squares and the
Liang and Zeger moment method under a working AR(1) correlation structure.
Each cell entry is 100 times the performance characteristic estimates.
Chapter 6
Further Research
General Unbiased Estimating Functions for αˆ












where Qij(ρ) is some ni × ni matrix (not necessarily symmetric as we shall see
later) that contains information about ρj, j = 1, . . . , q where q is the number of
parameters in the correlation matrix. The challenge here is how to choose the
matrix Qij(ρ) that is optimal in the sense of the asymptotic covariance and that
βˆ remains consistent and feasible under misspecification of the correlation matrix.
The following examples shows how to recover the estimators in (1.3) and (1.5)
(which is also the cholesky AR(1) estimator and the Corrected Quasi-Least
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(ni − 1)ρ 0 . . . 0
−2 (ni − 1)ρ . . . ...
...
. . .
. . . 0








ρ 0 . . . 0







. . . 2ρ 0




The Gα(j, k) in the sandwich estimator is,









GEE and Binary Data
Another problem with GEE’s was pointed out by Chaganty & Joe (2004), by
treating the working correlation matrix as the correlation matrix of a binary
response vector y would lead to a violation of the well known correlation bounds
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for y. Let y = (y1, y2, . . . , yni) be a Bernoulli random vector with marginal
probabilities pj, j = 1, . . . , n and correlation matrix of y be (1− ρ)I + ρJ, where I



























If pj(x) is a function of the covariate vector x, then a constant correlation matrix

































Since GEE software does not consider the constraints on ρ based on the
covariates, thus the restrictions are not met and this may lead to some marginal
probabilities being negative. In Changanty & Joe (2004), they suggested using a
structure correlation matrix with a fixed α that is close to the average correlation











It is not known how the above performs with respect to standard methods for




Consider an n× n symmetric positive definite matrix A, the Cholesky decom-
position A = LDL′ where L is a lower triangular matrix and D a diagonal matrix
is as follows,
d1 = a11 and lj1 = aj1/d1 for each j = 2, 3, . . . , n generates the first column of
L.
For each i = 2, 3, . . . , n − 1, compute di and ith column of L in the following
manner,
















for each j = i + 1, . . . , n. Finally, we have




For the case where we want to decompose the matrix A into the form A =
UD∗U′ where U is an upper triangular matrix and D∗ a diagonal matrix. We can
derive the algorithm using techniques similar to that of the original definition.
An alternative decomposition in the form of A = LL′ is given in the following
algorithm, Let l11 =
√
a11 and the remaining entries of the first column of L are
computed using lj1 = aj1/l11 for j = 2, 3, . . . , n. For each i = 2, 3, . . . , n − 1, the
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