III-nitride light-emitting diodes (LEDs) suffer from a severe efficiency reduction with increasing injection current (droop). Auger recombination is often seen as primary cause of this droop phenomenon. The corresponding Auger recombination coefficient C is typically obtained from efficiency measurements using mathematical models. However, C coefficients reported for InGaN active layers vary over two orders of magnitude. We here investigate this uncertainty and apply successively more accurate models to the same efficiency measurement, thereby revealing the strong sensitivity of the Auger coefficient to quantum well properties such as electron-hole ratio, electric field, and hot carrier escape. State-of-the-art GaN-based light-emitting diodes (LEDs) deliver the desired high efficiency only at relatively low light power. At the elevated injection current required in practical high-power applications, the internal quantum efficiency (IQE) is substantially reduced. This efficiency droop phenomenon originates in carrier loss mechanisms, which prevent electron-hole pairs from generating photons inside the active layers.
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[http://dx.doi.org/10.1063/1.4914833] State-of-the-art GaN-based light-emitting diodes (LEDs) deliver the desired high efficiency only at relatively low light power. At the elevated injection current required in practical high-power applications, the internal quantum efficiency (IQE) is substantially reduced. This efficiency droop phenomenon originates in carrier loss mechanisms, which prevent electron-hole pairs from generating photons inside the active layers.
1 Among the proposed droop mechanisms are Auger recombination, 2 electron leakage, 3 and densityactivated defect recombination (DADR). 4 We here focus exclusively on Auger recombination. First direct experimental evidence for Auger recombination in blue LEDs was recently provided, 5, 6 but the magnitude of this recombination process remains unclear. Quantitative evaluations of the Auger mechanism are mainly based on the modeling of measured efficiency characteristics and lead to a large variation of extracted Auger coefficients C (Fig. 1 ). This variation is hardly investigated in the literature, but it creates a major uncertainty in the analysis of the efficiency droop. In this paper, we discuss several reasons for C-parameter discrepancies and successively apply more accurate models to the same efficiency measurement. We thereby reveal that the extracted Auger coefficient is very sensitive to the assessment of quantum well properties such as the carrier density, the electron-hole ratio, the overlap of confined wave functions, the polarization field, and the escape of hot carriers.
The most popular model is the so-called ABC model which describes the measured external quantum efficiency EQE by the formula
with the photon extraction efficiency EXE, the quantum well (QW) injection efficiency INE, and the carrier recombination rate inside the QWs given by a third order power series R(n) ¼ An þ Bn 2 þ Cn 3 as function of the carrier density n.
The coefficients A, B, and C are associated with defectrelated Shockley-Read-Hall (SRH) recombination, spontaneous photon emission, and Auger recombination, respectively. The efficiency is usually plotted over the current density j ¼ qdR(n) with the electron charge q and the total thickness of active layers d. The injection efficiency accounts for recombination outside the active layers (carrier leakage), which is often neglected (INE ¼ 1). With such ABC model, the third-order parameter C is the only one that is responsible for the efficiency droop at high current densities since the recombination rate Cn 3 is the only one that is rising faster than the photon emission rate Bn 2 with increasing carrier density.
Based on this and similar models, a large variety of Cparameters was extracted from efficiency measurements. Figure 1 shows published data for single active layers 2, [7] [8] [9] and for multiple quantum wells (MQWs). [10] [11] [12] [13] [14] [15] The carrier density n is typically determined using carrier lifetime measurements. MQW active regions cause a major uncertainty with the simple ABC model (1), because their QWs are known to exhibit different carrier densities. 16 We therefore focus our attention on single quantum well (SQW) LEDs, in particular, on electro-luminescence and differential carrier lifetime measurements performed on an industry-grade 3 nm SQW LED emitting light at 457 nm wavelength. 8 This device exhibits its peak quantum efficiency at a current density of j peak ¼ 5 A/cm 2 ( Fig. 2) . The IQE maximum of about 75% was determined from the measured EQE peak by assuming INE ¼ 1 and independently calculating the photon extraction efficiency EXE. 8 The differential carrier lifetime s diff is given by 1
. Our fit of the ABC model to these measurements results in the solid lines in Fig. 2 using the recombination parameters listed in the top row of Table I . B and C are in good agreement with our reference; the A parameter was not reported. 8 However, as previously discussed, 17 various ABC parameter sets give identical IQE characteristics and large variations of the extracted Auger parameter are possible if the QW carrier density is not exactly known (Fig. 3 ). In our case, the lifetime s diff was measured at different current densities from the emission decay after a small current pulse. 8 Within the framework of the simple ABC model, this method provides rather accurate values for the SQW carrier density and for the corresponding recombination coefficients (vertical line in Fig. 3 ). Other methods are accompanied by a larger error.
2 Some reported ABC analyses ignore this issue and simply assume a specific value for one of the ABC parameters.
Many variations of the ABC model have been proposed in the literature. 18 Some groups consider carrier leakage as possible cause of the droop by adding higher-order terms or f(n) to R(n). 19 Other authors introduce declining coefficients B(n) and C(n) to account for high-density effects that are also observed in microscopic recombination models. 20, 21 All these ABC model modifications introduce additional unknown parameters and lead to different sets of extracted recombination coefficients.
For a more detailed evaluation of the recombination processes, let us now apply a more general recombination formula, which distinguishes between the densities n and p for electron and holes, respectively,
with the SRH lifetimes s n,p for electrons and holes, respectively. The Auger coefficients C n,p account for the two possible Auger processes, transferring the recombination energy to an electron in the conduction bands and a hole in the valence bands, respectively. The equilibrium carrier density product n 0 p 0 is much smaller than np in a QW under operating conditions. The defect parameters n 1 and p 1 are also often neglected. For simplicity, we here set s n ¼ s p ¼ s SRH , A ¼ 1/2s SRH , and C ¼ C n ¼ C p . With n ¼ p, we then arrive at the ABC recombination model used in (1).
However, differences in electron and hole confinement inside the quantum well are to be expected, 23, 24 especially with strong built-in polarization fields and poor hole injection, both typical for GaN-based LEDs. For a simple comparison, let us assume n ¼ 2p. The ABC formula for the internal quantum efficiency then changes to IQE
). Obviously, without further computation, the previously determined recombination parameters can be changed by fixed factors to obtain the new ABC fit parameters given in Table I 3 . ABC parameter sensitivity to the quantum well carrier density at the IQE peak. Each vertical parameter combination gives identical IQE curves in Fig. 2 . The vertical line corresponds to the lifetime fit in Fig. 2 . measurement in Fig. 2 . The first package is the APSYS software, 25 which self-consistently combines carrier transport and QW recombination. 26 The model accounts for the QW potential deformation by the built-in polarization field and the corresponding separation of electrons and holes (Fig. 4) . The polarization is computed using a second-order model that gives a SQW interface polarization charge density of 1.8 Â 10
13 cm À2 and a built-in SQW polarization field of about 3 MV/cm in our case. 27 After considering the screening by free and confined carriers, the simulated average QW field strength is still about 2.6 MV/cm at the efficiency peak and about 1.9 MV/cm at 150 A/cm 2 . At the IQE peak, the average QW carrier density is 14 Â 10 18 cm À3 for electrons and 6 Â 10 18 cm À3 for holes, giving an electron-hole ratio of 2.3, close to our previous assumption.
APSYS computes the QW spontaneous emission spectrum self-consistently from the wave functions and the QW band structure, which is represented by a 6 Â 6 k•p model. Using a QW Indium content of 16%, the measured emission peak of 457 nm is reproduced in the simulation. The total emission rate is obtained at every bias point by integrating the emission spectrum, thereby eliminating B as free fit parameter. The non-radiative recombination rates are calculated from the QW carrier distributions n(x) and p(x) as shown in Fig. 4 , and C ¼ 2.5 Â 10 À31 cm 6 /s (dashed line in Fig. 2 ). An almost identical fit is obtained by using the simple emission rate Bnp with B ¼ 17 Â 10 À12 cm 3 /s. Since the electron-hole separation is considered separately in Eq. (2), these numbers are substantially larger than the ABC parameters extracted earlier (see Table I ).
However, the employment of QW wave-function weighted 3-dimensional (3D) carrier densities n(x) and p(x) in (2) leads to recombination rate profiles inside the QW, which misrepresent the actual interaction of the entire confined carrier wave functions in QW recombination processes. Similar to the QW photon emission model, non-radiative recombination models should include the whole carrier wave functions and use 2D carrier densities [cm À2 ] in connection with a 2D C-parameter [cm 4 /s] as in
This 2D Auger recombination rate can be translated into the common 3D rate using the QW thickness d and R Aug ¼ R Aug2D /d. The resulting 3D Auger coefficient C ¼ d 2 C 2D includes the separation of electrons and holes inside the QW. As this separation is a function of the electric field, C changes with increasing bias, i.e., the Auger coefficient becomes a function of the current density.
Such improved 2D recombination model is implemented in the second numerical device simulation package employed in our study, Quatra/Cels, 28 which also solves the coupled system of Poisson, electron/hole continuity, and Schr€ odinger equation self-consistently. The 2D-carrier population in the QW follows a separate carrier continuity equation, which couples to the barrier levels via an in-and out-scattering term. 29 The bound carrier densities enter the Poisson equation following the QW envelope wave functions in quantized direction. The Auger coefficient includes the overlap integrals of the envelope wave functions. 30 The same principle is applied to the spontaneous emission rate, although the calculation of this rate also includes a spectral integration within a free carrier perturbation theory with an energy band structure from a k•p model. The SRH recombination model does not consider the wave function overlap integral, as we believe that the defect distribution in the barrier-well system is not constant. Here, more advanced models including interface effects need to be developed. Using this approach, the IQE measurement in Fig.  2 can be fitted quite well (dashed-dotted line in Fig. 2) . B and C now rise by 20% and 50%, respectively, in the current density range shown in Fig. 2 , as the QW electric field and the electron-hole separation are reduced. Table I lists both parameters at the IQE peak.
The Quatra/Cels software also allows for the escape of hot carriers generated by the QW Auger recombination. 31 In that case, the QW recombination rate (3) underestimates the carrier loss due to Auger recombination. The hot carrier is added to the bulk distribution, or in a worst case scenario, to the minority contact current as leakage. In the latter case, the IQE fit results in half of the C parameter for the hot carrier leakage effect (see Table I ). More detailed carrier transport investigations are needed to establish the actual hot carrier escape ratio in our case.
Numerical simulations of GaN-LEDs often include a scaling factor (<1) for the built-in polarization, which accounts for screening by charged interface defects. 32 Such factor reduces the built-in QW field, lowers the electron-hole separation, and leads to stronger recombination. Since the density of charged QW interface defects is unknown, we, here, only consider the extreme case without QW polarization in which the electron-hole separation inside the QW is eliminated and the B and C parameters do not change with current any more (see last row in Table I ). The A and C parameters extracted from the efficiency measurement are now substantially higher, because they need to compensate for the stronger photon emission.
Microscopic theories of direct Auger recombination in III-V semiconductors traditionally predict negligibly low C-parameters for wide-gap materials, partially based on simplified band structure models. 33 Much higher C coefficients were recently computed for indirect Auger   FIG. 4 35 Calculations for InGaN quantum wells are more complicated and preliminary results are published only for direct Auger recombination, none of which is comparable to our case. Based on advanced band structure models, some of those reports indicate a strong influence of the QW width 36 as well as enhanced Auger recombination with rising electric field. 37 Other models predict C-parameter reductions with graded QW interfaces. 38 Thus, existing microscopic models confirm the strong influence of QW properties on the Auger recombination and the inapplicability of bulk material parameters.
In conclusion, the popular ABC model (1) is not sufficient to obtain a consistent value for the Auger coefficient C from efficiency measurements. The extracted C-parameter strongly depends on quantum well properties such as electron-hole ratio, net polarization field, and hot carrier escape ratio. We demonstrate how the successive application of more detailed models provides a deeper understanding and a more accurate quantitative assessment of the Auger recombination process. However, more detailed models require more detailed information on quantum well properties, some of which are not available in our case. Based on the existing information, 8 we are also unable to evaluate the influence of other effects such as current crowding, 10 electron leakage, 3 non-uniform Indium distribution, 39 or excitonic enhancement. 40 Further research is needed to fully understand the contribution of Auger recombination to the GaN-LED efficiency droop.
