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In this paper we study isochronous centers of polynomial systems. It is known
that a center is isochronous if and only if it is linearizable. We introduce the notion
of Darboux linearizability of a center and give an effective criterion for verifying
Darboux linearizability. If a center is Darboux linearizable, the method produces a
linearizing change of coordinates. Most of the known polynomial isochronous cen-
ters are Darboux linearizable. Moreover, using this criterion we find a new two-
parameter family of cubic isochronous centers and give the linearizing changes of
coordinates for centers belonging to that family. We also determine all Hamiltonian
cubic systems which are Darboux linearizable. In the second part of this work we
restrict to the study of isochronous centers having a rational first integral. We prove
that, under certain conditions, the cycle vanishing at the isochronous center is
either zero homologous in the closure of a generic fiber, or the function obtained
from the first integral by eliminating the indeterminacy points has several critical
points in the singular fiber passing through the isochronous center.  1997 Academic
Press
1. INTRODUCTION
In this paper we study centers of polynomial systems. A center is
isochronous if the period of all integral curves in its basin is constant. Only
non-degenerate centers can be isochronous. In an appropriate coordinate
system and upon rescaling of time, a polynomial system of degree n with
a non-degenerate center at the origin takes the form
x* =&y+ :
n
i+j=2
aij xiy j,
(1-1)
y* =x+ :
n
i+j=2
bijxiy j, aij , bij # R,
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or in complex notation
z* =iz+ :
n
i+j=2
:ijziz j, :ij # C, (1-2)
where
z=x+iy,
(1-3)
z =x&iy.
The research in [MRT] was motivated by the desire to understand the
mechanisms that make a center isochronous. It had started from the
remark of Z4 o*a dek [Z1] stating that ‘‘... we have only five cases when
the level curves of the Lyapunov integral are conic curves (or equivalent to
such)... It turns out that the cases S1 , ..., S4 are the cases of isochronous
centers, ... The case S 0 is degenerate.’’ (see Table I). To understand better
the geometry of isochronous systems further examples of isochronous
systems were studied. No unifying geometric property was identified but we
could give a unified proof of the isochronicity of several systems by con-
structing a linearizing change of coordinates. Several questions were raised
and particular attention was given to systems with a rational first integral,
since many examples of isochronous systems appear to have rational first
integrals and since we can in this case use arguments from algebraic
geometry.
This paper comprises two parts. We first refine the method introduced in
[MRT] to construct linearizing changes of coordinates. The method we
introduce, the Darboux linearization, is effective. This idea came to us in
a discussion with M. Singer. It provides a method, applicable in many
cases, for proving that a given polynomial system is isochronous.
Moreover, it gives a very easy way of constructing polynomial or rational
vector fields having an isochronous center. Here, this method is used to
construct new strata of cubic systems with isochronous centers.
It is well known (cf., e.g., [MRT]) that the origin of (1-1) is isochronous
if and only if there exists an analytic change of coordinates
u=x+o( |(x, y)| )
(1-4)
v= y+o( |(x, y)| )
transforming (1-1) to the linear isochronous center
u* =&v
(1-5)
v* =u.
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When the change of coordinates is written equivalently in complex nota-
tion, the origin (1-1) is isochronous if and only if there exists an analytic
change of coordinates
Z(z, z )=z+o( |(z, z )| ) (1-6)
transforming (1-1) into
Z4 =iZ. (1-7)
In [MRT] several classes of isochronous systems are investigated for
which linearizing changes of coordinates are exhibited. The basis for the
search for the linearizing change of coordinates was the existence of a
Darboux first integral. We adapt the method of Darboux here to search for
linearizing changes of coordinates of isochronous systems within the class
of Darboux functions. We give an effective necessary and sufficient criterion
for the existence of a linearizing change of coordinates belonging to the
class of Darboux functions. Moreover, this criterion produces the Darboux
linearizing change of coordinates whenever they exist. All of the linearizing
changes of coordinates given in [MRT] can be found using this method.
In Section 3 we give some applications of this method to cubic systems. We
first construct new classes of isochronous systems with four invariant lines:
the two complex lines x\iy=0 and two other lines which can be either
real or complex. We consider systems with two invariant lines through the
origin and one invariant conic. In that case we only recover isochronous
systems already known in cubic systems symmetric with respect to the
origin. We also determine all cubic Hamiltonian systems which are Darboux
linearizable; they are all equivalent to the transformation of the linear
isochrone under the map (x, y) [ (x+ y2, y).
In the second part of the paper we focus on isochronous systems with
rational first integrals F # C(x, y) and on necessary conditions for a rational
function to be the first integral of a system with an isochronous center.
The main tools we want to use are Abelian integrals and PicardFuchs
theory. The theory makes it possible to derive interesting results as soon as
the vanishing cycles generate the homology of the generic fibers of the
fibration induced by the first integral F. This is known to be the case, for
instance, for generic polynomials or for rational functions which are
Lefschetz pencils at the indeterminacy points. However, even for the sim-
plest examples (quadratic or cubic isochronous symmetric systems) this
condition is not satisfied. Hence we need more general sufficient conditions
for the vanishing cycles to generate the homology of the generic fibers of
the fibration. These generic conditions are derived in Section 4. They are
probably known to specialists, but the statement does not seem to appear
in the literature. They have the advantages that they can be handled in
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practice and that they are satisfied for all our examples of isochronous
systems with rational first integrals. Let us now state the main result, which
we prove in Section 5. For that purpose we suppose that the origin is the
isochronous center and that F(0, 0)=0.
If the vanishing cycles generate the homology and all isolated critical
points of the map G obtained by eliminating the indeterminacy of F
are simple, then either the vanishing cycle associated with the
isochronous center is homologous to zero or there exists a critical
point distinct from the origin in G&1(0).
In particular, we can prove that, unless the vanishing cycle associated with
an isochronous center is trivial in the closure of a generic fiber, a generic
rational function can never be the first integral of a system with an
isochronous center. This result allows us to list explicit necessary geometric
conditions on the function F to be the first integral of a system with an
isochronous center. We then analyze several examples appearing in Table I.
While we were working on this section we received a preprint of Gavrilov
[G] which develops, in the special case of polynomial Hamiltonian
isochronous systems, some of the ideas we had in the more general context
of isochronous systems with rational first integrals. Gavrilov conjectures
that for polynomial Hamiltonian isochronous systems the vanishing cycles
are homologous to zero in the fiber and he presents a proof of the state-
ment under certain hypotheses. His proof is incomplete (cf. Remark 5.9).
In the last section we comment on a recent example of Devlin [De]
providing a system in which an isochronous center and a non-isochronous
center coexist. Since the system has a rational first integral it follows from
the results of [MRT] that the system has no algebraic linearizing change
of coordinates. Here we prove that this system is not Darboux linearizable.
Let us now mention two interesting directions for further research:
(1) Find necessary and sufficient geometric conditions for isochroni-
city. In this paper we addressed the question of the geometry of the rational
function which is the first integral of a system with an isochronous center
and we found necessary conditions. Obviously if we want to find necessary
and sufficient geometric conditions for isochronicity we cannot work with
the first integral only, but must also work with the integrating factor.
(2) We analyzed the Devlin example (see Section 6) in the light of
the results of Section 5. Our theorem does not permit to distinguish
between this system and the systems having either a Darboux linearizing
change of coordinates or an algebraic linearizing change of coordinates.
Our hope is that a further analysis of the geometry of the first integral and
the integrating factor could distinguish these examples.
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Other specific questions for further research appear at the end of Sections 2
and 6.
2. DARBOUX LINEARIZATION
We first recall briefly the main notions related to the method of integra-
tion of Darboux. For more details see, e.g., [S1] or [MRT]. Given a
polynomial system
x* =P(x, y)
(2-1)
y* =Q(x, y)
of degree n, define the differential operator
DF=F4 =Fx P+Fy Q. (2-2)
Definitions 2.1.
(1) An invariant algebraic curve of the system (2-1) is a curve in the
complex plane given by an equation F(x, y)=0, with F(x, y) # C[x, y],
such that there exists K(x, y) # C[x, y], satisfying
DF(x, y)=F(x, y) K(x, y). (2-3)
(In fact K(x, y) necessarily belongs to the space Cn&1[x, y] of polyno-
mials in x and y of degree n&1 with complex coefficients.)
(2) A Darboux factor is a polynomial F(x, y) such that F(x, y)=0 is
an invariant algebraic curve.
(3) Any analytic function F(x, y) satisfying (2-3), for some K(x, y) #
Cn&1[x, y], is an analytic Darboux factor. The polynomial K(F )=K(x, y)
is called the cofactor of the analytic Darboux factor.
(4) An analytic Darboux factor of the form exp(G(x, y)) with
G(x, y) # C(x, y) is called an exponential Darboux factor. (Here C(x, y) is
the field of rational functions.)
(5) A Darboux factor or an exponential Darboux factor is called a
generalized Darboux factor.
(6) A non-constant function F(x, y) satisfying DF(x, y)#0 is a first
integral.
Remarks 2.2.
(1) K(F1F2)=K(F1)+K(F2). (2-4)
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(2) K(F :)=:K(F ). (2-5)
(3) Christopher [C] has shown that if exp(DE) is an exponential
Darboux factor, with D, E # C[x, y] and deg(E)1, then E=0 is an
invariant algebraic curve.
(4) Exponential Darboux factors can be thought of as limits of
Darboux factors for a continuous family of systems (cf. [C, Z2, and
Proposition 2.14).
Definitions 2.3. A (generalized) Darboux function is a function
Z(x, y) of the form
Z= ‘
k
j=0
F :jj , :j # C, (2-6)
with Fj # C[z, z ]=C[x, y], (or Fj=exp(Gj), with Gj # C(z, z )=C(x, y)),
for each j=0, ..., k.
An important class of strata of centers of polynomial systems is the class
of strata of (generalized) Darboux integrable systems, i.e., systems which
have a (generalized) Darboux function as a first integral (c.f. [S, and Z2]).
Many examples of isochronous centers having (generalized) Darboux first
integrals are given in [MRT].
Definition 2.4. The system (1-1) is (generalized ) Darboux linearizable
if there exists a (generalized) Darboux function Z=>ki=0 F
:i
i , regular at
the origin, i.e. of the form (1-6) and transforming (1-1) to (1-7). Such a
function Z is called a (generalized ) Darboux linearizing change of coor-
dinates. More precisely, if Fi # C[x, y], i # [0, ..., k], we say that the system
(1-1) is Darboux linearizable using only Fi , i # [0, ..., k].
Remarks 2.5.
(1) If Z=u+iv is a change of coordinates transforming system (1-1)
to (1-7), then (x, y) [ (u, v) transforms (1-1) to the real linear isochronous
system (1-5). Even if Z=u+iv is a Darboux function, the functions u and
v need not necessarily be Darboux functions.
(2) The linear part of the system at the origin has two distinct eigen-
values \i. Hence there exist (locally) two (complex conjugate) invariant
analytic curves, F0=0 and F 0=0, with F0(z, z )=z+o( |(z, z )| ). In prin-
ciple, the two curves F0=0 and F 0=0 can be two branches of one and the
same irreducible analytic curve.
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Theorem 2.6. The system (1-1) is (generalized ) Darboux linearizable if
and only if the analytic invariant manifold F0=0, of the form F0(z, z )=
z+o( |(z, z )| ), is algebraic and there exist invariant algebraic curves Fj=0
(or exponential Darboux factors Fj=exp(Gj),) j # J, where J is a finite,
possibly void, subset of N such that Fj (0, 0){0 and
K0+ :
j # J
:j Kj=i=- &1. (2-7)
Here Kj is the cofactor of Fj , j # J. Moreover, if the assumptions are satisfied,
then a ( generalized ) Darboux linearizing change of coordinates is given by
Z=F0 ‘
k
j=1
F :jj . (2-8)
Corollary 2.7. A necessary condition for generalized Darboux linear-
izability of a center at the origin is that there exist two irreducible (complex
conjugate) algebraic curves passing through the origin.
Proof. All invariant curves not passing through the origin have cofac-
tors which vanish at the origin. Also, all exponential Darboux factors have
cofactors which vanish at the origin. If the two separatrices are branches
of a unique irreducible algebraic curve then its cofactor vanishes at the
origin. K
Conjecture 2.8. A singular point of a system with a rational first
integral and an irreducible invariant algebraic curve self-intersecting at that
singular point cannot be an isochronous center.
Proof of Theorem 2.6. Let Fj , j # J, be generalized Darboux factors corre-
sponding to invariant algebraic curves Fj=0, or exponential Darboux fac-
tors Fj=exp (DjEj). We assume that F0(z, z )=z+o( |(z, z)| ), Fj (0, 0){0,
for j # J and that their cofactors satisfy (2-7). Then
D(Z)=D \F0 ‘l # J F
:l
l +=D(F0) ‘l # J F
:l
l +F0 :
j # J
:j ‘
l # J"[ j ]
F :ll F
:j&1
j D(Fj)
=F0 ‘
l # J
F :ll \K0+ :j # J :jKj+=iZ. (2-9)
Obviously, the function (2-8) is regular at the origin. Conversely, assume
that the system (1-1) is generalized Darboux linearizable. Let
Z= ‘
j # J
G ;jj = ‘
j # J1
G ;jj ‘
j # J2
G ;jj (2-10)
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be a generalized Darboux function of the form (1-6) transforming the
system to (1-7). For j # J1 (resp. j # J2) we have that Gj # C[z, z ] (resp.
Gj=exp(Hj), with Hj # C(z, z )). We can of course assume without loss of
generality that J2 either is void or contains exactly one element, in which
case we can assume that the corresponding ;j=1.
Let us first assume that J2=<. We assume without loss of generality
that the algebraic curves Gj=0, j # J1 , are irreducible and that the polyno-
mials Gj are relatively prime. We claim that Gj=0, j # J1 , are invariant
algebraic curves of the system and that Gj=exp(Hj), j # J2 , are exponential
Darboux factors. Indeed, substituting (2-10) into (1-7), we get
:
l # J1
;l
DGl
Gl
‘
j # J1
G ;jj =i ‘
j # J1
G ;jj . (2-11)
Simplifying (2-11) by >j # J1 G
;j&1
j yields
:
l # J1
;lDGl ‘
j # J1"[l ]
Gj=i ‘
j # J1
Gj . (2-12)
Now Gl obviously divides the right-hand side and all terms on the left-hand
side but the l th term. Hence it must divide the l th term too. Since the poly-
nomials Gj are relatively prime, it follows that there exists Kl # C[z, z ] such
that
DGl=GlKl , (2-13)
hence showing that the curves Gl=0 are invariant algebraic curves.
If J2 contains exactly one element, G=exp (H), then DG=DH exp(H )=
KG, with K=DH # C(x, y). Then
:
l # J1
;lDGl ‘
j # J1"[l ]
Gj+K ‘
j # J1
Gj=i ‘
j # J1
Gj . (2-14)
If H is a polynomial, then K=DH is a polynomial. From this we deduce
that \k # J1 , Gk | DGk in C[z, z ], i.e., DGk=Kk Gk , with deg(Kk)n&1.
Hence the Gk=0 are invariant algebraic curves. Moreover it follows that
deg(K)n&1; i.e., G=exp(H ) is an exponential Darboux factor.
Let us now consider the case where H=E1 E2 , with Ei , relatively prime.
We then get (2-14) with
K=
E2 DE1&E1DE2
E 22
. (2-15)
Without loss of generality we assume that the polynomials Gl , l # J1 , are
distinct and irreducible. Then >j # J1 Gj contains no square factor. Multi-
plying (2-14) by E 22 , it follows that E2 | DE2 , yielding that E2=0 is an
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invariant algebraic curve. Let us now choose k # J1 and decompose
E2=G mk M, with m0 and Gk and M relatively prime. From E2 | DE2 and
DE2=mG m&1k MDGk+G
m
k DM we get that Gk |DGk if m>0 and M | DM.
Hence for all k such that Gk | E2 we have that Gk=0 is an invariant
algebraic curve. Let us now choose k such that Gk does not divide E2 , and
hence is relatively prime with E2 . Multiplying (2-14) with E 22 yields a poly-
nomial equation from which we can deduce that Gk | DGk , i.e., Gk=0 is
again an invariant algebraic curve with cofactor K(Gk). The equation
(2-14) becomes
:
l # J1
;lK(Gl)+K=i, (2-16)
from which we deduce that K # Cn&1[z, z ], i.e., G is an exponential
Darboux factor.
In all cases we get that
:
l # J1
;lK(Gl)+ :
l # J2
K(Gl)=i. (2-17)
One verifies that the cofactor of a Darboux factor G such that G(0, 0){0
does not contain the constant term. Hence (2-17) implies that for some
l0 # [0, ..., k] the curve Gl0=0 is an invariant algebraic curve passing
through the origin. We assume l0=0. The origin being a complex saddle it
has exactly two separatrices G0(z, z )=z+o( |(z, z )| )=0 and G 0(z, z )=
z +o( |(z, z )| )=0 with respective cofactors K0(z, z )=i+O( |(z, z )| ) and
K 0(z, z )=&i+O( |(z, z )| ). If (2-10) is regular at the origin then necessarily
;0=1 and the curve G 0=0 does not appear in (2-10). K
Corollary 2.9. If the system (1-1) is (generalized ) Darboux linear-
izable, then it is (generalized ) Darboux integrable.
Proof. Let Z be a (generalized) Darboux linearization of (1-1). Then
D(ZZ )=0 and F=ZZ is a (generalized) Darboux first integral of
(1-1). K
Consider a system (2-1) and the differential operator D associated with
it. The function K is defined on the space of generalized Darboux factors
with algebraic cofactors of (2-1). Note that generalized Darboux factors do
not form a vector space, but their logarithms do. Let I be the space of
logarithms of generalized Darboux factors of (2-1). Let 8 : I  Cn&1[x, y]
be the function defined by 8=K b exp. Due to (2-4) and (2-5), the func-
tion 8 is a linear operator. Let PI/I be the subspace of I of logarithms
of Darboux factors. The condition for the existence of a (generalized)
Darboux first integral and the condition for the existence of a (generalized)
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Darboux linearizing change of coordinates can be nicely formulated in
algebraic language in the following proposition.
Proposition 2.10.
(1) The system (2-1) is generalized Darboux integrable if and only if
the kernel of 8 is non-trivial. If the kernel of 8 | PI is non-trivial then there
exists a first integral which is a Darboux function.
(2) The system (1-1) has a generalized Darboux linearizing change of
coordinates, not necessarily regular at the origin (i.e., not necessarily satisfy-
ing (1-6), if and only if i # Cn&1[x, y] is in the image of 8. If i # Im(8 | PI )
then there exists a linearizing change of coordinates which is a Darboux
function with all factors Fj being polynomials.
Proposition 2.11. All isochronous centers of quadratic systems and
cubic symmetric systems are Darboux linearizable. The Darboux linearizing
changes of coordinates are given in Table I.
Proof. The first integrals of these systems as well as linearizing changes
of coordinates appear in [MRT]. From this we deduce the Darboux
linearizing change of coordinates. K
Proposition 2.12. Let
Z=‘ G :jj (2-18)
be a generalized Darboux function. Assume moreover that (0, 0) Zz is real
nonzero. Let
z* =P(z, z) (2-19)
be the system obtained from the system (1-7) by the change of coordinates
(2-18). Then (2-19) defines a real rational system having an isochronous cen-
ter at the origin. This system is given by
z* =i
(ZZ )
z <\}
Z
z }
2
& } Zz }
2
+ . (2-20)
Proof. The formula (2-20) is obtained by solving the linear system
iZ=
Z
z
z* +
Z
z
z* ,
(2-21)
&iZ =
Z
z
z* +
Z
z
z*
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with respect to z* , z* . As z* is the conjugate of z* , the system (2-20) defines a
real system. Expressing the partial derivatives of Z and Z as in the proof
of Theorem 2.6, one shows that, upon simplification by Z (resp. Z ), the
system (2-21) becomes a system with polynomial coefficients. This proves
that (2-19), i.e., (2-20) is a rational system. Of course the system is
generalized Darboux linearizable by the mapping Z=Z(z, z ). K
We owe this observation to X. Gomez-Mont and the explicit formula
(2-20) to the referee.
Note that Proposition 2.13 shows that rational (generalized) Darboux
linearizable isochronous centers are simply the systems obtained by pulling
back the linear isochrone (1-7) by a (generalized) Darboux change of coor-
dinates.
Our main field of interest is, however, isochronicity in polynomial
systems. Families of polynomial isochronous systems are obtained by con-
sidering families of systems obtained by pulling back the differential
equation (1-7) by a family of (generalized) Darboux functions and
imposing that the denominator divides the numerator. In many cases, e.g.,
Theorem 3.1, this can be effectively realized. However, we prefer to use
another approach. Our goal in this paper is not only to construct new
families of polynomial isochronous centers, but rather also to give a
method (Theorem 2.6), illustrated by examples, of how one can show (in
many cases) that a given polynomial system is isochronous.
Remark 2.13. A large class of isochronous centers are generalized
Darboux linearizable. In particular, all isochronous centers given in the
tables of [MRT] are generalized Darboux linearizable. These consists of
the quadratic and cubic symmetric isochronous centers, the isochronous
centers in the Kukles family, the isochronous center in a complex system
z* =iz+P(z), and the isochronous centers in a cubic system with a sym-
metry axis and such that %* =1. In the particular case of the systems
x* =&y+2x2+x2y
(2-22)
y* =x( y+1)2
and
z* =iz ‘
r
j=1
(z&zj)kj, zj{0, zj {zl , j{l, kj>1, for some j, (2-23)
Darboux factors do not suffice to construct a generalized Darboux
linearizing change of coordinates and we need to use exponential Darboux
factors.
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These systems are obtained as limits of systems with ‘‘enough’’ algebraic
invariant curves. Several algebraic invariant curves, appearing in the
expression for the Darboux linearizing change of coordinates, coalesce for
the parameter values corresponding to (2-22) and (2-23). The generalized
Darboux linearizing changes of coordinates of the systems (2-22) and
(2-23) can be found by taking limits of the Darboux linearizing changes of
coordinates of systems having ‘‘enough’’ invariant algebraic curves.
Proposition 2.14. A generalized Darboux linearizable rational system is
a limit of rational Darboux linearizable systems.
Proof. Let
x* =P(x, y),
(2-24)
y* =Q(x, y), P, Q # C(x, y)
be a generalized Darboux linearizable system. Without loss of generality we
assume that there exists a regular generalized Darboux function
Z0=F0 ‘
k
j=1
F :jj } exp(G), (2-25)
with G=ED, Fj , E, D # C[x, y], such that the system (2-24) is obtained
by pulling back the differential equation (1-7) by (2-25). Put
Z= F0 ‘
k
j=1
F :jj } F= , = # R, (2-26)
with F= D&1=(D+=E)1=. Then Z= is a Darboux function converging to
Z0 , for =  0. The family of systems obtained by pulling back the differen-
tial equation (1-7) by (2-26) is a family of rational Darboux linearizable
systems converging to the generalized Darboux linearizable system
(2-25). K
3. SOME STRATA OF ISOCHRONOUS CUBIC SYSTEMS
We show how the method of Darboux linearization can help us find new
strata of cubic isochronous systems.
3.1. Cubic Isochronous Systems with Four Invariant Lines
We search for Darboux linearizable cubic centers having four invariant
lines and a Darboux linearization constructed using only these four lines.
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By Corollary 2.7 two of the lines must pass through the origin. They must
then be the two lines x\iy=0. We take the two other lines as
1+x+Ay=0 and 1+x+By=0. These two lines can be real, A, B # R, or
complex, B=A # C, in which case they have exactly one point in the real
plane (x, y)=(&1, 0).
Such a system has a first integral
F(x, y)= 12(x
2+ y2)(1+x+Ay)2a (1+x+By)2b. (3-1)
By putting
M(x, y)=(1+x+Ay)1&2a (1+x+By)1&2b (3-2)
it can be written in the form
x* =&M
F
y
(3-3)
y* =M
F
x
.
Theorem 3.1. A cubic system of the form (3-3), with a, b, A, B # C,
where either A, B # R or B =A and with the four invariant lines x\iy=0,
1+x+Ay=0, 1+x+By=0 is a real Darboux linearizable system with a
linearization constructed using only these four invariant lines if and only if
a+b+1=aB+Ab=0, (3-4)
A{B, and all coefficients in the cubic system (3-3) are real. In that case the
system can be written in the form
x* =&y+(A+B)x2&2xy+(A+B)x3+(AB&1)x2y
(3-5)
y* =x+x2+(A+B)xy& y2+(A+B)x2y+(AB&1)xy2.
The linearizing change of coordinates is given by
Z=(x+iy)(1+x+Ay)(A+i)(B&A) (1+x+By)(B+i)(A&B). (3-6)
If A=B and a+b+1=0, then the system (3-3) is generalized Darboux
linearizable by
Z=
x+iy
1+x+Ay
e&i( y(1+x+Ay)). (3-7)
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Proof. The cofactor of x+iy=0 is
K0=i+[i(2+a+b)&aA&bB]x+[a+b+i(A+B+aA+bB)]y
+[i(1+a+b)&aA&bB]x2+[aB+Ab+iAB(1+a+b)]y2
+[a+b+i(1+a+b)(A+B)&(a+b)AB]xy. (3-8)
The cofactor of F1(x, y)=1+x+Ay=0 is
K1=Ax& y+[A(1+b)&bB]x2+[AB&1] xy+[Ab&B(1+b)]y2,
(3-9)
and the cofactor of F2(x, y)=1+x+By=0 is
K2=Bx& y+[B(1+a)&aA]x2+[AB&1] xy+[Ba&A(1+a)]y2.
(3-10)
We look for solutions of the equation
K0+a1 K1+a2 K2=i. (3-11)
Equating the coefficient of y to zero yields
a2=&a1+(a+b)+i((A+B)+aA+bB). (3-12)
When A{B we then can annihilate the coefficient of x, which yields
a1=
a(B&A)+i[2+a+b+AB(1+a)+(1+b)B2]
B&A
. (3-13)
The other coefficients then depend only on a, b, A, B. Taking the Gro bner
basis of the coefficients we see that they all vanish if and only if one of the
following conditions holds:
a+b+1=aB+Ab=0
(3-14)
[2a+1=0 or 2b+1=0] and A2+1=A+B=0.
However, the second case corresponds to non-real systems except when
a=b, which is a subcase of the first case. K
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Fig. 1. AB<0.
The phase portraits appear in Figs. 1 and 2 for AB<0 and A, B>0. The
case A, B<0 reduces to the case A, B>0 by the change of coordinates
( y, t) [ (&y, &t). When A=B # C"R the node is replaced by a focus. To
obtain the phase portrait of (3-5) we first look for singular points. Note that
the x* component of (3-5) is linear in y. Solving it for y and substituting in
y* , one finds that there are precisely two real singular points, (0, 0) and
(&1, 0), and four complex (non-real) singular points in the finite plane. The
eigenvalues of the vector field at (&1, 0) are A and B. The line at infinity is
not an invariant line of the foliation defined by the vector field. The point
Fig. 2. A, B>0.
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(0:1:0) is the only singular point at infinity of the foliation on CP2 defined
by the vector field and there is one point yx=(A+B)(1&AB) of tangency
of the foliation, with the line at infinity.
Remarks 3.2.
(1) The condition a+b+1=0 is equivalent to imposing that the
line at infinity is not invariant for the foliation defined by the field (3-5).
Under that condition, the second condition aB+bA=0 is equivalent to
imposing that there are only six singularities of the field (3-5) in the finite
complex plane. For ==aB+bA{0 tending to zero an extra singularity of
the vector field escapes to infinity at the point (0 :1:0).
(2) The case when the two invariant lines not passing through the
origin are parallel is not covered by Theorem 3.1. However, in that case
one can check that the system has a symmetry axis (perpendicular to the
two lines) and that %4 =1. The cubic systems with a symmetry axis and
satisfying %4 =1 were studied in [MRT]. For
F= 12 (x
2+ y2)( y+C )2a ( y+D)2b, (3-15)
the system (3-3) is Darboux linearizable using the four lines x\iy, y+C,
y+D, C{D, if and only if
a+b+1=aC+bD=0. (3-16)
The Darboux linearizing change of coordinates is given by
Z=z( y+C)a ( y+D)b. (3-17)
(3) The conditions (3-4) are not the only conditions under which
(3-3) is Darboux linearizable. Indeed, when a=b=&12 all integral curves
are conics. Apart from the four known invariant lines one extra conic is
reducible. Using the two new invariant lines one can construct a Darboux
linearization.
It is then natural to pose the question:
Questions 3.3. What are the isochronous systems and the Darboux
linearizable systems inside the family (3-3)?
3.2. Cubic Isochronous Systems With Two Invariant Lines and an Invariant
Conic
An interesting question seems to be to consider the cubic systems which
have the two invariant lines x\iy=0 and an invariant conic
f1=1+Ax+By+Cx2+Dxy+Ey2=0, (3-18)
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and for which a Darboux linearization can be constructed with the help of
these three curves. The result is deceptive in the sense that the only such
systems are equivalent to the system (S2*) (Table I) already studied in
[P, MRT]. For this reason we do not include the proof, which is rather
straightforward [MRT].
3.3. Darboux Linearizable Hamiltonian Cubic Systems
In this section we discuss all cubic Hamiltonian systems which are
Darboux linearizable. The study of Darboux linearizability of Hamiltonian
systems is made easier by the fact that all invariant algebraic curves of a
Hamiltonian system with a Hamiltonian function H are given by H&h=0,
or by a factor of such a curve. The cofactor of H&h=0 is equal to zero
and only factors of H&h (if they exist) can have non-zero cofactor.
Let
H(x, y)= 12 (x
2+ y2)+H3+H4 , (3-19)
where Hj is a real homogeneous polynomial of degree j.
Theorem 3.4. The Hamiltonian cubic system with Hamiltonian (3-19) is
Darboux linearizable if and only if, up to conjugation by a real rotation, it
is of the form
x* =&y&ax2
(3-20)
y* =x+2axy+2a2x3.
This system is linearizable through Z(x, y)=x+i( y+ax2), i.e., through the
canonical change of coordinates (u, v)=(x, y+ax2).
The main step in the proof of Theorem 3.4 is to show that a Darboux
linearizable Hamiltonian system of degree 3 necessarily has exactly two
invariant curves with non-zero cofactors. Moreover, these two curves are
conics P and P which pass through the origin.
Remark 3.5. If a Darboux linearization is given by an analytic function
Z, then ZZ is a first integral. That is, it is of the form f (H ), where H is
the Hamiltonian and f is an analytic function. Moreover, even if ZZ =H,
one cannot conclude directly that Z is polynomial. For example, Z could
be of the form PF - &1, where P and F are polynomials and F is real.
However, if there are no invariant curves with non-zero cofactors other
than the two passing through the origin, then the possible Darboux linear-
izations are of the form P > (H&hj)bj. By the condition of Theorem 2.6
and since the cofactors of H&hj are all 0, this means that P itself gives a
linearization, and therefore one can choose Z to be polynomial.
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Throughout this proof, we do not distinguish between a polynomial and
its zero set. For example, if we say that P is a smooth degree 2 polynomial,
we mean that the zero set P&1(0) is smooth.
Proposition 3.6. Suppose that a Hamiltonian system of degree 3 with a
center at the origin is Darboux linearizable. Then there are exactly two
invariant curves with non-zero cofactors. These two curves are conics P and
P passing through the origin.
Proof of Theorem 3.4 using Proposition 3.6. (This proof was suggested
by the referee.) We have that H=PP , where P is a polynomial of degree 2.
The only non-zero cofactors are those of P and P . Thus we have
necessarily that Z=P linearizes the system. In this case, Z is a polynomial
of degree 2. We denote Z=z+:z2+;zz +#z 2. By isochronicity, Z4 =iZ
and Z4 =&iZ . This implies that |Zz| 2&|Zz | 2=1, which means that
either :=;=#=0 or :=&; 2 and #=&;2(2; ), and ;{0. Hence the
quadratic part of Z has a double real root given by ; z&;z =0. By con-
jugating by a real rotation, one can assume that this root is given by x=0.
More specifically, let %&?2 be the argument of ;. Set z1=e&i%z,
Z1=e&i%Z, and x1+iy1=z1 . Then one gets that
Z1=z1&i
|;|
2
(z1+z 1)2=x1+i \ y1+|;|2 x21+ . (3-21)
Hence the system is linearized by the change of coordinates: (u, v)=
(x1 , y1+( |;|2)x21). K
To prove the proposition, we use Lemmas 3.7 and 3.8 below.
Lemma 3.7. Suppose that H is a function of the form H=(x2+ y2)R
where R is a real quadratic polynomial. Suppose also that H is not a polyno-
mial in x2+ y2. Then H&h is irreducible for all h # C*.
Lemma 3.8. Suppose that H=PP where P is a smooth conic, and P
passes through the origin with tangent x+iy=0. Suppose also that the
system has an isochronous center at the origin. Then one of the following con-
ditions holds:
(i) The curve H&h is irreducible for all h # C*.
(ii) There is a unique value h # C* such that H&h is reducible, and
H&h is the union of a line L and an irreducible cubic C, which are tangent
at the point p where the line meets infinity. Moreover these curves are
tangent to P and P at p, and C intersects the line at infinity transversely
at p.
(iii) The system contains a line of non-isolated singularities.
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These lemmas will be proven using Bezout’s Theorem.
Proof of Proposition 3.6 using Lemmas 3.7 and 3.8. If the system has two
invariant lines going through the origin, then by Lemma 3.7, either there
are four invariant lines and no other curves with non-zero cofactors, or
there are exactly the two invariant lines and one invariant conic. In the
first case, Theorem 3.1 shows that such a Hamiltonian system cannot be
Darboux linearizable. In the second case, we calculate the cofactors of the
three invariant curves. Let K1 , K&1 and KR be the cofactors of x+iy, of
x&iy, and of the invariant conic R, respectively. Then K1+K&1+KR=0.
To show that such a system is not Darboux linearizable, it suffices to show
that no linear combination of K1 and K&1 equals i. We have that
K1=(&Hy+iHx)(x+iy) and K&1=K1. Direct calculation shows that
this is impossible.
If H=PP with P irreducible, we show that we are in case (i) of
Lemma 3.8. Indeed, assume that case (ii) of Lemma 3.8 holds. Consider the
cofactors of P and of L where L is the invariant line. We show that there
is no linear combination of these cofactors which gives i, and thus such a
system is not Darboux linearizable. Let KP be the cofactor of P, and let KL
be the cofactor of L. Since L does not intersect P in the finite plane, one
concludes that P is a polynomial which is never zero on L, and thus it is
a constant. Hence P4 is 0 on L and L divides KP . Let L=ax+by+c. By
Lemma 3.8, the degree 3 term of C is of the form (ax+by)Q, where Q is
a homogeneous polynomial of degree 2, not divisible by ax+by. Since the
system is Hamiltonian, the cofactor of P is given by KP=PyP x&Px P y .
Hence one finds that the degree 2 term of KP is of the form k(ax+by)2,
where k # C. Similarly, using the formula KL=CxLy&CyLx , one finds that
the degree 2 term of KL is (ax+by)(bQx&aQy). Suppose that there exists
* # C such that k(ax+by)2+*(ax+by)(bQx&aQy)=0. One checks easily
that this implies that either ax+by divides Q, which gives a contradiction,
or that k=*=0. However, this says that the only possibility to find
KP+*KL=i would be with *=0. Since KP is divisible by L, this is also
impossible.
Finally, assume that case (iii) of Lemma 3.8 holds. Suppose that D is an
irreducible curve of non-isolated singularities. Then the equation D divides
F4 for any invariant curve F of the system, because both x* and y* have D as
a factor. Thus all cofactors of invariant curves other than D are divisible
by D. This holds also for the cofactor of D, since the cofactor of D plus
other cofactors is zero. Hence a linear combination of cofactors cannot be
equal to i. K
Proof of Lemma 3.7. Remark that H&h and H do not intersect in the
finite plane. Hence if H&h had a line as a factor, then it would have to be
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parallel to x+iy and to x&iy. This is impossible. If an invariant curve
H&h factors into two conics Q and Q$, then by Bezout’s Theorem, both
Q and Q$ would have to be tangent at infinity to the two lines x+iy and
x&iy. But that gives four independent conditions on the conic, and thus
there is a 1-parameter family of conics satisfying these conditions. It is of
the form x2+ y2+c, with c # C. Thus, in this case, H=QQ$+h would be
a function of x2+ y2. K
In order to prove Lemma 3.8, we use the following lemma.
Lemma 3.9. If 0 is an isochronous center of a polynomial system, and if
all invariant curves in R2 are bounded, then there are no other singular points
in R2.
Proof. Assume that the system has a finite singularity in the real plane
different from the origin. Then the basin of the isochronous center cannot
be R2. Since all invariant curves are bounded, the boundary of the basin is
a finite polycycle. This is incompatible with the isochronicity of the
origin. K
Proof of Lemma 3.8. Suppose that the system has no line of non-
isolated singularities. First we show that for all h # C*, the curve H=h
does not contain a conic. Suppose that Q is an invariant conic and
QQ$=H&h. If Q is singular, then it is necessarily the union of two lines,
or it is a double line. By the assumption above, it cannot be a double line.
If it is the union of two lines, then the conics P and P are both tangent to
the two lines at infinity, and they both pass through the origin. That is,
they intersect in at least five points, counted with multiplicity. But by
Bezout’s theorem, this is possible only if they have a common factor, which
is not the case.
Thus we can assume that both Q and Q$ are smooth. Denote by L the
line at infinity.
Suppose first that P & L=[ p]. Since Q & (P"L)=<, and since
P"L is isomorphic to a line C, the function of Q is a constant on P.
Similarly, Q is a constant on the curve P . This is impossible.
Thus we can assume that P and P intersect the line at infinity at two dis-
tinct points with multiplicity 1 at each point. Denote by p and q (resp. p
and q ), the two points where L intersects P (resp. P ). We homogenize the
equations in C2 by a variable z in order to calculate intersection numbers
at infinity. Note that
ip(P, Q)+ip(P, Q$ )=ip(P, QQ$)=ip(P, PP +az4)=4ip(P, z)=4. (3-22)
Equation (3-22) implies that by exchanging Q and Q$, we can assume
that ip(P, Q)2. This implies in particular, that Q is tangent to P at the
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point p. Since Q is smooth, this means that Q is not tangent to the line at
infinity, and thus ip(z, Q)=1 and Q passes through the point q. In par-
ticular, we have that
ip(P, Q)+ip(P , Q)=ip(PP , Q)=ip(QQ$&az4, Q)=4ip(z, Q)=4 (3-23)
and
ip(P, Q)+iq(P, Q)=4
(3-24)
ip (P , Q)+iq (P , Q)=4
with iq(P, Q)>0.
Case 1. Suppose that p= p and q=q .
We check the two possibilities for ip(P, Q). If ip(P, Q)=2, then by
(3-23), ip(P , Q)=2, and by (3-24), iq(P, Q)=2, and similarly iq(P , Q)=2.
In particular, P and P are tangent at both p and q, and they both go
through the origin. That is, P and P intersect in at least five points counted
with multiplicity. As before, this is not possible by Bezout’s Theorem, since
P{P .
If ip(P, Q)=3, then by (3-23), ip(P , Q)=1. Equations (3-24) imply that
iq(P, Q)=1 and similarly iq(P , Q)=3. In particular, the curves P and P
are tangent neither at p nor at q. That is, the tangent directions at these
two points are not real. It is easy to check that all curves of the form H&h
are tangent to P and P at p and q. This means that the tangents to all the
invariant complex curves at p and q are non-real. Therefore, in the real
plane, the real (algebraic) invariant curves are bounded. By Lemma 3.9,
this implies that the system has no real finite singularities except for the
origin. However, P and P intersect in four points, of which the origin, p,
and q each count with multiplicity one. There is therefore exactly one other
intersection point. Since PP is real, this point is real, which gives a con-
tradiction.
Case 2. Suppose that p= p and q{q .
Here again we check the two possibilities: ip(P, Q)=2 or 3. Remember
that Q intersects P in the points p and q. Now consider the intersection
with P . By (3-23), ip(P , Q)=2 or 1. In both cases, this implies that Q inter-
sects P in another point. The only possibility is q . But this means that Q
intersects the line at infinity at three distinct points. This is impossible,
since Q is a conic.
Case 3. Suppose that p{p and q{q .
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In this case, consider the system on the real plane. Since the intersection
of the invariant curves with the line at infinity consists only of non-real
points, all invariant real curves are bounded. Thus by Lemma 3.9, there are
no singularities other than the origin. However, P and P intersect at the
origin with multiplicity 1. Therefore there must be three other points,
counted with multiplicity, in the intersection. Since PP is real, at least one
of these points is real, and this gives a contradiction.
This finishes the proof that there are no invariant conics in the system
other than P and P .
Now suppose that the system has an invariant line L. Then L must be
tangent to both P and P at the point p where it intersects the line at
infinity. In particular, P and P are tangent at the point p. As before, P and
P can only be tangent at most at one point in the line at infinity. Thus L
is the unique invariant line of the system. Hence there is a unique value
h # C* such that H&h is reducible. H&h is the union of the line L and a
cubic C.
Now let us consider the position of C relative to P, P and L. We know
that ip(P, L)=2, and thus ip(P, C )=2. Hence C is also tangent to P, and
therefore also to P and to L. Consider the intersection of C with the line
at infinity. Clearly P intersects the line at infinity at another point q, and
we have that iq(C, P)=4. Also, P intersects the line at infinity at another
point q , and iq (P , C)=4. If q{q , then C intersects the line at infinity in
three distinct points, and thus C is smooth at each of them. If q=q , then
as before, the tangents at q of P and P are distinct. By the intersection
numbers, C must be tangent to both P and P at q, and thus it is singular
at the point q. Thus the intersection number of C with the line at infinity
at p is 1. K
Remark 3.10. In [V] Vorobev introduced a class of Hamiltonian
isochronous centers given by an analytic canonical change of coordinates
of a certain form. For cubic systems the class given by Theorem 3.4 coin-
cides with his class.
4. VANISHING CYCLES GENERATE THE HOMOLOGY
We want to provide a geometric condition necessary for a rational func-
tion to be a first integral of an isochronous center. In order to be able to
formulate the result and give its proof, we recall in this section the
necessary general facts on fibrations defined by rational functions. In par-
ticular, we prove that under some generic conditions, the first homology
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group of the generic fiber is generated by the vanishing cycles. Some of the
definitions and basic facts coming from algebraic geometry are recalled in
the Appendix.
Let F(x, y) # C(x, y) be a rational function. Thus F determines a well-
defined map from the complement of a finite number of indeterminacy
points p1 , ..., pr in CP2 to CP1. Assume moreover that F is irreducible. That
is, there exists b # CP1 such that the curve F &1(b) is irreducible. For any
rational function F $ # C(x, y), there exists an irreducible rational function
F # C(x, y) and a rational function f # C(t), such that F $= f b F. Hence we
work only with irreducible rational functions.
After blowing up the indeterminacy points a finite number of times one
can eliminate all indeterminacy points (see Appendix). Thus the map F
extends to a well-defined map F $ : Y$  CP1, where Y$ is an algebraic
projective variety obtained by blowing up CP2. If any of the fibers of F $
contains a curve isomorphic to CP1 and with self-intersection (&1), then
it can be contracted (see Appendix). After a finite number of such opera-
tions, one obtains a smooth projective rational surface Y and a well-defined
map G : Y  CP1. Of course Y and G depend on the number of (&1)-
curves that we contract. Such a map G obtained by eliminating indeter-
minacy points of F is called a determination of F.
Note that G has a finite number of critical values. Indeed, given local
coordinates (x, y) on Y, the critical points of G are given as common zeros
of Gx, Gy, i.e., as intersection points of two algebraic curves. If Gx
and Gy have no common factor, then this intersection is a finite union
of points. However, Gx and Gy can have a finite number of common
factors and dG can vanish along a finite number of curves. Given one such
curve, the fact that dG=0 along the curve implies that G is constant along
the curve. Hence G has a finite set 7/CP1 of critical values (BertiniSard
theorem [Ve]).
We set B=CP1"7 and E=G&1(B). Ehresmann’s lemma shows that G
restricts to a C locally trivial fibration G : E  B (see, for example, [La]).
A fiber Yb=G&1(b) with b # B is called a generic fiber of the map G, and
Ys=G&1(s) with s # 7 is called a singular fiber.
Let C1 , ..., Cn/Y be the dicritical components of the exceptional divisor,
and set C= Ci . A point p # Y is called tangential if C and the fiber
G&1(b), b # CP1, of p are smooth and tangent at p or if one of the curves
Ci is singular at p. We call b a tangential value. Denote by 7$/CP1 the set
of tangential values. We call A=7 _ 7$ the atypical values of F for the
determination G. This notion was first introduced in [HL]. Note that A is
finite. By the implicit function theorem, the restriction of G : Y  CP1 to
Y"C is locally trivial over the complement of A. We will be interested in
the first homology groups H1(Yb , Q), b # B, of the generic fibers as well as
in H1(Yb "C, Q), b # CP1"A.
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In this paper we work essentially with homology with rational coef-
ficients. Hence, from this point on, all homology groups will be assumed to
be rational, unless otherwise specified.
Let l : [0, 1]  B be a path joining l (0) # B to l (1) # B. Using the fact
that G : Y  B is a locally trivial fibration one shows that the path l induces
a linear map l
*
: H1(Yl (0))  H1(Yl (1)) called the monodromy along l. In fact
l
*
depends only on the homotopy class of l in B. If l is closed, i.e.,
l (0)=l (1), then l
*
is an automorphism, and one defines the variation
along l
Varl=l*&id : H1(Yl (0))  H1(Yl (0)).
Similarly we define M% and Varl%: H1(Yl (0)"C)  H1(Yl (0)"C), where l is
a path in B"7 $.
Let C & Yb=[ p1 , ..., pN]. We call these points the residues of the fiber
Yb . Note that for b # B"7$, H1((Yb"C)$H1(Yb)QN&1, where N is the
number of residues. To each residue pi we associate a residue cycle
:i # H1(Yb "C) which encircles pi once positively. Then Ni=1 :i=0, and the
monodromy acts by permutation on the residue cycles.
Lemma 4.1. Suppose b0 # A, and let l be a path in CP1"A surrounding b0
and no other points of A. Suppose also that the sets of critical points and
tangential points in G&1(b0) are disjoint. Then the (stable) subspace
generated by the residue cycles has a complementary subspace in
H1(Yl (0) "C ) which is stable under M%l (0) .
Proof. Let qj , j # J, be the set of residues in G&1(b0), and choose a
system of small disjoint balls Ej in Y containing qj such that the Ej inter-
sects a generic fiber in a disc Dj . This is possible since qj is not a critical
point. The monodromy acts by permutation on the residue cycles con-
tained in each Ej . For each member of a given basis of H1(Yl (0)) choose a
representative in Yl (0) " Dj . This forms a basis of the desired stable com-
plementary subspace. K
Recall now the local theory given by the Milnor fibration of a small ball
centered at an isolated singularity. Let G be a germ at p # Y of a
holomorphic function, G( p)=b0 # CP1, where p is an isolated critical point
of G. The multiplicity (or Milnor number) +( p) # N of p is given by
+( p)=dim(OpJp). Here Op is the ring of germs of holomorphic functions at
p and Jp is the ideal Jp=(Gx, Gy), called the Jacobian ideal. If
the multiplicity +( p) is one, the point is a Morse critical point and up to
a local change of coordinates, G is given by G=u2+v2. Then G induces a
fibration G : E( p) & G&1(D( p)"[b0])  B0 , where E( p)/CP2 is a suf-
ficiently small ball centered at p, D( p)/G(E( p)) is a sufficiently small disc
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around b0 , and B0 /CP1 is the corresponding small pointed neighborhood
of b0 . The fibers are cylinders, and H1(G&1(b) & Ep)=Q. A generator
$0 # H1(G&1(b) & E( p)), (defined up to orientation) is called the vanishing
cycle at p.
More generally, if p is an isolated critical point of any (finite) multiplicity
+, then G : E( p) & G&1(D( p)"[b0])  B0 is a fibration. Given an arbitrary
value b$0 # B0 , the homology of the generic fiber is H1(G&1(b$0) & E( p))=Q+.
In this paper, we use a global version of this notion as described below.
For our applications, we work with rational homology, even though all the
notions below can be defined with integral coefficients as well.
Definitions 4.2. The space of vanishing cycles.
Let Y be an algebraic two-dimensional smooth compact complex manifold,
and let G : Y  CP1 be a holomorphic map.
(1) Space of Vanishing Cycles at a Critical Point. Consider a critical
value b0 , and let Y$=G&1(b$0) where b$0 is a regular value sufficiently close
to b0 . Let p be an isolated critical point of the critical value b0 . We define
the space of vanishing cycles V( p) at p in a generic fiber Y$ to be the image
of H1(Y$ & E( p))$Q+( p) in H1(Y$) by the map induced by inclusion. To be
precise, by the definition given, V( p) depends on the choice of the generic
fiber Y$. However, if E( p) is chosen small enough and Y$ and Y" are close
enough to the fiber containing p, the spaces of vanishing cycles in Y$ and
Y" are related by the monodromy operator l
*
: H1(Y$)$H1(Y") associated
with a path l joining the base points of Y$ and Y" and contained in a
pointed ball D(b0)/B. By the PicardLefschetz formula (cf. [AGV]), l*
induces an isomorphism of the vanishing cycles at p in Y$ to the space of
vanishing cycles at p in Y".
(2) Space of Vanishing Cycles at a Critical Value. Let Ys=G&1(s)
be a singular fiber of Y. We define the space of vanishing cycles V(Ys)
associated with the singular fiber Ys by V(Ys)=p V( p), where the sum is
indexed by the isolated critical points in Ys .
(3) Space of Vanishing Cycles of the Fibration. Fix a generic fiber
Yb=G&1(b) and for each singular fiber Ys having only isolated critical
points, choose a generic fiber Ys+= near Ys and a simple path ls /B joining
s+= to b in such a way that the paths do not intersect except in b. The
fibration G is trivial over ls , and therefore one can push the cycles from
Ys+= to Yb along the path ls . We denote this map by (ls)*: H1(Ys+=) H1(Yb)). We consider V(ls1 , ..., lsk)=
k
i=1 (lsi)* V(Ysi) where the sum is
indexed over all the singular fibers which contain only isolated
singularities. We say that the space of vanishing cycles of the fibration is
well defined if the space V(ls1 , ..., lsk) does not depend on the choice of the
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paths. In that case we call V=V(l1 , ..., lk) the space of the vanishing cycles
of the fibration G.
(4) Vanishing Cycles Generating the Homology. We say that the
vanishing cycles generate the rational first homology of a generic fiber if the
space of vanishing cycles is well defined and equals H1(Yb).
The goal of this section is to give a sufficient condition for the vanishing
cycles to generate the homology of the generic fiber. In the examples at the
end of this section, we will show how this condition is verified for certain
examples arising from systems with isochronous centers. It should be noted
that vanishing cycles are only associated to isolated critical points. In fact,
for the first three examples at the end of this chapter, if one does not con-
tract exceptional curves in the fibers, then because of this, the vanishing
cycles do not generate the homology. That is, certain cycles ‘‘vanish’’ at
non-isolated critical points. In order to satisfy the hypotheses of the
criterion, one must contract certain components of non-isolated critical
points. See also Remark 4.15.
An example of a cycle which vanishes at a non-isolated singularity
follows. Let F # C[x, y] be given by F(x, y)=x2y3. The family of cycles
$(b) # H1(F &1(b)) defined by x(t)=b15e3it, y(t)=b15e&2it, t # [0, 2?]
vanishes at the origin.
Remark 4.3. By the PicardLefschetz theorem the space V of vanishing
cycles of G : Y  CP1 is well defined if there exists at most one value
b # CP1 such that G has non-isolated critical points in G&1(b).
Theorem 4.4. Let Y be a smooth projective surface, and let G : Y 
CP1=C _  be a holomorphic map. Suppose that the restriction of G to
G&1(C) has no non-isolated critical points and that H1(G&1(C))=0. Then
the vanishing cycles of the fibration G generates the rational first homology
of a generic fiber.
Remark 4.5. The theorem is in a certain sense a global version of the
Morse local theory. In this global form, the vanishing cycles do not form
a basis of the first homology group, as is true in the local situation, but
they do form a generating set. The proof will be divided into two steps,
following the ideas of [La]. First we consider a question which is local on
the base space but global in the fibers, and second we piece together the
neighborhoods of critical values in the base to obtain the global result.
These two parts correspond to Lemmas 4.9 and 4.10.
In order to use this theorem, one has to be able to verify that the com-
plement of one fiber (G&1()) has zero first rational homology. In our
situation, Y is rational, and it is obtained by blowing up and down the
projective plane. If G itself has no non-isolated critical points, then one can
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choose G&1() to be a generic fiber, and the hypothesis is automatically
satisfied (see Corollary 4.8). If G has exactly one fiber which contain non-
isolated singularities, one can suppose that this fiber is G&1(). Since
blowing up does not affect the first homology group, the hypothesis can be
easily checked. The following two corollaries describe how to do this for
the cases which we need.
Notation 4.6. We fix the notation as follows. Let Y be a smooth
rational projective surface, and let Y : G  CP1 be a holomorphic map.
Suppose that all non-isolated critical points of G are contained in one fiber
F . Let S be another smooth rational projective surface (for our purposes
it will always be either CP2 or CP1_CP1). There is a surface Y and com-
positions of blowing downs ?1 : Y  S and ?2 : Y  Y (see, e.g., [GH]). We
denote by Y+ the complement of F in Y.
Corollary 4.7. Suppose that H1(S"?1(?&12 (F)))=0. Then the vanish-
ing cycles of the fibration G generate H1(Yb).
Proof. Since blowing up does not affect the first homology group, the
hypothesis is the same as saying that H1(Y "?&11 (?1(?
&1
2 (F)))=0. But
(Y "?&11 (?1(?&12 (F)) is contained in Y "?&12 (F), and by dimension,
any one-cycle in the latter can be pushed into the former. Thus
H1(Y "?&12 (F))=0. Then by blowing down, the hypothesis of Theorem
4.4 is realized. K
The following corollary yields an important criterion by which to show
in practice that the vanishing cycles generate the homology. It is in that
corollary that we make essential use of the fact that we work with rational
homology instead of integer homology.
Corollary 4.8. Suppose that ?1(?&12 (F)) is an irreducible curve in S.
Then the vanishing cycles of the fibration G generates H1(Yb).
Proof. This is a direct consequence of the fact that the rational homol-
ogy of the complement of an irreducible curve 1 in CP2 is 0. Then, using
Corollary 4.7, the statement is proven.
In fact, it is well known that if 1 is an irreducible curve of degree d in
CP2, then H1(CP2"1; Z)=ZdZ. We sketch the proof here. Suppose # is
a simple one-cycle in CP2"1. First one shows that # is homologous to a
cycle that is contained in a generic hyperplane. To see this, fix a point
x # CP2"1 which is not in #. Consider the pencil of lines of CP2 passing
through x. By a codimension argument, one can take a suitable repre-
sentative of # # H1(CP2"1; Z) such that, for each point p of # the line pass-
ing through x and p intersects 1 in exactly d points. One can parameterize
# so that #(0)=#(1). For t # [0, 1], denote by Lt the line passing through
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x and #(t). Consider the restriction to CP2 "(1 _ [x]) of the natural pro-
jection CP2"[x]  CP1. By hypothesis this restricts to a locally trivial
fibration over the image of #, thus defining a trivial bundle over the interval
[0, 1], such that the fiber over t is Lt "(1 _ [x]). Choose an arc h0 # L0"1
joining x to #(0). Since the bundle is trivial, one can find an arc h1 # L1"1
which is homotopic to the sum of h0 and the arc given by #. Thus # is
homologous to h1&h0 . By identifying #(0) and #(1), this is a cycle in L0 .
Finally, we show that any cycle in L0 "1 is of d-torsion. Consider d cycles
:1 , ..., :d in L0"1 encircling the d points of 1 & L0=[q1 , ..., qd], chosen
with the same orientation, given by the complex structure of L0 . Thus it is
clear that di=1 :i=0. We show that :1=:i as one-cycles in CP
2"1. Since
1 is irreducible, one can join q1 to qi by an arc li contained in 1 so that
the fibers of each point of li intersect 1 at d distinct points. The
monodromy acts on the homology of the fiber, and it preserves orientation,
since near 1 the trivialization functions can be chosen to be analytic. Thus
li defines an equivalence of :1 and :i .
In fact, there are no other relations, but since we only work over the
rational homology, we do not need this. K
Thus we are left to prove Theorem 4.4. This will be done by the follow-
ing two lemmas.
Lemma 4.9. Suppose that G : E  D is a proper map, where D is a disc.
Suppose also that there is a unique singular fiber Y0 /E and that all the
critical points are isolated. Then the space V(Y0)=ker j*, where j is theinclusion of a generic fiber Y= in E.
Proof. Consider the following commutative diagram:
H1(Y= & (p E( p))) w
i* H1(Y=) w H1(Y= , Y= & (p E( p)))
j
*
" (4-1)
0=H1(p E( p)) w H1(E ) H1(E, p E( p))www
The two rows are pieces of the long exact sequences of homology, and the
vertical maps are all induced by inclusion. The fibration E"p E( p)  D is
trivial, and thus the third vertical arrow is an isomorphism. H1(Y= & (p E(p)))
$p H1(Y= & E( p)) and thus by definition, Im(i*)=V(Y0). The lemma is
now proven by simple diagram chasing. K
For each singular fiber s choose a small disc Ds around s # C, and let
Es=G&1(Ds). Denote by js the inclusion map Ys+=/w Es .
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Lemma 4.10. If H1(Y+)=0, then H1(Yb)=s (ls)* (ker( js)*), wherethe sum is indexed over all the singular fibers of Y+.
Proof. Consider the commutative diagram
s H2(Es , Ys+=) w  s H1(Ys+=) www
 ( js)* s H1(Es)
" 7(ls)* (4-2)
H2(Y+, Yb) H1(Yb) H1(Y +)=0www wwww
The two rows are exact sequences, and the third vertical map is again
induced by inclusion. As for the first vertical map, (Y+, Yb) is homotopic
to (s (Es _ G
&1(ls), Yb). Thus H2(Y+, Yb)$s H2(Es _ G
&1(ls), Yb)
(see [Do III,8.19]). Also, (Es _ G&1(ls), Yb) is homotopic to (Es , Ys), and
thus the first map is an isomorphism.
Again, the result follows from simple diagram chasing. K
Proof of Theorem 4.4. By Lemma 4.9, ker( js)*=V(Ys). Thus Lemma
4.10 shows that H1(Yb)=s V(Ys)=V. K
Since the hypothesis is generic, it follows from the theorem that:
Corollary 4.11. For a generic rational function F, H1(Yb) is generated
by the vanishing cycles of G.
Remark 4.12. In Theorem 4.4, we consider only the case of rational
homology, because it is sufficient for the application. However, one can ask
the same question for the module of integral homology of a generic fiber,
where the vanishing cycles are defined accordingly. If H1(Y +; Z)=0, then
all the results remain true over Z, by exactly the same proofs. This is the
case, for example, when F : C2  C1 is a polynomial map which blows up
to a map G : Y+  C with only isolated critical points. In this case,
?(Y+)=C 2. However, it is not known to the authors if the theorem holds
in general for homology with integral coefficients.
Note also that without any hypothesis on the non-isolated critical
points, the first rational (or integral) homology group is not necessarily
generated by the vanishing cycles. However, it might be true that the first
rational homology group is generated by the variation around all the criti-
cal values. To study this question, one could use an idea proposed to us by
H. Esnault. First one must show that the variation is the kernel of the map
H1(Yb)  H1(G&1(B)) induced by inclusion. By considering the problem in
cohomology, one must consider the cokernel of the map H1(G&1(B)) 
H1(Yb). Then one uses a theorem of Deligne [Del] which implies that
H1(G&1(B))=0. This theorem uses Leray spectral sequences. Since for
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isolated singularities the variation defines a vanishing cycle, this would
imply a stronger version of Corollary 4.8: If G has only one fiber containing
non-isolated critical points (with no restriction on the irreducible com-
ponents of this fiber), then the rational first homology of a generic fiber is
generated by the vanishing cycles. However, it is quite easy to verify our
hypothesis of Theorem 4.4. Our approach seems more intuitive and less
technical than the arguments that might lead to such a generalization.
Moreover, in Section 5 we apply the PicardLefschetz formula that is valid
for vanishing cycles; hence a generalization of Theorem 4.4 stating that the
variation generates the homology would not lead to a generalization of
Theorems 5.1 and 5.2.
In general one can produce many critical points by blowing up the
original rational map in CP2. However, consider the generic case when the
fibers of F intersect with multiplicity 1 in all indeterminacy points. In other
words, assume that the rational function defines a Lefschetz pencil at each
indeterminacy point, i.e., by a local change of coordinates is of the form
yx. In this case, the space of vanishing cycles is determined simply by the
critical points in CP2, and blowing up becomes unnecessary.
Let F # C(x, y). Denote by deg(F ) the degree of the projectivization of F,
that is, the maximum of the degrees of the numerator and of the
denominator of F.
Corollary 4.13. Suppose that the number of distinct indeterminacy
points is exactly deg(F )2. If F has only isolated critical points, then H1(X )
is generated by the vanishing cycles of the critical points of F.
Proof. By Bezout’s theorem, the closures of any two fibers intersect
with multiplicity 1 in each indeterminacy point. Thus in particular they
intersect transversely, and the indeterminacy points are smooth points of
all closures of fibers of F. To obtain Y, one blows up CP2 once in each
indeterminacy point. Each exceptional divisor is dicritical ; that is, it
intersects every fiber. Thus the hypothesis is satisfied, because no new
components of critical points have been created. Also, the intersection
points of each fiber with the exceptional divisors are smooth. Therefore,
all the critical points of G : Y+  C are in fact in the complement of
the union of exceptional divisors, and thus they are also critical points of
F under the isomorphism ?: Y+"[exeptional divisor]  CP2"?(C ). Thus,
H1(X )$H1(Yb), which by the theorem coincides with the space of vanish-
ing cycles. K
Examples 4.14.
Example 1. (S4). Let us first remark that the generic fiber of F or G is
a smooth torus.
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Consider the rational map F from CP2 minus the indeterminacy points
to CP1 given by
F(x :y :z)=
x2z2+(zy+ y22)2
(z+ y)4
. (4-3)
It has three indeterminacy points, (1 :0:0) and (\i2:&1:1). It has three
critical values, 0, , and 14. There are two isolated critical points given
by (0:0:1) and (0 :&2:1) in the fiber of 0, and both the other singular
fibers contain a component of non-isolated singularities. The fiber of 
consists of the line defined by y=&z, and the fiber of 14 contains the line
z=0.
The first step is to blow up CP2 to resolve the indeterminacy points. To
resolve the indeterminacy at the point (1 :0:0) one must blow up twice. The
first time, the exceptional divisor consists of another line of non-isolated
singularities, which is included in the fiber of . The second time, one
blows up the one indeterminacy point on this line. It is in the strict trans-
form of the closures of all fibers of F except for that of .
Now notice what happened to the component of non-isolated
singularities in the fiber of 14. After the first blow-up, the strict transform
of z=0 is a line with self-intersection 0, since by blowing up a non-singular
point on a curve reduces the self-intersection by 1 (see Appendix). The
second point we blow up is a point on this line. Hence its strict transform
is isomorphic to CP1 and it has self-intersection (&1). It can thus be con-
tracted, and since it is completely contained in a single fiber, this contrac-
tion does not create any indeterminacy. In this way, we obtain a surface S
and a map F $ from S minus the two other indeterminacy points to CP1,
such that all the non-isolated singularities of F $ are in the fiber of . It
should also be noted that the surface S is the total space of a CP1-bundle
over CP1 (it is in fact the Hirzebruch surface F2 , as shown in the
Appendix), and the complement in S of the fiber of  is isomorphic to C2,
yielding that it has no first homology.
Finally, to resolve each of the other two indeterminacy points, one has
to blow up four times, creating more non-isolated singularities. One
obtains a map G : Y  CP1. All the components of the non-dicritical excep-
tional divisors are in the fiber of . Hence all non-isolated singularities are
in this fiber.
Using Corollary 4.7, one obtains therefore that the homology of a
generic fiber is generated by vanishing cycles. It should be noted that there
are three critical points of G. Two are in the fiber of 0, and the other one
is in the fiber of 14, and is created when the component of the non-isolated
critical points is contracted. See Fig. 3.
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Fig. 3. Example 1: (S4).
Example 2. (S3*). (The system (S 3*) is obtained from (S3*) through
(x, y) [ (ix, iy).) Consider the rational function
F(x :y :z)=
(xz2&2x3)2+ y2z4
(z2&3x2)3
. (4-4)
In this case the generic fiber of F or G is a smooth curve of genus 2.
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This example is similar to the previous one, although one has to blow up
and contract several times more. There are five indeterminacy points,
(0 :1:0) and (1 :\i3:\- (3)), and three critical values, 0, , and &427.
The fibers both of  and of &427 contain non-isolated singularities. But,
as in the previous case, after blowing up twice to remove the indeterminacy
of the point (0:1:0), one can contract the component of non-isolated
singularities in the fiber &427. More precisely, after blowing up once, one
obtains an exceptional curve E0 of non-isolated singularities in the fiber
of . On this line there is one indeterminacy point, and all the other
closures of fibers are tangent to E0 at that point, except for the fiber of
&427. After blowing up the point one obtains an exceptional curve E1 of
non-isolated singularities, in the fiber of &427. There is one indeterminacy
point P1 on E1 , and when it is blown up one obtains a dicritical excep-
tional curve. Note that P1 is not on the strict transform D of the line z=0.
The self-intersection of D is (&1), D is isomorphic to CP1, and can hence
be contracted. Note that D intersects transversely E1 in one point, and thus
the image of E1 has self-intersection (&1), and can be contracted. At this
point one obtains a surface S$ where all the non-isolated critical points are
in the fiber of . S$ is again the total space of a CP1-bundle over CP1 (the
Hirzebruch surface F3 ,) but this time the fiber of infinity contains three
components, and its complement is isomorphic to C_C*, which has a
non-trivial first homology group. Hence, this time, we use the resolution of
the other indeterminacy points to find a surface which satisfies the
hypothesis of the theorem.
It is easily checked that each of the other four indeterminacy points are
resolved by one blow up. The exceptional curves are dicritical. Thus one
obtains the surface Y and a well-defined map G : Y  CP1. Let C1 and C2
be the two components of the non-isolated critical points of G which inter-
sect the dicritical exceptional divisors. After contracting one of the dicritical
exceptional divisors which intersect Ci , one can contract Ci (i=1, 2), thus
obtaining a surface S which contains two indeterminacy points for the map
corresponding to G. The image in S of the fiber of non-isolated singularities
in Y$ is irreducible, and thus by Corollary 4.8, the vanishing cycles generate
the homology. See Fig. 4.
Example 3. (S1*). Consider the rational map
F(x :y :z)=
x2y2
(x2+z2)( y2+z2)
. (4-5)
The generic fiber of F or G is a smooth curve of genus 1.
There are six indeterminacy points in CP2: p0, 1=(0: \i :1), p2, 3=
(\i :0:1), q0=(0:1:0), and q1=(1:0 :0). The indeterminacy points qj are
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Fig. 4. Example 2 (S3*).
eliminated by one blowing up, whereas two blowing ups are needed in
order to eliminate the indeterminacy of points pj . There are three critical
values: 0, 1, and . Two fibers contain non-isolated critical points: the
fiber of 0 consists of two lines of non-isolated critical points, and the fiber
of 1 contains the line C given by the equation z=0 of non-isolated critical
points.
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After blowing up q0 and q1 , we contract the strict transform of C. We
then obtain the surface S$CP1_CP1, with four indeterminacy points,
and one fiber F0 of non-isolated singularities. S"F0 is isomorphic to C2,
and thus has zero first homology.
All of the non-dicritical exceptional divisors obtained by resolving the
indeterminacy of the other four indeterminacy points are in the fiber of 0.
Hence by Corollary 4.7, the vanishing cycles generate the first homology
group. See Fig. 5.
Example 4. Devlin’s example (See also Section 6). Consider the
rational map
F(x :y :z)=
(x2+y2)3
(6x2y+2y3&z3)z3
. (4-6)
The generic fiber of F or G is a smooth curve of genus 4. This example
is very similar to the previous example. There are eight indeterminacy
points, two of which are q1=(i :1:0) and q2=(&i :1 :0). There are two
fibers containing non-isolated singularities: F &1(0) and F &1(). The zero
fiber consists of the two lines given by the equation x+iy=0 and
x&iy=0, and the whole fiber consists of critical points. The fiber of
infinity has two components: the line L given by the equation z=0, which
consists of non-isolated critical points, and a cubic. After the blowing up of
q1 and q2 , the two indeterminacy points become resolved, and the line L
can be contracted. As in Example 3, all of the non-dicritical exceptional
divisors obtained by resolving the indeterminacy of the other six indeter-
minacy points are in the fiber of 0. Thus by Corollary 4.7, the vanishing
cycles generate the first homology group. See Fig. 6.
Remark 4.15. In the first three examples above, it is essential to con-
tract a component of non-isolated critical points. Indeed, one can check
Fig. 5. Example 3 (S1*).
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Fig. 6. Example 4 (Devlin’s example).
that if one does not contract certain curves of non-isolated critical points
contained in the singular fibers, then all isolated critical points are con-
tained in one singular fiber, and all these points are Morse singularities.
For each such critical point, one associates one vanishing cycle, which is
contained in a small ball near the critical point. If one makes the balls
small enough, the cycles for the different critical points do not intersect.
Thus they cannot generate the homology of the generic fiber.
However, the process of contracting components of non-isolated critical
points creates an isolated critical point. One associates a module of vanish-
ing cycles to this critical point. The corresponding cycles before contraction
can be said to ‘‘vanish in the fiber of non-isolated critical points.’’ One can
define a variation of cycles vanishing in a fiber of non-isolated critical
points. However, for the purposes of the next chapter, it will be important
to have vanishing cycles (in isolated critical points).
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5. A GEOMETRIC NECESSARY CONDITION
FOR ISOCHRONICITY
Let F(x, y) be a rational first integral of a system having an isochronous
center at the origin (0, 0) and let F(0, 0)=0. Let G : Y  CP1 be a deter-
mination of F, as in Section 4. In order to preserve the local geometry in
a neighborhood of the isochronous center at the origin, we do not contract
(&1)-curves passing through the origin.
We express a necessary condition for isochronicity in terms of the
geometry of the fibration given by G : Y  CP1 and of the position of the
cycle associated with the isochronous center in the generic fiber of G.
A particular role is played by simple critical points which have special
geometric properties. The simple critical points: Ak , k1, Dk , k4, E6 ,
E7 , E8 , cf., e.g., [AGV], are given in suitable coordinates by
Ak y2+xk+1, k1,
Dk x2y+ yk&1, k4,
E6 x3+ y4, (5-1)
E7 x3+xy3,
E8 x3+ y5.
Indeed, if all isolated critical points of G are simple we can prove the
following theorem which gives geometric properties of the fibration
generated from an isochronous center with a rational first integral. As a by-
product of the theorem we obtain geometric obstructions to isochronicity.
Theorem 5.1. Let F # C(x, y) be a rational first integral of a polynomial
isochronous system and let G : Y  CP1 be as above. Assume moreover that
the space of vanishing cycles of the fibration given by G : Y  CP1 is well
defined and that the vanishing cycles generate the homology of a generic
fiber. If all isolated critical points are simple, then at least one of the follow-
ing possibilities holds :
(i) The origin (0, 0) is a Morse critical point of F and the vanishing
cycle $0 (b), b # B, associated with the center at the origin is homologous to
zero in the closure of the generic fiber F &1(b)/CP2.
(ii) G has a critical point different from (0, 0) and contained in
G&1(0).
In view of Theorem 4.4, Theorem 5.1 can be reformulated:
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Theorem 5.2. Let F # C(x, y) be a rational first integral of a polynomial
isochronous system and let G : Y  CP1 be a determination of F.
Then at least one of the following possibilities holds :
(i) The origin (0, 0) is a Morse critical point of F and the vanishing
cycle $0 (b), b # B, associated with the center at the origin is homologous to
zero in the closure of the generic fiber F &1(b)/CP2.
(ii) G has a critical point different from (0, 0) and contained in
G&1(0).
(iii) G has at least two fibers with curves of non-isolated critical points.
(iv) F has a fiber containing two different curves of non-isolated criti-
cal points.
(v) G has a non-simple isolated critical point.
Proposition 5.3.
(1) All the examples of Table I, namely (Si), i=1, ..., 4, (Si*), i=1,
2, 3, (S 3*), as well as the example of Devlin, satisfy the assumptions of
Theorem 5.1.
(2) The systems (S1), (S2), (S3), (S2*) satisfy (i) of Theorem 5.1 since
the generic fibers are curves of genus zero.
(3) The cycles vanishing at the isochronous center of the systems (S4),
(S3*), and (S 3*) are not homologous to zero. Case (ii) of Theorem 5.1 occurs.
(4) The system (S1*) and Devlin’s system satisfy (ii) of Theorem 5.1
trivially since the fiber passing through the origin is formed of non-isolated
singularities.
Proof. In Section 4 it has been proved that in Examples 4.14 the space
of vanishing cycles is well defined and generates the first homology group
of the generic fiber. Moreover, it can be verified that all critical points are
simple. Hence our examples satisfy the assumptions of the theorem.
(2) It is easily checked that all level curves of the first integrals are
algebraic curves of genus zero. In the case (S3) this is seen through the
change of variables (X, Y )=(x, y+(x24)).
(3) In the three cases (S4), (S3*), and (S 3*) the level curves of the
first integrals are curves of genus one. We sketch the proof that the vanish-
ing cycles at the origin are not homologous to zero for (S4). The other
cases are similar. Consider first the generic fiber of F &1(b) in the comple-
ment of the indeterminacy points in CP2. It is given as a double covering
over the yz-plane C"[&1], ramified over four points and hence is a torus
from which four points are deleted. For b  0 exactly two of the ramifi-
cation points tend to 0. On the other hand, the real cycle $0 (b), b # R,
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vanishing at the origin is a preimage of a real segment in the yz-plane
joining these two ramification points. This determines the position of the
cycle $0 (b) in the fiber of F (cf. Fig. 7). It is not homologous to zero in the
closure of the torus, which is the generic fiber of G. K
In order to prove the theorem, we must be more precise about the
local Milnor fibration G : E( p) & G&1(D( p)"[b0])  B0 associated with an
isolated critical point p of the critical value b0 (cf. Section 4). Here, as in
Section 4, E( p) denotes a sufficiently small ball centered at p # Y and
D( p)/CP1 a sufficiently small ball centered at b0=G( p).
We consider the homology H1 (G&1(b) & E( p)) and the relative homology
H1 (G&1(b) & E( p), (G&1(b) & E( p))) of a generic fiber G&1(b) & E( p),
b # D( p)"[b0]. Given a closed path # : [0, 1]  D( p)"[b0], the local mono-
dromy M# # Aut(H1 (G&1(b) & E( p), (G&1(b) & E( p)))) and the local
variation var#=M#&id are defined, using the local triviality of the Milnor
fibration. Here id stands for the identity map. It is well known that var#
defines a mapping
var# : H1 (G&1(b) & E( p), (G&1(b) & E( p)))  H1 (G&1(b) & E( p)) (5-2)
and that, moreover, the local variation var# in (5-2) is an isomorphism.
Figure 7
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Remarks 5.4.
(1) In the particular case where # is a small closed circle centered at
the critical value we omit the index and write simply var for var# .
(2) Vanishing cycles at other singular points with non-zero intersec-
tion with $0 appear in the local study as elements of the relative homology
group H1 (G&1(b) & E( p), (G&1(b) & E( p))).
We will be interested in the intersection number ($0 b var# ($0)), for
$0 # H1 (G&1(b) & E( p), (G&1(b) & E( p))). The assumption that all
singularities are simple is used only in the following lemma.
Lemma 5.5. Let p be a simple isolated critical point of G : C2  C,
G( p)=0, and var# the local variation along a path # belonging to a small
pointed neighborhood of 0. Then
($0 b var#($0))<0,
(5-3)
for $0 # H1(G&1(b) & E( p), (G&1(b) & E( p))), $0{0.
This lemma is a simple consequence of a result on the negative definite-
ness of the Seifert bilinear form for simple singularities (Lemma 5.5). Let us
introduce this notion.
Definition 5.6. The Seifert bilinear form L of an isolated critical point
p is a bilinear form L defined on H1(G&1(b) & E( p)). L($1 , $2) is defined
as the linking number of $1 and $$2 , where $$2 # H1(G&1(b$) & E( p)) is
obtained by pushing $2 to neighboring fibers (see, e.g., [AGV]).
Lemma 5.7. Let p be a simple singularity of a germ of a function
G : C2  C. Then
L($, $)<0, (5-4)
for $ # H1(G&1(b) & E( p)), ${0.
Proof. The Dynkin diagrams, giving the intersection matrix I of vanish-
ing cycles, of simple singularities are given in [A]. By [Du, Theorem 4.1]
the matrix L of the Seifert form in the basis of vanishing cycles is upper
triangular with entries &1 along the diagonal. On the other hand the
relation
I=L&Lt (5-5)
between the intersection matrix I and the Seifert form L (cf. [Du, Proposi-
tion 2.4]) permits us to calculate the matrix L of the Seifert form in a
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suitable basis. Here and in the sequel Lt denotes the transposed matrix of
L. Note that the matrix L is not symmetric. In order to prove the claim,
one considers the symmetrization L+Lt of L. It is verified, by considering
all the cases of simple singularities, that
L+Lt=&A, (5-6)
where A is the Coxeter matrix of the singularity. Cf. [Bo] for the list of
Coxeter matrices of simple singularities. On the other hand, it is proved in
[Bo, Chap. 5, Sect. 4.8, Theorem 2] that the Coxeter matrix A of a simple
singularity is positive definite. K
Lemma 5.8. Let $0 # H1(G&1(b) & E( p), (G&1(b) & E( p))). Assume
that ($0 b $){0, for some $ # H1(G&1(b) & E( p)). Then var $0{0.
Proof of Lemma 5.8. If p is a Morse critical point, then the claim
follows trivially from the PicardLefschetz formula. In the general case one
considers first a deformation G (called Morsification) of G, having + Morse
critical points pi , i=1, ..., +, coming from the critical point p and corre-
sponding to different critical values bi , i=1, ..., +. There is an identification
between homology groups of a generic fiber of G with homology groups of
a generic fiber of G , induced by a diffeomorphism of the fibers. Using this
identification the monodromy M# is given by M#=M#+ b } } } b M#1 , where
each path #i surrounds counterclockwise exactly one critical value bi of G .
To each critical point pi corresponds a vanishing cycle $ i , i=1, ..., +, of G .
The vanishing cycles $ i , i=1, ..., +, form a basis of H1(G &1(b) & E( p)), b
generic. Let $ 0 # H1(G &1(b) & E( p), (G &1(b) & E( p))) be the relative cycle
corresponding to $0 . By assumption ($ 0 b $ i){0, for some i=1, ..., +.
Without loss of generality it can be assumed that ($ 0 b $ 1){0. Now, by the
usual PicardLefschetz formula
M#1($ 0)&$ 0=&($ 0 b $ 1)$ 1{0. (5-7)
Composing with M#i , i>1, does not affect the component in the direction
of $ 1 . Hence, (5-7) shows that
M#($ 0)&$ 0{0, (5-8)
as claimed.
The same holds for M#($0)&$0 . K
Proof of Lemma 5.5. It suffices to prove it for # homologous to a small
circle surrounding 0 counterclockwise.
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It is known (cf., e.g., [AGV, Theorem 3 of Chapt. I, Sect. 2] that for $1 ,
$2 # H1(G&1(b) & E( p))
L($1 , $2)=(var&1($1) b $2). (5-9)
Hence, in particular,
($0 b var $0)=(var&1(var $0) b var $0)=L(var $0 , var $0). (5-10)
The claim of the lemma follows now, by Lemma 5.5, if we show that
var($0){0. (5-11)
Indeed, by assumption $0 # H1(G&1(b) & E( p), (G&1(b) & E( p)), $0{0.
Hence there exists a cycle $ # H1(G&1(b) & E( p)), such that ($0 b $){0.
Now var($0){0, by Lemma 5.8. K
To prove Theorem 5.1, we will study the variation of $(b) dt over certain
families of cycles $(b) in generic fibers of G. Note that on each generic fiber
the form dt is a meromorphic form given by dxP(x, y)=dyQ(x, y). Its
poles are given by the intersection of a generic fiber G&1(b) with the union
C of dicritical exceptional divisors. We therefore work with cycles in
H1(Yb"C).
Proof of Theorem 5.1. Let F # C(x, y) be a rational first integral of a
polynomial isochronous system (2-1). Assume that neither (i) nor (ii)
holds. In particular, we assume that the origin is an isolated critical point.
In fact, it is a Morse critical point, since an isochronous center always has
an analytic first integral with a Morse critical point at the origin.
By abuse of notation, we use the same symbol for an element in
H1(G&1(b)"C), and its corresponding class in H1(G&1(b)).
Let $0(b)/F &1(b) & R2 be the family of vanishing cycles corresponding
to the origin and corresponding to the real ovals of the phase portrait of
the vector field in the neighborhood of the origin. We denote by $0(b) the
class of this cycle in H1(G&1(b)"C) as well as in H1(F &1(b)) and in
H1(G&1(b)). By assumption these cycles $0(b) # H1(F &1(b)) are not
homologous to zero in the closures of the generic fibers, thus also not in
H1(G&1(b)). Hence, there exists a cycle $1(b) # H1(G&1(b)"C) such that the
intersection number ($0(b) b $1(b)) is non-zero.
Since by assumption H1(G&1(b)) is generated by the vanishing cycles, we
can assume, without loss of generality, that $1 is a vanishing cycle, vanish-
ing at p1 , for some b1=G( p1) # CP1. By assumption b1 {0. As before, let
A denote the set of atypical values. Consider a closed path #1 in
B=CP1"A starting at any point b near 0, surrounding counterclockwise
the point b1 , and containing no atypical values of G in the domain it
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bounds. Let M%#1 denote the monodromy acting on H1(G
&1(b)"C) and
Var%#1 the variation. Note that there can exist several critical points
pj # G&1(b1), j=1, ..., k. Put
$=Var%#1($0) # H1(G
&1(b)"C). (5-12)
Consider the period T0 of the isochronous center. It is given by the
Abelian integral
T0(b)=|
$0(b)
dt. (5-13)
Let us take the analytic extension of the function T0 along the path #1
and denote by M#1 T0 the function obtained at the endpoint of this exten-
sion. Now, by the definition of the variation,
M#1T0(b)=T0+|
$(b)
dt (5-14)
On the other hand the period of an isochronous center is constant, yielding
T1(b)=|
$(b)
dt#0. (5-15)
We now consider the extension of the function T1 defined by (5-15), along
a closed path #0 in B starting at b near b1 , surrounding counterclockwise
the point 0 and containing no other atypical values of G in the domain it
bounds. We denote this extension as M#0 T1 . Similarly, we denote as M%#0 $
the extension of the cycle $ along #0 and Var%#0 $ its variation. Since T1 #0
is a univalued function, it follows from the PicardLefschetz formula that
|
Var%#0
$
dt#0. (5-16)
By the argument of Lemma 4.1, there exists an element $$ # H1(Yb "C)
which is homologous to $ in the closure; that is,
$=$$+: ri :i , (5-17)
where each :i is a residue cycle, ri # Q, and which satisfies
M%#0($$)=$$&($ b $0)$0 . (5-18)
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Now
M%#0 $=$$&($ b $0)$0+: ri:_(i) , (5-19)
where _ is the permutation determined by the monodromy on the residue
cycles. Thus there exists n such that
M%n#0($)=$&n($ b $0)$0 . (5-20)
Put 2=M%n#0($). We integrate the form dt along the left hand side and the
right hand side of (5-20). Obviously
|
2
dt=|
$0
dt#0, (5-21)
as an extension of the univalued function 0. Hence
n($(b) b $0(b)) |
$0(b)
dt#0. (5-22)
Since T0=$0(b) dt is the nonzero period of the isochronous center, (5-22)
leads to a contradiction if we prove
($ b $0){0. (5-23)
Note that the intersection number of two cycles in H1(G&1(b)"C) is
given by the corresponding intersection number of their classes in
H1(G&1(b)). Hence
($ b $0)=(Var%#1($0) b $0)=(Var#1($0) b $0). (5-24)
Now,
Var#1($0)= :
j=1, ..., k
var j#1($0). (5-25)
Here var j#1 is the local variation at pj and [ pj | j=1, ..., k], is the set of criti-
cal points of G belonging to the fiber of b1 .
This yields
($ b $0)=(Var#1$0 b $0)= :
j=1, ..., k
(var j#1($0) b $0), (5-26)
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and var1#1($0){0, by Lemma 5.8. By Lemma 5.5, it follows that the first
term in the sum (5-26) is strictly positive. By Lemma 5.5 all other terms are
non-negative. Hence
($ b $0)>0. (5-27)
It follows that the left hand side of (5-22) is non-zero, giving a contra-
diction. K
Remark 5.9. In a previous version of this paper, the theorem was
proven under the assumption that all critical points of G are of Morse type
or under the assumption that (5-3) is satisfied in all critical points. We have
learned from the paper of Gavrilov [G], that condition (5-3) is satisfied for
simple critical points.
In his paper Gavrilov considers good polynomial Hamiltonian systems
having only simple singularities. A polynomial is good if there are no cycles
vanishing at the indeterminacy points at infinity. He claims that if
such a system is isochronous, then the corresponding vanishing cycle is
homologous to zero in the generic fiber. There is a gap in his arguments.
In fact, using our notations, he considers the monodromy M#0 of the varia-
tion $1=Var$1($0) of the cycle $0 vanishing at the isochronous center. His
formula for M#0($1) does not hold if there are singular points different from
the isochronous center in the fiber H&1(O).
Examples (S4), (S3*), and (S 3*) show that this can happen for polyno-
mial isochronous centers having a rational first integral (cf. Proposition
5.3(3)). We do not have such an example in the class of polynomial
Hamiltonian isochronous systems.
Remark 5.10. Note that in the proof we did not use fully the hypothesis
that the center is isochronous, i.e., that the period function T(b)=$0(b) dt
is a constant, i.e., a bounded univalued function on B/CP2. We used only
that the abelian integral T is a non-zero univalued function. Hence the
conclusion of Theorem 5.1 holds under the weaker assumption that there
exists an abelian integral I0(b)=$0(b) |, defining a (univalued) non-zero
holomorphic function on a complement of a finite number of points
in CP1.
Theorem 5.1 may seem artificial for some systems appearing in Table I.
Indeed the isochronous center of the system (S1*) is a non-isolated critical
point of the rational first integral. A similar phenomenon occurs in Devlin’s
example which will be studied in Section 6. By considering the nth root
fibration of the fibration obtained by eliminating the indeterminacy points
of the rational first integrals of the system (cf. [BPV]), we can treat these
cases analogously to the other cases.
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TABLE I
Isochronous Quadratic Systems (Si) and Cubic Symmetric Systems (Si*)
Name System First integral Linearization
S1 x* =&y+
x2
2
&
y2
2
F=
4zz
(z+2)(z +2)
z* =iz+
z2
2
Z=
z
&i(z2)+1
y* =x(1+y)
S2 x* =&y+x2 F=
x2+y2
(1+y)2
%4 =1 u=
x
1+y
y* =x(1+y) v=
y
1+y
S3 x* =&y+
x2
4
F=
64x2+(8y+2x2)2
(x2+4y+8)2
u=
8x
x2+4y+8
y* =x(1+y) v=
2x2+8y
x2+4y+8
S4 x* =&y+2x2&
y2
2
F=
x2+( y+y22)2
(1+y)4
u=
x
(1+y)2
y* =x(1+y) v=
y+( y22)
(1+y)2
S1* x* =&y&3x2y+y3 F=
zz
[(z2+1)(z 2+1)]32
z* =iz+iz3 Z=
z
(z2+1)32
y* =x+x3&3xy2
S2* x* =&y+x2y F=
x2+y2
1&x2
%4 =1 u=
x
(1&x2)12
y* =x(1+y3) v=
y
(1&x2)12
S3* x* =&y+3x2y F=
(x&2x3)2+y2
(1&3x2)3
u=
x&2x3
(1&3x2)32
y* =x&2x3+9xy2 v=
v
(1&3x2)32
S 3* x* =&y&3x2y F=
(x+2x3)2+y2
(1+3x2)3
u=
x+2x3
(1+3x2)32
y* =x+2x3&9xy2 v=
y
(1+3x2)32
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Definition 5.11. Let Y be a connected, smooth complex algebraic
surface and G : Y  CP1 an algebraic map. We define the n-th root of G as
a map n- G : n- Y  CP1 given by the following commutative diagram:
n- Y w\ W w?1 Y
n- G ?2 G (5-28)
CP1 wid CP1 w, CP1
Here , : CP1  CP1 is the map given by ,(b)=bn and ?2 : W  CP1 is
the pullback of G. That is, W=[( y, b) # Y_CP1 | G( y)=,(b)] and
?2( y, b)=b. Note that W is in general a complex algebraic surface with
singularities and we denote by n- Y the algebraic surface obtained by
desingularization \ of W. We denote {(n)=?1 b \.
Assume that the restriction of G to G&1(B)/CP1 is a fibration. Then
the restriction of n- G to ( n- G)&1(B"[0, ]) is a fibration and the fiber
( n- G)&1(b), b # B"[0, ] coincides with G&1(bn).
Let G&1(0), be a singular fiber of G. Let p0 # G&1(0) be such that G is
given by G= gn, with g analytic in a neighborhood of p0 . Then
({(n))&1 ( p0)=(?1 b \)&1( p0)/ n- Y consists of n points and the mapping
n- G is locally analytically equivalent to ejg, with ej , j=0, ..., n&1, the n th
roots of the unity (cf. [BPV]).
Definition 5.12. Let p0 be a critical point of G such that, by a local
change of coordinates at p0 , G can be brought to the form G=xnyn. We
say that p0 is a multiple Morse critical point of multiplicity n.
Remarks 5.13.
(1) If p0 is a multiple Morse critical point of multiplicity n of G, then
({(n))&1 ( p0)/ n- Y consists of n (isolated) Morse critical points of n- Y.
(2) Recall that a vector field having an isochronous center
necessarily has an analytic first integral with a Morse critical point at the
isochronous center. If a rational first integral of a vector field with an
isochronous center is given, then the isochronous center is either an
isolated or a non-isolated critical point of the rational first integral. In the
former case it is a Morse critical point, and in the later case it is a multiple
Morse critical point of multiplicity n>1.
The notion of the n th root of a map gives the context in which the
rational first integral of a system having an isochronous center, can always
be replaced by a first integral having isolated critical points at points corre-
sponding to the isochronous center. Note that if this is done, a multiple
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Morse critical point of multiplicity n belonging to G&1(0) gives rise to n
(isolated) Morse critical points of n- G, all belonging to the same fiber
( n- G)&1 (0). This should be compared with case (ii) of Theorem 5.1.
(3) The isochronous centers at the origin of the systems (S1*) and of
Devlin’s example (see Section 6) provide examples of a multiple Morse
critical point at the origin for their respective rational first integrals.
6. DEVLIN’S EXAMPLE
When we started this research there was no known example of polyno-
mial systems having simultaneously an isochronous and a non-isochronous
system. Moreover we had proven in [MRT] that, for a system with a
rational first integral and an algebraic linearizing change of coordinates, all
centers are isochronous. We had conjectured that the hypothesis that the
linearizing change of coordinates was algebraic was not necessary. In a
recent preprint of Devlin [De] an example of a quartic system having
simultaneously an isochronous and a non-isochronous center is provided.
Moreover, the first integral is rational! This shows that our conjecture was
false and that there exists no algebraic linearizing change of coordinates for
the system of Devlin. The system of Devlin is the following.
Theorem 6.1. [De].
(1) The system
x* =&y&bx4+2(c+d) x3y+(5b+a) x2y2&4cxy3&ay4=&y+ p(x, y)
y* =x&dx4&4bx3y+(5c+d ) x2y2+2(a+b) xy3&cy4=x+q(x, y)
(6-1)
has an isochronous center at the origin and first integral
F(x, y)=
(x2+ y2)4
x2+ y2+2(xq& yp)
. (6-2)
(2) In the particular case a=&1, b=1, c=d=0 the system
x* =&y&x4+4x2y2+ y4
(6-3)
y* =x&4x3y
has an isochronous center at the origin and two non-isochronous centers at
(\2&23, 2&23). The basins of these centers are surrounded by two homo-
clinic loops through the saddle point (0, 1) forming an eight loop.
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Proposition 6.2. The system (6-3) is not Darboux linearizable.
Proof. The system (6-3) has first integral
F(x, y)=
(x2+ y2)3
6x2y+2y3&1
, (6-4)
i.e., the integral curves are sextic curves.
Note that the curves which are of the form F &1(h) all have the same
cofactor (equal to the cofactor of the denominator). This is seen by
remarking that F4 #0. We now look for all invariant irreducible algebraic
curves of the system having different cofactors. To do this, we homogenize
the equation to obtain (4-6). Consider the atypical values of the rational
function F. As remarked in Example 4.14(4), there are eight indeterminacy
points of F, and after blowing up to eliminate the indeterminacy, all non-
dicritical exceptional curves are in the fiber F &1(0). Using this information,
one checks easily that the atypical values of F are exactly 0, 12, 1 and .
Thus the only invariant irreducible curves of the system having non-zero
cofactors are contained in these four fibers. The fiber F &1(0) consists of the
two lines x\iy=0. The cofactor K0 of x+iy is i&x3&3ix2y+xy2&iy3,
and the cofactor of x&iy is K0. The fiber F &1() consists of a cubic
F1=1&6x2y&2y3=0, and its cofactor is K1=6xy2&6x3. It is divisible
by x. The fiber F &1(12) consists of three conics F2, 3, 4(x, y)=1+e2y+
ex2+ey2, where e3=2. One checks easily that their cofactors K2, 3, 4 are
also divisible by x. Finally, the fiber F &1(1) is irreducible. Indeed, one
can check that this curve has 5 singularities. Three of them are Morse
singularities: (0 :1:1), (0 :exp(2?i3) :1) and (0 :&exp(2?i3) :1). At the
other two singularities (1 : \i :0) three smooth local components of the
fiber intersect. They have distinct tangent directions (see Fig. 6). If F &1(1)
were reducible, it would have two components of degrees 1 and 5, 2 and
4, or 3 and 3. By Bezout’s Theorem, if the degrees were 2 and 4 or 3 and
3, there would be 8 or 9 points of intersection counted with multiplicity.
These points would necessarily be singularities of the fiber. Moreover, the
intersection multiplicity between these components would be at most one
at the Morse singularities and at most two at the other two singularities.
This count gives at most 7. Thus the only possibility would be that F &1(1)
is the union of a line and a quintic. That means that there would be five
points of intersection (counted with multiplicity) of the quintic with a line.
As in the previous case, we see that the Morse singularities contribute at
most 1 and the singularities (1: \i :0) at most 2 to this intersection. Due
to the position of the singularities (cf. Fig. 6), we see that intersection num-
ber 5 cannot be achieved on a line. Thus F &1(1) must be irreducible.
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Hence the only non-zero cofactors are K0 , K0, Kj , j=1 ,..., 4. If the
system were Darboux linearizable, then there would be a linear combina-
tion K0+4j=1 :jKj=- &1. But this is impossible, since K0 is not con-
gruent to i modulo x, and Kj #0 (mod x), for j=1, ..., 4. K
Remark 6.3. We believe that Devlin’s system (6-3) is not even general-
ized Darboux linearizable. All the singular points in the finite plane and at
infinity have an invertible linear part. Since generalized Darboux linearizable
systems are limits of Darboux linearizable systems with coalescing
invariant curves, this seems to indicate the existence of singular points with
non-invertible linear part (cf. [Z2]).
Problems 6.4.
(1) Proposition 6.2 shows that even for centers with a rational first
integral there are mechanisms other than Darboux linearizability to produce
isochronicity. An interesting question is to identify these mechanisms.
(2) What type of function gives the linearizing change of coordinates
for the system (6-3)?
APPENDIX TO SECTION 4
In Section 4 we use some notions of the algebraic geometry of surfaces.
For the reader who is unfamiliar with these concepts, we give a short
synopsis of the necessary terminology, results, and references.
A.1. Surfaces
In general, a surface will mean a smooth projective complex variety of
dimension 2. Two surfaces S and S$ are said to be birationally equivalent if
there is an isomorphism U  U$, where U (resp. U$) is the complement of
a finite number of points in S (resp. S$). In fact, we are only interested in
rational surfaces, that is those which are birationally equivalent to CP2.
Definitions. Let S be a surface and p1 to pn be a finite set of points
of S. Then a holomorphic map from S"[ p1 , ..., pn] to another variety V is
called a rational map ? : S  V. A point pi is called an indeterminacy point
of ? if the map does not extend to a holomorphic map in a neighborhood
of pi .
It is well-known that indeterminacy points can be eliminated by blowing
up a finite number of times. More precisely,
Theorem (See, e.g., [Fo]). Let F : S  V be a rational map from a
surface to any variety. Then there exists a map \ : S  S consisting of a
265DARBOUX LINEARIZATION OF ISOCHRONOUS CENTERS
File: 505J 321251 . By:CV . Date:21:04:97 . Time:11:04 LOP8M. V8.0. Page 01:01
Codes: 3354 Signs: 2754 . Length: 45 pic 0 pts, 190 mm
finite number of blow downs and which induces an isomorphism on
\&1(S"[indeterminacy points]) such that F b \ is everywhere well-defined.
This theorem is proven by verifying that the intersection numbers of the
fibers strictly decreases after each blow-up, and using the fact that the num-
ber of indeterminacy points is finite (by Bezout’s Theorem).
A.2. Self-intersection numbers and blowing up
In this article we must keep track of which curves can be blown down
in a surface to obtain again a smooth surface. For this we use the
CastelnuovoEnriques Criterion (see, e.g., [GH]). Let S be a surface
and C be a curve in S. Then there exists a contraction of C in S if and only
if (1) C is biholomorphic to CP1 and (2) the self-intersection number of C
in S is &1. Curves satisfying (1) and (2) are called exceptional curves.
Here the self-intersection number of C can be thought of as the cup
product of the homology cycle of C in S with itself; that is, it can be
defined as the number of intersections of C with a topological deformation
of C (orientation taken into account).
For our purposes, we start with a rational map F : CP2  CP1, and then
we blow up the indeterminacy points a finite number of times in order to
eliminate the indeterminacies. Thus we obtain a holomorphic map
F $ : Y$  CP1, where Y$ is obtained from CP2 by blowing up. Finally, we
contract all exceptional curves which are contained in the fibers of F $. We
obtain a rational variety Y and a holomorphic map G : Y  CP1. The
variety Y may still have exceptional curves, but if they are contracted, we no
longer have holomorphic map to CP1, because we create indeterminacy points.
The image in Y of the inverse image of the indeterminacy points in CP2
is called the exceptional divisor. A component of the exceptional divisor is
called dicritical if it is not contained in a fiber of G.
In the examples 4.14, we determine a variety Y as above. To do this, we
must keep track of the self-intersection numbers after blowing up and
down. This is done by using the fact that blowing down is a proper map,
and thus the intersection number of pull backs of cycles is the same as the
intersection number of the cycles. Using this fact, it can be shown that the
self-intersection of an exceptional curve is &1. Also, if C is a curve in S and
P is a smooth point on C, one can determine the self-intersection of the
strict transform of C in the surface obtained by blowing up P. In fact, let
C be the strict transform of C (that is, C is the closure of the inverse image
of C"P). Then C } C =C } C&1 [GH].
A.3. Hirzebruch Surfaces
In the class of rational surfaces, the most important examples are those
which are minimal, in the sense that no curve in them can be blown down.
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By the CastelnuovoEnriques criterion, this means there are no exceptional
curves. For example, CP2 and CP1_CP1 are minimal. In fact, there is an
easy way to construct all minimal rational surfaces. All except for CP2 are
ruled surfaces over CP1. For any integer n0 there is a unique ruled sur-
face Fn  CP
1 with fibers isomorphic to CP1 having a unique section with
self-intersection &n. Thus for example F0=CP1_CP1. One can construct
Fn from Fn&1 as follows. Blow up any point P of Fn&1. Then blow down
the new surface to contract the strict transform of the fiber containing P.
This curve is isomorphic to CP1, and since the self-intersection of a fiber
is 0, the strict transform has self-intersection &1, and thus it can be con-
tracted by the CastelnuovoEnriques criterion. Note also that F1 is
obtained from CP2 by blowing up one point.
The surfaces Fn are called Hirzebruch surfaces (see, e.g., [BPV] or [GH,
p. 517]). It can be shown that the set of minimal rational surfaces is exactly
[CP2, Fn , n{1].
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