Dualities are mathematical mappings that reveal unexpected links between apparently unrelated systems or quantities in virtually every branch of physics [1] [2] [3] [4] [5] [6] [7] [8] . Systems that are mapped onto themselves by a duality transformation are called self-dual and they often exhibit remarkable properties, as exemplified by an Ising magnet at the critical point. In this Letter, we unveil the role of dualities in mechanics by considering a family of so-called twisted Kagome lattices [9] [10] [11] [12] [13] [14] . These are reconfigurable structures that can change shape thanks to a collapse mechanism [9] easily illustrated using LEGO. Surprisingly, pairs of distinct configurations along the mechanism exhibit the same spectrum of vibrational modes. We show that this puzzling property arises from the existence of a duality transformation between pairs of configurations on either side of a mechanical critical point. This critical point corresponds to a self-dual structure whose vibrational spectrum is two-fold degenerate over the entire Brillouin zone. The two-fold degeneracy originates from a general version of Kramers theorem that applies to classical waves in addition to quantum systems with fermionic time-reversal invariance [15] . We show that the vibrational modes of the self-dual mechanical systems exhibit non-Abelian geometric phases [15] that affect the semi-classical propagation of wave packets [16] . Our results apply to linear systems beyond mechanics and illustrate how dualities can be harnessed to design metamaterials with anomalous symmetries and non-commuting responses.
Symmetries and their breaking are often crucial ingredients in the study and design of (meta)materials [17] [18] [19] [20] [21] [22] [23] . Dualities can be understood as a generalization of symmetries to families of theories or models [1] [2] [3] [4] [5] [6] [7] [8] . A celebrated example is the Kramers-Wannier order-disorder duality [1, 2] between the low-and high-temperature phases of the two-dimensional Ising model, pictured in figure 1a.
In this Letter, we analyze how dualities naturally emerge in the context of linear waves with a special focus on mechanics. Many mechanical structures can be effectively described as networks of masses connected by springs, even though their physical realization can be more complex [19] . Their mechanical and acoustic properties are described at the linear level by their normal modes of vibration and their oscillation frequencies. Both are determined by the dynamical matrixD which summarizes the linearized Newton equations of motion in the harmonic approximation ∂ 2 t |φ =D |φ . The vector |φ has components φ p = √ m p u p , where u p is the displacement of the particle p with mass m p from its equilibrium position (see SI). The eigenvectors |φ i and eigenvalues ω 2 i of the dynamical matrix, such thatD |φ i = ω 2 i |φ i , are the normal modes of vibration and the corresponding angular frequencies. In a spatially periodic system, the spectrum of the Bloch dynamical matrix D(k) is organized in frequency bands with dispersion relations ω i (k) parametrized by quasi-momenta k forming the Brillouin zone of the crystal. Although our discussion is focused on mechanics, the analysis also applies to cases whereD is replaced by another linear operator, such as the Maxwell operator of a photonic crystal [24] , the dynamical matrix of an electrical circuit [25] [26] [27] , or the mean-field Hamiltonian of a quantum system (in which case the eigenvalues are energies). * fruchart@uchicago.edu [1] relates the partition functions of the high-temperature and low-temperature phases of the two-dimensional classical Ising model. To each inverse temperature β is associated a dual temperature β * , and the ratio of the partition functions at β and β * is a known smooth function. The self-dual point βc = β * c corresponds to the critical phase where the phase transition between the ferromagnet and the paramagnet occurs. (b) Twisted Kagome lattices form a family of mechanical structures parametrized by a variable θ called the twisting angle, see Fig. 2 for a precise definition and a LEGO model. To each Kagome lattice with angle θ is associated a dual Kagome lattice with angle θ * = 2θc − θ, resulting in strong relations between their mechanical properties. A critical point where θc = θ Twisted Kagome lattices are a family of mechanical structures obtained from a mechanical Kagome lattice [9] [10] [11] [12] [13] [14] by actuating a mechanism, often termed a GuestHutchinson mode [9] , that allows a global deformation of the unit cells (see SI for a movie demonstrating this property). This family is parametrized by a twisting angle θ described in Figure 2 . We denote byD(θ) the dynamical matrix of the structure with the twisting angle θ. To each twisted Kagome lattice with a twisting angle θ corresponds a dual mechanical structure, which is another twisted Kagome lattice with a different dual twisting angle θ * = 2θ c − θ. Comparison of Figures 2 (b) and (d) reveals that two lattices related by a duality transformation share the same band structure despite their clear structural difference. Remarkably, there is a self-dual Kagome structure with angle θ * c = θ c = π/4, where the band structure is doubly degenerate, as show in Figure 2c . We now prove that the explanation of these phenomenological observations can be traced to the existence of a mathematical duality between the dynamical matrices of pairs of Kagome lattices.
A celebrated theorem from Kramers [15] states that the energy states of time-reversal invariant systems with half-integer spin are at least doubly degenerate. At first sight, this theorem does not apply here, as the mechanical degrees of freedom are neither quantum mechanical nor fermionic. However, Kramers theorem can still formally apply to the mechanical system, provided that we find an anti-unitary operator squaring to minus the identity that commutes with the dynamical matrix. Here, we show how to construct such an anti-unitary operator. To so so, we first introduce a unitary transformationÛ acting on the vibrational degrees of freedom of a twisted Kagome lattice as represented in figure 3 . A direct calculation (see SI) shows that
where U (k) is the Bloch representation of the operator U . Hence,Û should be viewed as a linear map between different spaces, describing respectively the vibrations of the different mechanical structures with twisting angles θ * and θ (compare the two lattices in figure 3 ). Note that U (k) does not depend on the twisting angle θ. As Newton equations are real-valued, the Bloch dynamical matrix satisfies ΘD(θ, k)Θ −1 = D(θ, −k) where Θ is complex conjugation. Hence, by combining the anti-unitary operatorΘ withÛ , we get the desired anti-unitary operator A (k) = U (k)Θ which squares to A (k) 2 = −Id, and such that
Equation (2) is the expression of a duality between the two lattices with twisting angles θ and θ * , illustrated in figure 1b. The dynamical matrices of the two dual systems are related by a anti-unitary transformation. As a consequence, they have identical band structures (in terms of eigenvalues; compare figure 2 b. and c.; more precisely, the eigenvalues are related by complex conjugation, and are equal because they are also real) and the eigenvectors are related byÂ . Equation (1) is also a duality between the same lattices. In contrast with (2), it is a. There are three inequivalent masses labeled M1, M2, and M3.
(b) Band structures of the mechanical structures at different twisting angles. The physical frequencies are nondimensionalized by a characteristic frequency ω0 = k0/m0, where k0 and m0 are characteristic spring constant and mass. The dual twisted Kagome lattices with twisting angles θc ± ∆θ have the same band structure. The self-dual lattice with twisting angle θc has an two-fold degenerate band structure (including for points outside of high-symmetry lines). At the Γ point, a double Dirac cone can be observed, highlighted by a blue disk. The band structures are obtained by diagonalizing the Bloch dynamical matrices D(θ, k). See SI for details and a movie demonstrating the collapse mechanism.
ruled by a unitary operator, but is non-local in momentum space (it relates k to −k). Alone, it would ensure that the band structures of both lattices are the same only up to an inversion of momentum. At the critical twisting angle θ c = θ
Schematic action of the duality operator. The duality operator maps the vibrational degrees of freedom of a twisted Kagome lattice to the vibrational degrees of freedom of the dual Kagome lattice. The vibrational degrees of freedom (in blue, red, and green) in a unit cell (highlighted in bold) are rotated by 90
• counterclockwise and translated to another unit cell. Importantly, the translation depends on the degree of freedom: the vibrations of mass M1 (in blue) are not shifted, while the vibrations of mass M2 are shifted by one lattice vector a2 and the vibrations of mass M3 (in green) are shifted by another lattice vector a1. The operatorÛ is written as a block matrix; the different blocks describes the different masses in the unit cell (as represented by the colors), and the (real) matrices r ≡ iσy acts for each mass on the two orthogonal vibrations along x and y, mapping (ux, uy) to (uy, −ux). The operatorÎ acts on the Bravais lattice as space inversion, but does not modify the internal degrees of freedom (see SI). Iterated applications ofÛ show thatÛ 2 = −Id andÛ 3 = −Û whileÛ 4 = Id, showing that the symmetry has order four. In the self-dual lattice, the transformation resembles a non-symmorphic symmetry composed of a 90
• rotation followed by a non-integer lattice translation at first sight. However, further inspection shows that this operation is different from the duality operation, and is not a symmetry of the self-dual lattice (see SI for a visual proof).
hidden symmetry of the critical dynamical matrix D(θ c ), [15] can be applied, and implies that the band structure is globally two-fold degenerate, at every point k of the Brillouin zone, as observed in figure 2 c. Interestingly,Â acts in the same way as the combination of spatial inversion and a so-called fermionic timereversal would in an electronic system, although neither are present in our mechanical system. Due to the presence of the self-dual symmetry, the critical band structure exhibits exotic features. To begin with, a finite-frequency linear dispersion (a double Dirac cone) is observed at the center of the Brillouin zone (called Γ ; see figure 2c.) that is uncommon in systems with time-reversal invariance [28, 29] (see SI for a discussion).
When self-duality is combined with the usual crystal symmetries, anomalous point groups can be realized. Consider paving the two-dimensional plane with a single regular polygon. This is possible with a triangle, a square, or a hexagon, but not with a pentagon or a dodecagon. This is a manifestation of the crystallographic restriction theorem: the only point group symmetries compatible with lattice translations are of order 1, 2, 3, 4, or 6, in two dimensions. (The order of an operation g is the smallest integer n such that g n is the identity.) The point group C 3v of twisted Kagome lattices at the center Γ of the Brillouin zone contains 3-fold rotations (as visible in figure 2), perfectly compatible with this assertion. At the critical angle θ c , the duality relation (1) turns into an additional symmetry of the dynamical matrix. Hence, the point group at Γ has effectively to be supplemented with U (Γ), which has order 4 (see figure 3 ). Combined with a 3-fold rotation from C 3v , the self-dual symmetry U (Γ) produces an anomalous symmetry of order 3 × 4 = 12 making the effective point group at Γ noncrystallographic (isomorphic to D 12 , see SI). The emergence of this non-crystallographic point group is curious, as the twisted Kagome lattices are indeed crystals, not quasicrystals. However, there is no contradiction with the crystallographic restriction theorem, because the selfdual symmetry is not a spatial symmetry.
We now show how to generate non-Abelian sound in our self-dual mechanical structures. Non-commuting (or equivalently non-Abelian) behavior is pervasive in mechanics, from the moves of a Rubik's cube to the nonholonomic dynamics of rolling spheres and robotic arms. Here, we focus instead on a more subtle phenomenon: the non-commutative behavior of the classical excitations (e.g., sound waves) that propagate on top of a background configuration. The propagation of a wave packet constructed out of vibrational modes can be affected by geometric (or Berry) phases. For a single isolated band, the Berry phases are complex numbers of modulus one that manifestly commute. To obtain non-Abelian Berry phases, a set of (at least) two degenerate bands is required. The geometric phases then become 2 × 2 unitary matrices that need not to commute [15] .
The self-dual Kagome lattice is a suitable platform to realize non-Abelian sound because it has a two-fold degenerate phonon spectrum. In order to spectrally isolate a single two-fold degenerate band, we assign different values to the three masses in the unit cell. As a result, the double Dirac cone at Γ becomes gapped, see figure 4a and 4b where we label the dispersion relations with increasing frequencies ω i (k) with i = 1, . . . , 6. This modification preserves the self-dual symmetry (2) , so the global two-fold degeneracy persists regardless of the values of the masses. Consider an acoustic wave packet constructed from the spectrally isolated central set of twofold degenerate bands with dispersions ω 3 (k) = ω 4 (k) [the same analysis could be done on the upper bands ω 5 (k) = ω 6 (k)]. As we apply external forces to the wave packet, it evolves, but it is constrained within the two-fold degenerate subset of mechanical vibrations as long as the external perturbation is small enough compared to the distance with the other bands (so the nonadiabatic Landau-Zener transitions can be neglected, see SI for orders of magnitudes). The evolution of the wave packet can effectively be described by three so-called semi-classical variables: the semi-classical position r(t), momentum k(t), and composition (generalized polarization) η(t) of the wave packet in the two-fold degenerate subspace [30, 31] . The evolution of those variables is described by semi-classical equations of motion [16, 30, 31] (see also SI), originating in electronic solid-state physics, but commonly applied to other waves such as light [32, 33] or acoustic waves [34, 35] .
We focus on a simple physical situation analogous to Bloch oscillations in solid-state physics, where an additional harmonic potential is imposed to each mass with a spatially-dependent stiffness as illustrated in figure 4c . A linear increase in the stiffness pattern corresponds to a constant force on the wave packet. Under this constant force, the momentum k(t) increases linearly in time. As the quasi-momentum k is defined on the Brillouin zone, which is topologically a torus, this linear increase corresponds to a periodic evolution in time where k(t) traces loops C i on the Brillouin torus, as represented in figure 4f .
When an effective force is applied, the composition of the semi-classical wave packet changes from an initial polarization ϕ ini to W [C]ϕ ini , where W [C] = P exp − C A is a Wilson line operator, the non-Abelian analogue of a Berry phase. This operator is a path-ordered exponential along the path C in momentum space traversed under the effective force, and A is the non-Abelian Berry connection [15] describing the spectrally isolated two-fold degenerate band. Both A and W [C] can be directly evaluated from the normal modes of vibration obtained by diagonalizing the dynamical matrix (see SI). For simplicity, we assume that the effective force is applied for a duration τ chosen so that the momentum changes by exactly one reciprocal lattice vector a * i , going along a closed loop from k 0 to k 0 + a * i defined by C i (λ) = k 0 + λa * i , see figure 4f . Hence, C is a closed loop, and W [C] is called a Wilson loop operator.
After the forces (f 1 , f 2 ) are sequentially applied during the appropriate duration, as represented in figure 4d , the composition of a wave-packet initially at k 0 changes from any initial state ϕ ini to ϕ 12 = W 2 W 1 ϕ ini . The reversed sequence of mechanical actions (f 2 , f 1 ) produces a different final vibrational state ϕ 21 = W 1 W 2 ϕ ini , because the two Wilson loops do not commute in general,
Hence, the corresponding mechanical actions do not commute either! Figure 4e shows that the vibrational state of the system ϕ 12 after the application of f 1 followed by f 2 is different from its vibrational state ϕ 21 after the application of f 2 followed by f 1 . In figure 4g , we assess how the choice of the initial point k 0 affects the non-commutativity of W 1 (k 0 ) and W 2 (k 0 ), by quantifying the deviation of
from the identity. This non-commuting behaviour shares similarities with non-Abelian excitations like anyons [36] [37] [38] . However, in the present study non-commutativity arises from how independent wave packets respond to external forces, while for anyons it is associated with the exchange (braiding) of these quasi-particles with each other.
Our results raise the prospect of materials where information is encoded and processed using non-Abelian mechanical excitations; more broadly they illustrate the power of duality relations in wave physics. We envision that dualities and their breaking will play a key role in the design of metamaterials, as symmetries currently do.
Non-Abelian propagation of semi-classical wave packets. (a,b) The double Dirac cone becomes massive (gapped) when an asymmetry δm is introduced between the three masses in a unit cell (m1, m2, m3) = (1 − δm, 1, 1 + δm). However, the global two-fold degeneracy is preserved. The gap (highlighted in gray) is proportional to δm at first order. The semi-classical propagation of a wave packet composed of vibrations with frequencies in the range of the two spectrally isolated bands with dispersions ω3(k) = ω4(k) is affected by their geometric phases. The band structures are obtained by diagonalizing the Bloch dynamical matrices D(θ, k) (see SI for details). (c) To produce an effective force fext acting on the wave packets, a spatially varying harmonic potential is superimposed to the structure. As a consequence, the dynamical matrix is modified as Dpq → Dpq + δpq[∆ω 2 ](hq) where hq is the harmonic potential applied to the mass i. For a uniform potential hq = h, the optical bands are essentially shifted in frequency (see SI) by an amount proportional to h. (d) We consider a situation where sequences of constant effective forces (f1, f2) and (f2, f1) are applied to the system. The duration τn of each step is chosen so that the change in momentum fnτn is exactly the size of a reciprocal lattice vector |a * i | (masses are equal to one by convention). (e) After one sequence, the composition of a wave packet initially centered at k0 in momentum space is transformed in a way described by the composition of Wilson loops, respectively W2W1 and W1W2, transforming a state ϕini into ϕ12 = W2W1ϕini or ϕ21 = W1W2ϕini. The difference in the vibrational states ϕ21 and ϕ12 unambiguously shows the non-commutativity of the operations. In the picture, the Bloch vibrational states are represented by ellipses describing the motion of the masses, to the identity. We plot the absolute value of the trace of their difference as a function of the starting point k0 of the protocol. See SI for details on the numerical computation and for a discussion of the relevant orders of magnitude.
SUPPLEMENTARY INFORMATION

I. THE DYNAMICAL MATRIX AND THE DUALITY OPERATOR IN REAL SPACE A. Dynamical matrix
The dynamical matrixD summarizes the linearized Newton equations of motion
where |φ is a vector with components
and where u p is the displacement of the particle p with mass m p from its equilibrium position. It describes the normal modes of vibration of a mechanical structure and their oscillation frequencies [39] [40] [41] [42] . In a system of masses coupled by springs (or more generally of coupled harmonic oscillators), it is convenient to write it as
where M is a matrix containing the masses of the oscillators, K a matrix containing the stiffnesses of the bonds connecting the oscillators, and Q = C † describes the geometry and connectivity of the masses [43, 44] . This assumes that the mass matrix M is positive-definite; this is the case in standard mechanical systems. This version of the dynamical matrix can be seen as obtained from a canonical change of
Hamiltonian description of the system, before linearizing the equations of motions. The corresponding linearized canonical Hamilton equations of motion read
where π =φ, which can write ∂ t ψ =Lψ. This firstorder formulation is essential for the analysis of the semiclassical equations.
In a crystal, the dynamical matrix is an operator of the formD
where x and y are points of the crystal C, and where |x, µ represents a displacement of the mass located at x along the direction µ. To take advantage of the spatial periodicity of the crystal, we decompose the crystal C = Γ · F into a unit cell F repeated along a Bravais lattice Γ, and writeD
whereT γ is the translation operator by γ, and where D(γ) is a matrix acting on the internal degrees of freedom in the unit cell.
The dynamical matrixD(θ) of the twisted Kagome lattice with twisting angle θ readŝ
whereT γ is the translation operator by γ, satisfyingT †
andT γTρ =T γ+ρ =T ρTγ . (The identity in position spaceT 0 is implied in the first matrix in equation (S5).) We have writtenD as a matrix acting on the masses, meaning that the elements d mn and e mn map the mass M n to the mass M m . Besides, d mn and e mn are also 2 × 2 matrices acting on the x and y components of the displacements of the masses. We have chosen the dynamical matrix to be Hermitian, so d † mn = d nm , and e † mn = e nm . The blocks are
Let us consider the 90
• rotation matrix in the displacement spaces,
satisfying r 2 = −Id. We observe that
where θ * = 2θ c − θ and θ c = π/4.
Hence, let us define a unitary operatorV combining R and lattice translations aŝ
Here, γ 0 is an arbitrary reciprocal lattice vector that we will set to zero. From equation (S8), we can see that
We then define a unitary operatorÎ such that IT (γ)Î −1 =T (−γ). Formally,Î is defined by its action on the basis vectors bŷ
for γ ∈ Γ and x i ∈ F. This operation resembles spatial inversion, but only acts on the Bravais lattice. The definition above depends on the choice of the fundamental domain F used to define the basis vectors of the vibration space. This choice does not appear to be easily avoidable due to the fact that the duality maps a given system to another system. However, this arbitrary in the definition ofÎ appears to be inessential. CombiningÎ withV intô
we obtain the duality operator in real space, satisfyinĝ
One can verify thatÛ 2 = −Id.
In principle, one could choose to redefineÛ → ±iÛ such that it squares to +Id. (This does not affect the propertyÂ 2 = −Id becauseÂ is anti-unitary.) However the newÛ would map real-valued displacements to complex-valued ones. This motivates our choice leading toÛ 2 = −Id. With the alternative choice of a duality operator squaring to +Id, the group-theoretical analysis of section IV would be modified.
II. DUALITIES IN MOMENTUM SPACE
The momentum-space equivalent of (S14) reads
where
This equation holds with the Bloch convention whereT γ corresponds to e ik·γ . In the following, we will also write κ i = k · a i to shorten the notations.
The dualityÛ maps k to −k (and conversely), as implied by the notation U (−k, k). More precisely, it is a linear operator acting on the vector bundle of Bloch eigenmodes, mapping the fiber over k to the fiber over −k.
One can verify by a direct computation that
where Id is the fiberwise identity operator).
In momentum space, the anti-unitary operatorΘ = K (complex conjugation) also maps k to −k, because Ke −ik·x = e ik·x . As the real-space dynamical matrices have real entries, we have
This constraint is usually called a bosonic time-reversal symmetry, although it does not correspond to classical time-reversal invariance. Hence, the combinationÂ = UΘ acts anti-linearly fiberwise: it is anti-unitary, but maps each momentum k to itself. Combining equations (S15) and (S17), we obtain the duality
In this paragraph, we have used a standard convention for the Fourier transform where the duality is easily expressed. However, the semi-classical equations are more conveniently expressed with another convention where the families of Bloch matrices do not depend on the unit cell, as discussed in section III. In this alternative convention, the equivalent of the quantity U (k) defined in equation (S16) is
III. BLOCH CONVENTIONS
The Bloch decomposition of a spatially periodic operator can be performed in different ways. There are at least two usual conventions for the Bloch decomposition differing in whether the phase factor attributed to translations is computed from (I) the Bravais lattice translations or (II) the crystal translations. We refer the reader to references [45] [46] [47] [48] [49] [50] [51] for details. Both conventions are useful in different situations. In particular, the convention (I) is the most natural when writing the semi-classical equations of motion [49, 50] . Reference [51] discusses the relations with crystal symmetries. For a given choice of fundamental domain (x i ) i=1,...,F of the crystal (here, the positions of the masses), the change of basis matrix relating both conventions is
..,F ] where x 0 is an arbitrary origin.
IV. SYMMETRIES AND DEGENERACIES AT THE Γ POINT
In addition to the apparition of mechanical Kramers pairs at each point, the self-duality has interesting consequences in terms of band degeneracies. In this section, we discuss the interplay of symmetries and degeneracies at the center of the Brillouin zone, called the Γ point. Unless otherwise specified, we assume that the three masses in the unit cell are identical (similar for the springs) in order to preserve all spatial symmetries.
A. Double Dirac cones
For a generic twisting angle θ, a two-fold degeneracy at finite frequency is observed at Γ, and the band crossing is quadratic. At the critical twisting angle, the band crossing becomes linear, see figure S1 . This is uncommon: band crossings at the center of the Brillouin zone are normally quadratic [28, 29] . More precisely, a single Dirac point at Γ is forbidden by timereversal invariance. This can be understood as follows: let us consider a two-bands effective Hamiltonian describing a Dirac cone around a high symmetry point k 0 = −k 0 (mod. reciprocal lattice vectors),
where q = k − k 0 and v x,y are parameters. Let us further assume that this effective Hamiltonian is Hermitian, i.e. H(q) = H † (q), meaning that v x and v y are real; and that it is time-reversal invariant in the sense that H(q) = H(−q). Hence, we find that
This is only possible if v x = 0, so the effective Hamiltonian does not describe a Dirac cone. (The same argument applies if a mass term mσ z is added to the effective Hamiltonian. The conclusion does not depend on the choice of parametrization, because only σ y = −σ y .) For this reason, finite frequency linear dispersions at the center of the Brillouin zone are unusual. Usual approaches to obtain them rely on accidental degeneracies, where either (a) a three-fold degeneracy with an almost flat band [29] or (b) two two-fold degeneracies, typically with different group velocities [52] [53] [54] [55] , are made degenerate by tuning the structure, allowing linear dispersions. Alternatively, genuine Dirac dispersions Fig. S1 . Degeneracies at the center of the Brillouin zone.
can be obtained by directly breaking time-reversal invariance [56, 57] .
The double Dirac cone observed here can be understood as the overlap of an essential 2-fold degeneracy with two other bands, this overlap being enforced through the Kramers theorem by the anti-unitary A (Γ), guaranteeing that the group velocities of the two Dirac cones are equal. Unlike a single Dirac cone at Γ, this situation is allowed under the conditions stated above. This can be seen from a k ·p-like expansion of the dynamical matrix (see section XI for details). The matrix D(Γ) has dimensionless eigenvalues (0, 0, 3, 3, 3, 3). The 4 × 4 effective dynamical matrix corresponding to the four degenerate eigenvalues involved in the double Dirac cone is, up to a constant term proportional to the identity and a multiplicative constant,
where A 1 is a constant. It satisfies both
A unitary rotation brings the effective dynamical matrix in the form
where k · σ = k x σ x + k y σ y and σ i are Pauli matrices. In this form, it is clear that D eff (k) describes two superimposed Dirac cones.
B. Spatial symmetries and extended symmetries at Gamma
From a group-theoretical perspective, the unitary selfduality relation implies that the group of symmetries of the dynamical matrix is enhanced. In particular, the point group at time-reversal invariant momenta k * such that k * = −k * modulo a reciprocal lattice vector effectively acquires a new generator, because
With the aim of better understanding the nature of the double Dirac cone discussed in the previous section, we focus on the Γ point (k = 0), where the unitary U 0 = U (Γ) is a symmetry of the system. The point group of crystal symmetries (little co-group) at Γ (not taking U 0 into account) is always C 3v (3m in Hermann-Mauguin notation), whether the Kagome lattice is critical or not. (The point groups at Γ are directly obtained from the plane groups (2D space groups) determined in section XIII D, and the plane group of the structure does not change at the critical angle.)
This point group has to be supplemented with U 0 . Hence, we consider the matrix group obtained by combining the generators of (the representation acting on the dynamical matrix of) C 3v with U 0 . The matrix group was identified with the computational group theory software GAP [58] 2D) as it has a 12-fold axis (obtained by combining U 0 with a 3-fold rotation of C 3v ), incompatible with the translation symmetry of a 3D (or 2D) crystal (due to the crystallographic restriction theorem, see e.g. [59] ). This shows that noncrystallographic symmetries emerge as a consequence of the self-duality of the critical lattice.
The representatives of conjugacy classes (used to compute the characters of our representations) as well as the character table of the group, provided in table I, were also computed using GAP [58] . Although the existence of non-crystallographic symmetries in the symmetry group at Γ is a surprising feature, this extended symmetry does not appear to be the origin of the four-fold degeneracy (the double Dirac cone). In particular, the inspection of the irreducible representations of D 12 (see the character table I) shows that they are at most 2-dimensional. Furthermore, their 2 nd Frobenius-Schur indicators (computed with GAP) are all equal to 1, meaning that the irreducible representations are real (so they should not be combined into larger-dimensional real representations). Hence, there is no essential four-fold degeneracy at Γ, in the sense that there is no underlying 4-dimensional irreducible representation. However, the overlap of the two 2D IR is indeed not accidental, in the sense that it enforced through the Kramers theorem by the anti-unitary
We now further analyze the irreducible representations at Γ. It is instructive to first extend the analysis to noncritical lattices (with φ ≡ θ − θ c = 0) to understand the evolution of the degeneracies when the twisting angle crosses its critical value, see figure S1 . Outside of the critical point (where U 0 is not a symmetry), the six bands at the Γ point correspond, for increasing frequencies, to the irreducible representations E (at zero frequency), A 1 , E, and A 2 of C 3v for θ < θ c , and A 1/2 are exchanged for θ > θ c . Let us first only consider C 3v symmetries. At the critical point, we can extrapolate this picture as follows: the anti-unitary A 0 enforces a degeneracy between the bands in the 2D IR E at Γ on one side, and the bands which end up in the 1D IRs A 1 and A 2 on the other side. (The bosonic time-reversal is never broken, so E can be understood as a real 2D IR.) Hence, we can expect that the 4-fold degeneracy at φ = 0 can be decomposed as U (Γ) Fig. S2 . Block-diagonalization of the spatial symmetries. The spatial symmetries at Γ (forming the point group C3v) are numerically block-diagonalized in a common basis. We plot the absolute values of the matrix elements of class representatives of C3v, and of the self-dual symmetry U0. This procedure yields three blocks of sizes (1, 2, 1) corresponding to the decomposition A1 ⊕ E ⊕ A2 of C3v expected from group theory. However, the self-dual symmetry U0 at Γ is not block-diagonal in this basis.
entirely meaningful as it ignores the additional symmetry U 0 , that does not preserve this decomposition. When U 0 is taken into account, the 4-fold degeneracy can instead be seen as the product Γ 5 × Γ 9 of two 2D IR of D 12 . This can be seen by an explicit analysis of the symmetry operators. To do so, we use the algorithm of reference [60] to simultaneously block-diagonalize all the symmetry operators in a common basis. We first ignore U 0 and block-diagonalize all other symmetries. We find that C 3v symmetries are indeed block-diagonalized in a common basis, with two 1 × 1 blocks (for A 1 and A 2 ) and one 2 × 2 block (for E). However, this is not the case of the self-dual symmetry U 0 that preserves the E block but exchanges the blocks A 1 and A 2 . This can be seen from figure S2 where we plot the absolute value of the matrix elements for a representative for each conjugacy class of C 3v for the decomposition A 1 ⊕ E ⊕ A 2 , as well as the matrix elements of U 0 in the same basis. Blockdiagonalizing all symmetries including U 0 indeed leads to two 2 × 2 blocks corresponding to the IR Γ 5 and Γ 9 of the enhanced symmetry group D 12 . In figure S3 , we plot the absolute value of the matrix elements of the conjugacy class representatives of D 12 for the decomposition Γ 5 ×Γ 9 , where it is apparent that all symmetries including the ones constructed from U 0 are block-diagonal.
V. MECHANICAL BLOCH OSCILLATIONS
In the main text, we consider mechanical Bloch oscillations, where the external force field appearing acting on the wave packets in the semi-classical equations is uniform. In this section, we write the simplified semi- . Block-diagonalization of the spatial and selfdual symmetries. When including the self-dual symmetry, the block-diagonalization produces a different result, with two blocks of sizes (2, 2) . This corresponds to the decomposition Γ5 ⊕ Γ9 of the enhanced symmetry group D12. Here, we plotted the matrix elements of the class representatives of D12 (corresponding to the columns in the character table I) obtained by combining the spatial symmetries and U0.
classical equations of motion in this situation and discuss a possible implementation of the external potential (see SI and references [30, [32] [33] [34] for a more detailed discussion of the semi-classical equations).
To do so, we first consider that the effective Hamiltonian H(r, k) = Ω(k)+V (r) appearing in the semi-classical equations is a scalar matrix (proportional to the identity), and where the external potential V does not depend on k in first approximation. In this case, the semiclassical equations (S61) have the simpler forṁ
The case of a uniform force f 0 = −∂ r V described in the main text describes so-called Bloch oscillations. In this case, then the momentum equation is trivial ask = f 0 is also constant, so k(t) = k(0) + f 0 t and we can solve the composition equation up to a U (1) phase, namely
is the Wilson line operator associated to the trajectory t → C(t) in momentum space, W [C] = P exp − C A and where φ(t) is an unknown phase which depends on the trajectory in real space. The Wilson line operator can usually not be obtained analytically, but it can be computed numerically, see section VI. The equation in real space does not depend on φ(t), and can then be solved independently.
In practice, an external potential leading to a constant effective force can be implemented by patterning the system with a additional harmonic potential applied to each mass. In this case, the dynamical matrix is modified from D mn D mn + δ mn ∆ω 2 i where ∆ω i is the characteristic frequency associated to the stiffness of the additional potential. Assuming that the spatial variation of ∆ω i is slow (as required for the validity of the semi-classical equations), we can understand the effects of this modification of the system by looking at the change in the band structure in a system where ∆ω i is uniform. They are illustrated in figure S4 . As expected, those effect are drastic for the zero-modes of the system which are immediately lifted but the optical bands we are interested in here are essentially globally shifted in frequency.
A similar scheme was already experimentally realized (although without spatial variations) in lattices of gyroscopes [62, 63] to control topological phase transitions.
VI. WILSON LINE OPERATORS AND THEIR NUMERICAL COMPUTATION
In this section, we recall standard results about Wilson line and loop operators [15, 64] and their numerical computation.
A spectrally isolated (possibly degenerate) band is described by a rank-n vector bundle over the Brillouin torus, with fiber E(k) C n defined by P (k)C N where P (k) is the rank-n projector on the degenerate band, and N the total number of bands. (For instance, in the situation described in the main text N = 6 while n = 2.) This bundle is equipped with a connection ∇ P = P d obtained by projecting the trivial connection on the trivial entire Bloch bundle. Associated to ∇ P is a connection form A, explicitly given by equation (S58) in section XII. The effect of parallel transport in the degenerate band along a path C on the Brillouin torus is described by the Wilson line operator
When a basis of each fiber is chosen (such as the generalized polarizations described in section VII), the Wilson line operator can be seen as a n × n matrix. The curve C can be seen as a map [0, 1] → BZ ; it starts at a point p and ends at point q (namely C(0) = p and C(1) = q). The Wilson line operator W (C) ∈ End(E(p), E(q)) is a linear map from the fiber at p to the fiber at q, meaning that a state φ(p) with quasi-momentum p is mapped to a statẽ φ(q) = W (C)φ(p) with quasi-momentum q. Hence, the Wilson line operator transforms as
under a change of basis g(k) of the fiber at each point. When C is a closed loop (namely C(0) = p 0 = C(1)), then W (C) transforms covariantly as
However, this behavior is not independent of the base point p 0 , i.e. the unitary g(p 0 ) does depend on p 0 . In a numerical computation, g(p 0 ) is effectively random. While Wilson loops operators can legally be combined if they share an endpoint k, the matrices representing them can only be multiplied if they represent operators with the same basis of E(k). To do so, one must ensure that the same eigenvectors at k are used for both loops, for example by systematically applying a gauge fixing procedure. We then numerically compute the Wilson line/loop operators using standard techniques [65] [66] [67] [68] [69] [70] [71] [72] [73] summarized as follows. The curve C is discretized into the discrete pathĈ with verticeŝ
for n = 0, 1, . . . , N −1. We then define the overlap matrix
In principle, each infinitesimal loop is unitary, but this is only true up to numerical errors. Hence, we then use a polar decomposition onS(p, q) = S(p, q)H S (p, q) where S(p, q) is unitary and H S (p, q) is Hermitian positivedefinite, and compute
where the P implies that the product is ordered, so that
VII. GENERALIZED POLARIZATIONS
Here, we describe a procedure providing a reference for the degenerate generalized polarization states over the Brillouin zone (a choice of gauge). We consider the situation where the band structure is globally two-fold degenerate, but where the double Dirac cone is gapped, i.e. when at least one mass or family of spring constants is distinct from the others. To use the semiclassical equations of motion, one needs to define what the vector η describing the composition of a wavepacket means. To do so, one has to define a smooth basis of the degenerate subspace at each k, at least locally. There is no obstruction to do so even globally, because the first Chern number of the two-fold degenerate bands vanishes due to timereversal invariance. However, a practical way of defining this smooth basis is required.
Let φ i (k) with i = 1, . . . , 6 the six Bloch eigenmodes of the dynamical matrix at momentum k, corresponding to the dispersion relations ω i (k) chosen with 0 < ω 1 (k) = ω 2 (k) < ω 3 (k) = ω 4 (k) < ω 5 (k) = ω 6 (k). Due to the twofold degeneracy, the eigenstates are not unambiguously defined: any U (2) rotation of the states (φ i , φ i+1 ), i = 1, 3, 5 is equally acceptable. In particular, this choice will be random in a numerical diagonalization algorithm. One can always assume φ i , φ i+1 = 0 (i = 1, 3, 5). If it is not the case, one can orthogonalize the basis of the degenerate eigenspace e.g. through a QR decomposition. We can then compute the matrix elements of the duality operator U 0 at Γ,
with µ, ν = 0, 1. (An additional imaginary factor i is used to make the eigenvalues real. Equivalently, we could consider purely imaginary eigenvalues.) Focusing on the degenerate band with i = 3, we observe on figure S6 that a gap separates the two eigenvalues of the 2 × 2 reduced matrix U i all over the Brillouin zone. Hence, defining φ
(k) as the eigenstate of U i with largest (lowest) eigenvalue provides an unambiguous global gauge choice for the degenerate band, that can be seen as a generalized (momentum dependent) polarization. In figure S5 , we represent the amplitude of the components of a state in the + polarization over the Brillouin zone. The eigenvalues of the projection U3 of the self-dual symmetry (−iU0) on the two-fold degenerate band with dispersion ω3(k) = ω4(k) are computed on a grid sampling the Brillouin zone. A gap (in gray) globally the two eigenvalues (in blue and red). This allows to unambiguously define a global frame for the degenerate subspace. Here, we have set δm = 0.1.
VIII. ORDERS OF MAGNITUDE
In this section, we discuss some of the approximations used in the semi-classical analysis of section V. We take into account the following:
• the wave packet has to both have well-defined semiclassical position and momentum
• the duration of the experiment is set by the need of traversing the Brillouin zone under a constant force;
• the force has to be small enough so that nonadiabatic Landau-Zener transitions can be neglected;
• the breaking of the two-fold degeneracy has to be small enough so that the bands are mixed;
• the dissipation has to be small enough so that the wave packet is still measurable after the process.
First, the size of the wave packet in momentum space w k should be small with respect to the size of the Brillouin zone 2π/a (and with respect to the variations inside the Brillouin zone), and large with respect to the discrete grid 2π/L due to the finite size L of the system in real space, so that the wave packet also has a well-defined semi-classical position. Hence, one should have
Integrating the equationk = −∇V for a uniform force F = −∇V , we obtain k = k 0 + F t, where k 0 is the initial momentum and t the time elapsed since the beginning of the process. The duration T of the process is chosen so that F T is a reciprocal lattice vector, giving F T = 2π/a where a is the lattice spacing. This gives a order of magnitude of the duration of the experiment T = 2π F a . It is convenient to write F = ∆ω p /a, where ∆ω p is the characteristic change in frequency from a unit cell to the neighboring one due to the external potential, leading to
Now, one can estimate the non-adiabatic tunneling probability P from the Landau-Zener formula [74] [75] [76] [77] (see also [78] and [79] for Bloch states) P = exp (−2πΓ) where Γ = ∆ 2 2F v for a one-dimensional Dirac Hamiltonian of the form H(k) = vkσ z + ∆σ x , where v is a characteristic group velocity and ∆ is the gap. As we wish to neglect non-adiabatic transitions, Γ has to be as big as possible.
To estimate v and ∆, we use the effective dynamical matrix in section XI and expand the square root of the spectrum [(ω/ω 0 ) 2 ](k) = 3 + f (k) at first order to find v ω 0 /8 × a/2π and ∆ M ω 0 /8 Here, ω 0 is a dimensionful characteristic angular frequency, M is dimensionless, and a is the length of a lattice vector. (In section XI, the effective dynamical matrix and the wave vector k are dimensionless.) Using F = ∆ω p /a, we are led to
where the inequality represents our wish of avoiding nonadiabatic transitions. Note that the group velocity also gives an idea of the distance traveled by a wave packet d = vT (ω 0 /∆ω p )a/8 (this is indeed complicated by the anomalous velocity, but gives an approximate order of magnitude), and the system size has to be at least as big as d, so we also have
Additional constraints stem from likely experimental constraints. One can expect that an experimental realization will suffer from a small breaking of the duality, e.g. due to effective springs connecting second-nearest neighbors. This would for instance be the case in the 3D printed system of reference [14] . Similarly, the value of the twisting angle might be only approximately equal to the critical one. Hence, the two-fold degeneracy will be weakly lifted, and we write ∆ω g the order of magnitude of the lifting. In order to be able to consider that the bands are effectively degenerate, the lifting should be small enough so that non-adiabatic transitions do occur between them (see [80, 81] ). Using the Landau-Zener formula with ∆ω g as the gap, we require
Additionally, we expect that phase coherence between the almost degenerate modes should be preserved (so they can effectively be considered to have the same dispersion relation), requiring ∆ω g T 2π where T is the duration of the experiment.
Besides, one can expect that various dissipative processes will effectively produce a uniform damping rate γ (appearing in the equations of motion as ∂ 2 t |φ = D |φ − γId∂ t |φ ), leading to the attenuation of the wave packet. In order to still be able to observe the wave packet at the end of the experiment, one requires
Indeed, the precise constraint would depend on the efficiency of the measurement system.
IX. RELATION BETWEEN THE FIRST AND SECOND ORDER FORMALISMS
In this section, we discuss the relation between the first-order and the second-order formalisms, and relate the Berry connections obtained from the dynamical matrix and from the first-order Hamiltonian-like operator. Our simplified discussion relies on strong hypotheses, relevant in the case at hand but generally not satisfied (in particular, we assume no dissipation; or in a slightly less restrictive way that the dissipation is trivial, in the sense that it is represented by a scalar matrix). A more general discussion on Berry phases for non-Hermitian Hamiltonians can be found in references [82, 83] and for a situation closer to the present one in references [84, 85] . A different but equivalent point of view is used in references [32, 86, 87] where the semi-classical equations of motion are also discussed.
The linear(ized) Newton equations of motion
are equivalent to the linear(ized) Hamilton canonical equations of motion
and where ψ = (φ,φ). The canonical Hamilton equations are arguably more fundamental. Most importantly, the semi-classical analysis described in section XII relies on the first-order equation (S40). Here, the dynamical matrix D = D † is assumed to be Hermitian. (This is the case for the mechanical system we study in the main text.) Indeed, the operator L is not Hermitian (neither is H = iL). However, the eigenvectors and eigenvalues of D and L (or H) are in one-to-two correspondence except when the eigenvalues vanish. Let us show that directly. For simplicity, we assume that D is positive definite. As D is Hermitian, it is diagonalizable, so let (ω 2 i , φ i ) be a basis of orthonormal eigenvectors such that Dφ i = ω 2 i φ i , where ω i > 0. As L (and H = iL) are not Hermitian, we need to consider a biorthogonal system of right and left eigenvectors instead of a orthonormal family of eigenvectors. Hence, let us define
and
For H = iL, ψ ± corresponds to the real eigenvalues ∓ω.
Note that the definition of ψ
is not unique, as we could e.g. make the normalization more symmetric. The states ψ ± i are linearly independent, except for zerofrequency mode of the dynamical matrix with ω 2 i = 0, where they are equal. This case corresponds to an exceptional point [88] where L is not diagonalizable. Here, we focus on finite frequency modes, for which the states ψ ± i are linearly independent, and satisfy
A. Berry connection
Let us now focus on a subset of degenerate states (sharing the same ω = ω i for all i in the family) and let us compute the Berry connection
The first term A i,j = φ i , dφ j is the Berry connection of the eigenvectors of the dynamical matrix. The second term is a total derivative (here it is crucial that ω remains strictly positive), and can be ignored: it can be absorbed by an appropriate gauge choice, and does not modify gauge-invariant quantities. Similarly, we can compute the cross terms between positive and negative frequencies,
that are pure gauge, and therefore ignored. Hence, we can focus on the Berry connection A i,j obtained from the dynamical matrix.
B. Dualities
When there is no dissipation, the duality on the dynamical matrix directly translates into a duality for the first-order (Hamiltonian like) operators. Assume that UDÛ −1 =D * . LetL andL * be the first-order operators corresponding toD andD * , respectively. Finally, letÛ
Then, we haveÛLÛ −1 =L * . The duality can also be extended to the cases where the dissipation term is trivial (so it commutes withÛ ), or when there is also a duality for the dissipation operator.
X. COMPARISON WITH A NON-SYMMORPHIC SYMMETRY
At first sight, the self-dual symmetry resembles the non-symmorphic operation {90
• |(−1/3, 1/3)}. However, the two operations are different. This is expected, because the space group of the twisted Kagome lattice does not contain the spatial transformation {90
• |(−1/3, 1/3)}. On figure S7 , we superimpose the original lattice with the transformed lattice; it is visible that they differ, except on a single triangle.
XI. EFFECTIVE DYNAMICAL MATRIX
A k · p-like expansion can be used to understand the effect of different values for the masses in the unit cell. The matrix D(Γ) has dimensionless eigenvalues (0, 0, 3, 3, 3, 3). The four degenerate eigenvalues correspond to the double Dirac cone; let φ i with i = 3, . . . , 6 the corresponding eigenvectors, and compute the 4 × 4 effective dynamical matrix
with i, j = 3, . . . , 6, and where D(k, δµ) is the dynamical matrix where the mass m 1 is perturbed so that µ 1 ≡ √ m 1 = 1 + δµ, and all others masses are set to unity. We find
where D 0 and E 0 do not depend on k, D 1 (k) and E 1 (k) are linear in k, D 2 (k) and E 2 (k) are (homogeneous) quadratic in k, etc. After an appropriate unitary rotation of the basis,
where k · σ = k x σ x + k y σ y and
where we set M = −8/ √ 3δµ. For a general perturbation of the masses
In the context of wave physics, semi-classical approximations provide an approximate particle-like description of a wave packet localized both in physical space and momentum space. For instance, geometrical optics can be viewed as a short-wavelength approximation of Maxwell equations [89] . The equations describing the semi-classical dynamics of a wave packet in a (perturbed) spatially periodic structure can be systematically obtained from the underlying wave equations [16, 30, 31, 47, [90] [91] [92] [93] . This method was first and foremost applied to electrons in solids, but applies to all waves. It was used to describe the semi-classical dynamics of light waves [32, 33, 94] and to transverse acoustic waves [34, 35] .
Here, we consider a wave packet constrained to evolve in a set of degenerate bands in a critical Kagome lattice. An acoustic wavepacket centered at the semi-classical position r and momentum k is defined as the superposition
(S53) of Bloch states |φ i (k) where i = i 1 , . . . , i g label the g bands involved in the wavepacket (in the system discussed in the main text, g = 2; for simplicity, we will write i = 1, . . . , g in the following). Here, η = (η 1 , . . . , η g )
T is a normalized vector describing the band composition of the wave packet, while a is a narrow distribution centered at the semi-classical momentum k (while its Fourier transform is centered at the semi-classical position r), normalized as
so that Ψ | Ψ = 1. When there are degeneracies, the assignment of the band indices i is not trivial. For concreteness, let us focus on the case of two globally degenerate bands. One has to define a smooth frame of the degenerate vector bundle, i.e. one has to decide which band is called |φ 1 (k) and which band is called |φ 2 (k) at each momentum k, in a continuous fashion. In general, it may only possible to so locally, e.g. when a band carries a Chern number. In the situation discussed in the main text, (momentum-dependent) generalized mechanical polarizations ± can be globally defined as described in section VII. Note that the generalized polarizations might not have a specific physical meaning. In particular, there is still mode interconversion between the modes ± under an external force (this is the case in any basis due to the non-Abelian nature of the Berry connection). The semiclassical evolution of the wavepacket is described by the semiclassical Lagrangian [30, [32] [33] [34] 
obtained from the first-order equations of motion (S40) applied to the semiclassical wavepacket (S53) described by the semiclassical variables (r, k, η,ṙ) and their derivatives. Here, iL = H is the linear operator describing the first-order dynamics of the mechanical system, equivalent to a Hamiltonian. After simplification, the semiclassical Lagrangian reads [30, [32] [33] [34] ]
In this effective Lagrangian, r and k are the position and momentum of the center of mass of the wave packet, η = (η 1 , . . . , η g ) T is a normalized vector describing the band composition of the wave packet, H(r, k) = Ω(k) + V (r, k) is a semiclassical Hamiltonian composed of the degenerate bulk band dispersion relation Ω(k) and of an external potential V (r, k). Finally, A(k) and F (k) are the matrix-valued non-Abelian Berry connection and curvature forms of the degenerate band, respectively defined as
where A µ is an operator with matrix elements
where F µν is an operator with matrix elements
The corresponding semi-classical equations of motion then reaḋ
This description assumes a single well-defined wavepacket (e.g. it does not describe the splitting of a wavepacket into several parts), and it ignores non-adiabatic LandauZener transitions [74] [75] [76] [77] (see [78] and [79] for a discussion in the context of Bloch states).
Non-adiabatic transitions are negligible as long as the external force f = −∂ r H is small enough, mainly compared to the gap (see references for details). When such transitions occur, the bands are mixed; in this situation, one can study Landau-Zener-Stückelberg interferences [50, 95, 96] . The structure of our system suggests that the LZS interferences may also be non-Abelian, but their analysis is outside of the scope of this work.
In general, the three equations of motion are coupled. Note however that if we are given the trajectory C of the wavepacket in momentum space, the change of composition is obtained as the path-ordered exponential
Assuming that the quantity H is scalar, this is split into a dynamical phase e −iHt (with a time-independent H), and a geometric phase 
XIII. DEFORMED KAGOME LATTICES
In this paragraph, we recall the definition of twisted and deformed Kagome lattices, and specify the conventions we use throughout the paper. We also explore the relation between the self-duality and the existence of orthogonal bonds in the mechanical network. Finally, we analyze the space group symmetries of the Kagome lattices; in particular, we find that the wallpaper group (2D space group) of twisted Kagome lattices is p31m as long as the twisting angle is nonzero, and does not change at the critical twisting angle. This invalidates any potential explanation of the particular properties of the critical lattice in terms of spatial symmetries.
A. General description
In the main text, we consider mechanical Kagome lattices [9-11, 44, 97-99] , two-dimensional mechanical lattices composed of three masses per unit cell (see figure  S8) , connected by harmonic springs. They were notably used as an example of collapse mechanism [9, 44] and to demonstrate the existence of topological properties at zero frequency in mechanical band structures [11] . Kagome lattices are isostatic, meaning that there are as many degrees of freedom (3 × 2 = 6 possible displacements per unit cell) than there are constraints (6 springs per unit cell).
Following references [10, 11] , we consider deformed Kagome lattices, defined on a triangular Bravais lattice with primitive vectors chosen as
To describe a physical system, both primitive vectors should be multiplied with a length a, which here is taken to the unity for simplicity. We also define a 3 = −a 1 − a 2 for convenience. Besides, it will be useful to write
Deformed Kagome lattices are a family of elastic networks described by four real parameters (x 1 , x 2 , x 3 , z) as follows. First, define
The unit cell of the deformed Kagome lattice is composed of three masses M i , i = 1, 2, 3. Their positions can be chosen as
Each mass has a physical mass m i (which we consider to be dimensionless), which is taken to be the unity m i = 1 unless otherwise specified.
The masses are connected by bonds B a . In a spatially periodic system, we also have to choose a unit cell for the bonds, which are described by the data (M i , M j , γ ij ) of the two families of masses M i and M j connected by the bond, and a Bravais lattice vector γ ij ∈ Γ describing the distance between the masses in the lattice. For convenience, we also write start(B a ) = M i , end(B a ) = M k and jump(B a ) = γ ij . Here, we choose
Additionally, each bond B a has a spring stiffness k a which is taken to be the unity k a = 1 unless otherwise specified. Here, we assume that the bonds are at their rest length when the system is at mechanical equilibrium. 
where x is called the twisting parameter. They can be equivalently described by the twisting angle θ = arctan(2 √ 3x).
In this discussion, we have assumed the primitive lattice vectors to have length unity. Starting from a undeformed Kagome lattice [with (x 1 , x 2 , x 3 , z) = (0, 0, 0, 0)], one can physically access twisted Kagome lattices through the Guest-Hutchinson mechanism.
It should be noted that the lattice constant changes from a 0 to a(θ) = a 0 cos(θ) when doing so [10, 11] . We follow the convention from [10, 11] where a unit lattice constant is assumed. In a physical implementation of the mechanical system, this assumption is only valid at one point at a time in parameter space. In particular, this leads to a global rescaling of the frequency spectrum (i.e. the characteristic angular frequency ω 0 used to nondimensionalize the frequency spectrum would depend on θ through a(θ)). In this case, it might be convenient to write the duality relation asÛ (θ)D(θ * )Û (θ)
is the dimensionful dynamical matrix, and where f (θ) = ω 0 (θ * )/ω 0 (θ) is a scalar factor.
C. Critical lattices
We observed that the critical twisted Kagome lattice with θ = θ c has three pairs of orthogonal bonds. This geometric property appears to be intimately related to the self-duality. There is a particular sub-family of deformed Kagome lattices (including the critical twisted Kagome lattice as a particular case), that share both this property, and are all self-dual in the sense of equation (S15).
Kagome lattice standard twisted deformed deformed parameters (0, 0, 0; 0) (x, x, x; 0) (x, x, x; z) (x1, x2, x3; z) Geometrically, the existence of three pairs of orthogonal bonds occurs when the parameters (x 1 , x 2 , x 3 , z) are roots of the set of three second order polynomials −x 2 1 + 2x 1 x 2 + 2x 1 3 z − x angle θ c = π/4. Hence, the critical lattices form an ellipse in the parameter space (x 1 , x 2 , x 3 , z) of deformed Kagome lattices.
Note that the self-duality is a geometric feature, in that it is preserved when the physical masses m i are changed. It is also preserved when the spring constants are modified, provided that the unit cell is not enlarged (the bonds connecting the same families of masses must have the same spring constants, namely k 1 = k 5 , k 2 = k 6 , and k 3 = k 4 ).
D. Determination of the plane group symmetry of deformed Kagome lattices
Crystals on the two-dimensional Euclidean plane are classified according to their plane group (also called wallpaper group), the two-dimensional equivalent of space groups. To determine the plane group of a crystal, we use the library spglib [100, 101] , which automatically determines the space group of three-dimensional structures. To determine the plane group of a two-dimensional structure, we embed the 2D crystal in the three-dimensional space, and periodize it in the z direction orthogonal to the crystal plane (with an arbitrary period). This yields a three-dimensional crystal, the projection of which along plane group point group at Γ Sch.
TABLE III. Points groups at the Gamma point. Fig. S9 . A possible unit cell to realize the Kagome lattice with LEGO. In this LEGO realization, the unit cell has to be doubled in order for the vertices to satisfy the ice-like rule. The corresponding unit cell is composed of 12 "Liftarm 1 × 6 Thin" (32063) and 6 "Pin without Friction Ridges Lengthwise" (3673). To better show how the system is constructed, we attributed different colors to the beams at different heights.
the z axis is the original plane structure. spglib can then be used to determine the space group of this 3D crystal. Finally, we use the "symmetries of special projections" tabulated in the International Tables for Crystal- lography, Volume A [102] to get the plane group of the two-dimensional projection along the original z axis. Table II provides a summary of the symmetry groups of the relevant structures. The initial Kagome lattice (with θ = 0) has plane group p6mm. The twisted Kagome θ = 0 has plane group p31m. We go from (x, x, x, 0)
[p31m] to (x, x, x, z) [p3] when z = 0, even if z = z c (x). In general, the deformed Kagome lattice has only plane group p1. Note that despite having the simplest plane group p1, the twisted Kagome lattice with three different masses still has a global two-fold degeneracy.
Similar considerations apply to inequivalent bonds. To carry out the analysis, we insist that all bonds B(M, M ) connecting two classes of equivalent masses are equivalent (symbolically, B(M, M 0 ) ∼ B(M , M 0 ) as soon as M ∼ M ). The situation of inequivalent bonds is then reduced to inequivalent masses. Note that this implies that we always have B 1 ∼ B 5 , B 2 ∼ B 6 , and B 3 ∼ B 4 ; to describe a system with e.g. k 1 = k 5 , a larger unit cell has to be chosen.
XIV. LEGO REALIZATION OF THE MECHANISM
The LEGO realization of the Kagome lattice allows to demonstrate its collapse mechanism. It is composed of LEGO Technic liftarms connected by pins, see figure S9 .
Each pin can be attached to at most four liftarms, at different heights h 1 , . . . , h 4 ; and in the Kagome lattice, it must be attached to exactly four liftarms. As the liftarms are rigid, they cannot be bent, so the two pins connected by a liftarm should be attached at the same height. Amusingly, this constraint is similar to the ice rule of the six-vertex model. A practical consequence is that the unit cell of the Kagome lattice has to be enlarged in the LEGO realization.
