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Abstract 
The code problem for traces ~ given a finite set X, decide whether every element in X+ has 
a unique factorization over X - is decidable if the independence relation equals P4, the line 
graph on four nodes. Additionally, it is undecidable for a particular independence relation that 
does not have C4, the cycle on four nodes, as induced subgraph. These results improve on the 
previously known boundaries of (un)decidable cases for this problem. 
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1. Introduction 
First studied in combinatorics [5], the theory of traces was introduced in computer 
science through the initiating work of Mazurkiewicz [14]. The initial idea was to 
provide a convenient model for the behaviour of labelled l-safe Petri nets. Trace 
theory now represents a well-investigated mathematical framework for studying con- 
current systems (for a detailed overview see [lo]). The basic underlying concept is 
to consider a system as a finite set of actions C, together with a fixed symmetric 
independence relation I C C x Z, denoting pairs of actions which can be scheduled 
in parallel. In the concurrent setting defined by (C,I) we identify sequential observa- 
tions (i.e. strings over C) modulo commutations ab = ba for (a, b) E I. This yields a 
free partially commutative monoid, called trace monoid by Mazurkiewicz and denoted 
W&0 
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In practice, the behaviour of a concurrent system can be described in a concise 
form by e.g. finite automata or rational expressions. For partial commutations these 
two notions are different - automata recognizability is less expressive than ratio- 
nality. This also leads to interesting decision problems for rational trace languages 
[3, 1, 171. It is known e.g. that the question whether the intersection of two rational trace 
languages is empty or not is undecidable, in general. More precisely, the intersec- 
tion problem is decidable if and only if the graph associated to the independence 
relation contains neither a cycle nor a path on four vertices as induced subgraph 
[l] (this property is known to characterize precisely comparability graphs of forests 
[19]). Further decision problems of interest arise in the context of coding theory. 
Consider for example the following two basic questions [15]: first, given two trace 
monoids M(C,I), fU(C’,I’), can M(C’,I’) be encoded into M(C,I), i.e. does an in- 
jective homomorphism h : MJ(Z’, I’) -+ M(C,Z) exist? Second, given a homomor- 
phism h : M(C’,I’) 4 bll(z,Z), is h a coding, i.e. is h injective? Partial results exist 
for both questions. The coding existence problem has been shown to be decidable 
(NP-complete) [9] for a natural subclass of trace homomorphisms, so-called strong 
homomorphisms, introduced in [4]. But in general the decidability of this problem 
remains open. 
The question whether a homomorphism is a coding or not is known to be undecid- 
able, in general. The undecidability holds even if the first monoid M(z’,Z’) is free, 
i.e. if I’ = 0 (see [12, Satz 14, p. 102; 61). A further special case for undecidability 
is given by so-called clique-preserving morphisms, which are trace homomorphisms 
given by means of relations H C C x C’ preserving independence cliques (for details 
see [9]). We are interested here in the first special case above and we denote as code 
problem for (C, I) the following question: given a finite set X c M(C, I), does X have 
the code property, i.e. does every x E X+ have a unique factorization over X? 
The code problem for (.&I) is known to be undecidable if the graph associated 
to the independence alphabet (C,I) contains an induced C4 (chordless cycle on four 
vertices); it is decidable whenever this graph contains neither Cd nor P4 (the chord- 
less path on four vertices) as induced subgraph [6,1]. Due to the close connec- 
tion between the code problem and the intersection problem for rational trace 
languages one may expect to have the same boundaries w.r.t. decidability for both 
problems. We show in this paper that this is not the case. We have two surpris- 
ing results, which are in some sense negative. First, not all remaining cases are 
undecidable, in particular the code problem is decidable when (C,Z) is exactly 
P4. Independently, Matiyasevich [ 131 observed the decidability of the code pro- 
blem in this particular case. Second, we exhibit independence alphabets (z,Z) 
containing P4, but no C4 as induced subgraph, for which the code problem is 
undecidable. This shows for the first time that not all cases without induced C4 are 
decidable. 
The paper is organized as follows: we first introduce our basic definitions and no- 
tations. Section 3 is devoted to decidability results, whereas Section 4 exhibits a new 
family of independence alphabets (z,Z) with an undecidable code problem. 
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2. Preliminaries 
Let (C,Z) denote a finite independence alphabet, i.e. a finite alphabet C with an 
associated symmetric and irreflexive independence relation I C C x C. (Thus, the com- 
plement relation D = (C x z)\Z (dependence relation) is symmetric and reflexive.) 
Usually, we specify I by giving half of the relation, out of which Z can be found 
by taking the symmetric closure. Let ~1 denote the congruence on C* induced by 
{ab = ba 1 (a, b) E I}. The associated quotient monoid C*/ ~1 is called trace monoid 
over (C,Z) and is denoted by M(z,Z). Hence, elements of Ml(C,Z) - called traces - 
are congruence classes of words. Equivalently, the trace [IV]=, E Ml(C,Z) associated 
to w = al . ..a., ai E C, has a unique representation (up to isomorphism) as labelled 
acyclic directed graph [V, E, A] - called dependence graph - as follows. The vertex set 
V = {l,..., n} is labelled by i : V + C, A(i) = ai for 1 < i <n; the edge set E is given 
by (i,j) E E if and only if i < j and (ai,aj) E D. The product of two dependence 
graphs is given by adding to their disjoint union edges from vertices of the first factor 
to vertices of the second one, whenever their labellings are dependent. 
A trace language over (C,Z) is called rational if it belongs to the least family 
of subsets of M(C,Z) containing 0 and {a}, a E C, which is closed under union, 
concatenation and Kleene star. 
A subset X & M(C,Z) has the code property if for all u;, Uj E X, 1 d i 6 n, 1 d j Q m: 
241 ..’ ll, = 211 ... v,,, implies n = m and Ui = vi for every 1 Q i <n [2]. We consider in 
the following finite sets X, only. 
For t E M(C,Z), a E C, we denote by ItI, the number of occurrences of the letter a 
in t. By alph(t) we denote the alphabet of t, i.e. the set {a E z 1 Itl, > 0). For r & ,J? 
let zr denote the canonical projection on M(T,Z n (r x r)). 
We will also use the usual notion of factor of a trace. Let u, v E M(C,Z), then u is a 
factor of v (denoted by u C v) if v = tut’ holds for some t, t’ E M(C,Z). Equivalently, 
the dependence graph G, of v contains an induced subgraph G, isomorphic to the 
dependence graph of u, such that every directed path between any two vertices in G,, 
lies entirely in G, (see e.g. [S]). We will consider in particular the situation where u is 
a suffix of v, i.e. with t’ = 1 above. For u, v E M(C,Z) we denote by u<v that u is a 
prefix of v, i.e. t = 1 in the above equation. Let u, v be factors of some w. Then u 2 v 
means in addition to u being a factor of v, that G, is a subgraph of G, within G,,,. 
Whenever factorizations of traces are considered, the basic situation is settled by the 
so-called Levi’s lemma, which we state in the following (for details and further basic 
notions for traces see [lo]): 
Lemma 2.1 (Cori and Perrin [7]). Let x,x’, w, w’ E Ml be such that xw = x’w’. Then 
there exist unique traces r, CI, /3, s E M such that 
x = ra, w = fl.s, x’ = rfl, w’ = CIS and alph(a) x alph(fl) C 1. 
Applying Levi’s lemma twice to the equation uvw = u’v’w’ yields directly (see also 
Fig. 1): 
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Fig. 1. Generalization of Levi’s lemma. 
Lemma 2.2. Let u, v, w,u’, v’, w’ E FuI(C,I) be such that uvw = u’v’w’. Then there 
exist traces r,cI,/? with 
uv = m, u’v’ = rp and alph(a) x alph(P) c I. 
Moreover, cx and fl can be uniquely factorized as CI = ~1~2 and /? = /?1p2 such that 
CII (~2, PI, j32 resp. ) is a suJix of u (v, u’, 0’ resp. ). 
To conclude this section we note that we consider throughout the paper properties of 
independence alphabets (&I) by viewing them as undirected graphs. 
3. Decidability results 
The aim of this section is to show the decidability of the code problem over the inde- 
pendence alphabet P4, i.e. over M(Z,1) with Z = {a, b,c,d}, I = {(a, b), (b,c), (c,d)}. 
Traces in this particular monoid Ml(C, I) have dependence graphs of the form repre- 
sented in Fig. 2 (as Hasse diagram of the partial order, i.e. without redundant edges), 
where 
l Ai E a{a,c}*a U {a} and Dj E d{b,d}*d U {d}, for 2<i<n and 1 <j<n, 
l Al,A,+l E a{a,c}*a U {l,a}, 
l ki,lj>,O for l<i<n + 1, O<j<n + 1, where 1s = 0 if Ai = 1, or I,,+1 = 0 if 
A - 1. n+l - 
Let X c Ml(C,I) be a finite set, for which we ask whether or not it satisfies the code 
property. In order to be a code, X may contain at most one element xc such that 
lxola = IXOld = 0, since any two such traces commute. Hence, we assume from now on 
that X contains at most one trace with this property, which we then denote by x0. 
For traces WI, ~2,. . . let w[i] denote wi . . . wi. 
Definition 3.1. Let ~1,. . . , ui, v1 , . . . , Uj E X. The pair (u[i], v[j]) is called a partial 
solution, if u[i]s = v[j]s’ holds for some s,s’ E M(C,I). 
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Fig. 2. Dependence graph in P4 
Let x E {a,d}. A partial solution (u[i], u[j]) is called x-synchronized, if one of the 
following situations holds: 
0 &dui E {U, d}*x and nn,du[j - 11 < 7L.du[ild7b,du[jl, Or 
l nc,,duj E {a, d}*x and X,dU[i - l] < n,,dU[j] < &,dU[i]. 
Less formally, a partial solution (u[i], v[j]) is x-synchronized if the rightmost com- 
mon vertex of u[i] and v[j] with labelling in {a, d} is labelled by x and belongs to 
both ui and Uj (if any such common vertex exists). 
The following lemma states a property of synchronized partial solutions, which will 
be crucial for the decision procedure. 
Lemma 3.2. Let (u[i],v[j]) be a x-synchronized partial solution, x E {a, d}. Then 
unique fuctorizutions 
exist satisfying 
1. a&ui, ficvj and 
2. alph(croa) x alph(/&JI) c Z, where 
CQ/?O E b* ifx = a, resp. Q/?O E c* ifx = d. 
Proof. By Lemma 2.2 applied to u[i - l]u,s = v[j - 111~~s’ for some s,s’, we have 
u[i] = rcioa, a = rBoP with alph(aoa) x alph(/?oB) C Z, (1) 
XoCu[i- 11, G!CUi, pOCu[j- 11, BCVj. (2) 
We claim that (u[i], v[j]) being x-synchronized yields alph(Eo/Ia) x {x} 21. To see 
this, assume w.1.o.g. that y E alph(cca) for some y with (x,y) E D. Suppose further 
that na,dU[j - l] < r&&i] <n,,dv[j]. Let z, denote the last vertex labelled x in the 
dependence graph of Uir GUI, whereas zY denotes the last vertex labelled y in G,,. 
Within Guti] we have an edge from zY to z, due to as C u[i - l] and u[i] = u[i - l]ui. 
On the other hand, according to the x-synchronization of u[i], v[j], z, belongs to G,, 
hence there is an edge in G,[i] from z, to zY, due to u[i] = raacc. Contradiction. 
(Note the analogy of the proof with Levi’s lemma: the assumed existence of y as 
above would contradict Levi’s lemma for the decomposition u[i - l](uis) = v[j]s’.) 
314 H. J. Hoogeboom, A. Muscholl I Theoretical Computer Science I72 (1997) 309-321 
Before describing how synchronized partial solutions can be extended (whenever X 
is not a code) let us illustrate the problems which may arise by an example. 
Example 3.3. Consider the set X = {a,~& dad} c{u, d}‘. Clearly, X is not a code 
e.g. (a)(dud)(udu) = (udu)(dud)(u). Testing the code property for a set of words 
is equivalent to an emptiness test for a (finite) automaton Ax. The states of Ax are 
given by all suffixes of elements of X, whereas the transitions are of the form u L u, 
whenever u E X-‘U U u-‘X. With initial states given by X-‘X\l and 1 as the single 
final state, the above equivalence is readily seen (see also [2]). The problem arising 
for sets of traces is that information about suffixes is no longer bounded, in general. 
Consider e.g. the set Y = {a, d,uc, bd,cub2,dbc3, b2c3} as a subset of M, which also 
fails to be a code. By convention we write below x0 = b2c3. We have for instance for 
arbitrary m E N 
U d bd x0’ . . . a d bd x;“’ (a~)~~ a = 
ac a x0 
0 
db d 
c3 ..* ac a 
xp--l db d u ‘a 2m 
0 c3 0 b2 
The basic idea for guessing and verifying different factorizations over Y consists in 
splitting the information which has to be stored. A finite amount of information can 
be associated to blocks over {a, c}* (resp. {b,d}*), whereas the (unbounded) number 
of ‘dangling’ b’s (resp. c’s) is kept in a counter. For instance, after guessing 
b2 (0 a d bd xi ‘. . d .,. x2i-l db ca 0 0) c3 d 
the counter contains 6i c’s, whereas 1 is kept in the finite control (denoting that the 
{d, b}* part is matched). The main difficulty arises as soon as xii has to be guessed in 
the first component. Clearly, we cannot decrease the counter by 6i and then increase it 
by 4i, the number of dangling b’s. The trick we use here amounts to store instead of 
6i,4i the number of occurrences of xc, i.e. 2i. This means that instead of guessing xc 
we simply reinterpret the value stored in the counter (from c’s to b’s in the previous 
situation). In our example, we will store into the counter every second b and every 
third c. 
Proposition 3.4. Assume X c Ml is not a code and let w = r.41 . ’ . u, = u1 ’ . . v,, ui, vi E 
X, with (~1 ,...,&I) # (Ul , . . . , v,) be such that (w( is minimal with this property. 
Let (u[i], v[j]) be a x-synchronized partial solution, x E {a, d} and (i,j) # (n,m). 
Then there exist x’ E {a, d} and s, t 20 with s + t > 0 satisfying the following 
properties: 
1. (u[i + s], v[j + t]) is x’-synchronized and 
l either s < 1 and Uj+q = x0 for all 1 <q < t, 
l or t<l und ui+P =x0 for ull l<p < s, 
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where x0 denotes the unique element of X n b*c* (if any). 
2. s + t is minimal such that (u[i + s], u[j + t]) is synchronized. 
Proof. Let u[i] = YEON, v[j] = rflo/?, with ~,CIO,CI, po,/I as stated in Lemma 3.2. Suppose 
first that &&! # 1 (hence, x,,dp = 1 due to alph(a) x alph@) Cl). Then let t > 0 be 
minimal such that x,,duj+f # 1. In this case (u[i],v[j + t]) satisfies the requirement of 
the proposition, with rj+q = x0, for all 1 bq < t (or t = 1, if X n b*c* = 0). 
Let now &&! = 71,,dp = 1, hence alph(aoc$oj) c{b, c}. Let s, t > 0 with s + t 
minimal be such that na,dui+s # 1 and n,,d!_.j+t # 1. Hence, Ui+p = Uj+q = xo for 
all 1 6 p < s and 1 <q < t, if X n b*c* # 0 (otherwise, s = t = 1). Note that if 
(s- l)(t - 1) # 0, then IwI would not be minimal: by aoa&-,~ E b*c* and (b,c) E I this 
would imply Clo&s-2ui+s . * . U, = /?o@ke2vj+t * . . v,. Therefore either (u[i + 11, v[j + t]) 
is a synchronized partial solution with uj+q = 0 x for all 1 bq < t; or (u[i+s],v[j+ 11) 
is a synchronized partial solution with Ui+p = x0 for all 1 < p < s. 0 
We show that the code problem is decidable for P4 by reducing it to the emptiness 
problem for one-counter automata. A one-counter automaton is a pushdown automa- 
ton d = (Q, C, r, 6, go, Z, F) [ 1 l] where the pushdown alphabet r contains only one 
symbol q , besides the bottom-of-stack marker Z (i.e. the pushdown content is from 
Zo*). With the transition relation 6 2 Q x (C U { 1)) x (o x Q x q * U Z x Q x Zo*) 
the automaton can increment, decrement or test the counter for zero. The value 
of the counter will be assumed to be an integer, by storing the sign in the finite 
control. 
The language L(d) accepted by the one-counter automaton &’ defined below will 
satisfy the condition L(d) # 0 if and only if X is not a code. Since the emptiness 
problem for pushdown automaton is decidable (in polynomial time) [ 1 l] this will 
provide the claimed result. 
Whenever X is not a code, the automaton d will determine two different factor- 
izations over X of a trace w E M(C,I), i.e. w = ui . . . u, = VI . . . v, with ui, t,j E X, 
(Ul>...,&l) # (Ul,..., v,). Every configuration of d, i.e. the state q E Q and the 
counter content y E Zu*, is associated to a synchronized partial solution. The infor- 
mal idea is that &’ will ‘read’ in blocks Ah (resp. Dh) by guessing a- (resp. d-) 
synchronized partial solutions (see Fig. 2). Some bounded information concerning Ah 
(resp. Dh) will be stored in the finite control, whereas the unbounded information con- 
cerning the number of b’s (resp. c’s) will be stored in the counter. With the notations 
of Lemma 3.2 the configuration of d associated to the x-synchronized partial solution 
(u[i], v[j]) is described by (a, /I) as part of the state, and 1~01 - I& E Z as content of 
the counter. Hence, the counter will store (the number of) either b’s or c’s; it counts 
b’s when (u[i], v[ j]) is a-synchronized, c’s, when (u[i], v[j]) is d-synchronized. d will 
have initial states (c(, j3) with alph(cc) x alph(j3) c I, associated to some U, u E X, u # u, 
satisfying u = TCC, v = r/I for a suitable r (with the counter initially empty, correspond- 
ing to ~1~ = PO = 1); the final configuration is given by the state (a = 1, p = 1) and 
the empty counter. 
316 H. J. Hoogeboom, A. Muscholl I Theoretical Computer Science I72 (1997) 309-321 
Before going into details let us note that we have to distinguish four cases, depending 
on whether or not X contains a trace x0 = bkc’ (with k, 1 > 0 or k > 0 = 1 or 1 > 0 = 
k). We describe in the following the most complex case above (k, I > 0) and briefly 
discuss at the end the other cases. Hence, assume from now on that Xfl b*c* = {bkc’} 
with k, I > 0. 
The difficulty arising in the informal description given above concerns the following 
situation: assume (u[i],u[j]) is a-synchronized and the associated configuration of d 
is given by (a,j3) internally, and (~101 - ]Bo] on the counter, where ~~0 E b*. Assume 
further that (u[i + l],u[j + t]) is x’-synchronized as in Proportion 3.4, where x’ = d. 
The consistency check for (u[i+ I], u[j+t]) has to ensure that ClOClUi+i and ~a~x~-‘t.j+~ 
have a common upper bound (w.r.t. the prefix order). In particular, after processing 
'CO "-'II~+~ d has to check the counter for zero (i.e. check that both factorizations have 
the same number of b’s occurring before x’ = d). On the other side, the content of 
the counter associated to (u[i + s],v[j + t]) has to include the value -(I - 1)Z for the 
new occurrences of the letter c from xh-,-’ . Obviously, the counter cannot be decreased 
and then increased in order to store the required information. In order to overcome this 
problem, the content of the counter for (u[i],v[j]) will actually correspond to t - 1, 
i.e. to (lao] - I/?ol) div k (instead of IQ-,] - ]/?o]). The value Ic(aI - ]Po[ mod k will be 
part of the finite control. For d-synchronized partial solutions we replace k by 1. 
We describe in the following the transition relation of d. Let us assume that the 
configuration of d corresponds to an u-synchronized partial solution (u[i],v[f), with 
a0 E b*, /lo = 1. With the notations of Proposition 3.4 we may assume that s, t 3 0, x’ E 
{a,d} exist such that Ods<l, s+t > 0, uj+q =x0 (164 < t) and (u[i+s],~[j+t]) 
is x’-synchronized. If JG! guesses x’ E {a, d}, s, t B 0 and Ui+s, Vj+t E X as above (with 
the convention ui+s = 1 if s = 0), then it will test consistency and compute CI’,~’ 
(and update the counter according to ]xI, 1 - I& I) such that 
0 clOc(tli+s = Y’c(ha’ and /3o~x~-‘~j+~ = r’@’ for some r’, with alph(c@‘) x alph(/?$) 
CI, and 
l ~;Goa, B; GPO&) ‘-‘Y a’ C Uifs, P’ C Ujtt, if s = 1 (the case s = 0 is handled 
accordingly). 
The automaton & distinguishes mainly two cases (with Ui+s = 1 if s = 0): 
1. If a E alph(j?uj+t) n alph(ctui+,), t> 1, then it can be verified that t < lClUi+s/, since 
(a,~) E D (and noting that I& = 0, due to the minimality of s + t). Hence, d 
can verify directly that tiacIui+s and /?~/Jx~-‘oj+~ have a common upper bound and 
compute the new configuration accordingly. Note also that the counter may be tested 
in this case for equality with a constant bounded by X (hence, for zero). 
2. Otherwise we have x’ = d and c@l, E c*. Since U; s a, fi; C j?xh-’ we obtain that 
I Ic(,I - I/?;/ I div 2 and t - 1 differ by a value bounded by CI, /3. Moreover, x’ = d 
implies that (Iccol - ]po]) div k and t - 1 differ by a value bounded by ct, p, ui+$, 
u,+,. Hence, it suffices to modify the counter by a value depending on X, only, 
(and update the finite state accordingly), in order to provide the correct information 
about (I&] - I/3;]) div 1. 
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As a final remark we note that if X I? bicf = 8, then the automaton ~4 can store 
directly I@oI - IPoI, since no reinterpretation of the counter is needed. 
Theorem 3.5. The code problem for (C,Z) = ({a,b,c,d}, {(a,b), (b,c), (c,d)}) is de- 
cidable in polynomial time. 
Remark 3.6. The complexity of the code problem for P4 can be characterized more 
precisely. This question is NL-complete, i.e. complete for the class of problems which 
can be solved by nondeterministic Turing machines with logarithmic space. The hard- 
ness is provided already in the case of free monoids (over two letters alphabets) [ 161. 
The code problem is shown to belong to NL by noting e.g. that one can test the 
existence of two different factorizations over a given X c M(C,Z) by using a 2-way 
multihead nondeterministic one-counter automaton. With the notations of Lemma 3.2 
this automaton keeps track of z and /3 using two heads, which point at the cor- 
responding elements of X in the input; the counter is used as in the proof of 
Theorem. 3.5, whereas the modulo k (resp. 1) values are handled by further heads 
on the input. Since the class of languages accepted by 2-way multihead nondeter- 
ministic one-counter automata is known to coincide with NL [18], this provides the 
result. 
The above decidability result can be slightly generalized to independence alphabets 
(C,Z) of the following form: there exists a partition of the alphabet C = Z,, u Cb and 
a mapping cp : c, --+ zb such that 
I= 
zb 0 2 u {(a,cp(a)) I a E &>. 
A one-counter automaton synchronizes here on (dependent) letters (pins) a E C,, while 
counting the associated (body) letter q(a) E zb. As before, X may contain at most 
one element x0 with alph(xo) 2 cb. 
4. Undecidahility results 
Let [L], C M(C,I) denote the trace language associated to L C C”, i.e. [L]I = {[WI-, 1 
w E L}. It can be seen by induction on rational expressions that a trace language 
K C M(C,Z) is rational if and only if K = [L]I for some rational word language 
L C C*. The intersection problem for rational trace languages has been shown to be 
undecidable for the independence alphabet P4: 
Proposition 4.1 (Aalbersberg and Hoogeboom [l, Theorem 3.51). Let (C, Z) =({a, b, 
c,d},{(a,b), (b,c), (c,d)}). G iven two rational languages K,L C C’, it is undecidable 
whether or not [K]I n [L]I = 0. 
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e 
d 
Fig. 3. Graph family with undecidable code problem. 
Consider now the family B of undirected graphs given by (C,I) E 9 if distinct vertices 
a,b,c,d,e,f E C exist such that I n {a, b,c,d}’ = {(a, b),(b,c),(c,d)}, (e,f) 4 I and 
{kc} x {e,f} !Er ( see Fig. 3, where dashed edges may occur additionally). 
Theorem 4.2. The code problem for (C,I) E 9 is undecidable. 
Proof. We give a reduction of the intersection problem for (Z,Z) = ({a, b, c, d}, 
{(a,b),(b,c),(c,d)}) to the code problem for (C’,I’) E 3, with C’>ZU {e,f} and 
I’n Z2 = {(a,b),(b,c),(c,d)}, (e,f > 4 I’, {e,f} x {b,c} GI’. 
Let di = (Qi, Z,&,.Ji,Fi), i = 1,2, be two finite automata effectively giving two 
rational anguages K,L C C” (with 6i denoting the transition relations and Ji (resp. Fi) 
the sets of initial (resp. final states)). We assume that Qr U Q2 c{5,6,. . . ,M}, for 
some integer M - the numbers 0 to 4 will be used for other purposes. Addition- 
ally we can assume without loss of generality that neither &I, nor &‘2 have parallel 
edges, i.e. there is at most one edge leading from one specific state to another specific 
state. 
We describe below a finite set X c M(C’,I’) with the property that X is not a 
code if and only if the trace languages [K]I and [L]I have an element in common. 
Two different factorizations over X will correspond to accepting computations of dt 
and _szI~ on two =I-equivalent words over C. The letters a, b, c, d retain their original 
meaning as elements of the input alphabet. The new symbols f and e will be used to 
encode the states of the automata. 
For each 0 <i GM we use (i) to denote the string ef’e. The numbers 1,2,3 denote 
three types of code words, or actually three types of synchronization between the au- 
tomata, whereas the numbers 0 and 4 are used to signal begin and end of synchronized 
computations. 
1. For every transition (ir,x,iz) E 61 and every j E Q2, let (ir)(j)(i2)(l)x(j) E X, 
when x E {a, d}, (il)(j)(i2)(2)x(j) E X, when x E {b,c}. 
2. For every transition (jr,x,j~) E & and every i E Qr, let (i)(l)x(jl)(i)(j2) E X, 
when x E {a, d}, (i)(3)x(jl)(i)(jz) E X, when x E {b,c}. 
3. For every pair i E QI, j E Q2, let (i)(j)(i)(3)(j) EX and (i)(2)(j)(i)(j) EX. 
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4. X contains ad(O) and (4)ad. For every pair i E J,, j E J2 of initial states let 
ad(O)(i)(j) E X. Similarly, for every pair i E FI, j E F2 of final states let X 
contain (i)(j) (4)ad. 
Consider now ui,u, EX, OGiGn, O<jdm such that uo”‘uI1 = vo~.~u~,, (uo,...,u,) 
# (uo,...,~,) and 1~0.. u,I is minimal (in particular, ug # ~0). Since there is no pair 
0Hl)x(j)(#j’), (i>PMj>(iHj’) in X with x # x’ (analogously for other elements 
defined in 1 and 2 above) we immediately have ug = ad(O) and ug = ad(O) (io) (jo) 
for some initial states io E JI , jo E 52. 
We show by induction on 1 that K~J(UO .. . vi) = YLJ(UO . . . q)(i)(j) holds for some 
i E Ql, j E Q2 such that i E Sl(io,u) and j E Sz(‘jo, v) for some u,v E C’, where 
[u]=, = 71z(u1 .. . w), [UII, = m.(fJ1 . .. ~1). Assume the claim holds for I - 1 B 1. By 
definition of X there are four possible cases: 
1. u/ = (i)(j)(i’)(l)x(j) f or x E {a, d} and some (i,x,i’) E 61, j E Ql; hence, 
VI = (i’)(l)x(j)(i’)(j’) for some (j,x,j’) E 82. 
2. 241 = (i)(j)(i’)(2)x(j) f or x E {b,c} and some (i,x,i’) E 61, j E Qz; hence, u/ = 
@‘)(2)(j)@‘)(j). 
3. u/ = (i)(j)(i)(3)(j); hence, UI = (i)(3)(j)x(i)(j’) for somex E {b,c} and (j,x,j’) E 
62. 
4. UI = (i)(j)(4)&, hence u( = (4)ud. It follows ~0.. . u/ = uo . ‘. UI, hence w := 
QUO. . . ul) = XZ(UO.  . u[) and thus w E [K]I n [L],. 
For the converse let x, y E C* be such that x -_I y and x = XI . . .x,, E K, y = 
y. . y, E L, xP, yq E Z. Let io E J,, jo E 52 denote initial states from which accepting 
computations for x resp. y exist and let ug = ad(O), IIO = ud(O)(io)(jo). Consider 
prefixes x’ = x1 . . . xP, y’ = yl . . . yq (1 < p, q <n) with [x’]~, = r-u, [y’&, = TU for 
some r,u, v E M(C,l), where (u,u) E b* x c* U C* x b’. We show by induction on 
p+q that traces ul,..., UI, ~1,. , UI E X exist such that 
UOUl . . . U[ = su and soul . . VI = su(i)( j), 
where i E Gl(io,x’), j E b&o, y’). The claim is satisfied for p+q = 0. We distinguish 
in the following cases: 
1. If p < n and xP+l E {b,c} then let u~+l = (i)(j)(i’)(2)(j)x,+l and UI+I = 
(i’)(2)(j)(i’)(j), with (i,x,+,, i’) E 61 corresponding to the accepting computation 
on x. The case where q -C n and yq+l E {b,c} is handled symmetrically. Note that 
u() . . ‘u/+1> UO” . u/+1 and x’xP+, , y’ (and x’, y’yq+l in the symmetric case) satisfy 
the requirements due to {b, c} x {e, f} C Z. 
2. If p < n, q < n and {xp+l,yq+l} n {b,c} = 0 then xp+l = y,+l E {u,d} due to 
x -I y and (u, v) E b* x c* U c* x b*. In this case let u~+l = (i)(j) (i’) ( l)xP+l (j) for 
(i.xP+l,i’) E 61, and UI+I = (i’)(l)y,+,(j)(i’)(j’) for (j,yq+l,j’) E 62 corresponding 
to the accepting computations on x resp. y. Note that in this case either u = 1 
or u = 1, and alph(uu) x alph(xp+l ) _ C 1. It can be easily verified that ug . . u/+1, 
lJ0 . . . ul+l and x’xP+ 1, y/y,+ 1 satisfy the requirements. 
Finally, if p = q = n then i E F,, j E F2 and we conclude by taking UI+J = 
(i)(j)(4P, ul+l = (4)ad. 0 
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As a final remark we note that the edge-minimal new independence alphabet (Z,Z) with 
an undecidable code problem is minimal w.r.t induced subgraphs and undecidability. 
e 
I.e., the code problem is decidable for all induced subgraphs (Z’,II_TJ x~f), C’ C C, as 
it can be easily checked: 
1. C’ = C\{x}, x E {a,b,c,d} contains neither P4 nor Cd as induced subgraph. 
2. C’ = C\(x), x E {e,f}, can be represented as C’ = Cb U C, with Z‘, = {a, d}, 
zb = {kc,e,f}\{x), as mentioned at the end of Section 3. 
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