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Background
While diagnostic imaging tools for lung cancer like computed
tomography (CT) scans deliver invaluable data to clinicians,
most information about the patient’s condition lies within the
individual pixels, invisible to the eye. Deep learning can
analyze these images, making interpretations based upon
embedded features. Autoencoders (Figure 1), a type of
deep learning, learn to compress an image input into a lower
dimension (encoder). This compression of data generates a
latent space that encapsulates the most important features
of a certain input for the reconstruction of that input
(decoder)1. An autoencoder can be applied to CTs in order to
identify specific features of tumors.
Objectives
We set out to design and optimize an autoencoder that can
eventually be used for feature extraction on lung cancer
CTs. These features would used for predictions and
classifications, such as survivability and tumor histology. In











The entirety of our autoencoder architecture was coded on
Python. We obtained two sets of patient lung cancer CTs
(n=155, 48) in MATLAB format from a Stanford University
radiogenomic dataset2. Each CT contained a tumor
segmentation marking the regions of disease, and a lung
segmentation marking the lungs. The MATLAB files were
converted into an array; the CT contained representative
pixel values while the tumor and lung segmentations
contained 1 values in regions of interest and 0 values
elsewhere.
Figure 1: General framework of the autoencoder includes a compression
of the input data (encoder) down to a latent space representation,
followed by the reconstruction of the input (decoder).
Figure 3: Plotting the CT 
pixel value distribution 
for one patient revealed 
the CT*tumor array 
contained values that 
centered around 0. This 
distribution was 












Figure 2: Patient CTs were converted into arrays using NumPy. Full CTs
were converted based on pixel values (a), tumor masks marked tumor
region with 1 values (b), and lung segmentations marked lungs with 1
values (c).
We tested two sets of inputs for our autoencoder. One set
contained solely the CT with corresponding pixel values
(Figure 2a), whereas the other multiplied CT pixel values
with the lung segmentation (CT*lung) (Figure 2c). This
isolated the lung regions within each CT, allowing for greater
learning efficiency. These sets of arrays were then divided
into training sets and validation sets to be processed by the
autoencoder. In order to normalize our data within the
autoencoder framework, we multiplied the CT by the tumor
mask (CT*tumor) for each patient, accounting for the
minimums in each CT (Figure 2b). This yielded a
distribution of tumor pixel values, which was plotted on a
histogram (Figure 3).
Most patients bore tumors with pixel values centered around
zero. To focus the learning on those high-density tumor
areas and account for patients without it, we normalized our
image values to be between 0 and 1.0; values between -900
and -200 lie between 0 and 0.2 while values between -200
and 150 lie between 0.2 and 1.0. These normalized arrays
were then fed as input into the autoencoder (Figure 4).
Results
After many iterations of training and validating the
autoencoder framework and hyperparameters, it was shown
that using a batch size of 16, learning rate of 0.002, and a
scheduler that reduced the learning rate by a factor of 0.2
every 40 epochs was most effective for achieving optimal












[32, 37, 43, 48, 53, 59, 64]
[32, 16, 16, 16, 16, 16]
Conclusion/Discussion
Ultimately, we were able to optimize two autoencoder designs
that minimized reconstruction loss while compressing our input
data 64-fold (262,144 features to 4096). Moving forward, we
will continue with feature extraction from the latent space,


















Figure 4: Autoencoder training/validation results. The [32, 37, 43, 48, 53, 
59, 64] channels set produced less reconstructive loss for overall CT inputs 
(a,b). CT*lung inputs produced less loss with channel set of [32, 16, 16, 16, 







Patient CT Distribution (Normalized)
Figure 4: Normalization 
of CT*tumor array 
distribution allocates 
larger pixel values to the 































Reconstruction Loss Over Time
Lo
ss
Reconstruction Loss Over Time
[32, 37, 43, 48, 53, 59, 64]
[32, 16, 16, 16, 16, 16]
Autoencoder Network
[3
2,
 3
7,
 4
3,
 4
8,
 5
3,
 5
9,
 6
4]
[3
2,
 1
6,
 1
6,
 1
6,
 1
6,
 1
6]
