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In this work we deﬁne the effective resistance between any pair of
vertices with respect to a value λ 0 and a weight ω on the vertex
set. This allows us to consider a generalization of the Kirchhoff In-
dex of a ﬁnite network. It turns out that λ is the lowest eigenvalue
of a suitable semi-deﬁnite positive Schrödinger operator and ω is
the associated eigenfunction. We obtain the relation between the
effective resistance, and hence between the Kirchhoff Index, with
respect toλandω and theeigenvaluesof theassociatedSchrödinger
operator. However, our main aim in this work is to get explicit ex-
pressions of the aboveparameters in termsof equilibriummeasures
of the network. From these expressions, we derive a full generaliza-
tion of Foster’s formulae that incorporate a positive probability of
remaining in each vertex in every step of a random walk. Finally,
we compute the effective resistances and the generalized Kirchhoff
Index with respect to a λ andω for some families of networks with
symmetries, speciﬁcally for weighted wagon-wheels and circular
ladders.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Kirchhoff index was introduced in chemistry as a better alternative to other parameters used
for discriminating among different molecules with similar shapes and structures; see [11]. Since then,
a new line of researchwith a considerable amount of production has been developed and the Kirchhoff
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Index has been computed for some classes of graphs with symmetries; see for instance [3,16] and the
references therein. This index is deﬁned as the sum of all effective resistances between any pair of
vertices of the network and it is also known as the Total Resistance; [9].
In this work we deal with a generalization of the Kirchhoff Index of a ﬁnite network that consists
in deﬁning the effective resistance between any pair of vertices with respect to a value λ 0 and a
weight ω on the vertex set. It turns out that λ is the lowest eigenvalue of a suitable semi-deﬁnite
positive Schrödinger operator andω is the associated eigenfunction. Then, we prove that the effective
resistance, with respect to λ andω, deﬁne a distance on the network as in the standard case and hence
it can also be used with the same aims. Actually, we show that the generalized effective resistance
veriﬁes analogous properties to those of the classic case; see [15]. In particular, we obtain the relation
between the Kirchhoff Indexwith respect toλ andω and the eigenvalues of the associated Schrödinger
operator as well as the relation between the effective resistances with respect to λ and ω and the
eigenvalues and eigenfunctions of the mentioned operator. We also obtain lower and upper bounds
for these objects that only involve combinatorial parameters of the network.
On the other hand, we used some techniques from discrete Potential Theory to obtain a simple
expression for the effective resistance with respect to a non-negative value and a weight in terms of
the so-called equilibriummeasures. One of the advantages of this point of view is that the equilibrium
measure can be computed by hand in networks that present some sort of symmetry. As an example,
we compute the generalized Kirchhoff Index for weighted wagon-wheels and circular ladders.
As a by-product of the expression for the effective resistance with respect to a non-negative value
and a weight, we obtain a full generalization of Foster’s formulae; see [3,10,13,14] for the standard
case. To get the formulae we introduce a generalization of the transition probability matrix that takes
into account the probability of transitioning from one state to another in a single step or remaining in
the same state.
Given a ﬁnite set V , the set of real valued functions on V is denoted by C(V). The standard inner
product on C(V) is denoted by 〈·, ·〉 and hence if u, v ∈ C(V) then 〈u, v〉 = ∑x∈V u(x) v(x). For any
x ∈ V , εx ∈ C(V) stands for the Dirac function at x, whereas ω ∈ C(V) is called a weight if it veriﬁes
that ω(x) > 0 for any x ∈ V and moreover 〈ω,ω〉 = 1. The set of weights on V is denoted by Ω(V).
Throughout the paper we will make use of a special kind of endomorphisms of C(V), namely
projection operators. Speciﬁcally, given ω ∈ Ω(V), we denote by Pω the endomorphism of C(V) that
assigns to each u ∈ C(V) the function Pω(u) = 〈ω, u〉ω.
The tripleΓ = (V , E, c) denotes a ﬁnite network; that is, a ﬁnite connected graphwithout loops nor
multiple edges, with vertex set V , whose cardinality equals n, and edge set E, in which each edge {x, y}
has been assigned a conductance c(x, y) > 0. So, the conductance can be considered as a symmetric
function c: V × V −→ [0,+∞) such that c(x, x) = 0 for any x ∈ V andmoreover, vertex x is adjacent
to vertex y iff c(x, y) > 0. For each x ∈ V we deﬁne the degree function k as k(x) = ∑y∈V c(x, y).
The combinatorial Laplacian or simply the Laplacian of the network Γ is the endomorphism of C(V)
that assigns to each u ∈ C(V) the function
L(u)(x) = ∑
y∈V
c(x, y) (u(x) − u(y)) = k(x)u(x) − ∑
y∈V
c(x, y) u(y), x ∈ V . (1)
Given q ∈ C(V), the Schrödinger operator on Γ with potential q is the endomorphism of C(V) that
assigns to each u ∈ C(V) the function Lq(u) = L(u) + qu, where qu ∈ C(V) is deﬁned as (qu)(x) =
q(x)u(x); see for instance [1,5]. It is well-known that any Schrödinger operator is self-adjoint and we
are interested in those Schrödinger operators that are positive semi-deﬁnite. In [1], someof the authors
answered this question by using a Doob h-transform, a very common technique in the framework of
Dirichlet forms and Markov processes. In this context, if ω is a weight, the function qω = −ω−1L(ω)
is called potential determined by ω. Then, for any u ∈ C(V) and any x ∈ V we have the following
equality
Lq(u)(x) = 1
ω(x)
∑
y∈V
c(x, y)ω(x)ω(y)
(
u(x)
ω(x)
− u(y)
ω(y)
)
+ (q − qω)(x)u(x). (2)
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Therefore the concept of Schrödinger operator contains other widely used discrete operators as the
normalized Laplacian introduced by Chung and Langlands in [8], that is deﬁned as
(u)(x) = 1√
k(x)
∑
y∈V
c(x, y)
(
u(x)√
k(x)
− u(y)√
k(y)
)
;
see also [5,6]. Thus, thenormalized Laplacian is nothingelsebut a Schrödinger operator associatedwith
a newnetwork. Speciﬁcally, if we denote by L̂ the combinatorial laplacian of the network Γ̂ = (V , E, cˆ)
where cˆ = c(x,y)√
k(x)
√
k(y)
, then Equality (2) implies that  = L̂qω where ω = 12m
√
k andm denotes the
size of Γ .
With this terminology the characterization of positive semi-deﬁnite Schrödinger operators is given
by the following result, see [1, Proposition 3.3].
Proposition 1.1. The Schrödinger operator Lq is positive semi-deﬁnite iff there existω ∈ Ω(V) and λ 0
such that q = qω + λ.Moreover,ω and λ are uniquely determined. In addition,Lq is not positive deﬁnite
iff λ = 0, in which case 〈Lqω(v), v〉 = 0 iff v = aω, a ∈ R. In any case λ is the lowest eigenvalue of Lq
and its associated eigenfunctions are multiple of ω.
In the sequel we only consider semi-deﬁnite positive Schrödinger operators. Therefore, we ﬁx a
value λ 0, a weight ω ∈ Ω(V) and their associated potential q = qω + λ. Moreover, let
λ1  · · · λn−1 be the eigenvalues of the operator Lq greater than λ and {uj}n−1j=1 the corresponding
orthonormal system of eigenfunctions, where we assume that Lq(uj) = λjuj for any j = 1, . . . , n − 1.
In this paper, we are focused in the so-called Poisson equation for Lq on Γ :
Given f ∈ C(V) ﬁnd u ∈ C(V) such that Lq(u) = f . (3)
From the abovepropositionwhenλ = 0 the Poisson equationhas solution iffPω(f ) = 0 andmoreover
the solution is unique up to amultiple ofω. In particular this implies that there exists a unique solution
of the Poisson equation verifying thatPω(u) = 0. On the other hand, when λ > 0, Lq is invertible and
moreover if Pω(f ) = 0 then the unique solution of the Poisson equation satisﬁes that Pω(u) = 0.
Deﬁnition 1.2. The Green operator for Γ , with respect to λ andω, is the endomorphism of C(V), Gλ,ω ,
that assigns to any f ∈ C(V) the unique solution of the Poisson equation Lq(u) = f − Pω(f ).
The following results are standard and will be useful in the rest of the paper.
Lemma 1.3. It is veriﬁed that Lq = λPω +∑n−1j=1 λjPuj and Gλ,ω = ∑n−1j=1 1λj Puj . Moreover, if λ > 0,
then we get that L−1q = 1λ Pω + Gλ,ω.
Many of the parameters we introduce in this paper depend on the size of the eigenvalues. We can
follow the guidelines of [7, Lemmas 1.7 and 1.9] to obtain lower and upper bounds for the eigenvalues.
Lemma 1.4. If D is the diameter of the underlying graph and we consider the values KM = maxx∼y
{c(x, y)ω(x)ω(y)}, Km = minx∼y{c(x, y)ω(x)ω(y)} and α = maxx∈V { k(x)ω(x)2 }, then
λ + Km
D
 λ1  λn−1  λ + 2KMα.
Proof. From Equality (2), for any j = 1, . . . , n − 1 we get
λj = 〈Lq(uj), uj〉 =
∑
x,y∈V
c(x, y)ω(x)ω(y)
(
uj(x)
ω(x)
− uj(y)
ω(y)
)2
+ λ∑
x∈V
uj(x)
2
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and hence
λj − λ =
∑
x,y∈V
c(x, y)ω(x)ω(y)
(
uj(x)
ω(x)
− uj(y)
ω(y)
)2
.
If x∗ ∈ V is such that | u1(x∗)
ω(x∗) | = maxx∈V | u1(x)ω(x) |, we get
1 = ∑
x∈V
(
u1(x)
ω(x)
)2
ω(x)2 ≤
(
u1(x
∗)
ω(x∗)
)2 ∑
x∈V
ω(x)2 =
(
u1(x
∗)
ω(x∗)
)2
.
Ontheotherhand, as 〈u1,ω〉 = 0, thereexistsy ∈ V such thatu1(y)u1(x∗) < 0. Let {x∗ = x0, . . . , xk =
y} a shortest path from x∗ to y. Then, if D is the diameter of Γ
λ1 − λ  Km
k−1∑
j=0
(
u1(xj)
ω(xj)
− u1(xj+1)
ω(xj+1)
)2

Km
D
(
u1(x
∗)
ω(x∗)
− u1(y)
ω(y)
)2

Km
D
⎡⎣(u1(x∗)
ω(x∗)
)2
+
(
u1(y)
ω(y)
)2
− 2u(x
∗)u(y)
ω(x∗)ω(y)
⎤⎦ Km
D
,
which implies the desired lower bound. Similarly, we get that
λn−1 − λ  KM
∑
x∼y
(
un−1(x)
ω(x)
− un−1(y)
ω(y)
)2
 2KM
∑
x∼y
⎡⎣(un−1(x)
ω(x)
)2
+
(
un−1(y)
ω(y)
)2⎤⎦ .
Therefore, the upper bound follows from the inequalities
λn−1 − λ 2KM
∑
x∈V
(
un−1(x)
ω(x)
)2
k(x) 2KMα. 
2. Potential Theory for Schrödinger operators
In this section we introduce some concepts from Potential Theory that will be useful in the study
of effective resistances. Throughout the paper we make use of the following well-known property of
positive semi-deﬁnite Schrödinger operators, see [1, Proposition 4.10].
Lemma 2.1 (Minimum Principle). If F is a proper subset of V and u ∈ C(V) is such that Lq(u) 0 on F
and u 0 on V \ F , then u 0 on V . In addition if H is a connected component of F , either u = 0 on H or
u(x) > 0 for any x ∈ H.
As a consequence we get that for each x ∈ V there exists νxλ,ω ∈ C(V) such that νxλ,ω(x) = 0,
νxλ,ω(y) > 0 for any y /= x and satisﬁes
Lq(νxλ,ω) = ω in V \ {x}. (4)
We call νxλ,ω the equilibriummeasure of V \ {x},with respect toλ andω. So, the capacity with respect toλ
and ω or simply the capacity is deﬁned as the function capλ,ω ∈ C(V) given by capλ,ω(x) = 〈νxλ,ω ,ω〉.
Lemma 2.2. If x ∈ V, then Lq(νxλ,ω) = ω −
(
1 − λcapλ,ω(x)) εxω(x) .
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Proof. Equality (4) implies that
λcapλ,ω(x) = 〈Lq(ω), νxλ,ω〉 = 〈Lq(νxλ,ω),ω〉 = 1 +
(
Lq(νxλ,ω)(x) − ω(x)
)
ω(x)
and the claimed identity follows. 
The relation between equilibriummeasures, capacity and eigenvalues and eigenfunctions ofLq are
given in the following result whose proof is a direct consequence of Equality (4) and Lemma 1.3.
Lemma 2.3. For each x ∈ V ,
νxλ,ω =
⎡⎣ω(x)2 + λ n−1∑
j=1
uj(x)
2
λj
⎤⎦−1 ⎡⎣n−1∑
j=1
uj(x)
λj
[
uj(x)ω − ω(x) uj]
⎤⎦ ,
capλ,ω(x) =
⎡⎣ω(x)2 + λ n−1∑
j=1
uj(x)
2
λj
⎤⎦−1 ⎡⎣n−1∑
j=1
uj(x)
2
λj
⎤⎦ .
Let us consider Cω ∈ C(V) deﬁned for each x ∈ V as Cω(x) = maxy∈V
{
c(x,y)
ω(x)ω(y)
}
. For each x ∈ V
it is possible to bound the values of the equilibrium measure for the set V \ {x} in terms of the above
parameter.
Proposition 2.4. For each x, y ∈ V with x /= y it is veriﬁed that
ω(y)
λ + Cω(x)ω(x)2 +
(Cω(x)ω(x)ω(y) − c(x, y)) ω(x)(
λ + Cω(x)ω(x)2) (k(y) + q(y))  νxλ,ω(y) <
ω(y)
λ
and the equality is veriﬁed for y ∈ V iff c(x, y) = Cω(x)ω(x)ω(y).
Proof. If we consider v = ω − λνxλ,ω , then v(x) > 0 and moreover Lq(v) = 0 on V \ {x}. The Mini-
mum Principle assures that v > 0 on V and hence that ω > λνxλ,ω .
On the other hand, if u = νxλ,ω − (1−εx) ωλ+Cω(x)ω(x)2 , then u(x) = 0 and for any y /= x
Lq(u)(y) = ω(y) −
(
λω(y) − ω(x)Lq(εx)(y))
λ + Cω(x)ω(x)2
= (Cω(x)ω(y)ω(x) − c(x, y)) ω(x)
λ + Cω(x)ω(x)2  0.
The Minimum Principle newly implies that u≥ 0, that is νxλ,ω(y) ω(y)λ+Cω(x)ω(x)2 , for any y /= x. From
this inequality, for any y /= x, we get that
ω(y) = (Lqνxλ,ω)(y) = k(y)νxλ,ω(y) −
∑
z∈V
c(y, z)νxλ,ω(z) + q(y)νxλ,ω(y)
 (k(y) + q(y)) νxλ,ω(y) −
∑
z∈V c(y, z)ω(z)
λ + Cω(x)ω(x)2 +
c(y, x)ω(x)
λ + Cω(x)ω(x)2
= (k(y) + q(y)) νxλ,ω(y) +
(Lqω)(y) + c(y, x)ω(x) − (q(y) + k(y))w(y)
λ + Cω(x)ω(x)2
= (k(y) + q(y)) νxλ,ω(y) +
(λ − q(y) − k(y))w(y)
λ + Cω(x)ω(x)2 +
c(y, x)ω(x)
λ + Cω(x)ω(x)2
and the lower bound for νxλ,ω(y) follows. 
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Corollary 2.5. For each x ∈ V it is veriﬁed that
1 − ω(x)2
λ + Cω(x)ω(x)2 +
∑
y∈V
y /=x
(Cω(x)ω(x)ω(y) − c(x, y)) ω(x)ω(y)(
λ + Cω(x)ω(x)2) (k(y) + q(y))
 capλ,ω(x) <
1 − ω2(x)
λ
,
with equality iff c(x, y) = Cω(x) ω(x) ω(y) for any y /= x. In particular, λcapλ,ω(x) < 1 for any x ∈ V .
Lemma 2.3 shows that the value of the capacity depends on the eigenvalues of Lq. Conversely we
can easily adapt the reasoning in [2, Theorem 4.2] to obtain a lower bound for the eigenvalues in terms
of the capacities.
Lemma 2.6. For any x ∈ V it is veriﬁed that
λ1[1 − ω(x)2]
λn−1[λ + (λ1 − λ)ω(x)2]  capλ,ω(x)
λn−1[1 − ω(x)2]
λ1[λ + (λn−1 − λ)ω(x)2]
and if Cλ,ω = max
x∈V {capλ,ω(x)} then 0 <
1
Cλ,ω − λ λ1.
Proof. From Lemma 2.2 we obtain that
λ1〈u1, νxλ,ω〉 = 〈Lq(u1), νxλ,ω〉 = 〈u1,Lq(νxλ,ω)〉 = −
(
1 − λcapλ,ω(x)) u1(x)
ω(x)
.
Let x∗ ∈ V such that
∣∣∣ u1(x∗)
ω(x∗)
∣∣∣ = maxx∈V {∣∣∣ u1(x)ω(x) ∣∣∣}. Then,(
1 − λcapλ,ω(x∗))
∣∣∣∣∣u1(x
∗)
ω(x∗)
∣∣∣∣∣= λ1|〈u1, νx∗λ,ω〉| λ1
〈∣∣∣∣u1
ω
∣∣∣∣ ,ωνx∗λ,ω〉
 λ1
∣∣∣∣∣u1(x
∗)
ω(x∗)
∣∣∣∣∣ capλ,ω(x∗),
which implies that 1(λ + λ1)capλ,ω(x∗)(λ + λ1)Cλ,ω. 
3. Effective resistance
In the standard setting, the effective resistance between vertices x and y is deﬁned through the
solution of the Poisson equation L(u) = f when the data is the dipole with poles at x and y; that is,
f = εx − εy. The knowledge of the effective resistance can be used to deduce important properties
of electrical networks, see for instance [9,11,12,15]. In [4], we generalized the concepts of effective
resistance and Kirchhoff Index by deﬁning the effective resistance with respect to a value λ 0 and
a weight ω ∈ Ω(V) and we used it to characterize the symmetric M-matrices as resistive inverses.
Here wemake a deeper analysis in order to obtain explicit expressions of the effective resistance with
respect to a value λ 0 and aweightω in terms of either the eigenvalues or the equilibriummeasures.
A similar study in the standard case was carried out in [3].
Givenx, y ∈ V , theω-dipolebetweenx andy is the function fxy = 1ω (εx − εy). Clearly, foranyx, y ∈ V
it is veriﬁed that Pω(fxy) = 0 and hence the Poisson equation Lq(v) = fxy is solvable and, see [4], any
solution maximizes the functional
Jx,y(u) = 2
[
u(x)
ω(x)
− u(y)
ω(y)
]
− 〈Lq(u), u〉. (5)
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Deﬁnition 3.1. Given x, y ∈ V , the effective resistance between x and ywith respect to λ andω, is the
value
Rλ,ω(x, y) = max
u∈C(V){Jx,y(u)}.
Moreover the Kirchhoff Index of Γ with respect to λ and ω, is the value
k(λ,ω) = 1
2
∑
x,y∈V
Rλ,ω(x, y)ω
2(x) ω2(y).
The function Rλ,ω: V × V −→ R is called the effective resistance of the network Γ with respect to
λ and ω.
Next result shows the monotonicity of Rλ,ω with respect to λ and ω.
Proposition 3.2. If ω1 ω2 and λ1  λ2, then Rλ1,ω1  Rλ2,ω2 .
Proof. The result follows from Equality (2), since Rλ,ω(x, y) can be re-written as
max
v∈C(V)
⎧⎨⎩2 (v(x) − v(y)) − ∑
z,t∈V
c(z, t)ω(z)ω(t) (v(z) − v(t))2
−λ∑
z∈V
ω2(z)v2(z)
⎫⎬⎭ . 
In the sequel we omit the expression with respect to λ and ω when it does not lead to confusion.
When λ = 0 we usually omit the subindex λ in the above expressions and when, in addition, ω is
constantwealsoomit the subindexω. Therefore,R is nothing else than the standard effective resistance
of the network, whereas k is the Kirchhoff Index introduced in the context of Organic Chemistry, see
for instance [15] and whose study is the topic in [9]. Note that if we keep ω ﬁxed then Rω ≥ Rλ,ω for
any λ > 0 and in particular R Rλ.
Proposition 3.3 [4, Proposition 4.2]. If u ∈ C(V) is a solution of the Poisson equation Lq(u) = fxy, then
Rλ,ω(x, y) = 〈Lq(u), u〉 = u(x)
ω(x)
− u(y)
ω(y)
.
Therefore, Rλ,ω is symmetric, non-negative and moreover Rλ,ω(x, y) = 0 iff x = y.Moreover, Rλ,ω deﬁnes
a distance on V .
The following identities are a generalization of the classical relation between Kirchhoff Index,
effective resistances and the eigenvalues and eigenfunctions of the Laplacian operator.
Proposition 3.4. For any x, y ∈ V it is veriﬁed that
Rλ,ω(x, y) =
n−1∑
j=1
1
λj
(
uj(x)
ω(x)
− uj(y)
ω(y)
)2
.
Consequently, the value of the Kirchhoff Index with respect to λ and ω is given by
k(λ,ω) =
n−1∑
j=1
1
λj
.
Proof. If v = Gλ,ω(fxy) then Lq(v) = fxy and hence from Lemma 1.3
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v =
n−1∑
j=1
1
λj
Puj(fxy) =
n−1∑
j=1
uj
λj
(
uj(x)
ω(x)
− uj(y)
ω(y)
)
,
which implies the claimed formula for the effective resistance between x and y. Moreover,
∑
x,y∈V
Rλ,ω(x, y)ω
2(x) ω2(y) =
n−1∑
j=1
1
λj
(
2〈uj , uj〉 − 2〈uj ,ω〉)
and hence the expression for k(λ,ω) follows taking into account that the eigenfunction system is
orthonormal. 
The following result provides an elementary bound that coincides with the one obtained in [6] for
the case of the normalized Laplacian.Moreover,we can use Lemma1.4 to obtain bounds of the effective
resistance and the Kirchhoff Index in terms only of combinatorial parameters.
Corollary 3.5. For each x, y ∈ V with x /= y it is veriﬁed that
1
λn−1
(
1
ω(x)2
+ 1
ω(y)2
)
 Rλ,ω(x, y)
1
λ1
(
1
ω(x)2
+ 1
ω(y)2
)
,
which implies that
1
λ + 2KMα
(
1
ω(x)2
+ 1
ω(y)2
)
 Rλ,ω(x, y)
D
λD + Km
(
1
ω(x)2
+ 1
ω(y)2
)
.
In addition n−1
λn−1  k(λ,ω)
n−1
λ1
, which implies that
n − 1
λ + 2KMα  k(λ,ω)
(n − 1)D
λD + Km .
The following result establishes the relation between the effective resistance and the equilibrium
measures and generalizes those obtained for the case λ = 0 in [1] and for the case λ = 0 and ω
constant in [3].
Theorem 3.6. For any x, y ∈ V it is veriﬁed that
Rλ,ω(x, y) = ν
y
λ,ω(x)
ω(x)
(
1 − λcapλ,ω(y)) +
νxλ,ω(y)
ω(y)
(
1 − λcapλ,ω(x)) .
Therefore,
k(λ,ω) = ∑
x∈V
ω(x)2capλ,ω(x)
1 − λcapλ,ω(x) .
Proof. Applying Equality (4) to u = a νxλ,ω + b νyλ,ω + c ω, where a, b, c ∈ R, we get
Lq(u) = a (λcapλ,ω(x) − 1) εx
ω(x)
+ b (λcapλ,ω(y) − 1) εy
ω(y)
+ (a + b + cλ)ω,
and hence Lq(u) = fxy iff
a = 1
λcapλ,ω(x) − 1 , b =
1
1 − λcapλ,ω(y) and
c = capλ,ω(x) − capλ,ω(y)
(λcapλ,ω(x) − 1)(λcapλ,ω(x) − 1) .
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Therefore, we get that
Rλ,ω(x, y) = ν
y
λ,ω(x)
ω(x)
(
1 − λcapλ,ω(y)) +
νxλ,ω(y)
ω(y)
(
1 − λcapλ,ω(x))
and the identity for the Kirchhoff Index is straightforward. 
Corollary 3.7. For any x, y ∈ V , x /= y it holds
1
ω(x)2 (λ + Cω(x)) +
1
ω(y)2 (λ + Cω(y))  Rλ,ω(x, y)

Cλ,ω
1 − λCλ,ω
(
1
ω(x)2
+ 1
ω(y)2
)
and the left inequality is an equality iff Cω(x) = Cω(y) and c(x, y) = Cω(x)ω(x)ω(y). Therefore, we get
that ∑
x∈V
1 − ω(x)2
λ + Cω(x)  k(λ,ω)min
{
nCλ,ω ,
Cλ,ω
1 − λCλ,ω
}
and the left inequality becomes an equality iff Cω is constant and c(x, y) = Cωω(y) ω(x) for any y /= x,
which in particular implies that the underlying graph is the complete one. The right inequality is an equality
iff capλ,ω is a constant function.
4. Foster’s formula
Some of the concepts above considered, have a well-known probabilistic counterpart. For instance
the effective resistance is related with the escape probability for a reversible Markov chain. Therefore,
the effective resistance with respect to a non-negative value and a weight will correspond to a gener-
alization of the escape probability. In turns, the equilibrium measure with respect to λ and ω can be
seen as a generalization of the hitting time.
The probability laws governing the evolution of the chain are given by the (one step) transition
probability kernel with respect to λ and ω, Pλ,ω ∈ C(V × V), that is deﬁned for any x, y ∈ V as
Pλ,ω(x, y) = ( c(x, y) + λω(x)ω(y)) ω(y)
(k(x) + q(x)) ω(x) . (6)
As we can see, the main novelty in our deﬁnition is the consideration of a non-negative probability of
remaining at vertex x given by the term
λω2(x)
k(x)+q(x) .
Considerπλ,ω ∈ C(V)deﬁnedasπλ,ω(x) = (k(x) + q(x)) ω(x)2 for any x ∈ V . So, fromthe identity
Lq(ω) = λω we obtain
πλ,ω(x) = λω(x)2 + ω(x)
∑
y∈V
c(x, y)ω(y). (7)
Then,
∑
y∈V Pλ,ω(x, y) = 1 and πλ,ω(x)Pλ,ω(x, y) = πλ,ω(y)Pλ,ω(y, x), for any x, y ∈ V .
On the other hand, for any k ∈ N, Pkλ,ω = Pλ,ω ◦
k)· · · ◦ Pλ,ω is called k-step transition probability
kernel and moreover we denote by trλ,ω(k) the value trλ,ω(k) = ∑x∈V Pkλ,ω(x, x). Clearly, trλ,ω(1) =
λ
∑
x∈V ω(x)
2
k(x)+q(x) , whereas trλ,ω(0) = n, since P0 = Id.
Proposition 4.1. The transition probability kernel is markovian, reversible and has πλ,ω as stationary
distribution. Moreover for any z ∈ V it holds
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∑
y∈V
Pλ,ω(z, y)
νxλ,ω(y)
ω(y)
= ν
x
λ,ω(z)
ω(z)
+
(
1 − λcapλ,ω(x))
πλ,ω(x)
εx(z) − (1 − λcapλ,ω(x)) ω(z)2
πλ,ω(z)
.
Proof. From the deﬁnition of the transition of probability kernel we obtain that
∑
y∈V
Pλ,ω(z, y)
νxλ,ω(y)
ω(y)
= ω(z)
πλ,ω(z)
⎡⎣∑
y∈V
c(z, y)νxλ,ω(y) + λ capλ,ω(x) ω(z)
⎤⎦ .
From the identity
∑
y∈V c(z, y)νxλ,ω(y) = (k(z) + q(z)) νxλ,ω(z) − Lq(νxλ,ω)(z), the above equality
can be transformed in∑
y∈V
Pλ,ω(z, y)
νxλ,ω(y)
ω(y)
= ν
x
λ,ω(z)
ω(z)
+
(
1 − λcapλ,ω(x))
πλ,ω(z)
(
εx(z) − ω(z)2
)
. 
The above result allows us to generalize the so-called Foster’s formula.
Theorem 4.2 (Generalized Foster’s formula). For any k ∈ N∗ the following identity holds
1
2
∑
x,y∈V
Rλ,ω(x, y)πλ,ω(x)Pkλ,ω(x, y) =
k−1∑
j=0
trλ,ω(j) − k.
Proof. If for any k ∈ N∗ we deﬁne ak = 12
∑
x,y∈V Rλ,ω(x, y)πλ,ω(x)Pk(x, y), taking into account that
Pk is reversible and the expression for Rλ,ω given in Theorem 3.6, we get
ak =
∑
x,y∈V
πλ,ω(x)Pkλ,ω(x, y)(
1 − λcapλ,ω(x))
νxλ,ω(y)
ω(y)
.
From Proposition 4.1 we obtain that
ak+1 =
∑
x,z∈V
πλ,ω(x)Pkλ,ω(x, z)(
1 − λcapλ,ω(x))
∑
y∈V
Pλ,ω(z, y)
νxλ,ω(y)
ω(y)
= ak +
∑
x,z∈V
Pkλ,ω(x, z) εx(z) −
∑
x,z∈V
ω(z)2
πλ,ω(x)
πλ,ω(z)
Pkλ,ω(x, z)
= ak + trλ,ω(k) −
∑
z∈V
ω(z)2
∑
x∈V
Pkλ,ω(z, x) = ak + trλ,ω(k) − 1.
Therefore, by induction we obtain that ak+1 = a1 +∑kj=1 trλ,ω(j) − k. Finally, taking newly into ac-
count Proposition 4.1 and that νxλ,ω(x) = 0,
a1 =
∑
x∈V
πλ,ω(x)(
1 − λcapλ,ω(x))
∑
y∈V
Pλ,ω(x, y)
νxλ,ω(y)
ω(y)
= ∑
x∈V
εx(x) −
∑
x∈V
ω(x)2
= trλ,ω(0) − 1. 
We remark that the above formula encompasses the standard case; that is, λ = 0 andω a constant
weight. For these parameters, the most popular Foster’s formula corresponds to k = 1 and usually it
is obtained throughout a probabilistic approach, see [14]. In [13], the cases k = 1, 2, 3 were obtained
using the same probabilistic techniques, whereas in [10, Theorem G] the formulae were obtained for
any k as a consequence of an algebraic and systematic treatment of the so-called sum rules.
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5. Weighted wagon-wheels and circular ladders
We ﬁnish this work by calculating the Kirchhoff index with respect to a non-negative value and
a weight for two types of networks that have some symmetries. The ﬁrst example is the so-called
wagon-wheel networkwith n 4 vertices. It is obtained attaching a vertex, say x0, to a weighted cycle
on n − 1 vertices, {x1, . . . , xn−1}, with uniform conductance c > 0. Moreover, the conductances of the
spoke edges are c(xi, x0) = a > 0 for any i = 1, . . . , n − 1, see Fig. 1.
Given ω0 ∈ (0, 1) and ω1 =
√
1−ω20
n−1 , consider ω ∈ Ω(V) the weight deﬁned as ω(x0) = ω0 and
as ω(xi) = ω1 for i = 1, . . . , n − 1. Then, qω(x0) = (n−1)a(ω1−ω0)ω0 and qω(xi) = a(ω0−ω1)ω1 for i =
1, . . . , n − 1.
Given λ 0we consider the potential q = qω + λ and the corresponding Schrödinger operatorLq.
In the sequel for the sake of simplicity,we omit thewords,with respect toλ andω and alsowe eliminate
the corresponding subscripts in the equilibrium measures and the capacities.
We can straightforwardly verify that
νx0(xk) = ω
2
1
aω0 + λω1 , 1 k n − 1 and cap(x0) =
(n − 1)ω31
aω0 + λω1 .
To get the other equilibrium measures we need to consider the First and Second order Chebyshev
Polynomials, that are given by the following recurrences
T0(x) = 1, T1(x) = x, Tm+2(x) = 2 x Tm+1(x) − Tm(x), m 0,
U−2(x) = −1, U−1(x) = 0, Um(x) = 2 x Um−1(x) − Um−2(x), m 0. (8)
Then, for any j = 1, . . . , n − 1, it is easy to check that the values of the equilibrium measure νxj are
given by:
νxj(xk) = ω1(a + λω0ω1)(aω0 + λω1)
(
Un−2(q¯) − Un−2−|k−j|(q¯) − U|k−j|−1(q¯))
2ca2ω0ω
2
1 (Tn−1(q¯) − 1) + λ(a + λω0ω1)(aω0 + λω1)Un−2(q¯)
and
νxj(x0) = ω0(aω0 + λω1)(a + λω0ω1)Un−2(q¯) − 2acω0ω
3
1 (Tn−1(q¯) − 1)
2ca2ω0ω
2
1 (Tn−1(q¯) − 1) + λ(a + λω0ω1)(aω0 + λω1)Un−2(q¯)
,
where q¯ = 1 + aω0+λω1
2c ω1
. Taking into account that
Lq(νxi)(x0) =
(
(n − 1)aω1
ω0
+ λ
)
νxi(x0) − a
n−1∑
k=1
νxi(xk) = ω0,
Fig. 1. Wagon-wheel on n = 13 vertices.
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for any i = 1, . . . , n − 1, we get that cap(xi) = (a+λω0ω1)aω0 νxi(x0) − ω0ω1a and hence
cap(xi) = (aω0 + λω1)(a + λω0ω1)Un−2(q¯) − 2cω
3
1 (a + ω0(aω0 + λω1)) (Tn−1(q¯) − 1)
2ca2ω0ω
2
1 (Tn−1(q¯) − 1) + λ(aω0 + λω1)(a + λω0ω1)Un−2(q¯)
which implies that
k(λ,ω) = ω
2
0cap(x0)
1 − λ cap(x0) + ω
2
1
n−1∑
i=1
cap(xi)
1 − λ cap(xi) =
ω20cap(x0)
1 − λ cap(x0) +
(n − 1)ω21cap(x1)
1 − λ cap(x1)
= (n − 1)ω
3
1ω0
a + λω0ω1 +
(n − 1)Un−2(q¯)
2c (Tn−1(q¯) − 1) −
(n − 1)ω31 (a + ω0(aω0 + λω1))
(aω0 + λω1)(a + λω0ω1)
= (n − 1)Un−2(q¯)
2c (Tn−1(q¯) − 1) −
(n − 1)aω31
(a + λω0ω1)(aω0 + λω1) .
We can obtain an alternative expression for the Kirchhoff index taking into account that T ′m(x) =
mUm−1(x) for anym 0. Thus,
T ′n−1(q¯)
2c [Tn−1(q¯) − 1] =
1
2c
n−2∑
l=0
1[
q¯ − cos
(
2lπ
n−1
)]
= ω1
aω0 + λω1 +
n−2∑
l=1
ω1
aω0 + λω1 + 2cω1
[
1 − cos
(
2lπ
n−1
)] ,
since
{
cos
(
2lπ
n−1
)}n−2
l=0 are the roots of the polynomial Tn−1(x) − 1. Therefore,
k(λ,ω) = ω0ω1
a + λω0ω1 +
n−2∑
l=1
ω1
aω0 + λω1 + 2cω1
[
1 − cos
(
2lπ
n−1
)] .
The above identity was obtained for some of the authors in [3] for the case ω0 = ω1 and λ = 0 and
also in [9] by using the eigenvalues of the combinatorial Laplacian. In any case, the reader can verify
that the non-null eigenvalues of the matrix
Lqω =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(n−1)aω1
ω0
−a −a −a · · · −a −a
−a 2c + aω0
ω1
−c 0 · · · 0 −c
−a −c 2c + aω0
ω1
−c · · · 0 0
...
...
...
...
...
...
...
−a 0 0 −c · · · 2c + aω0
ω1
−c
−a −c 0 0 · · · −c 2c + aω0
ω1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
are λ1 = aω0ω1 , λj = aω0ω1 + 2c
[
1 − cos
(
2lπ
n−1
)]
, for any j = 2, . . . , n − 1.
Finally, we get nice expressions for the effective resistance between any pair of vertices from the
expressions of the equilibrium measures
R(xi, xj) = Un−2(q¯) − Un−2−|i−j|(q¯) − U|i−j|−1(q¯)
c ω21 (Tn−1(q¯) − 1)
, 1 i, j n − 1,
R(xi, x0) = Un−2(q¯)
2cω21 (Tn−1(q¯) − 1)
+ λω
2
1
ω0(a + λω0ω1)(aω0 + λω1) , 1 i n − 1.
The second example we consider is the circular ladder, CLn; that is, the network K2 × Cn, where
K2 is the complete graph on two vertices and Cn is the n-cycle. It can therefore be viewed formed by
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Fig. 2. Circular ladder on n = 24 vertices.
connecting two concentric cycle graphs along spokes. We denote the vertex set of the circular ladder
by V = {x1, . . . , xn, y1, . . . , yn} and we consider the conductance given by
c(xn, x1) = c(yn, y1) = c(xi, xi+1) = c(yi, yi+1) = c, if i = 1, . . . , n − 1,
c(xi, yi) = a, if i = 1, . . . , n;
see Fig. 2. Let ω ∈ Ω(V) be the constant weight given by ω(xi) = ω(yi) = 1√
2n
and for any λ≥ 0
consider the Schrödinger operatorLλ. First we analyze the standard case λ = 0. It can be checked that
the values of the equilibrium measures are given by
νxk(xi) = νyk(yi)
=
√
2n
4c
( |i − k|(n − |i − k|)
n
+ Un−1(q¯) − Un−1−|i−k|(q¯) − U|i−k|−1(q¯)
Tn(q¯) − 1
)
,
νxk(yi) = νyk(xi)
=
√
2n
4c
( |i − k|(n − |i − k|)
n
+ Un−1(q¯) + Un−1−|i−k|(q¯) + U|i−k|−1(q¯)
Tn(q¯) − 1
)
,
where q¯ = 1 + a
c
. Hence cap(xi) = n2−112c + nUn−1(q¯)2c(Tn(q¯)−1) and moreover
k = 1
2n
2n∑
k=1
cap(xk) = cap(x1) = n
2 − 1
12c
+ nUn−1(q¯)
2c (Tn(q¯) − 1)
= n
2 − 1
12c
+ 1
2a
+
n−1∑
l=1
1
2a + 2c
(
1 − cos
(
2lπ
n
))
=
n−1∑
l=1
1
2c
(
1 − cos
(
2lπ
n
)) + 1
2a
+
n−1∑
l=1
1
2a + 2c
(
1 − cos
(
2lπ
n
))
formula that can be easily obtained bearing in mind that the eigenvalues of the product network are
the sum of the eigenvalues of the factors.
Finally, the formula for the effective resistance between any pair of nodes is given by
R(xi, xk) = R(yi, yk)
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= 1
2c
( |i − k|(n − |i − k|)
n
+ Un−1(q¯) − Un−1−|i−k|(q¯) − U|i−k|−1(q¯)
Tn(q¯) − 1
)
,
R(xi, yk) = 1
2c
( |i − k|(n − |i − k|)
n
+ Un−1(q¯) + Un−1−|i−k|(q¯) + U|i−k|−1(q¯)
Tn(q¯) − 1
)
for any i, k = 1, . . . , n.
Consider nowλ > 0. Then, for any k = 1, . . . , n, it is easy to check that the values of the equilibrium
measures νxk and νyk are given by
νxk(xi) = νyk(yi) = 1√
2nλ
((
Un−1(qˆ) − Un−1−|k−i|(qˆ) − U|k−i|−1(qˆ)) (Tn(q¯) − 1)
Un−1(qˆ) (Tn(q¯) − 1) + (Tn(qˆ) − 1)Un−1(q¯)
)
− 1√
2nλ
((
Un−1(q¯) − Un−1−|k−i|(q¯) − U|k−i|−1(q¯)) (Tn(qˆ) − 1)
Un−1(qˆ) (Tn(q¯) − 1) + (Tn(qˆ) − 1)Un−1(q¯)
)
,
νxk(yi) = νyk(xi) = 1√
2nλ
((
Un−1(qˆ) − Un−1−|k−i|(qˆ) − U|k−i|−1(q)) (Tn(q¯) − 1)
Un−1(qˆ) (Tn(q¯) − 1) + (Tn(qˆ) − 1)Un−1(q¯)
)
+ 1√
2nλ
((
Un−1(q¯) + Un−1−|k−i|(q¯) + U|k−i|−1(q¯)) (Tn(qˆ) − 1)
Un−1(qˆ) (Tn(q¯) − 1) + (Tn(qˆ) − 1)Un−1(q¯)
)
for any i = 1, . . . , n, where qˆ = 1 + λ
2c
and q¯ = 1 + 2a+λ
2c
. Moreover,
cap(yk) = cap(xk) = (Tn(q¯) − 1)
(
nλUn−1(qˆ) − c (Tn(qˆ) − 1))
nλ2
(
Un−1(qˆ) (Tn(q¯) − 1) + Un−1(q¯) (Tn(qˆ) − 1))
+
(
Tn(qˆ) − 1) (nλUn−1(q¯) − c (Tn(q¯) − 1))
nλ2
(
Un−1(qˆ) (Tn(q¯) − 1) + Un−1(q¯) (Tn(qˆ) − 1)) ,
which implies that
k(λ) = 1
2n
n∑
k=1
[
cap(xk)
1 − λcap(xk) +
cap(yk)
1 − λcap(yk)
]
= 1
n
n∑
k=1
cap(xk)
1 − λcap(xk)
= nUn−1(qˆ)
2c
(
Tn(qˆ) − 1) +
nUn−1(q¯)
2c (Tn(q¯) − 1) −
1
λ
= 1
2a + λ +
n−1∑
l=1
⎛⎝ 1
2a + λ + 2c
[
1 − cos
(
2lπ
n
)] + 1
λ + 2c
[
1 − cos
(
2lπ
n
)]
⎞⎠ .
Finally, the formulae for the effective resistance between any pair of nodes are given by
R(xi, xk) = R(xi, yk) = n
(
Un−1(qˆ) − Un−1−|i−k|(qˆ) − U|i−k|−1(qˆ))
c
(
Tn(qˆ) − 1)
+n
(
Un−1(q¯) − Un−1−|i−k|(q¯) − U|i−k|−1(q¯))
c (Tn(q¯) − 1) ,
R(yi, yk) = n
(
Un−1(qˆ) − Un−1−|i−k|(qˆ) − U|i−k|−1(qˆ))
c
(
Tn(qˆ) − 1)
+n
(
Un−1(q¯) + Un−1−|i−k|(q¯) + U|i−k|−1(q¯))
c (Tn(q¯) − 1) .
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