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ABSTRAK 
 
 Fluktuasi harga saham membuat investors cenderung ragu untuk 
menanamkan modalnya di pasar modal. Keraguan tersebut terjadi karena 
situasi yang yang tidak pasti di waktu yang akan datang. Hal lain yang 
membuat investor ragu untuk menanamkan modalnya adalah soal resiko 
kerugian. Salah satu metode yang dapat mengatasi masalah tersebut 
adalah dengan menggunakan peramalan mengenai harga saham di masa 
yang akan datang. Penggunaan peramalan dapat menghasilkan hasil 
ramalan yang dapat digunakan sebagai acuan untuk mengambil 
keputusan, sehingga resiko kerugian dapat diminimalkan, selain itu 
peramalan mengenai indeks harga saham dapat membantu investor 
dalam menentukan pilihan yang tepat dalam berinvestasi di pasar modal. 
Tujuan yang ingin dicapai dalam penelitian ini adalah untuk 
mendapatkan model dan hasil peramalan dari Indeks Harga Saham di 
bidang Properti, Real estate, dan Kontruksi. Metode peramalan yang 
dapat digunakan untuk meramalkan indeks harga saham salah satunya 
adalah menggunakan Autoregresive Integrated Moving Average 
(ARIMA). Model peramalan terbaik yaitu ARIMA ([2],1,[2]) dengan 
model 2321 641,0762,0762,0   tttttt ZZZZ  . Hasil ramalan 
Indeks Harga Saham JKPROP memiliki rata-rata sebesar Rp. 516,92 
dengan nilai terendah sebesar Rp. 516,38 dan nilai tertinggi sebesar Rp. 
517,57. 
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ABSTRACT 
 
Stock price fluctuations make investors tend to hesitate to invest in stock 
markets. These doubts arise because of an uncertain situation in the 
future. Another thing that makes investors hesitate to invest is abaut the 
risk of loss. One method that can solve these problems is to use 
forecasting about the stock prices in the future. The forecasting can yield 
prediction results that can be used as a reference for making decisions, 
so the risk of loss can be minimized, besides the forecasting of the stock 
price index can help investors in decide the right choice of investment in 
the stock market. The objective of this research is to get best model and 
result of forecast from Stock Price Index in Property, Real Estate, and 
Construction. One of forecasting method that can be used to forecast 
stock price index is Autoregresive Integrated Moving Average 
(ARIMA). The best forecasting model is ARIMA ([2],1,[2]) with the 
model 2tt3t2t1tt 641,0Z762,0Z762,0ZZ    . The 
JKPROP stock price forecast has an average of Rp. 516.92 with the 
lowest value of Rp. 516.38 and the highest value of Rp. 517.57. 
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1.1. Latar Belakang 
Salah satu program Nawacita dari pemerintahan Presiden 
Jokowi Widodo periode 2014-2019 yang menjadi fokus utama 
adalah pembangunan di sektor Properti, Real Estate, dan 
Kontruksi. Program tersebut memiliki proyek-proyek berskala 
besar diantaranya proyek satu juta rumah, 52 proyek jalan tol, 19 
proyek kereta api, dan 17 proyek bandara, dan 13 proyek 
pelabuhan. Selain dikeluarkan program unggulan dikeluarkan 
juga kebijakan yang mendukung program tersebut yaitu 
dikeluarkan banyak paket kebijakan ekonomi, diantaranya di 
bidang regulasi dilakukan pemangkasan perijinan yang 
mempermudah dan mempercepat pembangunan nasional. Salah 
satu perijinan yang tertuang di dalam  PERPRES No. 75 tahun 
2014 dan PERPRES No. 3 tahun 2016 yang berisi tentang 
percepatan infrastruktur dan bertujuan untuk menstimulus 
perkembangan perusahaan pengembang baik nasional maupun 
swasta. Di bidang finansial dilakukan penurunan tingkat suku 
bunga dan diberikan suntikan dana hingga 317,1 Triliun Rupiah 
(Anonim1, 2016). 
Proyek berskala besar dan didukung oleh kebijakan 
pemerintah membuat sektor Properti, Real Estate, dan Kontruksi 
menjadi pilihan menarik untuk berinvestasi. Indeks Harga Saham 
di sektor Properti, Real Estate, dan Kontruksi mengalami 
kenaikan hingga 50,77% dari tahun 2014 yang berkisar Rp. 
343,42 hingga pada tahun 2016 yang berkisar Rp. 517,79. Total 
kapitalis pasar atau harga yang diperlukan untuk membeli seluruh 
perusahaan dari indeks harga saham sektoral di sektor Properti, 
Real Estate, dan Kontruksi hingga akhir tahun 2016 adalah 
sebesar 454,189 Bilion Rupiah dengan total volume saham yang 
diperdagangkan mencapai 65.604.595 lembar saham dan total 
frekuensi perdagangan saham mencapai 1.048.864 kali, serta total 
2 
laba bersih yang didapatkan dari indeks harga saham sektoral di 
bidang properti, real estate, dan kontruksi mencapai 114 Bilion 
Rupiah (Anonim2, 2016).  
Fluktuasi harga saham membuat investors cenderung ragu 
untuk menanamkan modalnya di pasar modal. Keraguan tersebut 
terjadi karena situasi yang yang tidak pasti di masa yang akan 
datang. Hal lain yang membuat investor ragu untuk menanamkan 
modalnya di pasar modal adalah soal resiko kerugian. Salah satu 
metode yang dapat mengatasi masalah tersebut adalah dengan 
menggunakan peramalan mengenai harga saham di masa yang 
akan datang. Penggunaan peramalan dapat menghasilkan hasil 
ramalan yang dapat digunakan sebagai acuan untuk mengambil 
keputusan, sehingga resiko kerugian dapat diminimalkan, selain 
itu peramalan mengenai indeks harga saham dapat membantu 
investor dalam menentukan pilihan yang tepat dalam investasi di 
pasar modal. 
Metode peramalan yang dapat digunakan untuk meramalkan 
indeks harga saham salah satunya adalah menggunakan 
Autoregresive Integrated Moving Average (ARIMA). Beberapa 
penelitian sebelumnya yang berkaitan dengan peramalan saham 
yaitu penelitian dari Dewi (2014) yang meneliti tentang 
peramalan indeks harga saham di indonesia dan dunia dengan 
model univariate dan multivariate time series yang menyatakan 
bahwa indeks harga saham Amerika mempengaruhi semua indeks 
harga saham negara lain namun tidak dipengaruhi oleh indeks 
harga saham manapun. Selanjutnya penelitian dari Rahadi (2010) 
tentang peramalan indeks harga saham menggunakan metode 
intervensi menghasilkan kesimpulan bahwa dengan adanya krisis 
global memberikan efek terhadap indeks harga saham Timah 








1.2. Perumusan Masalah 
 Fluktuasi harga saham membuat investors cenderung ragu 
untuk menanamkan modalnya di pasar modal. Keraguan tersebut 
terjadi karena situasi yang yang tidak pasti di waktu yang akan 
datang. Hal lain yang membuat investor ragu untuk menanamkan 
modalnya di pasar modal adalah soal resiko kerugian akibat nilai 
sahamnya lebih kecil dari harga beli. 
1.3. Tujuan Penelitian 
 Berdasarkan rumusan masalah tersebut, maka tujuan yang 
ingin dicapai dalam penelitian ini adalah mendapatkan model 
peramalan dari Indeks Harga Saham di sektor Properti, Real 
estate. 
1.4. Batasan Masalah 
Saham yang akan dianalisis pada penelitian ini adalah 
Indeks Harga Saham sektoral di bidang Properti, Real Estate, 
dan Kontruksi. Ketiga bidang tersebut merupakan satu sektor 
yang memiliki kode saham yakni JKPROP. Indeks Harga 
Saham yang dipilih adalah berdasarkan acuan harga 
penutupan harian, dan data diambil dari awal bulan Maret 
2016 hingga akhir bulan Februari 2017.  
1.5. Manfaat Penelitian 
 Manfaat dari hasil peramalan Indeks Harga Saham di sektor 
Properti, Real Estate, dan Properti yakni: 
1. Mendapatkan hasil ramalan mengenai Indek Harga Saham di 
masa yang akan datang. 
2. Rekomendasi dalam proses pembelian maupun penjualan 




















Pada bab ini akan dibahas mengenai teori-teori yang 
menunjang dalam penerapan metode peramalan menggunakan 
ARIMA yang bertujuan untuk mencapai tujuan penelitian dalam 
penulisan tugas akhir ini. Berikut akan dijelaskan prinsip-prinsip 
dari metode tersebut. 
2.1 Analisis Time Series 
Analisis time series adalah suatu rangkaian yang tersusun 
dari beberapa pengamatan dan terdiri berdasarkan waktu, 
terutama pada interval waktu yang tetap (Wei, 2006).  
2.1.1 ARIMA Box-Jenkins 
Model-model Autoregresive Integrated Moving Average 
(ARIMA) merupakan salah satu dari model time series yang 
diperkenalkan oleh Box dan Jenkins (1976). Box dan Jenkins 
merangkum tiga prinsip dasar dalam ARIMA yakni identifikasi, 
penaksiran, dan pengujian, serta penerapan  (Makridakis, 
Wheelwright, & McGee, 1999). Model ARIMA terdiri dari unsur 
Autoregressive (AR) dan Moving Average (MA). Kombinasi dari 
model AR dan MA menghasilkan model Autoregresive Moving 
Average (ARMA), sedangkan model Autoregresive Integrated 
Moving Average (ARIMA) adalah model yang berisi unsur 
differencing. 
2.1.2 Identifikasi Model 
Identifikasi model diketahui melalui fungsi autokorelasi 
(ACF) dan fungsi autokorelasi parsial (PACF). Pendugaan model 
dilakukan dengan memperhatikan kestasioneran data dalam mean 





a. Stasioneritas Data 
Analisis time series memiliki syarat yakni datanya harus 
stasioner dalam mean dan stasioner dalam varians. Pemeriksa 
kestasioneran dapat menggunakan plot data time series antara 
nilai Zt dengan waktu t. jika plot time series berfluktuasi di sekitar 
garis yang sejajar dengan sumbu waktu (t) maka dikatakan deret 
stasioner dalam mean.  Dalam time series ada kemungkinan data 
tersebut tidak stasioner baik dalam mean maupun varians. Hal ini 
dikarenakan mean tidak konstan atau variansnya tidak konstan 
sehingga untuk menghilangkan ketidakstasioneran terhadap mean, 
maka menggunakan metode pembedaan atau differencing. 
Metode differencing terdapat pada persamaan 2.1 dengan Zt 
merupakan nilai series setelah dilakukan differencing (Makridakis, 
Wheelwright, & McGee, 1999). 
1 ttt ZZZ    (2.1) 
Sedangkan untuk mengatasi ketidakstasioneran dalam 
varians, dapat dilakukan transformasi data. Transformasi yang 
umum digunakan adalah tranformasi Box-cox. Persamaan umum 













ZT    (2.2) 
dimana nilai   merupakan parameter transformasi.  Nilai 
estimasi   didapatkan dengan metode kemungkinan maksimun 





Lmaks    (2.3) 
Tabel 2.1 menunjukan rumus tranformasi Box-Cox 








Tabel 2.1. Tranformasi Box-Cox 
Nilai Estimasi   Transformasi 
-1,0 1/Zt 
-0,5 tZ/1  
0 Ln Zt 
0,5 tZ  
1 Zt 
b. Fungsi ACF dan PACF 
 Fungsi Autokorelasi (ACF) adalah hubungan linier antara 
Zt dengan Zt+k pada suatu data time series. Pada data yang telah 
stasioner memiliki nilai rata-rata µ dan varians σ2 yang konstan. 
ACF digunakan untuk memeriksa stasioneritas dalam mean, 



























dengan 4/nk  . Pengidentifikasian lainnya adalah fungsi 
autokorelasi parsial digunakan untuk menunjukkan besarnya 
hubungan antara nilai suatu variabel saat ini dengan sebelumnya 
dari variabel yang sama dengan menganggap pengaruh dari 
semua keterlambatan waktu lain adalah konstan. Fungsi 
autokorelasi parsial (PACF) merupakan suatu fungsi untuk 
mengukur keeratan hubungan antara Zt dengan Zt+k setelah 
dependensi antar variabel Zt+1, Zt+2, …, Zt+k-1 dihilangkan yang 























   (2.5) 
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dimana  
kjjkkkkkjjk ,...,2,1, 1,1,1,1     
  
(2.6) 
Pengidentifikasian model ARIMA dapat dilakukan dengan 
melihat plot time series, plot ACF dan PACF. Plot ACF dan 
PACF digunakan untuk menentukan orde p dan q dari model 
ARIMA. Secara teoritis, bentuk-bentuk plot ACF dan PACF dari 
model ARIMA terdapat pada Tabel 2.2. 
Tabel 2.2. Identifikasi Model ARIMA 
Model ACF PACF 
MA(q) 
Turun cepat setelah lag 
ke q. 
Turun Eksponensial  
AR(p) Turun Eksponensial. 




Turun cepat setelah lag 
ke q. 
Turun cepat setelah lag 
ke p. 
ARMA(P,Q) Turun Eksponensial. Turun Eksponensial. 
Model Autoregressive (AR) menunjukkan adanya hubungan 
antara suatu nilai pada waktu sekarang Zt dengan nilai pada waktu 
sebelumnya Zt-k dimana k=1,2,3,....n dengan   adalah koefisien 
model AR dan ta  adalah residual pada waktu ke t. Model 
Autoregressive orde p, dapat ditulis AR(p) secara matematis 
memiliki persamaan dalam persamaan 2.7. 
tptpttt aZZZZ    2211
 
 (2.7) 
Model Moving Average (MA) menunjukkan adanya 
hubungan antara nilai pada waktu sekarang Zt dengan nilai 
residual pada waktu sebelum at-k, t  adalah koefisien yang 
bernilai -1 hingga 1. Model moving average orde q yang ditulis 
MA(q) secara matematis memiliki bentuk yang ditampilkan 
dalam persamaan 2.8. 




Model  Autoregresive Moving Average (ARMA) (p,q) 
merupakan  gabungan dari pola model AR dan pola model MA. 
Dalam model ARMA (p,q), p  adalah koefisien model AR, B 
adalah perbedaan orde ke-d, p  adalah koefisien model MA, 
sedangkan  ta  adalah residual pada waktu ke t. Model ARMA 
ditunjukan pada persamaan 2.9  (Wei, 2006). 
tqtp aBZB )()(      (2.9) 
dimana 
p
pp BBB   11)(   (2.10) 
dan 
q
qq BBB   11)(   (2.11) 
Model Autoregresive Integrated Moving Average (ARIMA) 
merupakan model time series yang tidak stasioner terhadap mean 
dan memerlukan proses differencing agar stasioner. Pemodelan 
series (1-B)d Zt perlu ditambahkan ke dalam model umum ARMA 
(p,q) sehingga mengikuti proses stasioner ARIMA (p,d,q). Zt, 
adalah nilai pada waktu sekarang, p  adalah koefisien model AR, 
B adalah perbedaan orde ke-d, p  adalah koefisien model MA, 
sedangkan ta  adalah residual pada waktu ke t. Model ARIMA 
(p,d,q) ditunjukan oleh persamaan 2.12. 
tqt
d
p aBZBB )()1)((     (2.12) 
2.1.3 Estimasi dan Pengujian Parameter  
Estimasi parameter menggunakan metode conditional least 
square (CLS), dan pengujian parameter menggunakan statistik uji 
t. 
A. Estimasi Parameter 
Metode penaksiran parameter yang dapat digunakan adalah 
conditional least square (CLS). Metode ini bekerja dengan 
membuat error yang tidak diketahui sama dengan nol dan 
10 
meminimumkan jumlah kuadrat error (SSE) (Cryer & Chan, 
2008). 
i. Model AR 
Penaksiran parameter model AR menggunakan metode CLS 
adalah sebagai berikut. 
 ttt aZZ   )( 1   (2.13) 









1 )]()[(),(   (2.14) 
 Sesuai dengan metode least square nilai   dan   didapat 
dengan meminimalkan ),( S  yang diamati dari 
tZZZZ ,,,, 321  .  Kemudian persamaan  /S disamakan 










































              
(2.16) 
untuk n yang besar maka persamaan 2.16 disederhanakan menjadi 
persamaan 2.17








                                  
(2.17) 
berdasarkan persamaan 2.17 didapatkan Zˆ .  Kemudian 
 /S  diminimalkan dengan memperhatikan nilai    yakni 


















    
(2.18)
 
persamaan tersebut disamakan dengan nol maka didapatkan nilai 




























ˆ  (2.19) 
ii. Model MA 
Penaksiran parameter model MA menggunakan metode CLS 
yakni dengan menyamakan a0=0 sehingga dapat menemukan nilai 
 . Sebagai contoh estimasi parameter pada model MA(1) adalah 
sebagai berikut. 
1ttt aaZ  
   
(2.20) 
dengan menggunakan persamaan 2.20, a1,a2,...,an dapat dihitung 
secara rekursif jika memiliki nilai awal a0. 
 Pendekatan yang umum adalah menetapkan a0 = 0, dan 

























                  
(2.21) 
dan dengan demikian menghitung 
2
][)(  tc aS  , bersyarat 
pada a0 = 0, untuk nilai tunggal yang diberikan pada θ. 
 Sedangkan untuk kasus sederhana dari satu parameter 
yakni dengan melakukan pencarian grid di atas kisaran yang 
dapat dibalik (-1, + 1) untuk θ untuk menemukan jumlah kuadrat 
minimum. Model MA (q) yang lebih umum dapat dicari dengan 
algoritma optimasi numerik, seperti Gauss-Newton atau Nelder 






b. Pengujian Parameter 
Pengujian signifikansi parameter   dan   menggunakan 
statistik uji t yang dibandingkan dengan nilai tabel 
)(;2/ pnn
t  . 
Pengujian untuk signifikansi parameter AR  adalah sebagai 
berikut: 
Hipotesis: 
H0   :   = 0 (Parameter model AR tidak signifikan) 
H1   :   ≠ 0 (Parameter model AR signifikan) 













































    (2.24) 
Jika ditetapkan tingkat signifikan α, maka H0 ditolak jika ǀthitungǀ > 
)(;2/ pnn
t  atau P-value < α . 
Sedangkan pengujian untuk parameter MA dengan hipotesis, 
Hipotesis  
H0  :   = 0 (Parameter model MA tidak signifikan) 




















































    (2.27) 
 
 Jika ditetapkan tingkat signifikan α, maka H0 ditolak jika 
ǀthitungǀ > )(;2/ pnnt  atau P-value < α, dimana n adalah banyaknya 
observasi, np adalah jumlah parameter dari model AR yang 
ditaksir   atau MA yang ditaksir  (Wei, 2006). 
2.1.4 Asumsi Residual 
Pada tahap ini dilakukan pengujian tentang asumsi residual 
untuk model ARIMA yakni meliputi asumsi residual white noise 
dan distribusi normal. 
a. Uji Residual White Noise 
Pengujian residual white noise menggunakan uji Ljung & 
Box dilakukan untuk mengetahui apakah varians bernilai konstan 
atau tidak. Bertujuan untuk menguji apakah residual memenuhi 
asumsi white noise dengan statistik uji yang diberikan oleh Ljung 
& Box (Wei W. , 2006) menggunakan hipotesis sebagai berikut: 
H0  : 021  n   (Residual white noise) 
H1  : Minimal ada satu 0k  untuk k = 1,2,...,n (Residual tidak 
white noise) 








21 ˆ)()2(         (2.28) 
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Jika ditetapkan tingkat signifikan α, maka H0 ditolak jika nilai Q > 
χ2(α;k-p-q) atau P-value < α. 
dimana  : 
n   = Jumlah observasi. 
p   = Banyaknya parameter model AR. 
q   = Banyaknya parameter model MA. 
kˆ = Taksiran autokorelasi residual lag k. 
k   = Lag maksimum. 
b. Uji Residual Distribusi Normal 
Pengujian residual distribusi normal menggunakan uji 
Kolmogorov-Smirnov. Uji Kolmogorov-Smirnov memiliki dua 
fungsi distribusi kumulatif yaitu F0(ei) sebagai fungsi distribusi 
normal dan S(x) sebagai fungsi distribusi empiris (Daniel, 
Statistik Nonparametrik, 1989). 
Hipotesis: 
H0 : F(α i)= F0(α i) , untuk semua nilai α  
H1 : F(α i) ≠ F0 (α i) , untuk sekurang-kurangnya sebuah nilai α 
Statistik Uji  : 




    (2.29) 
Jika ditetapkan tingkat signifikan α, maka H0 ditolak jika nilai D ≥ 
D(n;1-α) atau P-value < α. 
dimana : 
S(α i)  : Fungsi peluang kumulatif dari residual. 
F0(α i)  : Fungsi peluang kumulatif dari distribusi normal. 




  : Nilai maksimum dari harga mutlak. 
2.1.5 Pemilihan Model Terbaik 
 Model prediksi ARIMA (p,d,q) memberikan hasil 
peramalan yang berbeda-beda. Untuk itulah perlu dipilih salah 
satu model yang terbaik, yaitu model yang memberikan tingkat 
akurasi yang baik. Ada beberapa kriteria pemilihan model terbaik, 




sebenarnya dengan nilai peramalannya, di mana perbedaan nilai 
tersebut sering disebut residual. Salah satu teknik untuk 
mengevaluasi teknik peramalan adalah menggunakan Root Mean 
Square Error (RMSE) yang berada pada persamaan 2.30 (Hadi, 











   (2.30) 
dengan : 
n  : Banyak data observasi. 
Zt : Nilai aktual. 
tZˆ  : Nilai ramalan. 
Pemilihan model terbaik dilakukan dengan memilih nilai 
RMSE terkecil dari dugaan model yang didapat. 
2.1.6 Peramalan 
 Tahap selanjutnya dalam ARIMA adalah melakukan 
peramalan di periode mendatang. Peramalan adalah suatu teknik 
untuk memprediksi atau menduga kapan suatu peristiwa akan 
terjadi atau timbul, sehingga tindakan yang tepat dapat dilakukan. 
Teknik peramalan dibagi menjadi dua kategori yakni metode 
kuantitatif dan metode kualitatif. Metode kuantitatif dapat dibagi 
ke dalam deret berkala (time series) dan metode kausal, 
sedangkan metode kualitatif atau teknologis dapat dibagi menjadi 
metode eksploratoris dan normatif (Makridakis, Wheelwright, & 









2.2 Indeks Harga Saham JKPROP 
Indek Harga Saham JKPROP adalah kepanjangan Indeks 
Harga Saham di sektor Properti, Real Estate, dan Kontruksi yang 
merupakan salah satu dari kesepuluh sektor pembentuk Indek 
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Harga Saham Gabungan (IHSG). Kesembilan sektor yang lain 
yakni sektor Pertanian, Pertambangan, Industri Dasar, Aneka 
Industri, Barang Konsumsi, Infrastruktur, Keuangan, 
Perdagangan dan Jasa, dan Manufatur. Indeks sektor properti, real 
estate, dan kontruksi (JKPROP) hingga tahun 2016 terdiri dari 63 
perusahaan yang go public yang terdiri dari empat perusahaan 
BUMN dan 59 sisanya adalah perusahaan swasta. 
Indeks Harga Saham Sektoral adalah indikator atau cerminan 
pergerakan harga saham di sektor tertentu. Indeks merupakan 
salah satu pedoman bagi investor untuk melakukan investasi di 
pasar modal, khususnya saham. Perhitungan indeks memiliki 




Indeks   (2.32) 
Nilai pasar adalah kumulatif jumlah saham tercatat dikali 
harga pasar. Nilai pasar juga disebut Kapitalis Pasar. Nilai dasar 
adalah kumulatif jumlah saham pada hari dasar dikali dengan 
harga pada saat hari dasar. 
nnii qpqpqpqppasarNilai  2211       (2.33) 
dimana 
p : Closing Price untuk emitem (perusahaan) ke i. 
q : Jumlah saham yang tercatat untuk emitem ke i. 








3.1 Variabel Penelitian 
Variabel penelitian yang digunakan dalam membentuk 
model adalah Indeks Harga Saham di sektor Properti, Real Estate, 
dan Kontruksi dengan kode saham JKPROP. Sumber data berasal 
dari Bursa Efek Indonesia yang tersedia di yahoo finance dengan 
link https://finance.yahoo.com/quote/%5EJKPROP/history?p=% 
5EJKPROP dengan surat pernyataan keaslian data dapat dilihat 
pada Lampiran 12. Data yang diambil adalah indeks harga saham 
penutupan (closing price) yang dimulai dari 1 Maret 2016 hingga 
28 Februari 2017 selama hari kerja. Struktur data dari variabel 
penelitian ditampilkan pada Tabel 3.1 dimana Zt  adalah nilai 
indeks saham harian. 
Tabel 3.1Variabel Penelitian 
T Tanggal JKPROP  
1 1/3/2016 Z1 
2 2/3/2016 Z2 
. . . 
122 31/8/2016 Z122 
123 1/9/2016 Z123 
. . . 
245 24/2/2017 Z245 
246 28/2/2017 Z246 
3.2 Metode Analisis 
Metode analisis yang digunakan untuk menjawab tujuan 
penelitian adalah metode paramalan ARIMA. Adapun langkah-
langkah yang dilakukan dalam penelitian ini adalah sebagai 
berikut. 
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1. Membuat deskripsi data Indeks Harga Saham JKPROP. 
2. Membagi data Indeks Harga Saham JKPROP (Sektor 
Properti, Real Estate, dan Kontruksi) menjadi dua yakni in 
sampel dan out sampel. In sampel sebanyak 234 yakni dari 
1 Maret 2016 hingga 10 Februari 2017 dan out sampel 
sebanyak 12 yakni dari 13 Februari hingga 28 Februari 
2017. 
3. Memeriksa kestasioneran data in sampel dan mengatasi 
ketidakstasioneran data in sampel. 
4. Menduga model ARIMA yang akan digunakan dengan 
menggunakan plot ACF dan PACF pada data in sampel 
yang telah stasioner. 
5. Melakukan penaksiran parameter terhadap model yang 
didapat dari data in sampel.  
6. Melakukan uji signifikansi parameter dari model data in 
sampel. 
7. Melakukan uji asumsi residual pada model data in sampel. 
8. Memilih model terbaik dengan memilih RMSE terkecil. 
9. Meramalkan data Indeks Harga Saham di bidang Properti, 
Real Estate, dan Kontruksi berdasarkan model terbaiknya. 
10. Mengintrepretasikan hasil peramalan Indeks Harga Saham 
di bidang Properti, Real Estate, dan Kontruksi berdasarkan 
model terbaiknya. 





































Gambar 3.1 Diagram Alir Langkah Analisis 
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Peramalan Data Saham 






ANALISIS DAN PEMBAHASAN 
 
 Bagian ini berisi analisis dan pembahasan mengenai 
peramalan indeks harga saham di sektor Properti, Real Estate, dan 
Kontruksi dengan kode saham JKPROP. Analisis meliputi 
statistika deskriptif untuk mengetahui karakteristik data dan 
peramalan penggunakan metode ARIMA Box-Jenkins. Model 
terbaik akan dipilih berdasarkan kriteria kebaikan model yakni 
Root Mean Square Error (RMSE). Peramalan Indeks Harga 
Saham JKPROP dilakukan selama 12 hari di bulan Maret 2017. 
4.1 Deskripsi Indeks Harga Saham JKPROP 
Hasil statistika deskriptif data Indeks Harga Saham JKPROP 
berdasarkan output di Lampiran 3. Indeks Harga Saham JKPROP 
tercatat pada Bursa Efek Indonesia mengalami nilai indeks 
tertinggi pada angka Rp. 598,95 sedangkan selama Maret 2016 
hingga Februari 2017 tercatat memiliki indeks terendah pada 
angka Rp. 478,19 dengan rata-rata indeks harga saham sebesar Rp. 
531,89. 
 Gambar 4.1 berdasarkan data pada Lampiran 1 menunjukan 
perubahan Indeks Harga Saham JKPROP yakni pada awal Maret 
2016 memiliki indeks Rp. 478,35 dan terus mengalami tren naik 
hal ini juga dipicu dengan adanya paket kebijakan V yang berisi 
menghilangkan pajak berganda dana investasi real estate, dan 
properti. Tren kenaikan terus berlanjut hingga Agustus 2016 
yakni pada angka Rp. 598,95. Berdasarkan informasi dari analisis 
Mandiri Sekuritas kenaikan didorong oleh saham emitem properti 
berskala besar yakni Ciputra Development (CTRA), Alam Sutra 
Realty (ASRI), Summarecon Agung (SMRA), Lippo Cikarang 
(LPCK), Bumi Serpong Damai (BSDE), Modernland (MDLN), 
dan Pakuwon Jati (PWON). 
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 Setelah indeks harga saham JKPROP mengalami titik 
tertinggi pada bulan Agustus 2016 lalu mulai mengalami 
penurunan pada September 2016 tepatnya pada tanggal 13 
September 2016 yakni mengalami penurunan hingga 13 point, 
penurunan ini juga bertepatan dengan hari raya Idul Adha pada 
tanggal 12 September 2016. Penurunan lainnya terjadi pada selasa 
13 Desember 2016 yakni mengalami penurunan sebesar 10 point, 
penurunan ini juga bertepatan dengan hari libur nasional yakni 
Maulid Nabi, namun menjelang tahun baru 2017 terdapat 
peningkatan nilai indeks yang cukup signifikan sebesar 13 point 
pada selasa 13 Desember 2017. Secara keseluruan terjadi tren 
penurunan pada September hingga akhir tahun 2016. Pada bulan 
Januari dan Februari Indek Harga Saham JKPROP berada pada 
kisaran Rp. 512,83 hingga Rp. 528,71 dengan perubahan harga 
terendah sebesar 0,23 point, terbesar yaitu sebesar 5,31 point, dan 
secara rata-rata memiliki perubahan harga sebesar 2,48 point. Hal 
ini menunjukan bahwa pada bulan Januari hingga Februari 2017 
menunjukan tren yang cukup stabil  (Anonim2, 2016). 
4.2 Pemodelan Indeks Harga Saham JKPROP 
 Pemodelan Indeks Harga Saham JKPROP memiliki 
tahapan yaitu dengan mengidentifikasi model, mengestimasi 
parameter model, melakukan pengujian signifikansi parameter, 
melakukan pengujian asumsi residual dan yang terakhir 
melakukan peramalan.  
 Data Indeks Harga Saham JKPROP diambil berdasarkan 
Lampiran 1 yakni dimulai dari 1 Maret 2016 hingga 9 Februari 
2017.  
4.2.1  Identifikasi Model ARIMA Data Indeks Harga Saham 
JKPROP 
Langkah pertama adalah dengan mengidentifikasi 
stasioneritas data terhadap varians. Berikut adalah hasil analisis 
identifikasi model indeks harga saham JKPROP yang 















Lower CL Upper CL
Limit
Gambar 4.2 Plot Box Cox Data In Sampel 
Pengujian stasioneritas data in sampel dalam  varians  
menggunakan  rounded  value  pada  plot Box-Cox pada Gambar 
4.2 menunjukkan nilai rounded value sebesar  -0,5 sedangkan 
nilai lower sebesar -2,93 dan nilai upper sebesar 1,42, hal ini 
berarti lower to upper  telah melewati satu yang berarti data 
tersebut telah  stasioner dalam varians.  
Setelah data stasioner dalam varians, selanjutnya dilakukan 
pemeriksaan stasioneritas dalam mean  menggunakan plot time 
series yang ditunjukkan oleh Gambar 4.3. 
Gambar 4.3 menunjukkan bahwa data tidak berfluktuasi 
disekitar mean. Hal tersebut  mengindikasikan Indek Harga 





Gambar 4.3 Time series Plot Data In Sampel JKPROP 
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Gambar 4.4 menunjukan data in sampel yang telah dilakukan 
differencing berdasarkan persamaan 2.1. Hasil dari proses 
differencing menunjukkan bahwa plot time series berfluktuasi di 
sekitar garis yang sejajar dengan sumbu waktu yang artinya data 










Gambar 4.4 Time series Plot dari Data hasil Differencing JKPROP 
Plot ACF dan PACF digunakan untuk mengidentifikasi 
model yakni dengan melihat pola lag pada plot ACF dan PACF. 
Plot ACF dan PACF diperoleh berdasarkan persamaan 2.4 untuk 
ACF dan persamaan 2.5 untuk PACF. 
Gambar 4.5 untuk plot ACF dan Gambar 4.6 untuk plot 
PACF digunakan untuk tahap identifikasi model ARIMA. Plot 
ACF dan PACF menggunakan data in sampel yang telah di 
differencing. Plot ACF pada Gambar 4.5 menunjukkan cut off 
setelah  lag 2, sedangkan  plot  PACF pada Gambar 4.6 

























































































































Gambar 4.6 PACF Data In Sampel JKROP 
Hasil pendugaan model ARIMA dapat dilihat pada Tabel 4.2 
yakni dilihat berdasarkan lag yang keluar pada plot ACF dan plot 
PACF. 
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Tabel 4.1 Hasil dugaan Model ARIMA 
Model Lag ACF Lag PACF Model ARIMA 
I -  2,11,42 ([2,11,42],1,0) 
II  - 2,11 ([2,11],1,0) 
III  - 2 ([2],1,0) 
IV 2 -  (0,1,[2]) 
V 2 2,11,42 ([2,11,42],1,[2]) 
VI 2 2,11 ([2,11],1,[2]) 
VII 2 2 ([2],1,[2]) 
Tabel 4.1 menunjukan dugaan model sementara terbentuk 
yakni ARIMA ([2,11,42],1,0), ARIMA ([2,11],1,0), ARIMA 
([2],1,0) merupakan model yang terbentuk berdasarkan lag yang 
keluar dari plot PACF. Sedangkan model ARIMA (0,1,[2]) 
terbentuk berdasarkan lag yang keluar dari plot ACF. Model 
ARIMA ([2,11,42],1,[2]), ARIMA ([2,11],1,[2])  dan ARIMA 
([2],1,[2]) terbentuk berdasarkan kombinasi berdasarkan lag dari 
plot ACF dan PACF. Ketujuh model ARIMA tersebut akan 
dilakukan pengujian signifikansi parameter, uji asumsi residual 
berdistribusi normal, dan uji asumsi residual white noise. 
4.2.2 Estimasi dan Pengujian Parameter Model 
Tahapan selanjutnya adalah mengestimasi dugaan model 
sementara yang didapatkan dan melakukan pengujian parameter 
berdasarkan persamaan 2.19 untuk parameter model AR dan 
persamaan 2.21 untuk parameter model MA yang memiliki 
hipotesis sebagai berikut. 
Hipotesis model AR 
H0   :   = 0 (Parameter model AR tidak signifikan) 
H1   :   ≠ 0 (Parameter model AR signifikan) 
Hipotesis model MA 
H0   :   = 0 (Parameter model MA tidak signifikan) 





Jika ditetapkan tingkat signifikan 0,05, maka H0 ditolak jika ǀthitungǀ 
> );(2/ pnnt  atau p-value < α 
Tabel 4.2 Estimasi Parameter Model ARIMA 
Model ARIMA Parameter Estimate t P-value 
([2,11,42],1,0) 
2  -0.14513 -2.25 0.0254* 
11  -0.10131 -1.56 0.1198 
42  -0.12404 -1.78 0.0761 
([2,11],1,0) 
2  -0.14598 -2.25 0.0253* 
11  -0.09917 -1.52 0.1294 
([2],1,0) 2  -0.14331 -2.21 0.0284* 
(0,1,[2]) 2  0.12249 1.88 0.0614 
([2,11,42],1,[2]) 
2  -0.38488 -1.45 0.1495 
2  -0.52573 -2.17 0.0308* 
11  -0.06350 -1.12 0.2653 
42  -0.10265 -1.56 0.1206 
([2,11],1,[2]) 
2  -0.56071 -2.39 0.0177* 
2  -0.69412 -3.42 0.0007* 
11  -0.04971 -1.00 0.3170 
([2],1,[2]) 
2  -0.64168 -3.01 0.0029* 
2  -0.76287 -4.25 <.0001* 
*Parameter Signifikan 
Hasil pengujian signifikansi parameter pada Tabel  4.2 yang 
berasal dari Lampiran 5 hingga Lampiran 11 menunjukan model 
ARIMA ([2,11,42],1,0) dengan parameter 2  adalah signifikan 
karena nilai ǀtǀ hitung yaitu 2,25 lebih besar dari t(0,05;234) yakni 
sebesar 1,97, sedangkan parameter 11  dengan nilai ǀtǀ hitung 
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sebesar 1,56 dan  42  dengan nilai ǀtǀ hitung sebesar 1,78 tidak 
signifikan karena nilai ǀtǀ hitung lebih kecil dari t(0,05;234) yaitu 1,97. 
Parameter model ARIMA ([2,11],1,0) hanya signifikan di 2 , 
sedangkan parameter model ARIMA ([2],1,0) signifikan pada 2 . 
Parameter model ARIMA (0,1,[2]) yakni 2 tidak signifikan 
karena nilai ǀtǀ hitung lebih kecil dari t(0,05;234).  
Parameter model ARIMA ([2,11,42],1,[2]) hanya signifikan 
pada 2  sedangkan parameter 11 , 42 , dan 2  tidak signifikan. 
Model ARIMA ([2,11],1,[2]) menunjukan parameter signifikan 
pada parameter 2  dan 2 , sedangkan parameter 11  tidak 
signifikan. Model ARIMA ([2],1,[2]) menunjukan parameter 
yang signifikan pada parameter 2  dan 2  yaitu dengan nilai ǀtǀ 
hitung  sebesar 3,01 dan 4,25 yang lebih besar dari nilai t(0,05;234) 
yakni sebesar 1,97. 
Berdasarkan Tabel 4.2 maka dapat disimpulkan bahwa 
parameter model ARIMA yang signifikan yakni ARIMA ([2],1,0) 
dan ARIMA ([2],1,[2]). Model ARIMA ([2],1,0) dan ARIMA 
([2],1,[2]) tersebut setelah dilakukan pengujian signifikansi 
parameter maka dilakukan pengujian diagnosis residual yang 
terdiri dari residual white noise dan residual berdistribusi normal. 
4.2.3 Uji Diagnosis Residual 
Pengujian diagnosis residual yang terdiri dari uji residual 
white noise yang terdapat pada persamaan 2.28 dan uji residual 
distribusi normal yang terdapat pada persamaan 2.29.  
Pengujian residual white noise yang terdapat pada Tabel 4.4 
dengan hipotesis sebagai berikut. 
H0  :      =    = ⋯ =    = 0  (Residual white noise) 
H1  : Minimal ada satu    ≠ 0 untuk k = 1,2,...,n (Residu- 







Tabel 4.3 Hasil Uji Residual White Noise 
Model Lag Q  χ2 P-value Keputusan 
 
6  7.14 12,592 0.2103 












24 20.82 36,314 0.5921 
30 38.49 43,773 0.1119 
36 43.82 50,998 0.1457 
([2],1,[2]) 
6  5.17 12,592 0.2705  
White 
Noise 
12 12.39 21,026 0.2597  
18 15.38 28,869 0.4973  
24 17.07 36,314 0.7593  
30 35.39 43,773 0.1589  
36 39.38 50,998 0.2415  
Tabel 4.3 menunjukan uji residual white noise berdasarkan 
Lampiran 7 dan Lampiran 11 bahwa residual model ARIMA 
([2],1,0) dan ARIMA ([2],1,[2]) telah memenuhi asumsi residual 
white noise karena nilai Q lebih kecil dari nilai χ2 dan nilai p-
value yang lebih besar dari taraf  signifikansi  0,05. 
Pengujian kesesuaian model lainnya yang harus dipenuhi 
adalah residual berdistribusi normal yaitu dengan hipotesis 
sebagai berikut. 
Hipotesis: 
H0 : F(ei) = F0(ei) , Residual berdistribusi normal 
H1 : F(ei) ≠ F0(ei) , Residual tidak berdistribusi normal 
Jika ditetapkan tingkat signifikan 0,05, maka 
Daerah Penolakan: H0 ditolak jika nilai D ≥ D(234;1-0,05) atau    p-




Tabel 4.4 Hasil Uji Residual Berdistribusi Normal 
Model D P-value 
([2],1,0) 0.05943 0.0438 
([2],1,[2]) 0.05480     0.0868* 
                   *Residual Distribusi Normal 
Tabel 4.4 berasal dari Lampiran 7 dan 11 menunjukan 
pengujian residual distribusi normal didapatkan hasil bahwa 
residual model ARIMA ([2],1,0) tidak memenuhi asumsi residual 
berdistribusi normal karena nilai  p-value yakni 0,438 yang lebih 
kecil dari nilai taraf signifikansi 0,05. Sedangkan residual model 
ARIMA ([2],1,[2]) memenuhi asumsi berdistribusi normal karena 
nilai  p-value yakni 0,868 yang lebih besar dari nilai taraf 
signifikansi 0,05. Hal tersebut menunjukan bahwa hanya dugaan 
model ARIMA ([2],1,[2]) yang telah memenuhi asumsi residual 
white noise dan residual berdistribusi normal. Karena dari dua 
model peramalan hanya ada satu model yang memenuhi asumsi 
residual white noise dan residual berdistribusi normal maka 
model terbaiknya adalah ARIMA ([2],1,[2]). Selain  itu dicari 
nilai RMSE untuk kedua model yang digunakan untuk 
membandingkan kesalahan hasil ramalan dari kedua model 
tersebut. 
4.2.4 Pemilihan Model Terbaik 
Pemilihan model terbaik didasarkan pada kriteria RMSE 
yang memiliki nilai terkecil berdasarkan pada rumus yang 
terdapat pada persamaan 20. Berikut adalah hasilnya yang 
terdapat pada Tabel 4.6. 








Tabel 4.5 menunjukan nilai RMSE model ARIMA terbaik 
berdasarkan kriteria RMSE yakni model ARIMA ([2],1,[2]) yang 
memiliki RMSE terkecil yakni 4,98. Hasil nilai RMSE terkecil 
juga membuktikan bahwa model dugaan ARIMA yang memenuhi 
semua asumsi residual baik asumsi residual white noise dan 
residual berdistribusi normal juga menghasilkan ramalan dengan 
tingkat kesalahan terkecil. Perhitungan RMSE terdapat pada 
Lampiran 4. Model terbaik yang diperoleh adalah model ARIMA 
([2],1,[2]). Adapun persamaan model ARIMA ([2],1,[2]) yang  
digunakan sebagai model Indeks Harga Saham Sektoral JKPROP 
adalah sebagai berikut. 


















2   
2232221   tttttt ZZZZ   
2232221   tttttt ZZZZ   
2321 641,0762,0762,0   tttttt ZZZZ   
 Model Indeks Harga Saham JKPROP diatas berarti bahwa 
Indeks Harga Saham JKPROP pada hari ini dipengaruhi oleh 
indeks harga saham tersebut pada satu hari sebelumnya, dua hari 
sebelumnya dan tiga hari sebelumnya, serta kesalahan dua hari 
sebelumnya. 
4.2.5 Peramalan JKPROP 
Peramalan Indeks Harga Saham menggunakan model 
ARIMA terbaik yakni ARIMA ([2],1,[2]) menghasilkan hasil 
ramalan selama 12 hari bulan Maret 2017.  
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Pada gambar 4.7 yakni time series plot untuk data Indeks 
Harga Saham JKPROP dengan hasil ramalan. Garis hitam 
merupakan nilai indeks harga saham JKPROP sedangkan garis 
merah adalah data ramalan, time series plot pada Gambar 4.7  
menunjukan bahwa hasil ramalan memiliki tren yang mendatar. 
Tabel 4.6 Hasil Ramalan Bulan Maret 
No Tanggal JKPROP Perubahan % Saran 
1 Rabu, 01-03-2017 517,57 0,1005 Jual 
2 Kamis, 02-03-2017 516,78 -0,1529 Beli 
3 Jumat, 03-03-2017 516,38 -0,0775 Beli 
4 Senin, 06-03-2017 516,99 0,118 Jual 
5 Selasa, 07-03-2017 517,31 0,0619 Jual 
6 Rabu, 08-03-2017 516,83 -0,0929 Beli 
7 Kamis, 09-03-2017 516,58 -0,0484 Beli 
8 Jumat, 10-03-2017 516,96 0,0735 Jual 
9 Senin, 13-03-2017 517,15 0,0367 Jual 
10 Selasa, 14-03-2017 516,86 -0,0561 Beli 
11 Rabu, 15-03-2017 516,71 -0,029 Beli 
12 Kamis, 16-03-2017 516,93 0,0426 Jual 
Tabel 4.6 menunjukan hasil ramalan Indek Harga Saham 
JKPROP. Hasil ramalan menunjukan pada tanggal 28 Februari 
2017 nilai Indeks Harga Saham JKPROP berada di level RP. 
517,05 sedangkan hasil ramalan per 1 Maret 2017 menunjukan 
nilai Indeks Harga Saham JKPROP berada pada nilai 517,75 atau 
mengalami kenaikan sebesar 0,1005% dalam hal ini 
direkomendasikan untuk menjual sahamnya. Pada Kamis 2 Maret 
2017 hasil ramalan menunjukan penurunan sebesar -0,1529%, 
begitu juga pada Jumat 3 Maret 2017 juga masih mengalami 
penurunan sebesar -0,0775%. Hasil ramalan Indeks Harga Saham 
JKPROP memiliki rata-rata sebesar Rp. 516,92 dengan nilai 
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terendah sebesar Rp. 516,38 dan nilai tertinggi sebesar Rp. 517,57. 
Batas bawah Indeks Harga Saham terendah sebesar Rp. 486,34 
dan nilai batas bawah tertinggi sebesar Rp. 508,18, sedangkan 
batas atas Indeks Harga Saham JKPROP terendah sebear Rp. 
526,97 dan nilai batas atas tertinggi sebesar Rp. 547,53. 
4.3 Hasil Ramalan dengan Kondisi Riil 
 Berikut adalah hasil perbandingan nilai ramalan dengan data 
aktual pada Indeks Harga Saham JKPROP yang terdapat pada 
Tabel 4.7. 






1 Rabu, 01-03-2017 517,57 510,76 
2 Kamis, 02-03-2017 516,78 510,94 
3 Jumat, 03-03-2017 516,38 507,95 
4 Senin, 06-03-2017 516,99 510,1 
5 Selasa, 07-03-2017 517,31 509,63 
6 Rabu, 08-03-2017 516,83 506,13 
7 Kamis, 09-03-2017 516,58 504,03 
8 Jumat, 10-03-2017 516,96 501,13 
9 Senin, 13-03-2017 517,15 499,74 
10 Selasa, 14-03-2017 516,86 498,15 
11 Rabu, 15-03-2017 516,71 497,34 
12 Kamis, 16-03-2017 516,93 499,67 
 Perbandingan hasil ramalan dengan kondisi riil pada hari 
Rabu 1 Maret 2017 hingga Kamis 16 Maret 2017 menunjukan 
hasil yang cukup berbeda. Tren hasil ramalan Indeks Harga 
Saham JKPROP menunjukan hasil yang cenderung linier dan 
sedangkan tren nilai aktual Indeks Harga Saham JKPROP 


















































Gambar 4.8 Time series Plot Hasil Ramalan dan Nilai Aktual 
 Selisih ramalan terjauh yakni pada hari Rabu 15 Maret 2017 
yakni sebesar 19,37. Secara rata-rata nilai hasil ramalan sebesar 
516,92 sedangkan nilai aktual sebesar 504,63 dengan nilai 
minimun 516,38 untuk hasil ramalan sebesar dan 497,34 untuk 
nilai aktual. Nilai maksimum dari hasil ramalan sebesar 517,57 

























 Model peramalan terbaik yaitu ARIMA([2],1,[2]) dengan 
model 2321 641,0762,0762,0   tttttt ZZZZ   yang 
berarti bahwa Indeks Harga Saham JKPROP pada hari ini 
dipengaruhi oleh indeks harga saham tersebut pada satu hari 
sebelumnya, dua hari sebelumnya dan tiga hari sebelumnya, serta 
kesalahan dua hari sebelumnya. Hasil ramalan Indeks Harga 
Saham JKPROP memiliki rata-rata sebesar Rp. 516,92 dengan 




 Saran dalam penelitian berdasarkan hasil ramalan yakni 
investor sebaiknya membeli saham-saham di sektor Properti, Real 
Estate, dan Kontruksi pada tanggal 2, 3, 8, 9, 14, dan 15 Maret 
2017 karena harga saham yang turun, sedangkan pada tanggal 1, 
6, 7, 10, 13, dan 16 Maret 2017 investor dapat menjual sahamnya 



















Anonim1. (2016, 10 20). Kantor Staf Presiden. Diambil kembali 
dari Capaian 2 Tahun Pemerintahan Jokowi-JK: 
KSP.go.id 
Anonim2. (2016, September 2). Indeks. Dipetik Desember 28, 
2016, dari IDX: http://www.idx.co.id 
Cryer, D. J., & Chan, K.-S. (2008). Time Series Analysis. Iowa: 
Springer Science+Business Media. 
Daniel, W. W. (1989). Statistik Nonparametrik. Diterjemakan 
oleh : Alex T. K. W. Jakarta: Gramedia. 
Dewi, S. R. (2014). Peramalan Indeks Harga Saham di Indonesia 
dan Dunia dengan Model Univarat dan Multivariate 
Time Series. Surabaya: ITS. 
Hadi, A., Hartatik, & Pramesti, G. (2012). Aplikasi SPSS dalam 
Saham. Jakarta: PT Elex Media Komputindo. 
Ispriyanti, D. (2004). Pemodelan Statistika dengan Transformasi 
Box Cox. Semarang: UNDIP Semarang. 
Makridakis, S., Wheelwright, S. C., & McGee, V. E. (1999). 
Metode dan Aplikasi Peramalan. Jakarta: Erlangga. 
Rahadi, I. Y. (2010). Peramalan Indeks Harga Saham 
menggunakan Metode Intervensi. Surabaya: ITS. 
Wei, W. (2006). Time Series Ananlysis: Univariate and 


















Lampiran 1. Data Indeks Harga Saham JKPROP 
Tanggal JKPROP Tanggal JKPROP 
01/03/2016 478,350006 13/04/2016 498,220001 
02/03/2016 478,929993 14/04/2016 496,790009 
03/03/2016 478,190002 15/04/2016 492,059998 
04/03/2016 481,980011 18/04/2016 494,160004 
07/03/2016 482,630005 19/04/2016 505,929993 
08/03/2016 483,98999 20/04/2016 511,920013 
10/03/2016 481,149994 21/04/2016 514,469971 
11/03/2016 482,940002 22/04/2016 509,440002 
14/03/2016 491,820007 25/04/2016 508,869995 
15/03/2016 493 26/04/2016 504,420013 
16/03/2016 495,01001 27/04/2016 504,269989 
17/03/2016 499,399994 28/04/2016 505,980011 
18/03/2016 504,920013 29/04/2016 501,589996 
21/03/2016 503,940002 02/05/2016 499,950012 
22/03/2016 502,73999 03/05/2016 496,609985 
23/03/2016 500,980011 04/05/2016 496,410004 
24/03/2016 501,619995 09/05/2016 494,329987 
28/03/2016 498,450012 10/05/2016 483,940002 
29/03/2016 497,619995 11/05/2016 487,390015 
30/03/2016 496,440002 12/05/2016 491,209991 
31/03/2016 492,779999 13/05/2016 487,920013 
01/04/2016 492,209991 16/05/2016 487,119995 
04/04/2016 493,309998 17/05/2016 488,390015 
05/04/2016 495,399994 18/05/2016 495,269989 
06/04/2016 493,880005 19/05/2016 494,869995 
07/04/2016 497,100006 20/05/2016 493,119995 
08/04/2016 496,600006 23/05/2016 496 
11/04/2016 497,640015 24/05/2016 496,040009 
12/04/2016 493,630005 25/05/2016 500,540009 
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Lampiran 1. Data Indeks Harga Saham JKPROP(lanjutan) 
Tanggal JKPROP Tanggal JKPROP 
26/05/2016 502,690002 13/07/2016 551,52002 
27/05/2016 507,309998 14/07/2016 553,630005 
30/05/2016 510,850006 15/07/2016 555,109985 
31/05/2016 511,450012 18/07/2016 550,909973 
01/06/2016 510,709991 19/07/2016 552,950012 
02/06/2016 509,769989 20/07/2016 554,820007 
03/06/2016 513,77002 21/07/2016 560,599976 
06/06/2016 514,859985 22/07/2016 553,27002 
07/06/2016 515,080017 25/07/2016 554,210022 
08/06/2016 513,340027 26/07/2016 553,429993 
09/06/2016 512,809998 27/07/2016 557,830017 
10/06/2016 509,369995 28/07/2016 560,51001 
13/06/2016 503,570007 29/07/2016 563,630005 
14/06/2016 504,540009 01/08/2016 569,22998 
15/06/2016 506,76001 02/08/2016 570,280029 
16/06/2016 510,059998 03/08/2016 564,570007 
17/06/2016 518,97998 04/08/2016 567,880005 
20/06/2016 522,130005 05/08/2016 576,340027 
21/06/2016 535,119995 08/08/2016 583 
22/06/2016 535,659973 09/08/2016 590,919983 
23/06/2016 535,599976 10/08/2016 592,070007 
24/06/2016 532,960022 11/08/2016 598,159973 
27/06/2016 538,950012 12/08/2016 598,950012 
28/06/2016 546,26001 15/08/2016 588,919983 
29/06/2016 543,52002 16/08/2016 586,469971 
30/06/2016 549,359985 18/08/2016 591,97998 
01/07/2016 546,320007 19/08/2016 592,419983 
11/07/2016 547,369995 22/08/2016 589,349976 







Lampiran 1. Data Indeks Harga Saham JKPROP(Lanjutan) 
Tanggal JKPROP Tanggal JKPROP 
24/08/2016 585,169983 05/10/2016 570,869995 
25/08/2016 584,169983 06/10/2016 568,72998 
26/08/2016 585,359985 07/10/2016 566,52002 
29/08/2016 577,330017 10/10/2016 565,869995 
30/08/2016 569,330017 11/10/2016 564,859985 
31/08/2016 569,299988 12/10/2016 569,080017 
01/09/2016 568,609985 13/10/2016 569,830017 
02/09/2016 568,179993 14/10/2016 564,960022 
05/09/2016 574 17/10/2016 565,140015 
06/09/2016 572,210022 18/10/2016 569,299988 
07/09/2016 573,789978 19/10/2016 570,869995 
08/09/2016 573,059998 20/10/2016 567,909973 
09/09/2016 566,719971 21/10/2016 567,97998 
13/09/2016 557,190002 24/10/2016 570,880005 
14/09/2016 544,049988 25/10/2016 570,549988 
15/09/2016 557,51001 26/10/2016 567,630005 
16/09/2016 561,969971 27/10/2016 564,929993 
19/09/2016 561,02002 28/10/2016 561,650024 
20/09/2016 562,380005 31/10/2016 565,330017 
21/09/2016 566,880005 01/11/2016 566,359985 
22/09/2016 573,900024 02/11/2016 557,130005 
23/09/2016 568,059998 03/11/2016 551,169983 
26/09/2016 566,030029 04/11/2016 547,77002 
27/09/2016 566,799988 07/11/2016 551,650024 
28/09/2016 568,51001 08/11/2016 554,77002 
29/09/2016 572,030029 09/11/2016 549,25 
30/09/2016 569,700012 10/11/2016 560,02002 
03/10/2016 573,659973 11/11/2016 554,26001 





Lampiran 1. Data Indeks Harga Saham JKPROP(Lanjutan) 
Tanggal JKPROP Tanggal JKPROP 
15/11/2016 516,440002 28/12/2016 515,820007 
16/11/2016 530,52 29/12/2016 519,049988 
17/11/2016 526,700012 30/12/2016 520,950012 
18/11/2016 527,679993 03/01/2017 514,63 
21/11/2016 523,659973 04/01/2017 524,17 
22/11/2016 530,580017 05/01/2017 520,07 
23/11/2016 529,27002 06/01/2017 523,96 
24/11/2016 528,5 09/01/2017 519,98 
25/11/2016 523,52002 10/01/2017 519,62 
28/11/2016 516,919983 11/01/2017 517,8 
29/11/2016 522,73 12/01/2017 521,26 
30/11/2016 532,679993 13/01/2017 520,78 
01/12/2016 529,140015 16/01/2017 517,63 
02/12/2016 533,049988 17/01/2017 518,6 
05/12/2016 532,049988 18/01/2017 521,72 
06/12/2016 533,26 19/01/2017 523,15 
07/12/2016 531,070007 20/01/2017 521,6 
08/12/2016 539,5 23/01/2017 516,29 
09/12/2016 540,97998 24/01/2017 519,91 
13/12/2016 530,900024 25/01/2017 518,8 
14/12/2016 524,450012 26/01/2017 521,17 
15/12/2016 523,640015 27/01/2017 518,2 
16/12/2016 521,73 30/01/2017 519,6 
19/12/2016 515,460022 31/01/2017 521,55 
20/12/2016 511,339996 01/02/2017 518,17 
21/12/2016 506,350006 02/02/2017 521,57 
22/12/2016 498,859985 03/02/2017 524,67 
23/12/2016 499,940002 06/02/2017 525,56 































































forecast out=ramalan lead=xx; 





Lampiran 3.  Statistika Deskripsi 
 
Descriptive Statistics: JKPROP 
 
Variable  Mean  Variance  Minimum  Median  Maximum 
JKPROP    531,89 930,89    478,19   523,72  598,95 
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ARIMA (Zt - Ẑt)
2 
([2],1,0) ([2],1,[2]) ([2],1,0) ([2],1,[2]) 
525,96 523,7 523,76 5,1477 4,84 
528,71 523,6 523,19 25,651 30,4704 
526,87 523,7 523,21 10,317 13,3956 
527,1 523,7 523,64 11,802 11,9716 
523,97 523,7 523,63 0,0944 0,1156 
521,71 523,7 523,3 3,8096 2,5281 
519,73 523,7 523,31 15,461 12,8164 
520,02 523,7 523,56 13,266 12,5316 
519,51 523,7 523,55 17,241 16,3216 
517,05 523,7 523,36 43,721 39,8161 
512,83 523,7 523,36 117,34 110,881 
517,05 523,7 523,51 43,721 41,7316 
MSE 25,631 24,785 
RMSE 5,0627 4,97845* 




















                                   The SAS System                                   1 
                                                        11:39 Wednesday, June 2, 2017 
 
                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.14513       0.06452      -2.25      0.0254       2 
        AR1,2          -0.10131       0.06487      -1.56      0.1198      11 
        AR1,3          -0.12404       0.06961      -1.78      0.0761      42 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       8.02     3   0.0455    0.156    0.012   -0.029    0.081   -0.008   -0.043 
  12      13.03     9   0.1612    0.057    0.101   -0.021    0.081    0.000   -0.009 
  18      17.74    15   0.2766   -0.081   -0.059   -0.009    0.050    0.075    0.023 
  24      20.26    21   0.5050   -0.003    0.061    0.038    0.012    0.031    0.059 
  30      36.67    27   0.1013    0.078    0.107    0.112    0.120   -0.071   -0.110 
  36      42.77    33   0.1188   -0.036    0.126   -0.019   -0.047   -0.028    0.042 
  42      45.13    39   0.2309   -0.061   -0.031   -0.054   -0.020    0.010    0.017 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.949005    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.062778    Pr > D      0.0238 
             Cramer-von Mises      W-Sq  0.234397    Pr > W-Sq  <0.0050 
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                                                        11:39 Wednesday, June 2, 2017 
 
                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.14598       0.06482      -2.25      0.0253       2 
        AR1,2          -0.09917       0.06517      -1.52      0.1294      11 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       7.52     4   0.1107    0.146    0.007   -0.024    0.079    0.001   -0.059 
  12      12.06    10   0.2810    0.059    0.100   -0.027    0.066   -0.011    0.002 
  18      16.20    16   0.4392   -0.069   -0.069   -0.018    0.039    0.070    0.011 
  24      19.07    22   0.6411    0.008    0.073    0.028   -0.002    0.035    0.061 
  30      36.71    28   0.1253    0.068    0.105    0.125    0.129   -0.075   -0.113 
  36      42.29    34   0.1555   -0.034    0.112   -0.016   -0.058   -0.031    0.046 
  42      47.30    40   0.1992   -0.073   -0.039   -0.050   -0.018   -0.015   -0.088 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.93985    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.062971    Pr > D      0.0233 
             Cramer-von Mises      W-Sq  0.232048    Pr > W-Sq  <0.0050 
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                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        AR1,1          -0.14331       0.06498      -2.21      0.0284       2 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       7.14     5   0.2103    0.139    0.013   -0.025    0.077    0.006   -0.064 
  12      13.94    11   0.2365    0.049    0.100   -0.034    0.049   -0.108   -0.014 
  18      17.50    17   0.4208   -0.060   -0.069   -0.036    0.025    0.062    0.014 
  24      20.82    23   0.5921    0.009    0.078    0.012    0.010    0.044    0.066 
  30      38.49    29   0.1119    0.069    0.113    0.124    0.125   -0.075   -0.110 
  36      43.82    35   0.1457   -0.031    0.103   -0.023   -0.063   -0.041    0.041 
  42      50.67    41   0.1433   -0.090   -0.047   -0.066   -0.016   -0.002   -0.096 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.945042    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D      0.05943    Pr > D      0.0438 
             Cramer-von Mises      W-Sq  0.176075    Pr > W-Sq   0.0108 
             Anderson-Darling      A-Sq  1.167921    Pr > A-Sq  <0.0050 
 
54 



































                                   The SAS System                                  34 
                                                        11:39 Wednesday, June 2, 2017 
 
                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1           0.12249       0.06516       1.88      0.0614       2 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       7.89     5   0.1622    0.136   -0.011   -0.025    0.098    0.007   -0.067 
  12      14.47    11   0.2081    0.047    0.101   -0.034    0.045   -0.105   -0.011 
  18      17.93    17   0.3934   -0.056   -0.068   -0.038    0.027    0.061    0.011 
  24      21.32    23   0.5613    0.008    0.079    0.013    0.009    0.044    0.067 
  30      38.92    29   0.1031    0.064    0.107    0.124    0.128   -0.076   -0.113 
  36      44.88    35   0.1225   -0.027    0.110   -0.025   -0.069   -0.041    0.045 
  42      51.66    41   0.1229   -0.088   -0.051   -0.064   -0.011   -0.003   -0.097 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W      0.94374    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.059967    Pr > D      0.0404 
             Cramer-von Mises      W-Sq  0.189258    Pr > W-Sq   0.0075 
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                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.38488       0.26615      -1.45      0.1495       2 
        AR1,1          -0.52573       0.24199      -2.17      0.0308       2 
        AR1,2          -0.06350       0.05687      -1.12      0.2653      11 
        AR1,3          -0.10265       0.06588      -1.56      0.1206      42 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       6.45     2   0.0398    0.154    0.016   -0.044    0.022   -0.005   -0.030 
  12      11.79     8   0.1610    0.060    0.086   -0.030    0.086   -0.039   -0.033 
  18      16.65    14   0.2751   -0.096   -0.056   -0.008    0.030    0.072    0.031 
  24      18.42    20   0.5595   -0.005    0.055    0.024    0.017    0.029    0.046 
  30      35.72    26   0.0969    0.081    0.125    0.112    0.109   -0.074   -0.114 
  36      41.31    32   0.1253   -0.040    0.118   -0.011   -0.050   -0.036    0.031 
  42      44.49    38   0.2172   -0.071   -0.027   -0.065   -0.034    0.011    0.004 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.950644    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.055878    Pr > D      0.0760 
             Cramer-von Mises      W-Sq  0.182569    Pr > W-Sq   0.0089 
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                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.56071       0.23476      -2.39      0.0177       2 
        AR1,1          -0.69412       0.20311      -3.42      0.0007       2 
        AR1,2          -0.04971       0.04957      -1.00      0.3170      11 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       5.74     3   0.1249    0.148    0.009   -0.045    0.000    0.002   -0.018 
  12      10.92     9   0.2810    0.061    0.064   -0.032    0.088   -0.058   -0.035 
  18      15.17    15   0.4394   -0.089   -0.062   -0.013    0.025    0.062    0.021 
  24      16.98    21   0.7122    0.010    0.064    0.011    0.011    0.033    0.039 
  30      35.64    27   0.1233    0.069    0.129    0.129    0.111   -0.079   -0.116 
  36      40.01    33   0.1868   -0.039    0.101   -0.008   -0.048   -0.036    0.026 
  42      45.32    39   0.2253   -0.080   -0.021   -0.062   -0.037   -0.007   -0.082 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.940694    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.056408    Pr > D      0.0707 
             Cramer-von Mises      W-Sq  0.201908    Pr > W-Sq  <0.0050 
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                                 The ARIMA Procedure 
 
                                Name of Variable = y 
 
                Period(s) of Differencing                           1 
                Mean of Working Series                       0.194979 
                Standard Deviation                           4.941208 
                Number of Observations                            233 
                Observation(s) eliminated by differencing           1 
 
                        Conditional Least Squares Estimation 
 
                                     Standard                 Approx 
        Parameter      Estimate         Error    t Value    Pr > |t|     Lag 
 
        MA1,1          -0.64168       0.21300      -3.01      0.0029       2 
        AR1,1          -0.76287       0.17962      -4.25      <.0001       2 
 
 
                          Autocorrelation Check of Residuals 
 
  To       Chi-           Pr > 
 Lag     Square    DF    ChiSq   ------------------Autocorrelations----------------- 
 
   6       5.17     4   0.2705    0.141   -0.001   -0.043   -0.002    0.001   -0.010 
  12      12.39    10   0.2597    0.062    0.051   -0.037    0.092   -0.104   -0.050 
  18      15.38    16   0.4973   -0.056   -0.047   -0.034    0.008    0.067    0.027 
  24      17.07    22   0.7593    0.004    0.062    0.010    0.019    0.034    0.033 
  30      35.39    28   0.1589    0.067    0.134    0.128    0.105   -0.081   -0.110 
  36      39.38    34   0.2415   -0.036    0.095   -0.007   -0.047   -0.042    0.020 
  42      45.15    40   0.2655   -0.081   -0.021   -0.069   -0.033    0.004   -0.086 
 
                                Tests for Normality 
 
             Test                  --Statistic---    -----p Value------ 
 
             Shapiro-Wilk          W     0.941159    Pr < W     <0.0001 
             Kolmogorov-Smirnov    D     0.054806    Pr > D      0.0868 
             Cramer-von Mises      W-Sq  0.190185    Pr > W-Sq   0.0073 
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