Introduction
Empirical economic modelling in Russia is a complicated task. One of the most important limitations comes from the insufficiently long time series that make estimation of a comprehensive econometric model virtually impossible. Researchers therefore have to rely on parsimonious model specifications in their work. One example is traditional macroeconometric models (e.g. Benedictow et al. (2013) ) consisting of a large number of pre-specified simultaneous equations. As regards a more flexible vector autoregression (VAR) approach, a typical model for Russia would comprise an ad-hoc selection of variables (often no more than five indicators in total) that either represents a theoretical long-term macroeconomic relationship (Korhonen and Mehrotra (2010) , Mehrotra and Ponomarenko (2010) ), or is sufficient to identify predetermined types of economic shocks (via a structural identification scheme (Korhonen and Mehrotra (2009) ) or sign restrictions on impulse response functions (Granville and Mallick (2010) , Mallick and Sousa (2013) )), or simply comprises the indicators that are assumed to be the most important determinants of the modelled process (Rautava (2013) ).
In this environment, an econometric approach developed specifically to address the 'curse of dimensionality' may be highly relevant for Russia. In particular, the class of recently developed Bayesian VAR models (De Mol et al. (2008) , Banbura et al. (2010) , Giannone et al. (2012a) , Banbura et al. (2014) ) is known to produce adequate results even when a large number of variables are included in the model simultaneously. Arguably, a relatively large Bayesian VAR model estimated for the Russian economy using this methodology may be regarded as a novel and valuable tool for forecasting and counterfactual analysis. The aim of this paper is to implement such an approach.
The model obtained may be used for mainly non-structural, but extensive and flexible analysis, including scenario and counterfactual projections. The first type of application is of obvious value for policy-makers, since producing forecasts conditioned on certain assumptions (e.g. oil prices) is a common practice for the Russian economy. Arguably, a large Bayesian VAR model could be exceptionally suitable for this type of exercise because of its ability to produce more stable results for a larger set of variables, as compared with canonical econometric models, while still being empirically validated, which is problematic for large-scale calibrated structural models. Another application of the model is counterfactual simulations (in the spirit of Giannone et al. (2012b) ) that may be helpful in detecting misalignments and irregularities in the developments of observed variables. All series are in logs of levels and seasonally adjusted. The time sample ranges from 2000Q1 to 2013Q2 and is determined by data availability. 
The model
Let Xt be the vector including the n variables defined in Table 1 . We estimate a VAR model with p (=5) lags:
We address the possible over-fitting issue by shrinking the model's coefficients towards a prior model that is parsimonious but naïve (see De Mol et al. (2008) , Banbura et al. (2010) ). In practice, we use the 'Minnesota' (random walk), the 'sum-of-coefficients' and 'dummy-initial observation' priors originally proposed by Litterman (1980) , Doan et al. (1984) and Sims (1993) . For details on the implementation, see Banbura et al. (2010) . As suggested in Giannone et al. (2012a) , we select the degree of informativeness of the prior distributions by maximizing the marginal likelihood.
More specifically, the model (1) can be rewritten as following: 
The baseline prior is a version of the so-called "Minnesota" prior:
The "sum-of-coefficients" prior is implemented via the following dummy observations:
where 0 y is an n × 1 vector containing the average of the first p observations for each variable.
The "dummy-initial observation" prior organized as following:
A model is described by a likelihood function p (y|θ), where θ are the random model's parameters, which has a prior distribution with hyperparameters γ (λ, ψ, μ, δ in our case).
This approach consists of treating the coefficients of the prior as additional parameters, in the spirit of hierarchical modeling.
A posterior distribution of γ can be obtained by applying Bayes' law.
where p (y|γ) is the so called marginal likelihood, p (γ) are known as the hyperpriors. We follow Giannone et al. (2012a) to employ hyperpriors in form of Gamma distribution for hyperparameters associated with tightness of priors (λ, μ, δ) For the implementation of conditional forecasting with our model is in the following state space representation (see Banbura et al. (2014) for the details).
Measurement equation
In order to obtain conditional forecasts, we adopt the solution proposed for forecasting with ragged edge data sets using a Kalman filter methodology, In fact, the variables for which we do not assume the knowledge of a future path can be considered as time series with missing data. This procedure allow use to deal with high dimensional data and long forecast horizons.
3
Empirical results
Impulse response analysis
Before presenting our main results we make sure that the linkages between the variables established by the model are plausible and statistically significant (which may not be the case if the model is over fitted or, contrarily, reduced to the random walk process by the tight priors). With this purpose we conduct impulse response analysis. The model is not intended for structural analysis, so, instead of assuming some type of identification scheme, we compute generalized impulse response functions (Pesaran and Shin (1998) ).
Although these results do not have clear economic interpretation they may be used to ex- 
Forecast evaluation
We further validate our model by running a recursive out-of-sample forecasting evaluation exercise. Since the size of our model is relatively large, we want to make sure that we are not over-fitting the data. In that case, forecasting performance would be poor.
We start by estimating the model from 2000Q1 to 2009Q2 4 , produce a forecast and then iterate the procedure by recursively updating our estimation sample by one quarter until the end of the sample, 2013Q2. We calculate the forecast in the form of growth rate averaged over h quarters. We consider three horizons: h=2, h=4 and h=6. Results are reported in terms of ratio of the Mean Squared Forecast Errors (MSFE) of our model versus the MSFE of the benchmark competitor models. Numbers smaller than one imply that our model improves over the benchmark.
The set of competitor models consists of:
• Random walk (RW). The forecast for a given variable is its average growth rate over the previous observations.
• BVAR with 'Minnesota' prior (M BVAR). We re-estimate our model using a dogmatic BVAR with a dogmatic 'Minnesota' prior. This approach may be regarded as another representation of the random walk model.
• Autoregressive model (AR(5)). A univariate autoregressive model with 5 lags for each variable.
• Canonical VAR (VAR). We estimate a collection of small canonical VARs each comprising 5 lags of EU GDP, oil price, broad money, CPI, and GDP plus the variable to be forecast. 4 We report the results for the time sample that excludes the period of sharp real contraction in 2009Q1-Q2. Given that the time sample used for the recursive forecasting exercise is rather short and the fluctuations of variables are particularly large during this period, we believe that reporting results for the tranquil period may be more representative. Nevertheless, the inclusion of the recession episode into the time sample would worsen the forecasting performance of our model relative to other models (in particular at longer horizons). Our results are presented in Tables 
Counterfactual simulations
The exercises conducted in the previous sections are helpful in examining the validity and adequacy of our model, but arguably the model's main purpose is not structural analysis or unconditional forecasting. Rather, this model's capabilities may be most useful in constructing medium-term scenario projections. In this section, we examine the applicability of the model in this respect by testing its stability via counterfactual exercises. On the other hand, the results of this exercise may be used to assess whether the Russian economy behaved in accordance with historical regularities after the crisis or whether some of the developments were untypical. (2014)). Another key finding, however, is that the oil price alone should not necessarily be regarded as a conclusive summary indicator of these shocks.
Figure 6
Projections of real sector variables' y-o-y growth conditional on oil price and EU GDP (the median and the 16th and 84th quantiles of the distribution), mean absolute error and average confidence band
The projections for price variables obtained via the same simulation are, however, much less accurate (Figure 7) . The prices growth rates are systematically underestimated starting from 2010. Interestingly, the projected growth of broad money is also continually lower than actual (Figure 8 ). This result in itself is not surprising, because, rather than being closely linked to macroeconomic fundamentals, money supply in Russia is subject to large exogenous shocks (see Ponomarenko et al. (2012) for discussion). For example, the sub-6 Admittedly, the exact channels of the transmission of these shocks to the Russian economy may not be fully identified based on this model. We can only state that these shocks are closely correlated with economic activity in the EU. Further research is obviously needed in order to identify these channels and examine how robust this link is (see e.g. Bank of Russia (2014) for an example of adding balance-of-payment variables into the model).
stantial fiscal stimulus in 2009-2010 was partially financed from Russian sovereign funds and had a mechanical expansionary effect on the money stock. Therefore, it may be appropriate to examine the results of the counterfactual simulation based on actual monetary developments.
Figure 7
Projections of price variables' y-o-y growth conditional on oil price and EU GDP (the median and the 16th and 84th quantiles of the distribution), mean absolute error and average confidence band Accordingly, we condition our next simulation on actual broad money developments as well as the oil price and EU GDP. This helps to improve the average accuracy of the price variable projections (Figure 9 ). For example, even though the short-run fluctuations 7 in the CPI are still not reflected in the estimated growth rates, the cumulative error (i.e. difference in price levels) between the actual and projected CPI amounted to just 2% (as compared with 8% error in the case when the projection was not conditioned on actual broad money growth).
Figure 9
Projections of price variables' y-o-y growth conditional on oil price, EU GDP and broad money (the median and the 16th and 84th quantiles of the distribution), mean absolute error and average confidence band
The accuracy of projections of other variables is also in general satisfactory. The median projections for asset prices' growth ( Figure 10 ) are in line with actual data although the confidence band in the case of the stock prices projection is very large. Similarly to the unconditional forecasting exercise, the results for monetary variables are mixed (Figure 11 ).
The projection of loans to NFCs proved to be extremely precise. On the contrary, the projection of loans to households explained very little of the variability in actual growth rates, while being associated with a very high degree of uncertainty, thus providing another indication of the difficulties in identifying the link between this variable and macroeconomic fundamentals.
7 Essentially, these fluctuations did not seem to be determined by any fundamentals. The increases in the inflation rate in late 2010 was at least partly due to food price shocks, caused by drought, while the sharp decrease in early 2012 was associated with the suspension of administered price indexation. See e.g. the Bank of Russia Quarterly Inflation Review (2011 Q1 and 2012 Q1) for a more detailed review of these episodes. 
Conclusions
The main objective of this paper is to build a relatively large VAR model for Russia while relying on insufficiently long time series for its estimation. To this effect we apply the recent econometric approach developed specifically to address the 'curse of dimensionality'.
Using this methodology, we estimate a Bayesian VAR model comprising 14 major domestic real, price and monetary macroeconomic indicators as well as external sector variables.
We conduct several types of exercise to validate our model. These are impulse response analysis, recursive forecasting and counterfactual simulation.
Our results demonstrate that the employed methodology is highly appropriate for (although the growth rate of households' final consumption was unexpectedly high). Interestingly, the oil price alone did not contain sufficient information for producing an accurate forecast, while conditioning the projections on both the oil price and EU GDP growth improves the accuracy significantly. The model is not fully able to capture short-run fluctuations in the inflation rate, but makes a good prediction of price levels if conditioned on actual broad money growth. Our results also indicate that loans to NFCs in Russia seem to be closely linked to fundamentals, while for loans to households such a link is somewhat vague.
Admittedly, the presented version of the model is an illustrative example of its applicability rather than the ultimate specification. The composition of the dataset may obviously be further altered depending on the task addressed. Most notably, the link between domestic and foreign sectors may be explored in more detail by adding foreign trade, capital flows and uncertainty variables into the model. Given that (unlike canonical VARs) the number of variables that can be simultaneously included in the model is not severely limited, these possibilities seem particularly promising. Another challenge that clearly remains is the introduction of monetary policy variables into the model.
