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Abstract. If the FRW metric is a good approximation on large scales, then the distance and
the expansion rate, as well different notions of distance, satisfy certain consistency conditions.
We fit the JLA SNIa distance data to determine the expected amplitude of the violation of
these conditions if accelerated expansion is due to backreaction. Adding cosmic clock and BAO
expansion rate data, we also model-independently determine the current observational limits
on such violation.
We find that the predicted maximum backreaction amplitude |kH | . 1 (95% C.I.) is of the
same order as the current observational constraints |kH | . 1, the precise numbers depending
on the adopted fitting method (polynomials or splines) and stellar population evolution model.
We also find that constraints on the value of H0 determined from expansion rate data are
sensitive to the stellar evolution model. We forecast constraints from projected LSST+Euclid-
like SNIa plus Euclid galaxy differential age data. We find improvement by factor of 6 for
the backreaction case and 3 for the model-independent case, probing an interesting region of
possible signatures.
Keywords: cosmological parameters from LSS, dark energy experiments, gravity, supernova
type Ia - standard candlesar
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1 Introduction
Observations of the cosmic microwave background (CMB) and large scale structure show that
the universe is statistically isotropic (with small anomalies [1]), and they are consistent with the
universe being spatially homogeneous [2–6] (see also [7]), in line with inflationary predictions.
(See [8–13] for tests of the FRW metric and statistical homogeneity and isotropy.) A fundamen-
tal assumption in cosmology is that statistical homogeneity and isotropy imply that average
properties of the universe over large scales are well described by the exactly homogeneous and
isotropic Friedmann–Robertson–Walker (FRW) model. However, this is not necessarily the
case: the effect of departures from exact homogeneity and isotropy on the averages is called
backreaction [14–19]. It has been suggested that backreaction could explain late-time accel-
erated expansion [20–24]. In Newtonian gravity, the effect of inhomogeneity and anisotropy
reduces to a boundary term [15]. In general relativity this is not the case, but backreaction
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on the expansion rate is small if the metric is perturbatively close to the same FRW metric
everywhere [18] (see [25] for a related debate). It is not clear whether this holds in the real
universe at late times. Backreaction effects have been started to be studied with relativistic
cosmological simulations [26], including ones that are fully non-linear [27] and without any
symmetries [28], but the magnitude of backreaction remains an open question.
In addition to changing the expansion rate, deviations from exact homogeneity and
isotropy also affect light propagation. In particular, they modify the FRW relation between the
average expansion rate H and the angular diameter distance DA. This is a signature that can-
not be mimicked by any FRW model (although extra dimensions can lead to a similar feature
[29]). The FRW H-DA relation can thus be used to test the FRW metric if the expansion rate
and the distance are measured independently [8]. Similar tests can be made for the relation
between the angular diameter distance and the parallax distance [12, 30], and the distance
sum rule [13]. If backreaction is small, violation of the consistency conditions will be small.
If backreaction is significant (in particular, if it leads to accelerated expansion), the degree
to which the consistency conditions are violated depends on how the average expansion rate
is modified. It can be argued that in a statistically homogeneous and isotropic universe the
change of the H-DA relation due to backreaction can be approximated by keeping the mapping
between the redshift and the affine parameter the same in the Sachs optical equations (just
substituting the average expansion rate for the FRW expansion rate) and replacing the source
term with its spatial average [31–34], although the issue requires more study. The source term
depends on the matter content via the combination ρ+p, where ρ and p are the energy density
and pressure, respectively. This is not directly affected by a cosmological constant, so if matter
can be approximated as dust and backreaction exactly mimics a cosmological constant plus
FRW spatial curvature, i.e. the expansion rate agrees with the ΛCDM model (which we take
to include the possibility of non-zero spatial curvature), then the consistency conditions are
not violated. Although there is at the moment no reliable calculation of the effect of inhomo-
geneity and anisotropy on the average expansion rate, there does not seem to be any reason for
it to closely mimic the effect of a cosmological constant. In [35], the expected violation of the
consistency condition was estimated with a toy model and a model-independent low redshift
expansion to be ∼ 0.1 . . . 1. The consistency conditions have been observationally tested in
[13, 36–43], with deviations of this order of magnitude allowed.
The better the distance-redshift relation agrees with the ΛCDM model, the smaller is
the allowed violation of the consistency conditions. Turning this around, distance data can
be used to determine how large violations are still allowed. If the maximum amplitude were
to fall below the amplitude expected from backreaction by general theoretical arguments, this
would be strong evidence against backreaction even in the absence of a precise prediction for
the expansion rate.
We do a model-independent fit to the JLA dataset of type Ia supernova (SN) [44] to
determine the luminosity distance DL, find the corresponding expansion history using the
backreaction relation of [31] between DL and H and calculate the predicted violation of the
consistency condition. We also test the consistency condition using independent observations
of DL and H without assuming a theoretical model and compare to the prediction.
In section 2 we introduce the FRW consistency conditions and the backreaction equations,
in section 3 we go over the data and in section 4 we discuss the fitting methods. In section 5
we give our results for the consistency condition both as predicted by the backreaction H−DA
relation and as determined solely from observations, consider the value of H0 implied by H(z)
data and do a forecast for next generation data. In section 6 we summarise our findings.
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2 Theory
2.1 FRW consistency conditions
If the universe (more precisely, light propagation on scales larger than the cosmological ho-
mogeneity scale) is described by the FRW metric and the geometrical optics approximation
holds, certain consistency conditions relate the expansion rate and distance (as well as different
notions of distance) to each other. These relations are purely geometrical, they are indepen-
dent of the matter content and the dynamical relation between matter and spacetime (i.e. the
Einstein equation).
The consistency conditions can be expressed in terms of the spatial curvature parameter
k that is constant in the FRW case. One condition relates the dimensionless expansion rate
h(z) ≡ H(z)/H0 (where H(z) is the Hubble parameter as a function of redshift z; the subscript
0 denotes present value throughout) and the dimensionless comoving angular diameter distance
d(z) ≡ (1 + z)dA(z) ≡ (1 + z)H0DA(z) [8]:
kH(z) ≡ 1− h
2d′2
d2
, (2.1)
where prime denotes derivative with respect to the redshift z and the subscript H indicates
that the relation involves the Hubble rate.
Another consistency condition relates the angular diameter distance and the parallax
distance dP [12]
kP (z) ≡ 1
d2
−
(
1
dP
− 1
)2
, (2.2)
where the subscript P indicates that the relation involves the parallax distance.
A third condition can be derived from the sum rule between distances. In the spatially
flat FRW case, the comoving angular diameter distance ds ≡ d(zs) from z = 0 to z = zs is
simply the sum of the distance dl ≡ d(zl) from z = 0 to zl and the distance dls ≡ d(zl, zs) from
zl to zs. In the spatially curved FRW case, the sum rule is more complicated, and the following
combination is constant [13]
kS(zl, zs) ≡ −d
4
l + d
4
s + d
4
ls − 2d2l d2s − 2d2l d2ls − 2d2sd2ls
4d2l d
2
sd
2
ls
, (2.3)
where the subscript S indicates that the relation comes from the distance sum rule.
In a FRW universe, the three functions kH , kP and kS are constant and equal to minus
the spatial curvature density parameter today, −ΩK0. If the spacetime is not well described
by a FRW metric, they in general vary with z and are different from each other. If it were
observed that any of them depend on z, or that any two of them are not equal, this would
indicate that the FRW metric approximation is not valid. Observational constraints on kH
have been reported in [13, 36–38, 40–43] and on kS in [13]. There are currently no observations
of the parallax distance over cosmological distances, and thus no constraints on kP , but this is
expected to change with upcoming data from the Gaia satellite1 [12].
1http://sci.esa.int/gaia/
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2.2 Backreaction
2.2.1 Redshift and expansion rate
Let us now introduce the relation between the distance and the expansion rate in the backreac-
tion case. If matter can be approximated as dust and evolution of structures is slow compared
to the homogeneity scale, it can be argued [19, 31, 32] (see also [33, 34, 45, 46]) that, analogously
to the FRW case, the redshift is given by
1 + z = a−1 , (2.4)
where a(t) is the scale factor defined so that the volume of the hypersurface of statistical
homogeneity and isotropy is proportional to a(t)3, where t is the time that is constant on the
hypersurface. This relation depends on the cancellation of expansion rate fluctuations and
matter shear along the null geodesic. The average expansion rate is H = a˙/a, where dot
denotes derivative with respect to t.
The angular diameter distance can be solved from the Sachs optical equations. Assuming
that null shear can be neglected and the Einstein equation holds, we have
d2dA
dλ2
= −4piGN(ρ+ p)E2dA , (2.5)
where λ is the affine parameter, GN is Newton’s constant, ρ and p are the energy density
and pressure, respectively, and E is photon energy. We normalise the affine parameter as
λ→ E−1o λ, where Eo is photon energy at the observer. The dimensionless luminosity distance
is dL ≡ H0DL = (1 + z)2dA [47, 48].
In the backreaction case, it can be argued that the average expansion rate gives the
relation between the affine parameter λ and the redshift in the same way as in the FRW case,
with the average expansion rate in place of the FRW expansion rate, dλ = −(1+z)−2H(z)−1dz,
and the source is given by the spatial average, so (2.5) reduces to [31, 32]
h
d
dz
[
(1 + z)2hd′A
]
= −3
2
Ωm0(1 + z)
3dA , (2.6)
where we have assumed that the matter can be approximated as dust (p = 0), and Ωm0 ≡
8piGN〈ρ〉0/(3H20 ), where 〈〉 stands for spatial average. The initial conditions are dA(0) = 0,
d′A(0) = 1. The relation (2.6) differs from the FRW case with general matter content in that
there is no pressure term on the right-hand side. Thus, if backreaction were to mimic the
contribution of a cosmological constant plus FRW spatial curvature so that the expansion rate
is given by h2 = Ωm0(1 + z)
3 + ΩK0(1 + z)
2 + 1−Ωm0 −ΩK0, the distance would be the same
as in the FRW case, and kH defined in (2.1) would have the constant value kH(z) = −ΩK0.
Conversely, if backreaction changes the expansion rate in a different way, the distance will be
different from the FRW case (where not only H(z) but also the right-hand side source term
would change), and kH(z) will not be constant.
Solving (2.6), we get h(z) in terms of dA(z),
h(z)2 =
1
(1 + z)4(d′A)2
[
1− 3Ωm0
∫ z
0
dz˜(1 + z˜)5dA(z˜)d
′
A(z˜)
]
. (2.7)
The FRW analogue of this equation is h2 = (1 + ΩK0d
2)/(d′)2, solved from (2.1). (These two
results agree if and only if the expansion rate has the ΛCDM form given above.) In the FRW
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case, we need dA(z) and the value of ΩK0 to determine h(z). At first sight, it might seem that
in the backreaction case Ωm0 has a similar role as ΩK0 in the FRW case. However, Ωm0 is not
a free parameter. In realistic cosmologies, dA has a maximum, so for h to remain finite, the
zero of d′A in the denominator must coincide with the zero of the numerator, which fixes Ωm0.
We characterise the distance and the expansion rate with two effective equations of state.
The effective expansion rate equation of state is defined as [35]
wHtot(z) ≡ 2
3
(1 + z)
h′
h
− 1 , (2.8)
and the distance equation of state wDtot(z) is defined in the same way, but substituting h =
1/d′. The function wHtot(z) is the total equation of state of matter in the spatially flat FRW
model that has the expansion rate h(z), and wDtot(z) is the equation of state corresponding
to the spatially flat FRW model with distance d(z). If the universe is well described by the
spatially flat expansion FRW model, we have wHtot(z) = wDtot(z), otherwise they will not
in general agree. In the context of FRW models, it is more common to discuss the equation
of state of a dark energy component alone rather than the total equation of state. However,
if backreaction first slows down and then speeds up the expansion rate (or vice versa), the
effective dark energy equation of state diverges at the transition. If backreaction explains the
accelerated expansion, such evolution is expected [35, 49]. In fact, such a feature turns out to
be common in model-independent fits to the real distance and expansion rate data, making it
impossible to assign a finite effective dark energy equation of state, while the total equation of
state is well-defined and finite.
2.2.2 Consistency conditions in the backreaction case
Given d(z) from the data, we determine h(z) from (2.7) and, using that together with d(z), get
kH(z) from (2.1). Let us now find the expressions for kS(zl, zs) and kP (z) in terms of d(z) in
the backreaction case. To express kS(zl, zs) in terms of d(z), we use the fact that the angular
diameter distance dA(zl, z) = (1+z)
−1d(zl, z) from zl to z satisfies the Sachs equation (2.5) for
all values of zl, which correspond to different initial conditions. In particular, dA(0, z) = dA(z).
As noted in [50], any two solutions of the Sachs equation (2.5) can be expressed (when null
shear can be neglected) in terms of each other, and we can write
dA(λl, λ) = B(λl)dA(λ)
∫ λl
λ
dλ˜
dA(λ˜)2
, (2.9)
where B(λl) is an integration constant. Taking a derivative of (2.9) and applying the initial
condition ddA(λl,λ)dλ |λ=λl = −H0(1 + zl), we get B(λl) = H0dA(zl), giving us dls in terms of d(z),
d(zl, zs) = H0d(zl)d(zs)
∫ λl
λs
dλ
dA(λ)2
(2.10)
= d(zl)d(zs)
∫ zs
zl
dz
h(z)d(z)2
, (2.11)
where on the second line we have used the relation dλ = −(1 + z)−2H(z)−1dz. Given obser-
vations of d(z), we can find h(z) from (2.7) and use these in (2.11) to find d(zl, zs). Together
with d(z), we then get kS(zl, zs) from (2.3).
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For the parallax distance, we have
dD−1P
dλ =
1
D2A
[12]. Integrating, we get
dP (z)
−1 = A+H−10
∫ λ dλ˜
DA(λ˜)2
(2.12)
= 1−
∫ z dz˜
h(z˜)d(z˜)2
, (2.13)
where we have on the second line again used dλ = −(1 + z)−2H(z)−1dz, and fixed the integra-
tion constant A to unity by comparing (2.2) and (2.7) around z = 0 to next-to-leading order.
The value of A doesn’t matter for us, though, because the indefinite integral is not suited for
numerical evaluation. However, noting that (2.12) involves the same integral as (2.10), we can
write
dls
ds
= d(zl)
(
1
dP (zl)
− 1
dP (zs)
)
, (2.14)
where A drops out. Expressing dP in terms of d and kP using (2.2), inserting into (2.14) and
comparing to (2.3) shows that kP (z) = kS(z, z). It immediately follows that if kS is constant,
kP is constant and equal to kS . By using (2.2), (2.3) and (2.14), we can show that a constant
kP also implies that kS is constant and equal to kP . If we assume dλ = −(1 + z)−2H(z)−1dz,
these conditions are also equivalent to kH being constant and kH = kP = kS .
3 Data
3.1 Distance from type Ia supernovae
We determine d(z) from SNe Ia light-curve data of the SDSS-II/SNLS3 Joint Light-curve
Analysis (JLA) [44]. The catalogue includes light-curve parameters and their covariances for
740 SNe Ia in the redshift range 0.01 < z < 1.3. Another commonly used SNIa catalogue
is Union2.1, which includes 560 SNe in the range 0.015 < z < 1.4 [51]. The larger redshift
range of Union2.1 would be an advantage in reconstructing the expansion rate (which requires
determination of the zero of d′A, which is typically at z > 1) compared to JLA. However, in the
Union2.1 catalogue the colour and stretch light-curve parameters are fixed through a fit to a
reference spatially flat ΛCDM model, and the covariance matrices necessary to marginalise over
the related coefficients are not provided. Hence, if the data are used to fit different cosmologies,
there is an unquantified model-dependence (see e.g. [52]). Analysis of mock data also suggests
that the slightly larger redshift range would not make a significant difference for our results.
We therefore use the JLA dataset only.
When determining the luminosity distance from the JLA data, we simultaneously fit
cosmological parameters and the coefficients of the light-curve parameters. The JLA pub-
lic dataset includes the light-curve parameters themselves (and their covariance) constrained
using the SALT2 method [53] (which does not require an assumption about a cosmological
model). The results depend on the modelling of the light-curves; for discussion of light-curve
modelling and the impact of systematics on SNIa datafitting, see [54–60]. The mapping of
light-curve variation to the physical processes that the light-curve fitters model is not unique
[61] and redshift-dependence of light-curve parameters can introduce degeneracy with cosmo-
logical parameters. Also, properties of SNIae depend on the host galaxies in a manner that is
not completely understood and that has an impact on the inferred equation of state [44, 62].
There may also be residual model-dependence from correcting for selection biases [59].
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z H(z) [km/s/Mpc] Method
0.070 69± 19.6 BC03 [63]
0.120 68.6± 26.2 BC03 [63]
0.179 75± 4 BC03 [64]
0.199 75± 5 BC03 [64]
0.200 72.9± 29.6 BC03 [63]
0.280 88.8± 36.6 BC03 [63]
0.32 78.6± 2.7 BAO [65]
0.352 83± 14 BC03 [64]
0.3802 83.0± 13.5 BC03 [66]
0.4004 77.0± 10.2 BC03 [66]
0.4247 87.1± 11.2 BC03 [66]
0.4497 92.8± 12.9 BC03 [66]
0.4783 80.9± 9.0 BC03 [66]
0.480 97± 62 BC03 [67]
0.57 96.9± 2.8 BAO [65]
0.593 104± 13 BC03 [64]
0.680 92± 8 BC03 [64]
0.781 105± 12 BC03 [64]
0.875 125± 17 BC03 [64]
0.880 90± 40 BC03 [67]
1.037 154± 20 BC03 [64]
1.363 160± 33.6 BC03 [68]
1.965 186.5± 50.4 BC03 [68]
2.33 224± 8 BAO [69]
H(z) [km/s/Mpc] Method
81± 5 MaStro [64]
81± 6 MaStro [64]
88± 16 MaStro [64]
110± 15 MaStro [64]
98± 10 MaStro [64]
88± 11 MaStro [64]
124± 17 MaStro [64]
113± 15 MaStro [64]
Table 1: Hubble parameter data obtained with BAO and galaxy differential age measurements.
We use the model-independent determination (1 + z∗)rs = 147.36±0.66 Mpc to compute H(z)
given BAO constraints on rsH(z) [70]. Most differential age data are obtained assuming the
BC03 stellar evolution model; we also consider data analysed with the MaStro stellar evolution
model when available.
Given these caveats, the interpretation of the precise results of SNIa data analysis requires
caution, as demonstrated by comparison of light-curve fitters [54] and datafitting methods
[56, 57]. Nevertheless, such errors are not expected to change the qualitative picture and
we are interested in the order of magnitude of the constraints rather than precise parameter
estimates. Also, these errors are expected to be subdominant to the choice of how to determine
d(z) and d′(z) from the data model-independently.
3.2 Expansion rate from cosmic clocks and BAO
For an observational determination h(z), we rely on measurements of galaxy ages and the
baryon acoustic oscillation (BAO) pattern imprinted on large scale structure.
With a measurement of galaxy ages t(z), it is straightforward to determine the expansion
rate model-independently, as 1 + z = a−1 implies dtdz = − 1(1+z)H(z) [71–73]. There are now
several studies where H(z) is determined from observations of passively evolving galaxies [63,
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64, 66–68, 74]. We use the data of [63, 64, 66–68], listed in table 1.2 Some of the dating
methods rely on global spectral or photometric analysis [63, 67, 74], others use the 4000 A˚
spectral break [64, 66, 68, 76]. The absolute age is not always well fit by the models, but
this is not a problem in itself, as H(z) depends only on the change of the age with redshift,
and some systematic errors in the absolute age cancel out in the differential age [66, 76]3. At
redshifts z & 1, the differential age determination depends significantly on the adopted stellar
population synthesis model [64]. Some authors have chosen to add an extra 20% error to
high-z datapoints to account for this or drop some of the high-z datapoints [78]. We instead
consider the results of different population synthesis models, BC03 [79] and MaStro [80], and
compare. However, it should be kept in mind that comparison of existing models (or simply
increasing the error bars) does not necessarily account for the systematic effects, which can
only be reliably settled by further study of the population synthesis models. (A similar caveat
applies to differences between SNIa light-curve fitters.)
As the JLA dataset contains information only about the relative luminosity of SNe Ia, it
can be used to obtain d(z) without worrying about the absolute normalisation of the distance.
In contrast, to compare the observed H(z) data with the theoretical quantity h(z), we also have
to consider the normalisation factor H0. While there are increasingly precise determinations
of H0 using local SNe [81–84], they are in some tension with the value extrapolated from H(z)
determined from galaxy ages [78, 85, 86]. We therefore keep H0 as a free parameter in the fit.
The BAO pattern and its distortion by the Alcock–Paczyn´ski effect can be used to measure
H(z) [87–90]. We use the determinations of H(z) from the clustering of galaxies in SDSS-III
BOSS [65] and the clustering of quasars in the Lyα forest of SDSS DR12 [69], listed in table
1. The BAO observations constrain rsH(z), where rs is the sound horizon at decoupling.
We use the model-independent determination (1 + z∗)rs = 147.36± 0.66 Mpc (68% C.I.), with
z∗ = 1090 [70]. The BAO data are not subject to similar astrophysical uncertainties as the SNIa
and galaxy age data4, but the analysis is more model-dependent. The study is usually carried
out in terms of non-observable comoving coordinates, requiring the assumption of a fiducial
cosmology. While correction parameters are introduced to account for possible deviations from
the fiducial model [92], it is not clear how well they describe models that are far from ΛCDM.
BAO analyses also rely on ΛCDM mocks and the reconstruction technique applied to improve
the statistics assumes ΛCDM, so the precise error bars should be treated with caution. (See
[93] for discussion of early BAO observations.)
Given the systematic errors of the cosmic clocks and model-dependence of BAO measure-
ments, we compare results from different data combinations. The differences are non-negligible,
but within the large errors the overall conclusions are similar.
4 Fitting methods
4.1 Validation of numerical methods
We fit d(z) and h(z) model-independently with polynomials and splines, and also consider the
ΛCDM model for comparison. Other model-independent data fitting procedures have been
2We do not use [74] due to concerns about the error determination [37]; see also the concerns of [75] regarding
single stellar population models, which are used in [63].
3Ages inferred from the Hβ Lick index are also systematically too high, possibly due to unsubtracted emission
lines, and there the uncertainty extends to redshift evolution, making it impossible to use that feature for
determination of H(z) [77].
4However, see e.g. [91] for an example of a possible systematic error due to inaccurate modelling that may
be a concern for more precise future observations.
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used in the literature, most notably Gaussian processes [39, 41, 43, 78, 85, 86, 94]. However,
the results of Gaussian processes depend on the choice of covariance function [86, 95] (see the
discussion in appendix B). Other possibilities include non-parametric smoothing [36, 40, 42, 96],
principal component analysis and genetic algorithms [38] as well as radial basis functions
[97]. Numerical derivatives and binning have also been considered [37, 38], but being able to
take analytical derivatives significantly improves precision (although possibly at the cost of
accuracy).
Our computations are implemented in the Samp5 code (based on Monte Python [98]).
Curve fits are performed through Markov chain Monte Carlo (MCMC) methods to reconstruct
Bayesian posteriors [99], based on the Metropolis–Hastings algorithm. As a convergence di-
agnostic for the MCMC chains (besides visual inspection of the chains traces) we require the
Gelman–Rubin coefficient [100] to be R < 1.1. As a goodness-of-fit criterion we examine the
reduced χ2/dof (with dof = N − n − 1, given N data points and n fitting parameters) and,
in the spline case, a cross-validation analysis (see appendix A). Unless stated otherwise, we
consider flat uninformative priors except for the physical condition Ωm0 > 0 in the ΛCDM
case. The numerical methods are validated through a two-fold process:
1. Unit tests are implemented for all main Samp functions related to polynomial and spline
algorithms, prior to implementation into a specific likelihood code.
2. The likelihood code is tested by fitting mock data obtained replacing the observed data
points by corresponding ones for a spatially flat ΛCDM model with Ωm0 = 0.3 and
H0 = 70 km/s/Mpc (with the same errors as in the real data). Such an analysis is
repeated for each case.
For the study of consistency relations based on SNIa light-curve data, we also implemented
the computation of the maximised profiles (i.e. the likelihood maximised in each MCMC his-
togram bin, also called a profile likelihood [101]) in Samp. Since MCMC methods may provide
a poor description of the maximised profiles6, we first compared a few results to those obtained
with the robust Minuit minimisation algorithm [102]. More specifically, we used the Migrad al-
gorithm included in the iminuit7 Python package, based on SEAL Minuit2.8 Results for the
likelihood best fits are recovered well within the 68% confidence intervals, which are themselves
consistent at the O(10%) level. This uncertainty on the errors does not affect our conclusions,
hence the maximised profile analysis is carried out in Samp based on the MCMC chains, at
the same time as the marginalised posterior analysis.
4.2 Supernova light-curve likelihood
Following the JLA analysis [44], the SNe Ia distance modulus is modelled as
µ(z) = m∗B(z)−MB + αxX1(z)− βC(z) (4.1)
where αx and β are constants, and the B-band peak magnitude m
∗
B(z) and the Phillips colour
C(z) and stretch X1(z) corrections are obtained by fitting SN light-curves to photometric
5Samp (Samp’s Adapted Monte Python) and other software used in this work are available under libre licenses
at http://fmnt.info/projects/.
6A more easily computed quantity in MCMC analysis is the mean likelihood within each bin. However, it is
not of relevant statistical interest aside from being a check of the robustness of results.
7https://pypi.python.org/pypi/iminuit
8http://seal.web.cern.ch/seal/work-packages/mathlibs/minuit/
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data, without having to specify the cosmology. To take into account dependence on host
galaxy properties, the absolute magnitude MB is written in terms of the host stellar mass
Mstellar as
MB = M
1
B + ∆MΘ(Mstellar − 1010M) , (4.2)
where M1B and ∆M are constants and Θ(x) is the Heaviside step function.
The MCMC algorithm recovers the posterior distribution given the likelihood LSN ∝
exp
(−χ2SN/2), where
χ2SN = (µˆ− µ)T C−1 (µˆ− µ) , (4.3)
where µˆ represents the JLA data vector (each component being identified by the corresponding
redshift zi) and the model is written in terms of the luminosity distance DL as
µi = 5 log10 [DL(θ, zi)/(10 pc)] = 5 log10 dL(θ, zi) +MH0 , (4.4)
where we have introduced MH0 ≡ −5 log10 (10 pc H0). For discussion of the contributions to
the covariance matrix C, see [44]. The fit constrains the parameters θ that determine the
functional form of the luminosity distance dL(θ, zi) (polynomial, spline or ΛCDM). As the
JLA data contain no information about absolute luminosity, the parameter H0 (which gives
the normalisation of the luminosity distance DL = dL/H0) used in the fit is fully degenerate
with the absolute magnitude M1B. Without loss of generality, we fix H0 = 70 km/s/Mpc
(corresponding to MH0 ≈ 43.2) and marginalise over M1B. (Note that this does not imply
anything about the value of the physical Hubble parameter.) We are left with a total of four
nuisance parameters αx, β, ∆M and M
1
B, which are constant over the sample and marginalised
over. In practice, we find that αx, β and ∆M depend only weakly on the cosmological model,
and the values agree with [44]. The values of αx and β agree with the ones in [42, 43, 61], and
αx is slightly smaller than found for nearby SNe in [82].
When fitting the polynomials and splines to the distance data, d(z) has to satisfy certain
physical conditions. We have the initial conditions
d(z = 0) = 0 , d′(z = 0) = 1 . (4.5)
In addition, the Sachs equation (2.5) shows that d
2dA
dλ2
< 0. This means that only those
parameters that lead to a distance with at most one extremum (which is a maximum) are
physical. (Note that this does not imply d
2dA
dz2
< 0.) The condition d
2dA
dλ2
< 0 is equivalent to
the statement that h(z) solved from the Sachs equation (2.7) is real, h(z)2 > 0. These physical
conditions are verified in Samp likelihood code on a fine redshift grid.
4.3 Expansion rate likelihood
When fitting to the expansion rate data, the posterior is recovered given the likelihood Lh ∝
exp
(−χ2h/2), with:
χ2h =
N∑
i=1
[
hˆ(zi)− h(zi)
]2
σ2hi
, (4.6)
where hˆ(zi) denotes the expansion rate data at a given redshift zi, σhi are the respective errors
and we have the boundary condition
h(z = 0) = 1 . (4.7)
The data provide Hˆ(z) = H0hˆ(z), so we also vary H0 as a free parameter. (This H0 corresponds
to the physical expansion rate today.)
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4.4 Fitting functions
4.4.1 Polynomial
We use a fourth order polynomial to fit the luminosity distance dL(z):
dL(z,θ) = z + θ2z
2 + θ3z
3 + θ4z
4 , (4.8)
where the coefficients θj are varied to fit the JLA distance modulus µ(z). The homogeneous
and linear coefficients (θ0 = 0 and θ1 = 1) are fixed by the initial conditions (4.5). The
polynomial order is set through mock data analysis, selecting the lowest order that provides
fits accurate enough for our purposes. We tested with mocks also fitting a polynomial to dA(z)
or d(z) instead, but the luminosity distance proved to be the most accurate. (For discussion
of different distances, see [103].)
The Hubble parameter h is modelled with a second order polynomial:
h(z,θ) = 1 + θ1z + θ2z
2 . (4.9)
The homogeneous θ0 = 1 coefficient is set by the initial condition h(z = 0) = 1. Again, the
order of the polynomial has been chosen to be the lowest that provides sufficiently accurate
fits to mock data.
4.4.2 Spline
To fit spline functions we first set n + 1 knots zk, where k = 0, . . . , n, with z0 = 0 and the
rest logarithmically distributed over the data redshift range. The corresponding luminosity
distance values dL(zk) are free parameters, except for dL(z0) = 0. We interpolate the points
{zk, yk}, where yk ≡ dL(zk), with cubic splines so that the distance at a given redshift z (within
the interpolation range) is given by the spline algorithm:
dL(z) = spline(z, {zk, yk}) . (4.10)
The parameters of the fit are θk = yk for k = 1, . . . , n. We impose the boundary condition
d′L(z0) = 1 on the derivative at the first knot, as required by (4.5), and marginalise over d
′
L(zn)
at the last knot. This last requirement leads to a better determination of the first derivative of
the distance at large redshifts compared to the polynomial fit case. For the Hubble parameter,
we take h(z0) = 1 and set second derivatives at the boundaries using natural spline conditions
h′′(z0) = h′′(zn) = 0.9 The rest of the analysis is done in the same way as for the distance fit.
The number n+1 of spline knots must be large enough to allow a good fit, but sufficiently
small to avoid overfitting. Based on mock data analysis, we set n + 1 = 4 for the luminosity
distance and n + 1 = 3 for the Hubble parameter. Increasing the number of knots does not
improve the goodness-of-fit. Setting the knots on a linear (as opposed to logarithmic) scale
in redshift would require a larger number of knots to reach a comparable fit. As a further
check against overfitting, we also introduce a roughness parameter, whose value is set by a
cross-validation analysis, described in more detail in appendix A. The results indicate that the
selected number of spline knots does not overfit the supernova nor the Hubble parameter data.
9Marginalising over the derivatives at the Hubble parameter boundaries would only slightly increase errors
without affecting our results. In contrast, arbitrarily fixing the derivative of the distance at the end point would
introduce a non-negligible systematic bias, hence we marginalise over it.
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4.4.3 ΛCDM
In the ΛCDM model, the Hubble parameter at late times is
h(z,θ) =
√
Ωm0(1 + z)3 + ΩK0(1 + z)2 + ΩΛ0 , (4.11)
with ΩΛ0 = 1− Ωm0 − ΩK0, and the set of varying parameters θ is Ωm0 and ΩK0.
In this case, the distance can be solved from the Sachs equation (2.5) in closed form,
d(z,θ) =
1√
ΩK0
sinh
(√
ΩK0
∫ z
0
dz˜
h(z˜,Ωm0,ΩK0)
)
. (4.12)
4.4.4 Derived functions
The polynomial, spline and ΛCDM fits provide the uncertainties on the respective parame-
ters used to model the luminosity distance and the Hubble parameter. However, we are not
interested in the fit parameters themselves, but on the error contours of functions of those pa-
rameters. Specifically, we want to find the distance d(z), Hubble parameter h(z),10 consistency
condition functions kH(z), kS(zl, zs), kP (z) and the equations of state wHtot(z) and wDtot(z).
To estimate error contours, we compute a given function fi = f(zi) (at a fixed redshift value zi)
for each point of the MCMC chains. Error contours are then easily computed at each redshift
zi (in practice we only consider a few redshift values). In the interpretation of the results, it
should be kept in mind that there are non-trivial correlations between different redshifts, as
discussed in appendix B.
Unless otherwise noted, we quote error bars as 68% C.I. and limits as 95% C.I., the ex-
pression “C.I.” referring to confidence intervals for maximised statistics and minimum credible
intervals for marginalised statistics (see appendix C for details); the meaning should be clear
from the context.
4.5 Distance selection bias
When we determine the backreaction expansion rate from (2.7), we are faced with the issue
that the denominator of (2.7) vanishes at zm where d
′
A = 0, as noted earlier. Therefore, for dA
curves with a maximum, the value of Ωm0 has to be chosen such that the numerator vanishes
at the same redshift. This leads to two problems.
First, zm is typically somewhat larger than the maximum redshift in the data, so the Ωm0
value relies on extrapolating the fit. Spline fits cannot be extrapolated, so we only consider
polynomials here. The extrapolation is not large, as zm is typically not far outside of the data
range (in the spatially flat ΛCDM model with Ωm0 = 0.3, the value is zm = 1.6), and mock
data analysis suggests that the recovered Ωm0 values are consistent with the fiducial cosmology.
Fitting Union2.1 data, which go to slightly larger redshifts (z < 1.4) than JLA (z < 1.3) or
adding a distance data point at z = 2.34 from Lyα BAO analysis [104] would not substantially
affect the conclusion, while increasing model dependence.
Second, and more important, not all curves that provide a good fit to the data have a
maximum, as shown in figure 1. We reject such curves (some of them would lead to h2 < 0, a
symptom of not satisfying the condition d
2dA
dλ2
< 0). Redshifts beyond the JLA range (z < 1.3)
are not considered in the χ2, but we extend the search for the maximum up to z = 2.34. This
is a good compromise between including well-fitting curves with d′A = 0 but not considering
10Spline fits already directly provide distances and Hubble parameters at the respective redshift knots, but
we are interested in recovering such functions (and others) at any arbitrary redshift within the data range.
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Figure 1: Angular diameter distances randomly extracted from a MCMC chain where a poly-
nomial luminosity distance is fitted to the JLA SNIa data without implementing the condition
that h(z) is non-singular. The vertical line marks the last JLA datapoint.
too large redshifts, where the extrapolation of the polynomial becomes unreliable. The cutoff
redshift is somewhat arbitrary, but the results are not very sensitive to the its precise value;
for example, choosing z = 2 instead does not change the results. Mock data analysis shows
that the selection effect of demanding dA to have a maximum in this range causes significant
bias in the marginalised statistics, but not in the maximised statistics. We discuss this in more
detail in appendix C. If we did not demand dA to have a maximum, some of the curves would
still have to be discarded because they would lead to h2 < 0.
In summary, when determining the backreaction case h(z) from the distance data, we
require dA to have exactly one maximum (in order to set Ωm0 such that h
2 is positive and
non-singular), and focus on maximised rather than marginalised profiles.
5 Results
5.1 Expansion rate and consistency conditions from backreaction
5.1.1 Distance and expansion rate
We first determine the luminosity distance from the JLA data, then find the corresponding
backreaction h(z) with (2.7) and calculate the allowed range for kH(z), kS(zl, zs) and kP (z).
Figure 2 shows the results obtained by fitting the polynomial luminosity distance to the
JLA SNIa data. The data points shown are obtained by fixing the nuisance parameters to
their best fit values. The distance is relatively well constrained: the polynomial best fit, shown
in figure 2a, is close to the ΛCDM best fit, and the 95% contours are quite tight, with only
10% errors even at the largest redshift. The result for the matter density determined from
the maximum of dA, Ωm0 = 0.24
+0.12
−0.11, is close to the result for the ΛCDM model fitted to
the same JLA data, Ωm0 = 0.21
+0.10
−0.12. In contrast, the Hubble parameter determined from
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Figure 2: Best fits and maximised 68% and 95% C.I. for the distance d(z), the expansion
rate h(z), the equations of state wHtot(z) and wDtot(z), and the consistency condition function
kH(z). In addition to the backreaction case, we show the ΛCDM curve for comparison. For
the expansion rate, we also show the h(z) = 1/d′(z) for the polynomial best fit distance,
corresponding to the spatially flat FRW case.
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(2.7), shown in figure 2b, shows large errors at high redshifts, in part due to the spread in Ωm0
values determined with the extrapolation. In addition to the backreaction and ΛCDM curves,
we show the curve corresponding to the polynomial best fit distance in a spatially flat FRW
model, where h = 1/d′. It shows a clear difference from the backreaction case, of order 10%
at high redshift, suggesting significant violation of the FRW consistency condition kH (though
it has to be checked whether this could be fitted by FRW spatial curvature). However, the
difference is completely swamped by the large errors. The errors could be reduced by adding
an angular diameter distance determination at z = 2.34 from Lyα BAO analysis [104], but
this would increase model dependence without changing the main conclusions. The errors are
smaller at low redshifts due to a better determination of the distance, combined with the initial
conditions at z = 0.
The uncertainty in the total equations of state wHtot and wDtot, shown in figure 2, is
even larger, and they are consistent with each other. This is not surprising, as the equations
of state depend on the second derivative of the distance, and even small errors in the distance
can lead to large errors in the equation of state [105], as our mock studies confirm. At large
redshift, the errors are much larger for wDtot than for wHtot. This is mainly due to the fact
that the Ωm0 values are determined to provide a finite h(z) from (2.7), which then enters in
wHtot. Instead, wDtot depends on h = 1/d
′, which is more affected by the spread in distance
values introduced by the extrapolation. While increasing the polynomial order leads to more
precision in the derivatives, it does not necessarily increase accuracy due to overfitting and
the fact that in general higher-order polynomials do not provide a more reliable extrapolation
(used to determine Ωm0).
5.1.2 Backreaction prediction for kH(z)
We input the d(z) determined from the JLA data and the corresponding h(z) calculated from
(2.7) into the expression (2.1) for kH(z): the result is shown in figure 2e. In contrast to
the effective equations of state, kH depends only on the first derivative of d, though it is
still affected by the spread in Ωm0. The best fit shows a clear deviation from the spatially
flat FRW case, with kH(z) ≈ −0.25 for the whole data range. This is the same order of
magnitude as obtained in [35], where a backreaction toy model was fitted to the data, but the
redshift-dependence is completely different. The fit result is almost constant, reflecting the
fact that the distance data does not require the kind of features in h(z) that are expected if
backreaction explains the accelerated expansion (such as early extra deceleration and possible
late transition from acceleration back to deceleration). Because kH(z) is almost constant, it
would be difficult to distinguish backreaction from FRW spatial curvature using observations
at redshifts z . 1. However, the behaviour at high redshifts would be completely different, as
the FRW constant k has a large impact on the distance to the last scattering surface (which
is precisely constrained model-independently [98, 106]) unlike a backreaction kH(z), which
would be expected to rapidly decrease for z  1 as the effect of non-linear structures becomes
negligible [35]. In any case, there is no detection of any deviation from the FRW case and
within the error bars it is not possible to make out any trend of redshift evolution. The large
errors still allow for features in kH(z), with the 95% confidence contours covering the range
|kH(z)| ∼ 1, though because of large correlations between different redshifts (see appendix B
for details) it is not possible to put constraints on them simply by considering figure 2e. The
tightest constraint is −0.67 < kH(z) < 0.34 at z = 0.01.
This result shows how much deviation from the FRW consistency condition is expected
given the observed light-curves, if backreaction is responsible for the accelerated expansion and
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Figure 3: Best fit and the maximised 68% and 95% C.I. intervals for the backreaction pre-
diction for kS(zl, zs) for zl = 0.1 and 1.0.
the relation between the average expansion rate and distance is given by the relation (2.7).
Before comparing this to what the combination of distance and expansion rate observations
gives for kH(z), let us also find the backreaction range for kS(zl, zs) and kP (z).
5.1.3 Backreaction prediction for kS(zl, zs)
The backreaction sum rule consistency condition function kS(zl, zs) is determined from the
polynomial fit to the observed d(z) by first finding h(z) from (2.7), determining d(zl, zs) from
(2.11) and inputting them together into (2.3). The result is shown in figure 3. In the two plots
we show the cases where zl is 0.1 or 1.0. The best fit goes slightly down with zl, and the errors
increase with larger zl, because the distance is more poorly determined. The dependence on zs
is small: in both cases the best fit prediction is almost a straight line, the errors just increase
slightly.
The allowed range is similar to the first observational constraints [13], which can be much
improved. (Note that in [13] it was assumed that kH is constant. If redshift dependence were
allowed, the constraints would be wider, as we discuss in section 5.2 for kH .)
5.1.4 Backreaction prediction for kP (z)
As kP (z) = kS(z, z), and the best fit kS(zl, zs) is close to constant in both redshift variables,
this implies that the best fit kP is also close to constant, as we indeed see in figure 4. For the
best fit, kP ≈ kS ≈ −0.25 . . .− 0.2, and the error contours are similar as for kS . If one of the
consistency condition functions were strictly constant, they would all be constant and equal to
each other, so it is not surprising that as they are (for the best fits) almost constant, they are
also close to each other. In fact, the contours for kH and kP are essentially indistinguishable.
However, the 95% C.I. contours cover a wide range of possible values and redshift-dependencies.
There are no observations of the parallax distance on cosmological distances at the mo-
ment, but upcoming data from the Gaia satellite may yield a constraint of the order |kP | . 1,
provided that there will be measurements of d(z) at the corresponding redshifts [12].
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Figure 4: Best fit and the maximised 68% and 95% C.I. for the backreaction prediction for
kP (z).
5.2 Distance, expansion rate and consistency conditions from the data
5.2.1 Fits to the distance data
We now move to determining the expansion rate and the consistency condition kH(z) from the
data alone, without backreaction assumptions. In this case, there is no need to look for the
maximum of dA, so we consider both polynomials and splines to get a handle on the dependence
on the fitting function, and again consider the ΛCDM model for comparison. Figure 5 shows
the distance d(z) for these three cases. As before, the data points shown in the plots are
obtained by fixing the nuisance parameters to their mean values. In the spline case we also
show the location of the knots corresponding to the distance values varied in the chain (the
knot at z = 0, fixed by the initial conditions, is not shown).
The three fitting functions give χ2min/dof values that are comparable, though slightly
larger for splines. Compared to the polynomial, the spline fit accommodates a wider variety of
distances at the same confidence interval (only in small measure due to the fact that marginal-
isation over the final spline boundary condition involves a further nuisance parameter), and
the ΛCDM model is of course even more constrained than the polynomial. Otherwise the
recovered distances are qualitatively similar, the spline result favouring somewhat longer dis-
tances. For the splines, the posterior mean differs from the global best fit by ∼ 0.5σ at lower
redshifts. This is caused primarily by degeneracies in parameter space leading to a volume
effect with respect to M1B in the marginalised constraints, similar to the degeneracies in the
backreaction case discussed in appendix C. Mock analysis shows that if M1B is fixed to its
best fit value, the mean of the distance correctly recovers the expected value. As a result of
this degeneracy, the derivatives of the distance are not well recovered. Adding more spline
knots does not improve the situation, because in this case the Metropolis–Hastings algorithm
is not an efficient enough sampling in the M1B direction (alternatives such as Nested Sampling,
Hamiltonian/Hybrid Monte Carlo or other techniques could be more appropriate, see e.g. [107]
and references therein).
5.2.2 Fits to the expansion rate data
Fits to BC03+BAO Hubble parameter data are shown in figure 5. In this case all fitting
functions give similar results. The narrow error contours at small redshifts are partly due to
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Figure 5: Constraints on the distance (left) and the expansion rate (right) based on the
combined JLA and BC03+BAO datasets. Black lines show the mean and the contours show
the marginalised 68% and 95% C.I.. We consider polynomial (top), spline (middle) and ΛCDM
(bottom) fits. Triangles show the location of the spline knots.
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H0 [km/Mpc/s] BC03 BC03+BAO MaStro MaStro+BAO
polynomial 66.8+6.1−6.3 64.2
+5.2
−3.9 70.7
+12
−13 67.7
+4.9
−4.8
spline 68.8+7.3−7.1 62.5
+4.6
−4.6 69.0
+15
−16 68.7
+5
−5.3
ΛCDM 68.4+6.2−6.3 61.7
+4.5
−4.5 79.6
+6.7
−7.5 67.7
+5.3
−4.8
Table 2: The value of the Hubble parameter today H0 for the different fitting functions and
datasets.
the initial condition h(0) = 1. The Hubble parameter is better constrained at high redshifts
than the backreaction prediction shown in figure 2b (note the different redshift ranges of figures
2b and 5), because in the backreaction case h(z) depends on determination of Ωm0 using the
zero of d′A, which introduces extra spread. Within the errors, the expansion rate does not show
any features. It should be noted that our second order polynomial (or two free spline knots)
may not have the flexibility to fit features, but the choice reflects the fact that the present data
are not very constraining. For results for other fitting methods, see [78, 85, 108].
Fits to BC03 data are characterised by small χ2/dof ∼ 0.4 due to large errors. The
optimal fit parameters have been tested through cross-validation to rule out flagrant overfitting.
Datapoints obtained with MaStro stellar modelling give a more reasonable χ2/dof ∼ 0.95 and
are overall consistent with BC03. However, these goodness-of-fit values should be interpreted
with caution. We expect fits to both BC03 and MaStro to be poorly predictive due to large
errors and small amount of data. For instance, adding just three precise BAO data points helps
to improve the goodness of fit in both cases, though the overall conclusions are unchanged as
the errors are in any case large.
In table 2 we show the H0 value for different fitting functions and datasets. The values
are consistently lower than determinations from nearby SNe Ia (which have mean values from
72.5 to 73.75 km/s/Mpc and 68% C.I. ranges from 1.7 to 3.2 km/s/Mpc, depending on the
analysis) [81–84], although our error bars are large. (The exception is the MaStro only data,
which consists of only 8 points, and for which the errors are particularly large.) This is in
agreement with previous determinations of H0 from H(z) data [78, 85, 86]. The differences
between fitting functions are within the 68% C.I. (the effect of different fitting functions was
investigated in the context of Gaussian processes in [86, 95]), whereas the differences between
stellar evolution models are larger, suggesting caution in the interpretation of the value of H0
derived from cosmic clock data.
The determination of H0 from local SNe is not independent of cosmology, it depends on
the value of the deceleration parameter q0 via the series expansion of DL(z). As discussed in
[84], more positive values of q0 (meaning less acceleration today) give smaller values of H0. If
backreaction explains the accelerated expansion, the acceleration is transient and the expansion
will at some point start to decelerate [49]. The distance data are consistent with (but, obviously,
do not require) considerably less acceleration (or even deceleration) today than in the ΛCDM
model, as the distance depends on the acceleration via two integrals, and conclusions about q0
depend on the chosen parametrisation [103, 109]. For the BC03+BAO expansion rate data,
deceleration today is within the 68% limits for the splines, and well within the 95% contours
for the polynomials. However, this is mostly indicative of the poor constraining power of the
H(z) data, as deceleration today is also within the 68% contours of the ΛCDM model. (For
MaStro+BAO, deceleration today is within the 95% contours in all of the three cases.)
The effect of late-time deceleration on the distance can be compensated by having more
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Figure 6: The consistency condition kH(z) determined from JLA and BC03+BAO data. We
consider the spline (left) and polynomial (right) fits. The marginalised contours (green) show
the 68% and 95% C.I.. In the spline case, we also plot the maximised 95% C.I. (orange).
acceleration in the past. Indeed, if backreaction explains the accelerated expansion, the accel-
eration can naturally be stronger than in the ΛCDM case, with an effective equation of state
more negative than −1, being preceded by stronger deceleration [35, 49]. A period with extra
deceleration corresponds to effective negative energy density, which is unnatural in the FRW
framework, but expected in the backreaction case. It has been noted that there is tension
between CMB and Lyα BAO data at redshift z = 2.34, which is difficult to explain in FRW
models, but can be solved by negative energy density [104, 110, 111]. This is around the red-
shift range where one could expect extra deceleration from backreaction [35], but not much
can be read into such possible hints without a backreaction prediction for h(z), whether from
theoretical calculations or more precise distance data and the relation (2.7) between d(z) and
h(z).
5.2.3 Consistency condition kH(z)
In figure 6 we show the consistency condition function kH(z) obtained by fitting to the
JLA+BC03+BAO data using both splines and polynomials. The polynomial fit shows no
violation of the FRW consistency condition. In the spline case, there appears to be a signifi-
cant deviation from kH = 0, but this has to be treated with caution. As explained in section
5.2.1 (and discussed further in appendix section C), in the spline analysis we can have strong
shifts in the 1-dimensional projected statistics due to the volume effect introduced by M1B. The
fact that the maximised contours (also plotted in in figure 6) do not show significant deviations
from the FRW case is consistent with the interpretation that this is projection effect. When
fitting JLA+MaStro+BAO data with splines, the marginalised 95% contours are consistent
with kH = 0. The large errors at low redshift are due to the fact that the denominator of kH
goes to zero as z2 when z → 0. The numerator diverges at least as rapidly, so the result is
not divergent, but errors cause a mismatch between the measured values of the denominator
and numerator. At large redshifts, in turn, the distance is less well determined. The best
constraints over the redshift range are −2.32 < kH < 0.40 at z = 0.9 for the polynomials and
−2.53 < kH < 0.17 at z = 1.3 for the splines. While polynomials are better constrained at
intermediate redshifts, splines give smaller errors at large z, reaching similar errors on kH as
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polynomials despite the fact that the distance is less well determined. This is not surprising
since in the spline case we also fit the first derivative d′L(zn) at the last spline knot zn, providing
a better determination of d′(z) in (2.1) than the polynomial case.
We also fit the polynomial d(z) to the JLA+BC03+BAO data assuming a constant kH .
We use the FRW relation h2 = (1−kHd2)/d′2 with a constant kH . The result is sensitive to the
assumed value for H0, as found in [43]. Taking H0 = 70 km/s/Mpc we get kH = −0.19+0.29−0.25,
whereas H0 = 67 km/s/Mpc and H0 = 73 km/s/Mpc give, respectively, kH = −0.55+0.33−0.29
and kH = 0.06
+0.24
−0.23. (The results for the JLA+MaStro+BAO combination are similar, within
the error bars.) For comparison, fitting the ΛCDM model to the JLA data alone gives the
(by construction constant) value k = −ΩK0 = −0.23+0.25−0.27. (The BC03+BAO data gives
k = −ΩK0 = −0.65+0.46−0.34.) Taking into account the dependence on the parametrisation, on
the debated value of H0 and on the different stellar evolution models, the constraints can be
conservatively summarised as |kH | . 1. If the universe is well described by the FRW model,
these numbers are a direct constraint on the spatial curvature parameter. A combination of
the local H0 value and the distance to the last scattering surface, which can be determined
model-independently from the CMB [98, 106], gives the constraint kH(z = 1090) < 0.1 from
the requirement that the universe is large enough to contain the last scattering surface [13].
These observational constraints on a constant kH are of the same order as the backreaction
prediction shown in figure 2e. However, in the case when kH is allowed to vary they loosen
considerably; even at the best constrained redshift, z ≈ 1 for polynomials, our constraint on
kH(z) is about a factor of 3 weaker than the bound on a constant kH . Observational analyses
where kH is taken to be constant therefore cannot be directly used as constraints on the
magnitude of kH(z) that varies with z.
Our results roughly agree with those in the literature, with the caveat that the constraints
depend on the dataset and the fitting method. Results for a constant kH are |kH | . 1 (95%
C.I.) [37], kH = 0.09±0.19 (using a method applicable only for |kH |  1) [41], kH = 0.35±0.22
[43] and kH = 0.14± 0.16 [42]. Due to different model-dependence of the datasets and varying
methods of fitting and determining the error bars, the strongest quoted constraints are not
necessarily the most reliable. These limits are summarised in figure 7.
In figure 7 we also show results in the literature in the case when redshift dependence is
taken into account. The results in the literature are kH(z) = 0.5± 1.1 [36], kH(z) = −0.8± 2.4
(with principal component analysis, PCA), kH(z) = −0.1±0.5 (with Pade´ approximants, PA),
kH(z) = 0.05 ± 0.1 (with genetic algorithms, GA) [38] and kH(z) = 0 ± 1.5 [40]. (The error
bars from GA are very small, but they have been estimated with bootstrap methods [112].)
These are limits for the redshifts for which the constraints are the tightest, determined by the
balance between the low redshift mismatch divergence and poor accuracy of high redshift data.
Apart from the case of genetic algorithms, the constraints loosen considerably. In [39, 40] it
was also checked whether the data are consistent with the spatially flat FRW relation hd′ = 1,
but the error bars cannot be readily interpreted in terms of kH .
5.3 Forecast
Finally, let us forecast how well next generation experiments can constrain kH(z).
We consider 105 logarithmically spaced SNe Ia in the range 0.05 < z < 1.55. This
is loosely modelled on a future catalogue combining observations from experiments such as
LSST11 and Euclid12 [113]. We assume fractional errors on the distance modulus equal to the
11https://www.lsst.org/
12https://www.euclid-ec.org/
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Figure 8: Forecast for the consistency condition kH(z) based on a polynomial fit to a future
SNIa survey loosely modelled on LSST+Euclid, and to current expansion rate data supple-
mented by future Euclid data. We show the backreaction prediction based on SNe Ia (left),
and the purely observational result based on SNIa and expansion rate data (right).
mean of JLA fractional errors σµ/µ = 4.5 × 10−3 (the dispersion in the fractional error for
different data points, about 10−3 in JLA, is negligible for our purposes). We neglect nuisance
parameters, as we only aim at a rough estimate. Given the larger redshift range spanned
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compared to JLA, fourth order polynomials do not recover the data well enough, so we model
the luminosity distance with a fifth order polynomial.
Euclid [114] is also expected to measure differential ages of passive galaxies within the
range 1.5 . z . 2. (See also [38, 73, 115] for discussion of future H(z) data.) We add the five
simulated Hubble parameter datapoints from figure 2 of [68] to the BC03 data points listed in
table 1. We consider the same second-order polynomial fit as before and marginalise over H0.
The data are rescaled to a fiducial flat ΛCDM cosmology with Ωm0 = 0.3 and H0 = 70
km/s/Mpc (we neglect realisation noise).
Given the different polynomial order of the SNIa fit, constraints on the distance coefficients
cannot be readily compared to JLA results. However, the projected Hubble parameter results
can be directly compared to those based on a BC03+BAO catalogue, rescaled at the fiducial
cosmology. Error contours are similar, indicating that replacing the accurate BAO datapoints
by the model-independent Euclid differential age datapoints will not degrade error bars even
though the simulated Euclid errors on H(z) are about σH = 30 km/s/Mpc, contrasted with
the BAO errors of σH = 3 . . . 8 km/s/Mpc.
On the left panel of figure 8 we show constraints on the consistency condition kH(z)
based on future SNIa data alone, calculating h(z) from the backreaction relation (2.7). As we
assume the existence of a maximum in the angular diameter distance, we show the maximised
(rather than marginalised) statistics, as before. Compared to figure 2e, the forecasts show an
improvement of a factor of 6 at low redshifts, with the tightest constraint at the minimum
redshift z = 0.05 having the 68% C.I. range −0.04 < kH < 0.06 and 95% C.I. range −0.07 <
kH < 0.11. Since in the forecast we keep nuisance parameters fixed, this improvement has to
be interpreted as a lower possibly reachable bound on the errors. On larger redshifts the errors
are comparable to present data. This indicates that, at large redshifts, the limiting systematic
of this method is the bias introduced when determining Ωm0 (see section 4.5). Note that the
upper limit of our projected SNIa data are close to the redshift of the angular diameter distance
maximum in our fiducial model; the precision may vary depending on the real position of the
maximum and reach of the SNIa data.
On the right panel of figure 8 we show the joint marginalised constraints on the consistency
condition kH(z) based on future SNIa and Hubble parameter data. Compared to figure 6, error
contours decrease significantly, especially at large redshifts. The improvement is mainly driven
by the larger number of SNIae. The tightest 68% C.I. limit is −0.26 < kH < 0.25 (the
95% C.I. limit is −0.63 < kH < 0.43, reached at the largest redshift z = 1.55. This is a
factor of 3 improvement compared to current data. This is comparable to the 68% C.I. limit
|kH(z)| . 0.2 obtained in [38] and based on a similar future SNIa catalogue as the one we
have considered, but including Euclid BAO Hubble parameter data. Given that the expected
magnitude from backreaction is |kH(z)| ∼ 0.1 . . . 1 [35], future observations are expected to
probe the theoretically interesting region, but not cover it exhaustively.
6 Conclusions
We have fitted the JLA SNIa distance data with a fourth order polynomial, determined the
expansion rate as a function of redshift using the backreaction relation (2.7) and calculated
the resulting backreaction prediction for the FRW consistency functions kH(z), kS(zl, zs) and
kP (z). This method of determining the expansion rate requires the angular diameter distance
to have a maximum. As the maximum is typically slightly outside the JLA data range (or is not
clearly visible in the data), this means that many good fits have to be discarded. This selection
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effect leads to significant bias in marginalised parameters, but the maximised statistics give
reliable results. The best fits for all three functions are approximately constant and equal
to −0.2. The 95% C.I. range for kH and kP (which are essentially indistinguishable) varies
between −0.7 < kH , kP < 0.4 at small redshift and −0.6 < kH , kP < 1.3 at z = 1.3, and
kS(zl, zs) is of the same order of magnitude.
We have also determined the function kH(z) directly without cosmological assumptions
(except for those associated with BAO data reduction) by combining the JLA SNIa distance
data with cosmic clock and BAO expansion rate data. We have compared the results of
fitting with polynomials or splines, and using either the BC03 or MaStro stellar population
evolution models for cosmic clocks. We have carefully checked for bias and the reliability of
the error bars with mock data and, in the case of splines, further guarded against overfitting
with a cross-validation analysis. For splines we see a similar misleading volume effect as in the
backreaction case, highlighting the importance of validating methods with mock data. The
details show significant dependence on the stellar evolution model and the fitting method, but
the overall trends are similar. At z . 0.4, errors are overwhelming due to the fact that kH
is a ratio between two terms that vanish at z = 0 and do not match precisely due to errors.
The best 95% C.I. constraint, −2.32 < kH < 0.40, is at z = 0.9 for the polynomial fit (a
similar constraint holds for splines) to the JLA+BC03+BAO data. Replacing BC03 data by
MaStro data points gives −0.86 < kH < 1.13 at z = 0.8. In comparison, the constraints for a
constant kH are nearly 3 times stronger, demonstrating that limits derived for a constant kH
in the literature cannot be directly applied to backreaction, which (if significant) is expected to
produce a kH with significant z-variation. Furthermore, non-trivial redshift correlations and
highly asymmetric error contours show the importance of consistently modelling the covariance
matrix and the full non-Gaussian information, suggesting that care should be taken when using
fitting methods such as Gaussian processes that rely on assumptions about correlations between
different redshifts.
We have considered the value of H0 determined from the H(z) data, and found that while
the dependence on the fitting function is well within the 1σ errors, the effect of the adopted
stellar evolution model is larger, suggesting caution in the interpretation of these values, which
are smaller than those determined from local SNe, although with large error bars.
Finally, we have done a forecast of the improvement expected from a future SNIa survey
loosely modelled on LSST and Euclid and additional cosmic clock H(z) datapoints from Euclid
galaxy differential age measurements. Observational constraints on kH(z) tighten by up to a
factor of 6 for the backreaction case and 3 for the model-independent case, reaching the order
of magnitude |kH | ∼ 0.1 where signatures of backreaction are expected if it is significant.
However, a z-dependent kH of this order of magnitude cannot be ruled out by next generation
data of the kind we consider. The accuracy may be improved if the maximum of the angular
diameter distances will be clearly determined by the data, which depends on a combination
of redshift coverage and errors. Note also that our forecast is based on the spatially flat
ΛCDM model. The result may be different if the expansion rate or the distance has features,
as is expected if backreaction is significant. This is difficult to take into account, as there
is no reliable prediction for the change in the expansion rate due to backreaction, and the
current data does not have strong constraining power for features. Nevertheless, we conclude
that upcoming observations are expected to probe an interesting range of kH and that general
model-independent tests such as the FRW consistency conditions continue to complement more
precise model studies.
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A Roughness parameter for the spline fit
We do a cross-validation analysis in the spline case to avoid overfitting. Instead of computing
the likelihood based directly on χ2SN as in (4.3), we consider the following effective χ
2:
χ2eff [dL] =
N∑
i,j=1
{µˆ[dL(zi)]− µ[dL(zi)]}C−1(zi, zj) {µˆ[dL(zj)]− µ[dL(zj)]}
+λ
∫ ln zN
ln z0
[
d′′L(ln z)
]2
d ln z
= χ2SN + λ
∫ ln zN
ln z0
[
d′′L(ln z)
]2
d ln z , (A.1)
where the constant λ ≥ 0 is a roughness parameter. The first term is the χ2SN introduced
in (4.3). The explicit sum over the N data points at redshifts zi highlights that in general
they differ from the spline knots zk, where k = 0, . . . , 1 + n. The form of the penalty factor
is inspired by smoothing spline algorithms [116–118]. The integral multiplying λ takes into
account the mean curvature of the spline (the integrand is squared since we are not interested
in the sign of the curvature). Values λ > 0 penalise irregularly oscillating functions that may
fit noise (in the limit λ→∞ only linear functions would be allowed).
We select the optimal value of λ by demanding that if the underlying function is correctly
recovered, it should accurately predict new independent data. This requirement is implemented
by performing a 2-fold cross-validation (CV) [117–119]. First, we fix a value for λ and divide
the data into two halves, A and B, homogeneously distributed in redshift (in practice, A is
given by the odd rows of a given catalogue and B by the even rows). We then perform MCMC
minimisation of χ2eff [dL] on the first half A that serves as a training dataset, determining the
best fit spline parameters. The χ2eff of the second half B, which serves as a test dataset, is then
computed at those best fit values, giving the score CVAB. If the training dataset is overfitted,
the model so determined will predict poorly the test dataset, resulting in a large score CVAB.
The roles of the two halves are switched and the procedure is repeated, determining the score
CVBA. The total score CVAB+CVBA is stored for the parameter λ. The optimal λ value is
the one that minimises CVAB+CVBA, reducing the risk of overfitting.
Given that at each step full MCMC chains are required, in practice we choose the optimal
one among the five possibilities λ = 0, 0.01, 0.1, 1, 10. The second derivatives appearing in (A.1)
are computed as linear interpolations of the spline algorithm derivatives at the knot values. In
our cubic spline algorithm we require second derivatives to be continuous and to vary linearly
between two knots. Since we use second derivatives only to set the roughness parameters, the
fact that they may be a poor approximation is not a concern.
The cross-validation analysis suggests that the selected number of spline knots does not
overfit the supernova nor the Hubble parameter data, as they prefer the values λ = 0 and
λ = 0.01, respectively (and in the Hubble parameter case, the CV score of the λ = 0 case is
very similar to the one for λ = 0.01).
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Figure 9: Reduced correlation matrices related to the backreaction fits shown in figure 2 for
the luminosity distance (left) and the consistency condition kH (right). Each pixel corresponds
to one of the five linearly spaced redshifts within JLA data range 0.01 < z < 1.3 where the
respective function has been constrained.
B Redshift correlations
As discussed in section 4.4.4, our MCMC-based approach provides error contours on each func-
tion of redshift fi = f(zi) without restrictive assumptions about the underlying probability
distribution. Furthermore, the covariance matrix Cf computed from the chains provides in-
formation not only on the variance σfi , but also on the correlations among the functions fi, fj
at different redshifts zi, zj . To visualise to correlation between different redshifts we introduce
the reduced correlation matrix
r = [diag(Cf )]
−1/2 Cf [diag(Cf )]−1/2 , (B.1)
where diag(Cf ) is the matrix of the diagonal elements of a given covariance matrix Cf .
13
Figure 9 shows the reduced correlation matrix for the luminosity distance dL(z) and the
consistency function kH(z) for the polynomial fit to JLA data when h(z) is determined from
the backreaction relation (2.7). In both cases there are important off-diagonal contributions.
Redshift correlations are particularly significant for the consistency relation, partially because
the Hubble parameter is obtained by integrating the distance over the redshift. While this
correlates different redshifts non-trivially, the information is easily propagated through the
MCMC algorithm. Besides these two examples, we have verified that all the functions consid-
ered in our analysis have important redshift correlations. The correlations in the ΛCDM fit
are similar as in the polynomial case, while in the spline case the off-diagonal terms are even
larger.
Reconstruction techniques such as Gaussian processes rely on ansatzes about redshift
correlations (see [86, 95] for discussion of the effects of different covariance functions). It is
then important to model such non-trivial correlations correctly. Furthermore, as the strongly
13The elements rij of the reduced correlation matrix take values −1 < rij < 1, and are equal to 1 on the
diagonal i = j by construction. If |rij |  1, no significant correlation is present between the corresponding i-th
and j-th parameters (e.g. between the values of kH at redshifts zi and zj).
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Figure 10: Marginalised posteriors for two of the parameters varied in the fit to JLA data:
polynomial coefficient θ4 and matter density today Ωm0 (obtained via (2.7)). Marginalised
posteriors (2-dimensional contours and 1-dimensional solid lines) are biased by a volume effect.
Maximised profiles (dashed lines) provide a reliable estimate.
θ4 Ωm0
Marginalised −0.07+0.11−0.06 0.35+0.11−0.10
Maximised 0.03+0.04−0.14 0.24
+0.14
−0.10
Table 3: Marginalised and maximised statistics (68% C.I.) associated to figure 10.
asymmetric error contours in the main text show, not all the functions can be well described
by their second-order statistics alone and it is necessary to be able to model fully non-Gaussian
profiles.
C Volume effect due to marginalisation
Figure 10 shows the marginalised posteriors for two of the parameters varied in the SN data fit
when determining Ωm0 from (2.7) by demanding that h(z) is finite and real. The 1-dimensional
plots show both the marginalised posteriors and the maximised profile likelihood. Table 3 shows
the mean together with the 68% marginalised minimum credible intervals [120] (obtained by
projecting all the points of the multi-dimensional parameter space onto 1-dimensional his-
tograms) as well as the best fit together with the 68% confidence intervals (obtained by com-
puting the maximum likelihood in each histogram bin).
Maximised confidence intervals describe the likelihood and are interpreted from a frequen-
tist point of view, while the marginalised credible intervals are based on Bayesian posterior
analysis. Maximised profiles have the advantage of preserving the true peak of the original
multi-dimensional posterior probability. Marginalisation instead favours regions of parameter
space that have large volume in the marginalised directions, and may lead to a misleading
– 27 –
volume effect [120]. For example, consider the θ4 - Ωm0 plot in figure 10. It is instructive
to compare the 2-dimensional posterior (keeping in mind it is obtained by projecting from a
higher-dimensional space) to the 1-dimensional profiles for Ωm0. While the global best fit is
Ωm0 = 0.24 (given by the maximised profile, dashed line), there is a large amount of volume
at higher Ωm0 values due to the large spread in the θ4 direction. This pushes the marginalised
(projected) posterior mean to the larger value Ωm0 = 0.35.
While the tension between the maximised and marginalised profiles is not severe when
the error bars are taken into account, as we see from table 3, the differences are amplified in
derived parameters such as Ωm0, and hence in kH(z) and kS(zl, zs).
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