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1. Introduction
Let N  3, Ω be a smooth domain in RN , u0 be a nonnegative function in D1,20 (Ω)(:= C∞0 ‖∇·‖2 )
and let p > 2. In this paper, we consider the following semilinear parabolic problem:
(P)
⎧⎨
⎩
∂tu = u + u|u|p−2 in Ω × (0, Tm),
u|t=0 = u0 in Ω,
u = 0 on ∂Ω × (0, Tm),
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1/2 .where Tm denotes the maximal existence time of the classical solution of (P). The homogeneous
boundary condition is interpreted as a condition at the spatial inﬁnity if Ω = RN . Problem (P) with
p = 2∗ (respectively, p < 2∗) is referred to as a critical (respectively, a subcritical) problem, where
2∗ = 2N/(N − 2) denotes the critical Sobolev exponent.
It is well known that the classical solution of (P) satisﬁes limt→Tm ‖u(t)‖∞ = ∞ if Tm < ∞. In this
case, it is said that u blows up in ﬁnite time. A solution of (P) with Tm = ∞ is called a global-in-time
solution or a time-global solution. For a Banach space X with norm ‖ · ‖X , a global-in-time solution
u of (P) is said to have an X-global bound if supt∈(0,∞) ‖u(t)‖X < ∞, otherwise u is called an X-
unbounded global solution. An L∞-unbounded global solution is simply called an unbounded global
solution.
It is known that there exists an (L∞-)unbounded global solution for the critical problem, while
every time-global solution for the subcritical problem has an L∞-global bound. The main issue of this
paper is the asymptotic behavior of radially symmetric, nonnegative, unbounded global solutions of
(P) with p = 2∗ (Theorem 1.1). Moreover, we consider the structure of the initial data space for p = 2∗
under the assumption of the radial symmetry and the nonnegativity on the initial data (Theorem 1.2).
Let us recall known facts. In the following, ‖ · ‖r stands for the standard Lr-norm. Let J be the
energy (or the Lyapunov) functional associated with (P) deﬁned by
J (u) = 1
2
‖∇u‖22 −
1
p
‖u‖pp . (1.1)
It is known that J (u(t)) is a nonincreasing function in t; thus in view of the LaSalle principle
(see [16]), we can expect that every global-in-time solution u(t) approaches a stationary solution as
t → ∞. This is indeed true for subcritical problems in bounded domains, see Cazenave and Lions [1]:
Proposition 1.1 (Subcritical case, bounded domain, [1]). Let Ω ⊂ RN be a smooth bounded domain, p < 2∗
and let a ∈ H10 be a nonnegative function. For μ > 0, we denote the solution of (P) with initial data u0 = μa
by uμ and its maximal existence time by Tμ . Then there exists μ > 0 which satisﬁes the following:
(a) If 0 < μ < μ, then Tμ = ∞ and uμ(t) → 0 in L∞ as t → ∞.
(b) Ifμ = μ, then Tμ = ∞ and theω-limit set of the solution uμ(t) is contained in the set consists of positive
stationary solutions.
(c) If μ > μ, then uμ blows up in ﬁnite time.
In the case of Ω = RN , the behavior of the threshold solution uμ is different. Indeed, Kawanago
gave the following result [14]:
Proposition 1.2 (Subcritical case, RN , [14]). Let 2+ 2/N < p < 2∗ . Assume that a ∈ L∞(RN ) ∩ L2K (RN ) be a
nonnegative function, where L2K denotes the Hilbert space endowedwith a norm ‖u‖2,K := (
∫
RN
|u|2 exp |x|24 dx)
For μ > 0, we denote the solution of (P) with an initial data u0 = μa by uμ and its maximal existence time
by Tμ . Then there exists μ > 0 which satisﬁes the following:
(a) If 0 < μ < μ, then Tμ = ∞ and ‖uμ(t)‖∞ 
 t−N/2 as t → ∞.
(b) If μ = μ, then Tμ = ∞ and ‖uμ(t)‖∞ 
 t−1/(p−2) as t → ∞.
(c) If μ > μ, then uμ blows up in ﬁnite time.
As for the supercritical case, Mizoguchi showed the following [20]:
Proposition 1.3 (Supercritical case, RN , [20]). Let Ω = RN and let a ∈ C10(RN ) be a nonnegative, radially
symmetric function. Assume that 2∗ < p < pL , where
pL :=
{+∞ if 3 N  10,
1+ 6 if N  11.N−10
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by Tμ . Then there exists μ > 0 which satisﬁes the following:
(a) If 0 < μ < μ, then Tμ = ∞ and uμ(t) → 0 as t → ∞ locally uniformly in RN .
(b) If μ = μ, then Tμ < ∞ and uμ is a time-global solution in the sense of L1loc . Particularly, uμ blows up in
ﬁnite time incompletely.
(c) If μ > μ, then Tμ < ∞ and uμ blows up completely in ﬁnite time.
Concerning the incomplete blow-up solutions, it is proved in [3] that, for any k ∈ N, there exists a
solution which blows up in ﬁnite time and possesses k different continuations after the blow-up time
if 2∗ < p < pJL , where
pJL :=
{+∞ if 3 N  10,
1+ 4
N−4−2√N−1 if N  11.
As for the time-global solutions, it is known that there exists a regular positive stationary solution
for (P) if p  2∗ . When 2∗  p < pJL , each stationary solution is unstable in any reasonable sense
of stability, see [6,13]. Moreover, it is not even known whether any nonstationary global positive
solutions that stay away from 0 exist (some partial results are found in [19]). On the other hand, for
p  pJL , there is a large class of nonstationary solutions that converge to a stationary state as t → ∞,
see e.g. [4,6,7,27] and references therein.
The results for the critical case have rather different taste from the subcritical and the supercritical
cases. Indeed, Ni, Sacks and Tavantzis [23] showed that, if Ω is a bounded convex domain, then for
each nonnegative function a ∈ L∞ , there exists μ > 0 such that (P) with initial data u0 = μa admits
an unbounded global L1-weak solution u. Later, Galaktionov and Vázquez [5] proved that this solution
u is in fact a classical solution when Ω is a ball or RN and a is nonnegative and radially symmetric.
Combining these results with that of Tan [30], we have the following fact concerning the critical case
which is analogous to Proposition 1.1:
Proposition 1.4 (Critical case, ball, [23,5,30]). Let Ω be an N-dimensional ball, p = 2∗ and let a ∈ L∞ be a
nonnegative radially symmetric function. For μ > 0, we denote the solution of (P) with initial data u0 = μa
by uμ and its maximal existence time by Tμ . Then there exist μ1 , μ2 > 0 with μ1  μ2 which satisfy the
following:
(a) If 0 < μ < μ1 , then Tμ = ∞ and ‖uμ(t)‖∞ → 0 as t → ∞.
(b) If μ = μ1 , then Tμ = ∞ and ‖uμ(t)‖∞ → ∞ as t → ∞.
(c) If μ > μ2 , then uμ blows up in ﬁnite time.
The existence of a threshold modulus μ to (P) with Ω = RN and p = 2∗ is also known for radially
symmetric positive solutions with polynomially decaying initial proﬁle, see Quittner [26] and Polácˇik
and Quittner [25].
Since the natural energy space (with respect to the energy J ) associated with (P) is D1,20 , it is also
important to know what happens for ‖∇u(t)‖2 as t → ∞. In the subcritical setting, every time-global
solution has a D1,20 -global bounds, see e.g. [24,1,14]. On the other hand, only a few results are known
for this problem in the critical case and the existence of a D1,20 -global bound (along the entire orbit)
in the critical case seems to be an open problem (see R. Ikehata [8] for related facts).
Our main result consists of two facts. The ﬁrst result, Theorem 1.1, is concerned with the behavior
of global-in-time solutions in the critical case which do not decay to 0 as t → ∞ (see e.g. a solution
that appears in Proposition 1.4(b)). As a by-product, we obtain the existence of D1,20 -global bounds
for unbounded global solutions. Our second result, Theorem 1.2, involves the structure of the space of
initial data in the critical case and improves Proposition 1.4.
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to RN .
We introduce the following condition on a function f .
Assumption (A) f . f is a function in C1 ∩ D1,20 which is nonnegative, radially symmetric and satisﬁes
the following: the number of zeros of ∂r f (r = |x|) is ﬁnite and there exist α, α > 0 such that
z(Uα − f ) = 2 for every α ∈ (α,∞), (1.2)
z(Uα − f ) = 1 for every α ∈ (0,α), (1.3)
where Uα denotes the positive radially symmetric stationary solution of (P) satisfying ‖Uα‖∞ =
Uα(0) = α > 0 and z(g) denotes the number of r  0 such that g(r) = 0 (see (2.8) and (2.9) for
the precise form of Uα ).
It is easy to see that if f ∈ C∞0 (RN ) is a nonnegative, radially symmetric decreasing function, then
f satisﬁes (1.2) and (1.3) (thus satisﬁes (A) f ).
Our ﬁrst result reads as follows:
Theorem 1.1. Let N  3, p = 2∗ and let Ω = RN or an N-dimensional ball. Let u be a global-in-time solution
of (P) with an initial data u0 satisfying (A)u0 . Suppose that u(t)  0 in L
∞(Ω) as t → ∞. Then
1
‖u(t)‖∞ u
( ·
‖u(t)‖2/(N−2)∞
, t
)
− U1(·) → 0 in D1,20 and in Lq (1.4)
as t → ∞, where q ∈ (N/(N − 2),∞] and D1,20 (RN ) := C∞0 (RN )‖∇·‖2 .
In particular,
u(·, t) = ∥∥u(t)∥∥∞U1(∥∥u(t)∥∥ 2N−2∞ ·)+ o(1) in D1,20 (1.5)
as t → ∞ and supt>0 ‖∇u(t)‖2 < ∞.
The solution that appears in Proposition 1.4(b) satisﬁes the assumption of Theorem 1.1, see Re-
mark 1.1 below.
Remark 1.1. We can relax the assumption (A)u0 on the initial data considerably. In fact, assume that
Ω is a ball. Let u0 be an initial data which is nonnegative and radially symmetric. Assume that
the solution u of (P) is a time-global solution. Let τ > 0. The Hopf boundary lemma assures that
∂ru(r, t) > 0 on ∂Ω for t > 0; thus (1.3) with f (·) = u(·, τ ) holds. The fact ∂ru(r, t)|r=0 = 0 for t > 0
yields (1.2) with f (·) = u(·, τ ). The ﬁniteness of zeros of ∂ru(r, τ ) is a standard fact (see e.g. [2]).
Thus (A)u(·,τ ) holds and we can apply Theorem 1.1 to u by regarding u(·, τ ) as a new initial data.
Particularly, the solution in Proposition 1.4(b) has an asymptotics described in Theorem 1.1. For the
sake of simplicity, we do not enter the further discussion on this direction.
Remark 1.2. Let Ω be a bounded domain and let u be a global-in-time solution of (P). In [12], it
is proved that supt∈(0,∞) ‖u(t)‖∞ < ∞ holds if and only if the energy functional J deﬁned by (1.1)
satisﬁes the Palais–Smale condition along the trajectory of u in H10. Hence, for the solution u in
Proposition 1.4(b), J does not satisfy the Palais–Smale condition along u. In [30,10,8], it is shown
that this solution actually behaves like a nonconvergent Palais–Smale sequence along some tn → ∞.
Theorem 1.1 indicates that this is also true for all tn → ∞ (for a nonconvergent Palais–Smale sequence
of J , see Struwe [29]).
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Corollary 1.1. Let us assume the assumption in Theorem 1.1 and put α := limsupt→∞ ‖u(t)‖∞ . Then the
following holds true:
(a) If α = ∞, then there exists cq := limt→∞ ‖u(t)‖q for q ∈ (N/(N − 2),∞] which satisﬁes
cq =
{∞ for q > 2N/(N − 2),
‖U1‖2N/(N−2) for q = 2N/(N − 2),
0 for N/(N − 2) < q < 2N/(N − 2).
(b) If α < ∞, then there exists cq := limt→∞ ‖u(t)‖q for q ∈ [1,∞] which satisﬁes
cq =
{‖Uα‖q for q > N/(N − 2),
∞ for q N(N − 2).
Here Uα denotes the radially symmetric, positive solution of (P)with Ω = RN satisfying ‖Uα‖∞ = α, see
(2.8) and (2.9).
Remark 1.3. Assume that Ω is a ball. In this case, we have α = ∞ (see Ni, Sacks and Tavantzis [23]
and Galaktionov and Vázquez [5]). Moreover, Ni and Sacks showed that ‖u(t)‖1 → 0 as t → ∞, see
[22, Theorem 4]. Combining this fact with Corollary 1.1(a), we also have cq = 0 for q ∈ [1,N/(N − 2)].
Our next result is concerned with the structure of the space of initial data.
Theorem 1.2. Let N  3, p = 2∗ and let Ω = RN or an N-dimensional ball. Assume that a function a satisﬁes
(A)a. Then there exists μ > 0 which satisﬁes the following:
(a) If 0 < μ < μ, then Tμ = ∞ and ‖uμ(t)‖∞ → 0 as t → ∞.
(b) If μ = μ, then Tμ = ∞ and ‖uμ(t)‖∞ → α ∈ (0,∞] as t → ∞.
(c) If μ > μ, then uμ blows up in ﬁnite time.
Here, the solution of (P) with initial data u0 = μa (μ > 0) is denoted by uμ and its maximal existence time
by Tμ .
Remark 1.4. It holds that α = ∞ if Ω is a ball, see [23,5]. Theorem 1.2(b) implies that μ1 = μ2
holds in Proposition 1.4, see also Remark 1.1. We do not know whether α < ∞ or α = ∞ in the case
Ω = RN .
This paper is organized as follows: in Section 2, we introduce preliminary facts. In particular, the
number of intersection points between u(t) and Uα is analyzed. Theorem 1.1 is proved in Section 3
and Section 4 is devoted to the proof of Theorem 1.2.
Notation The radial coordinate is denoted by r(:= |x|). The differentiation with respect to the vari-
able ∗ (∗ = t, x j, r, . . .) is represented by ∂∗ .  stands for the Laplacian deﬁned by  =∑Nj=1 ∂2x j and
∗ the Laplacian with respect to the variable ∗. The standard Lr(Ω)-norm is denoted by ‖ · ‖r,Ω . The
Sobolev space D1,20 (Ω) is deﬁned by D
1,2
0 (Ω) := C∞0 (Ω)‖∇·‖2 . We occasionally omit the subscript Ω .
For I = (a,b) ⊂ R, L2(I; L2(Ω)) := { f : I × Ω → R; ∫I ‖ f (t)‖22 < ∞}.
For α > 0, Uα represents a positive radially symmetric stationary solution of (P) with Ω = RN
and p = 2∗ satisfying ‖Uα‖∞ = Uα(0) = α (see (2.8)–(2.10) below). The best constant of the Sobolev
embedding is given by S := infu∈D1,2(Ω)\{0} ‖∇u‖22/‖u‖22∗ . It is known that S is independent of Ω .0
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For μ > 0 and for a nonnegative function a, uμ stands for the solution of (P) with u0 = μa. The
maximal existence time of uμ is denoted by Tμ .
For a radially symmetric solution u of (P) and a radially symmetric stationary solution Uα of (P),
u and Uα are said to be tangential at (r∗, t∗) if
∂u
∂r
∣∣∣∣
(r,t)=(r∗,t∗)
= ∂Uα
∂r
∣∣∣∣
r=r∗
, u
(
r∗, t∗
)= Uα(r∗).
We call r∗ and t∗ as a tangential point and a tangential time, respectively.
All functions in Ω are identiﬁed with its zero-extension to RN . For a radial function u in RN and
a function u˜ in [0,∞), we identify them if u(x) = u˜(|x|).
2. Preliminaries
In the rest of the paper, we always assume that p = 2∗ = 2N/(N − 2) in (P).
Basic facts Let α > 0, Ω ⊂ RN , x0 ∈ Ω , I = (a,b) and t0 ∈ R. We introduce the rescaling with respect
to x, t and u:
y = α 2N−2 (x− x0), s = α 4N−2 (t − t0), αv(y, s) = u(x, t).
The following result easily follows from a direct calculation.
Proposition 2.1. Let Ωα := α 2N−2 (Ω − x0) and Iα := (aα,bα), where aα := α 4N−2 (a − t0) and bα :=
α
4
N−2 (b − t0). Then we have the following:
(a) u satisﬁes
∂tu = xu + u|u|2∗−2 in Ω × (a,b)
if and only if v satisﬁes
∂s v = y v + v|v|2∗−2 in Ωα × (aα,bα).
(b) ‖u(t)‖2∗,Ω = ‖v(s)‖2∗,Ωα and ‖∇u(t)‖2,Ω = ‖∇v(s)‖2,Ωα .
(c) ‖∂tu‖L2(I;L2(Ω)) = ‖∂s v‖L2(Iα;L2(Ωα)) .
Let u be a time-global solution of (P) with initial data u0 ∈ D1,20 . Multiplying ∂tu to (P) and inte-
grating over Ω , we obtain
∥∥∂tu(t)∥∥22 = −∂t J(u(t)), (2.1)
where the energy (or the Lyapunov) functional J is given in (1.1). By (2.1), J (u(t)) is nonincreasing
in t; thus there exists d ∈ [−∞, J (u0)] such that d = limt→Tm J (u(t)). The classical concavity argument
of Levine [17] yields
lim
t→T J
(
u(t)
)= d 0 if Tm = ∞. (2.2)
m
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2∗ -norm of global-in-time solutions
of (P). The following fact is essentially proved in [11], but we provide its proof for the sake of com-
pleteness.
Proposition 2.2. Let N  3, Ω be RN or a ball and let u be a global-in-time solution of (P) with u0 ∈ D1,20 .
Then there exists tn → ∞ such that ‖∇u(tn)‖22 = ‖u(tn)‖2
∗
2∗ + o(1) as n → ∞.
Proof. Assume ﬁrst that Ω is a ball. By virtue of (2.2) and (2.1), we can ﬁnd tn → ∞ such that
∂tu(tn) → 0 in L2. Multiplying u(tn) to (P) and integrating over Ω , we have
∣∣−∥∥∇u(tn)∥∥22 + ∥∥u(tn)∥∥2∗2∗ ∣∣=
∣∣∣∣
∫
∂tu(tn)u(tn)
∣∣∣∣ ∥∥∂tu(tn)∥∥2∥∥u(tn)∥∥2
 o(1)
∥∥∇u(tn)∥∥2, (2.3)
where we use the Poincaré inequality. Combining this relation with (2.2), we obtain (1/2 −
1/2∗)‖∇u(tn)‖22 = o(1)‖∇u(tn)‖2 + d + o(1) as n → ∞; thus ‖∇u(tn)‖2 is bounded. This fact together
with (2.3) yields the conclusion.
Next we assume that Ω = RN . Note that the argument given above breaks down since the Poincaré
inequality does not hold.
Let τn → ∞. We deﬁne λn by λ4/(N−2)n := 1/‖u(τn)‖22 and deﬁne y, s, ψn by y := λ2/(N−2)n x, s :=
λ
4/(N−2)
n (t − τn) and λnψn(y, s) := u(x, t). It is easy to see that
∥∥ψn(0)∥∥22 = λ4/(N−2)n ∥∥u(τn)∥∥22 = 1. (2.4)
By (2.1), (2.2) and by Proposition 2.1(c), we obtain
‖∂sψn‖2L2(0,δ;L2) = − J
(
ψn(δ)
)+ J(ψn(0))
= − J(u(τn + δ/λ4/(N−2)n ))+ J(u(τn))→ 0 (2.5)
as n → ∞ for every δ > 0; thus
∥∥ψn(σ ) − ψn(0)∥∥2 
δ∫
0
∥∥∂sψn(s)∥∥2 ds√δ‖∂sψn‖L2(0,δ;L2) → 0
as n → ∞ for all σ ∈ [0, δ]. This relation together with (2.4) yields
∥∥ψn(σ )∥∥22  2∥∥ψn(0)∥∥22 = 2, ∀σ ∈ [0, δ] (2.6)
for suﬃciently large n. By (2.5), we can ﬁnd δ1 ∈ [0, δ] such that
∥∥∂sψn(δ1)∥∥2 → 0 as n → ∞, (2.7)
passing to a subsequence if necessary. Since ψn satisﬁes (P) in view of Proposition 2.1(a), we have, by
(2.6) and (2.7),
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∣∣∣∣
∫
∂sψn(δ1)ψn(δ1)
∣∣∣∣

∥∥ψn(δ1)∥∥2∥∥∂sψn(δ1)∥∥2 → 0
as n → ∞. This relation and Proposition 2.1(b) imply that
∥∥∇u(tn)∥∥22 = ∥∥∇ψn(δ1)∥∥22 = ∥∥ψn(δ1)∥∥2∗2∗ + o(1) = ∥∥u(tn)∥∥2∗2∗ + o(1)
for tn := τn + δ1/λ4/(N−2)n ; thus the conclusion. 
On positive stationary solutions of (P) in RN For α > 0, there exists a positive radial function Uα which
satisﬁes −Uα = Uα |Uα |2∗−2 in RN and Uα(0) = ‖Uα‖∞ = α. Indeed, by the scale invariance of
Eq. (P), we see that
Uα(x) = αU1
(
α
2
N−2 x
)
, (2.8)
where
U1(x) =
[
1+ |x|
2
N(N − 2)
]− N−22
. (2.9)
It is known that
‖∇Uα‖22 = ‖Uα‖2
∗
2∗ = SN/2, (2.10)
where S = infu∈D1,20 (RN )\{0} ‖∇u‖
2
2/‖u‖22∗ is the best Sobolev constant.
The following fact immediately follows from (2.8) and (2.9):
Lemma 2.1. For α > 0, ‖Uα‖r < ∞ if r > N/(N − 2) and ‖Uα‖r = ∞ if r  N/(N − 2).
For further facts on Uα , see e.g. [28, Section III].
On radial solutions for (P) Part of results in the rest of this section are somewhat well known (see e.g.
[5,19] and references therein), but we introduce them for the sake of convenience and completeness.
Here and thereafter, we assume that u(t) is a radially symmetric, nonnegative, global-in-time so-
lution of (P). For the behavior of the maximum point of u(·, t), we recall the following:
Lemma 2.2. (See [21, Theorem 1], see also [20, Theorem 1.1].) Let u0 be a nonnegative, radially symmetric
function such that u˜0 is a C1 function, where u˜0 is given by u˜0(|x|) = u0(x). When Ω = RN , we also assume
that z(∂ru0), the number of zeros of ∂ru0 , is ﬁnite. Let u be a radially symmetric, time-global classical solution
of (P) with initial data u0 . Then there exists t > 0 such that ‖u(·, t)‖∞ = u(0, t) for all t  t. Moreover,
u(r, t) → ∞ as t → ∞ if and only if r = 0. We have t = 0 if z(∂ru0) = 0.
For the number of intersection points between u and Uα , the following intersection comparison
principle holds, see Chen and Polácˇik [2, Theorem 2.1].
Proposition 2.3 (Intersection comparison principle). Let u be a radially symmetric solution of (P) and let Tm
be the maximal existence time of u. Then for every T ∈ (0, Tm), we have the following:
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(b) z(u(t) − Uα) is a nonincreasing function in t ∈ [0, T ).
(c) Assume that r∗ ∈ [0,∞) (respectively, t∗ ∈ (0, T )) be a tangential point (respectively, a tangential time)
between u and Uα , i.e., assume that
∂u
∂r
∣∣∣∣
(r,t)=(r∗,t∗)
= ∂Uα
∂r
∣∣∣∣
r=r∗
, u
(
r∗, t∗
)= Uα(r∗).
Then for every s ∈ (0, t∗) and t ∈ (t∗, T ), it follows that z(u(t) − Uα) < z(u(s) − Uα).
Now assume further that u is a global-in-time solution of (P) with ‖u(t)‖∞  0 as t → ∞ and put
zα(t) := z(u(t) − Uα). At ﬁrst we show that zα(t) possesses a nontrivial lower bound.
Lemma 2.3. Let u(t) be a radially symmetric, nonnegative, global-in-time solution of (P) satisfying u(t)  0
in L∞ as t → ∞. Then zα(t) 1 for all t > 0 and α > 0.
Proof. Assume not, i.e., assume that there exist α > 0 and t0 > 0 such that
zα(t0) = 0. (2.11)
By Proposition 2.3(b), u(t) < Uα or u(t) > Uα should hold for every t  t0.
Suppose that Ω = RN . If u(t) < Uα , then the result of Gui, Ni and Wang [6, Theorem 1.14] yields
Tm = ∞ and ‖u(t)‖∞ → 0 as t → ∞, which contradicts our assumption on u. Similarly, we have
Tm < ∞ from u(t) > Uα by virtue of [6, Theorem 1.14] which contradicts our assumption on u.
Now suppose that Ω is a ball. By (2.11) and by the homogeneous Dirichlet boundary condition
on u, u(t) < Uα should hold for t  t0. This is again absurd since limt→∞ ‖u(t)‖∞ = ∞, see Galak-
tionov and Vázquez [5] and Ni, Sacks and Tavantzis [23]. 
Next we show that limt→∞ ‖u(t)‖∞ exists.
Lemma 2.4. Let u(t) be a radially symmetric, nonnegative, global-in-time solution of (P) with initial data u0
satisfying (A)u0 . Then limt→∞ ‖u(t)‖∞ exists.
Proof. Assume that the conclusion is false. Since ‖u(t)‖∞  0 as t → ∞, there exist (tn), (t′n) and
α,β ∈ (0,∞] satisfying ‖u(tn)‖∞ → α, ‖u(t′n)‖∞ → β as n → ∞ and α = β . Let γ := (α + β)/2 if
α,β < ∞ and γ := 2min(α,β) + 1 otherwise. Let Nγ be the number of intersection points between
u(t) and Uγ , where t is the time that appears in Lemma 2.2. By virtue of Proposition 2.3(a), we have
Nγ < ∞.
Note that 0 < min(α,β) < γ < max(α,β). Then, by the continuity of t → ‖u(t)‖∞ , we obtain
t′′n → ∞ which satisﬁes ‖u(t′′n)‖∞ = γ . Lemma 2.2 assures that u(t′′n) takes its maximum value at
r = 0 for large n; thus each t′′n is a tangential time between Uγ and u(t). Then by Proposition 2.3(c),
we have zγ (t)  zγ (t′′Nγ ) < · · · < Nγ − (Nγ − 1) = 1, i.e., zγ (t) = 0 for t  t′′Nγ , where zγ (t) denotes
the number of intersection points between u(t) and Uγ . This is absurd in view of Lemma 2.3. 
Now we show the monotonicity of ‖u(t)‖∞ in t if u is unbounded:
Lemma 2.5. Let Ω be a ball or RN and let u be a solution of (P) with u0 satisfying (A)u0 . Suppose that
limt→∞ ‖u(t)‖∞ = ∞. Then there exists t˜ such that ‖u(t)‖∞ is a nondecreasing function in t on [t˜,∞).
Proof. Assume not. Then there exist t0 > 0 and ε > 0 such that t0 − ε > t , inf(t0−ε,t0+ε) ‖u(t)‖∞ > α,‖u(t)‖∞ is nondecreasing in (t0 − ε, t0) and is nonincreasing in (t0, t0 + ε), where t > 0 and α are
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t2 ∈ (t0, t0 + ε) such that α := ‖u(t1)‖∞ = ‖u(t2)‖∞ > α. By (A)u0 , we have zα(0) = 2. Lemma 2.2
and the fact t1, t2 > t imply that t1 and t2 are tangential times between u(t) and Uα . Hence by
the intersection comparison principle (Proposition 2.3), for t > t2, zα(t) zα(t2) < zα(t1) < zα(0) = 2
holds; thus zα(t) = 0 for all t > t2. This contradicts Lemma 2.3. 
The following convergence result is frequently used in the proof of Theorem 1.1.
Proposition 2.4. Let u be a global-in-time solution of (P) with Ω = RN or ball. Let (tn) be a sequence which
satisﬁes tn → ∞, ‖u(tn)‖∞ → α ∈ (0,∞] as n → ∞ and
sup
ttn
∥∥u(t)∥∥∞  C∥∥u(tn)∥∥∞, ∀n ∈ N (2.12)
for some C > 0. Then there exists a subsequence (still denoted by the same symbol) such that
1
‖u(tn)‖∞ u
( ·
‖u(tn)‖2/(N−2)∞
, tn
)
→ U1(·) (2.13)
in Cloc(RN ) as n → ∞. Particularly, it holds that
∥∥u(tn)∥∥2∗2∗,RN  SN/2 + o(1) (2.14)
as n → ∞.
Proof. Let αn = ‖u(tn)‖∞ and let αnv(y, s) = u(x, t), y = α2/(N−2)n x and s = α4/(N−2)n (t − tn). By the
choice of αn , the deﬁnition of vn and by Lemma 2.2, ‖vn(0s)‖∞ = vn(0y,0s) = 1. Hence by (2.12),
we have ‖vn(s)‖∞  C for s ∈ (−1,0]. Proposition 2.1(a) yields that vn satisﬁes (P) with Ω = Ωn ,
where Ωn = α2/(N−2)n Ω . Note that, if Ω = RN , then
⋃
n∈N Ωn = RN holds since Ωn ≡ RN . Moreover,
the same conclusion also follows when Ω is a ball since αn → ∞ as n → ∞ in this case (see [23,5]).
Now the Lp-regularity theory for parabolic operators (see e.g. [18, p. 172, Theorem 7.13]) implies that
(vn) is a bounded sequence in W
2,1
p,loc((−1,0] × RN ) for suﬃciently large p. Then we see that (vn)
is a bounded sequence in C0,γ ;0,γ /2loc for all γ ∈ (0,1), since W 2,1p,loc ↪→ C0,β;0,β/2loc if 1− (N + 2)/p > 0
and β ∈ [0,1) (see e.g. [15, p. 80, Lemma 3.3]). Consequently, the Ascoli–Arzela theorem yields the
existence of v satisfying
vn → v in C loc
(
R
N × (−1,0]) (2.15)
as n → ∞.
Proposition 2.1(b) and (2.2) yield
‖∂s vn‖2L2(−1,0;L2) = ‖∂tu‖2L2(tn−1/α4/(N−2)n ,tn;L2)
= J(u(tn − 1/α4/(N−2)n ))− J(u(tn))
→ d − d = 0 (2.16)
as n → ∞ in view of αn → α ∈ (0,∞].
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∥∥v(s) − v(0)∥∥2,K  ∥∥v(s) − vn(s)∥∥2,K + ∥∥v(0) − vn(0)∥∥2,K +
0∫
s
∥∥∂s vn(s)∥∥2 ds
 o(1) + ‖∂s vn‖L2(−1,0;L2) = o(1)
by virtue of (2.15) and (2.16). Moreover, (2.15) yields 1 ≡ vn(0y,0s) → v(0y) as n → ∞. These facts
and Proposition 2.1(a) imply that v is a nontrivial, nonnegative, radially symmetric stationary solution
of (P) with ‖v‖∞ = v(0y) = 1; thus v(·) = U1(·). Combining this fact with (2.15), we have (2.13). Next
we show (2.14). Let K be a compact set in RN . Proposition 2.1(b) and (2.15) imply that
∥∥u(tn)∥∥2∗2∗,RN = ∥∥vn(0s)∥∥2∗2∗,RN  ∥∥vn(0s)∥∥2∗2∗,K = ‖U1‖2∗2∗,K + o(1)
as n → ∞. This relation together with (2.10) yields ‖u(tn)‖2∗2∗,RN  ‖U1‖2
∗
2∗,RN + o(1) = SN/2 + o(1) as
n → ∞, whence (2.14) follows. 
3. Proof of Theorem 1.1 and Corollary 1.1
Proof of Theorem 1.1. Let u be a global-in-time solution of (P) such that u(t)  0 in L∞ as t → ∞
with an initial data u0 satisfying (A)u0 . Our aim is to show that
1
‖u(t)‖∞ u
( ·
‖u(t)‖2/(N−2)∞
, t
)
→ U1(·)
holds in D1,20 (R
N ) and in Lq(RN ) as t → ∞. By virtue of Lemma 2.4, limt→∞ ‖u(t)‖∞ =: α ∈ (0,∞]
exists. At ﬁrst we assume that
Ω = RN and ∥∥u(t)∥∥∞ → α = ∞ (3.1)
as t → ∞. Another case is brieﬂy discussed at the end of the proof.
Let (tn) be an arbitrary sequence such that tn → ∞. By the assumption ‖u(t)‖∞ → ∞ as t → ∞,
we have
αn :=
∥∥u(tn)∥∥∞ → α = ∞ (3.2)
as n → ∞.
We introduce rescaled functions vn by
αnvn(y, s) = u(x, t), y = α
2
N−2
n x, s = α
4
N−2
n (t − tn), (3.3)
where αn = ‖u(tn)‖∞ . Lemma 2.5 assures that u satisﬁes (2.12) with C = 1. Hence by Proposition 2.4,
we have
vn(·,0) → U1(·) locally uniformly in RN as n → ∞. (3.4)
In order to obtain the convergence vn → U1 in the Sobolev (or the Lebesgue) space, we have
to control the behavior of vn at the spatial inﬁnity. The following two lemmas are devoted to this
subject.
Lemma 3.1. For every β ∈ (0,1), z(u(tn) − Uβαn ) = 1 holds for large n.
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z
(
u(0) − Uβαn
)= 2 for large n.
Since β < 1, we also have Uβαn (0) = βαn < αn = ‖u(tn)‖∞ . Moreover, (3.2) yields ‖u(t)‖∞ < βαn =
Uβαn (0) for large n, where t is the time that appears in Lemma 2.2. Then, since the maximum point
of u(tn) is achieved at the origin for t  t (see Lemma 2.2), by the continuity of t → ‖u(t)‖∞ , there
exists t′n ∈ (t, tn) such that t′n is a tangential time between u and Uβαn . Hence, by Proposition 2.3(c),
z
(
u(tn) − Uβαn
)
< z
(
u
(
t′n
)− Uβαn) z(u(0) − Uβαn)= 2,
i.e., z(u(tn) − Uβαn ) 1. This fact and Lemma 2.3 give the conclusion. 
Then we obtain:
Lemma 3.2. For β ∈ (0,1), there exist R > 0 and N ∈ N such that vn(r,0) < Uβ(r) holds for n > N and
r > R.
Proof. Note that by Lemma 3.1,
1 = z(u(tn),Uβαn)= z(vn(0),Uβ) (3.5)
for large n. It is easy to see that (2.8) and (2.9) yield the existence of a unique intersection point
(in the radial coordinate) rβ > 0 between U1 and Uβ . Hence, for large n, (3.4) implies that vn and
Uβ have a unique intersection point rn,β in the ball with radius R := 2rβ centered at the origin.
Moreover, vn(R) = U1(R) + o(1) < Uβ(R) as n → ∞ holds since β < 1. Hence the conclusion follows
from (3.5). 
Finally, we have the following proposition which gives the asymptotics of v in Lq and in D1,20 .
Proposition 3.1. For every (tn) satisfying tn → ∞, there exists a subsequence of (tn) (still denoted by the same
symbol) such that vn(0) → U1 strongly in Lq(RN ) for q > N/(N − 2) and strongly in D1,20 (RN ) as n → ∞,
where
vn(0, ·) := 1‖u(tn)‖∞ u
( ·
‖u(tn)‖2/(N−2)∞
, tn
)
.
Proof. Let β ∈ (0,1) and let q > N/(N − 2). By Lemma 2.1, there exists ρ > 0 satisfying ρ > R and
‖Uβ‖q,Bcρ ,‖U1‖q,Bcρ < ε/4, where R is the number that appears in Lemma 3.2 and Bcρ denotes the
exterior of the ball with radius ρ centered at the origin. Moreover, ‖vn(0) − U1‖q,Bρ < ε/2 holds for
large n in view of (3.4). Combining these results with Lemma 3.2, we have
∥∥vn(0) − U1∥∥q  ∥∥vn(0) − U1∥∥q,Bρ + ∥∥vn(0) − U1∥∥q,Bcρ

∥∥vn(0) − U1∥∥q,Bρ + ∥∥vn(0)∥∥q,Bcρ + ‖U1‖q,Bcρ

∥∥vn(0) − U1∥∥q,Bρ + ‖Uβ‖q,Bcρ + ‖U1‖q,Bcρ
< ε (3.6)
for large n. Next we show that
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as n → ∞. Note that
∥∥u(tn)∥∥2∗2∗ = ∥∥vn(0)∥∥2∗2∗ = ‖U1‖2∗2∗ + o(1) = SN/2 + o(1) (3.8)
follows from Proposition 2.1(b), (3.6) and (2.10). Moreover, by Proposition 2.2, we have the existence
of (t′n) satisfying t′n → ∞ and
∥∥∇u(t′n)∥∥22 = ∥∥u(t′n)∥∥2∗2∗ + o(1) (3.9)
as n → ∞. The similar argument for (3.8) with (tn) replaced by (t′n) yields
∥∥u(t′n)∥∥2∗2∗ = SN/2 + o(1) (3.10)
as n → ∞. From (3.9) and (3.10), we have
d = lim
n→∞ J
(
u
(
t′n
))= lim
n→∞
1
N
∥∥u(t′n)∥∥2∗2∗ = SN/2N .
This relation together with (3.8) yields
∥∥∇u(tn)∥∥22 = 2 J(u(tn))+ 22∗
∥∥u(tn)∥∥2∗2∗ → 2SN/2N + 2S
N/2
2∗
= SN/2
as n → ∞; thus by Proposition 2.1(b), we have ‖∇vn(0)‖22 = ‖∇u(tn)‖22 = SN/2 + o(1). (3.7) follows
from this relation, (2.10) and (3.4). 
Proposition 3.1 gives the claims of Theorem 1.1 except (1.5). The relation (1.5) easily follows from
(1.4) and Proposition 2.1(b). This completes the proof of Theorem 1.1 under the assumption (3.1).
In the proof above, we assume (3.1). Let us brieﬂy mention the proof for the other cases.
When Ω is a ball, then limt→∞ ‖u(t)‖∞ = ∞, see [5,23]. Hence the proof of Theorem 1.1 in this
case is almost identical to the one given above with some obvious modiﬁcations.
If Ω = RN and (0 <) limsupt→∞ ‖u(t)‖∞ < ∞ (recall that 0 < lim inft→∞ ‖u(t)‖∞ is an assump-
tion of Theorem 1.1), then we can assume that
∥∥u(t)∥∥∞ → α ∈ (0,∞) as t → ∞ (3.11)
by virtue of Lemma 2.4. Let tn → ∞. At ﬁrst, we show that
u (·, tn) = Uα(·) + o(1) as n → ∞ (3.12)
locally uniformly in RN . Since (3.11) assures (2.12), by Proposition 2.4, we have
1
‖u(tn)‖∞ u
( ·
‖u(tn)‖2/(N−2)∞
, tn
)
= U1(·) + o(1) as n → ∞
locally uniformly in RN . This relation together with (3.11) and (2.8) yields
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∥∥u(tn)∥∥∞U1(∥∥u(tn)∥∥2/(N−2)∞ ·)+ o(1) = αU1(α·) + o(1)
= Uα(·) + o(1) as n → ∞
locally uniformly in RN (recall that α < ∞); thus (3.12) follows.
Next, let α0 ∈ (0,min(α,α)/2) and we show that there exist R > 0 and N ∈ N satisfying
u(r, tn) < Uα0(r) for r > R and n > N. (3.13)
Indeed, Proposition 2.3 together with the initial condition (1.3) and Lemma 2.3 yields
z
(
Uα0 ,u(t)
)= 1 for t > 0. (3.14)
It is easy to see that (2.8) and (2.9) yield the existence of a unique intersection point (in the
radial coordinate) rα0α > 0 between Uα0 and Uα . Hence, for large n, (3.12) implies that u(tn) and Uα0
have a unique intersection point in the ball with radius R := 2rα0α centered at the origin. Moreover,
u(R, tn) = Uα(R) + o(1) < Uα0 (R) as n → ∞ holds since α0 < α. Hence (3.13) follows from (3.14).
Note that (3.12) is an analogue of (3.4) and (3.13) is an analogue of Lemma 3.2 with vn , U1 and
Uβ replaced by u(tn), Uα and Uα0 , respectively. Thus by following the same argument as for the
veriﬁcation of Proposition 3.1, we have
1
‖u(tn)‖∞ u
( ·
‖u(tn)‖2/(N−2)∞
, tn
)
→ U1(·) as n → ∞
strongly in D1,20 (R
N ). The rest of the statement in Theorem 1.1 easily follows from this relation. This
completes the proof. 
Proof of Corollary 1.1. We use the same notation as in the proof of Theorem 1.1. At ﬁrst we show (a).
Let tn → ∞. A direct calculation leads to
∥∥u(tn)∥∥qq = αq−2∗n ∥∥vn(0)∥∥qq. (3.15)
By Lemma 2.1 and (3.6), we also have
∥∥vn(0)∥∥qq = ‖U1‖qq + o(1) for q > N/(N − 2). (3.16)
The conclusion of (a) easily follows from Lemma 2.1, (3.15), (3.16) and the fact that αn → α as
n → ∞. The case (b) with q > N/(N − 2) follows from the similar argument. It is also easy to see
that Lemma 2.1 and (3.4) yield the case (b) with q N/(N − 2). 
4. Proof of Theorem 1.2
Let a be a function satisfying (A)a , μ > 0, uμ a solution of (P) with u0 = μa and Tμ the maximal
existence time of uμ .
We split R+ intoM0(a),Mc(a) andMb(a) deﬁned by
M0(a) :=
{
μ > 0; Tμ = ∞, uμ(t) → 0 in L∞ as t → ∞
}
,
Mb(a) := {μ > 0; Tμ < ∞},
Mc(a) := {μ > 0; μ /∈M0 ∪Mb}.
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some t0}, where J is given in (1.1) and
W :=
{
u ∈ D1,20 ; J (u) <
1
N
SN/2, −‖∇u‖22 + ‖u‖2
∗
2∗ < 0
}
∪ {0}.
ThenM0(a)′ =M0(a) andMb(a)′ =Mb(a).
Proof. The fact Mb(a)′ ⊂Mb(a) follows from (2.2). Since we are in the radially symmetric setting,
results in Galaktionov and Vázquez [5] and Ikehata and Suzuki [9] yield J (uμ(t)) → −∞ as t → Tμ
if Tμ < ∞; thusMb(a) ⊂Mb(a)′ .
Next we show that M0(a)′ ⊂M0(a). Assume that this is not true, i.e., assume that there exists
μ ∈M0(a)′ \M0(a). Then we have t0 > 0 and δ > 0 such that uμ(t0) ∈ W and
limsup
t→Tμ
∥∥uμ(t)∥∥∞ = δ. (4.1)
It is proved in [11] that the assumption uμ(t0) ∈ W yields
Tμ = ∞ (4.2)
and uμ(t) ∈ W for t  t0. Then the deﬁnition of W together with the nonincreasing property of
J (uμ(t)) implies that (1/2 − 1/2∗)‖uμ(t)‖2∗2∗  J (uμ(t))  J (uμ(t0)) < (1/2 − 1/2∗)SN/2 for t > t0;
thus there exists ε > 0 such that
∥∥uμ(t)∥∥2∗2∗ < SN/2 − ε for t  t0. (4.3)
On the other hand, (4.1) and (4.2) assert that uμ satisﬁes the assumption in Theorem 1.1. Hence by
Corollary 1.1, we have ‖uμ(t)‖2∗2∗ → ‖U1‖2
∗
2∗ = SN/2. This is absurd in view of (4.3).
Now we show that M0(a) ⊂M0(a)′ . Let μ ∈M0(a). By the assumption (A)a , there exists α > 0
(which depends on μ) such that z(Uα − u(0)) = 1 for α ∈ (0,α). Let α0 := min(‖uμ(t)‖∞,α)/2
(t is the time that appears in Lemma 2.2) and let zα0 (t) := z(Uα0 − uμ(t)). Then zα0 (0) = 1 and‖uμ(t)‖∞ > α0 = Uα0 (0). Note that the deﬁnition of M0(a) yields ‖uμ(t)‖∞ → 0 as t → ∞. Hence,
for suﬃciently large t′(> t), we have ‖uμ(t′)‖∞ < α0 = Uα0 (0). Therefore there exists t′′ ∈ (t, t′)
such that uμ(t′′) and Uα0 are tangential at x = 0. Proposition 2.3 yields 1 = zα0(0) > zα0 (t′′), hence
zα0 (t
′′) = 0. This fact and Proposition 2.3(a) imply that uμ(t) < Uα0 , in particular,
∥∥uμ(t)∥∥2∗2∗ < ‖Uα0‖2∗2∗ = SN/2 (4.4)
for t > t′′ . On the other hand, Proposition 2.2 yields the existence of tn → ∞ satisfying ‖∇uμ(tn)‖22 =
‖uμ(tn)‖2∗2∗ + o(1) as n → ∞. Combining this fact with (4.4), we have
lim
n→∞ J
(
uμ(tn)
)= lim
n→∞
1
N
∥∥uμ(tn)∥∥2∗2∗ < SN/2N (4.5)
for large n. Moreover, the Sobolev inequality and (4.4) yield
−∥∥∇uμ(t)∥∥22 + ∥∥uμ(t)∥∥2∗2∗  ∥∥uμ(t)∥∥22∗(−S + ∥∥uμ(t)∥∥2∗−22∗ )< 0
for t  t′′ . This relation together with (4.5) implies that uμ(t) ∈ W with suﬃciently large t; thus
μ ∈M0(a)′ . 
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are open sets in R+ . Moreover, by the comparison principle, M0 and Mb form ordered sets. Hence
Lemma 4.1 yields the existence of positive numbers μ1 and μ2 satisfying μ1  μ2, M0 = (0,μ1),
Mb = (μ2,∞) andMc = [μ1,μ2].
Now we show that μ1 = μ2. The deﬁnition of Mc implies that uμ for μ ∈Mc(a) is a solution
which satisﬁes Tμ = ∞ and uμ(t)  0 in L∞ as t → ∞. Thus uμ satisﬁes the assumption of Corol-
lary 1.1 and we have
∥∥uμ(t)∥∥2∗ = ‖U1‖2∗ + o(1) (4.6)
as t → ∞ for all μ ∈Mc(a). Since μ1μ2 uμ2 is a supersolution of (P) with initial data μ1a, we have
uμ1 (t)
μ1
μ2
uμ2 (t), in particular, μ2‖uμ1 (t)‖2∗ μ1‖uμ2 (t)‖2∗ . By letting t → ∞ in this relation and
by using (4.6), we obtain (μ1 )μ2 μ1. ThereforeMc is a singleton and the conclusion follows. 
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