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Введение
Рассмотрим следующую задачу предсказания. Некоторое устройство выда-
ёт биты согласно некоторому неизвестному вычислимому распределению на
дереве. Задача предсказателя: угадать по полученным битам x = x1 . . . xn
вероятность того, что следующим битом будет 1. Соломонофф предложил
следующий способ решения этой задачи: предсказывать вероятность следу-
ющей единицы как m(x1)
m(x) , где m — универсальная полумера на дереве[2, 4].
Такой способ предсказания обладает следующим хорошим свойством.
Теорема 1 ([5]). Для любого вычислимого распределения на дереве P и для
любого b ∈ {0, 1} выполнено
∞∑
n=1
∑
x:l(x)=n
P (x)(P (b|x) −m(b|x))2 <∞. (1)
Однако, у предсказания Соломоноффа есть и негативный аспект. Для
конкретной случайной по Мартин-Лёфу последовательности (согласно рас-
пределению P ) разница P (xn+1|xn)−m(xn+1|xn) может не стремится к нулю
при n стремящимся к бесконечности. Здесь и далее xn обозначает x1 . . . xn.
Теорема 2 ([1]). Существует универсальная полумера m, вычислимая ме-
ра на дереве P и такая случайная относительно этой меры последова-
тельность x1x2 . . ., что
lim
n→∞
P (xn+1|xn)−m(xn+1|xn) 9 0. (2)
Тем не менее мера таких последовательностей равняется нулю[5, 2].
В [3] доказана усиленная версия Теоремы 2: такие P и x1x2 . . . существу-
ют для любойm являющейся смесью полумер. https://www.overleaf.com/project/5e5985a7aaf468000174284f
В этой статье предлагается альтернативный способ предсказания. А имен-
но, для конечной строки x находится распределение P , которое является
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самым лучшим (в некотором смысле) объяснением для данного x. Вероят-
ность следующих битов полагаются равными P (1|x) и P (0|x).
Оказывается, что этот способ обладает двумя хорошими свойствами. Во-
первых, для него ряд, аналогичный (1) также сходится — Теорема 6 (спра-
ведливости ради отмечу, что полученная верхняя оценка на сумму ряда
значительно превосходит соответствующую верхнюю оценку для предска-
зания Соломоноффа). Во-вторых, для такого способа предсказания предел
аналогичный (2) стремится к нулю для любой случайной по Мартин-Лёфу
последовательности — Теорема 3.
Всё это мотивирует изучать алгоритмическую статистику на дереве, т.е.
изучать, какие распределения “самые хорошие” для данных слов (оказыва-
ется, на возникающие здесь вопросы обычная алгоритмическая статистика
отвечать не умеет).
1 Предсказания на случайных по Мартин-Лёфу
последовательностях
Для строки x и распределения P определим величину
l(x, P ) := 2K(P )− logP (x)−KA(x).
Здесь K — префиксная, KA — априорная сложности [4, 2]. Чем эта величина
меньше, тем “лучше” P объясняет x. Константу 2 можно заменить на любую
другую большую 1 (мы просто хотим, чтобы простота ценилась больше чем
логарифм вероятности).
Мы, однако, будем требовать, чтобы для хорошего объяснения P для
слова x не только l(x, P ) было мало, но чтобы это же выполнялось для всех
префиксов x.
Определение 1. Вычислимое распределение Q называется лучшим для сло-
ва x, если для него величина max{l(x′, P )|x′ — префикс x} самая маленькая
среди всех вычислимых на дереве распределений P .
Наш способ предсказания — полагать вероятность следующего бита рав-
ным b на слове x как H(b, x) := P (xb)P (x) , где P — лучшее распределение для
x (если лучших распределений больше одного, то берём произвольное из
них).
Замечание 1. Хотелось бы, конечно, менее громоздкого определения — про-
сто брать P c минимальным l(x, P ). Теорему 3 с таким определением дока-
зать можно, но будет ли верна Теорема 6 неизвестно.
Теорема 3. Пусть P — вычислимая мера, x = x1x2 . . . — случайная по
Мартин-Лёфу относительно P последовательность. Тогда величинаH(xn+1, xn)
стремится к
P (xn+1)
P (xn) при n→∞.
Доказательство этой теоремы нетрудно следует из следующих двух утвер-
ждений.
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Теорема 4 ([4]). Пусть x = x1x2 . . . последовательность битов. Тогда:
1. Для любой вычислимой меры Q и для любого n выполнено неравен-
ство K(xn) − logP (xn) ≥ KA(xn) + O(1). При этом константа в
О-большом зависит только от выбора декомпрессора.
2. Если x — случайная относительно вычислимой меры P последова-
тельность, то для любого n величина − logP (xn) − KA(xn) не пре-
восходит константы, зависящей от x и от P .
3. Если x не является случайной относительно вычислимой меры Q
последовательностью, то величина − logP (xn)−KA(xn) стремится
к бесконечности при n→∞.
Теорема 5 ([6]). Пусть P и Q — вычислимые меры, x = x1x2 . . . — после-
довательность, случайная по Мартин-Лёфу одновременно относительно
P и Q. Тогда P (xn|xn)→ Q(xn|xn) при n→∞.
Так как нам всё равно потребуется количественный вариант этой теоре-
мы, то давайте её докажем.
Лемма 1. Пусть P и Q — вычислимые меры на дереве, x0x1x2 . . . — та-
кая последовательность битов, что для некоторого c > 0 и для любого i
выполняется P (xi) ≥ cQ(xi) и Q(xi) ≥ cP (xi). Тогда:
P ((x1|x0)−Q(x1|x0))2 + P ((x2|x1)−Q(x2|x1))2 + . . . = O(log c).
Доказательство леммы. Определим вероятностное распределение R как
R(yn+1|yn) := P (yn+1|y
n) +Q(yn+1|yn)
2
.
Заметим, что для каждого yn выполняется R(yn) ≥
√
P (yn)Q(yn), а
значит, для всех n верно:
n−1∏
i=1
R(xi|xi) ≤
√
C ·
n−1∏
i=1
P (xi|xi)
и
n−1∏
i=1
R(xi|xi) ≤
√
C ·
n−1∏
i=1
Q(xi|xi)
Переписывая R(xi|xi) в соответствии с определением, получаем:
n−1∏
i=1
1 +Q(xi|xi)/P (xi|xi)
2
≤
√
C
,
n−1∏
i=1
1 + P (xi|xi)/Q(xi|xi)
2
≤
√
C
3
.
Умножая, получаем:
n−1∏
i=1
2 + P (xi|xi)/Q(xi|xi) +Q(xi|xi)/P (xi|xi)
4
≤ C
.
Заметим, что каждый множитель здесь не меньше одного, и равняется
единице только если дроби равны единицам. Поэтому для любого ε > 0 су-
ществует толькоO(log ) (константа в О-большом зависит от ε) таких множи-
телей, для которых P (xi|xi)/Q(xi|xi) ≥ 1+ε. Значение (P (xi|xi)−Q(xi|xi))2
для таких i оценим как 1. Натуральный логарифм оставшихся членов для
достаточного маленького ǫ не меньшей чем
(1− P (xi|x
i)
Q(xi|xi) )
2 ≥ (P (xi|xi)−Q(xi|xi))2.
(это получается из ряда Тейлора для 11−t и для log(1 + t)). Cледователь-
но, вся сумма P ((x1|x0) − Q(x1|x0))2 + P ((x2|x1) − Q(x2|x1))2 + . . . также
равняется O(log c).
Доказательство Теоремы 5. Согласно одному из критериев случайности
по Мартин-Лёфу величины P (xn)/m(xn) и Q(xn)/m(xn) ограничены кон-
стантой. Так как m мажорирует P и Q, то и величины P (xn)/Q(xn) и
Q(xn)/P (xn) также ограничены константой. Осталось воспользоваться лем-
мой.
Доказательство Теоремы 3. Поймём, как можно оценить величину l(xn, P )
для какого-нибудь n. Согласно второму пункту Теоремы 4 величина− logP (xn)−
KA(xn) не превосходит константы, обозначим её через C. Получается, что
l(xn, P ) ≤ 2K(P ) + C.
Из этого следует, что если для какой-то вычислимой Q величина l(xn, Q)
меньше l(xn, P ), то K(Q) ≤ 2K(P ) + C + O(1) (мы ещё воспользовались
первым пунктом Теоремы 3).
Получается, что всего “претенденток” на то, чтобы быть лучшей мерой
для xn при каком-то n— константное число (не превосходящее 22K(P )+C+O(1)).
Среди этих мер могут быть как те, относительно которых x случайна, так
и те, относительно которых x не является случайной. Все последние рано
или поздно “выйдут из соревнования” благодаря третьему пункту Теоре-
мы 4. А для тех мер, относительно которых являются случайной x, нужно
воспользоваться Теоремой 5.
2 Ограниченность “суммы Соломоноффа”
Цель этого раздела — доказать следующую теорему.
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Теорема 6. Для любой вычислимой меры P и для любого b ∈ {0, 1} выпол-
нено:
∞∑
n=1
∑
x:l(x)=n
P (x)(P (b|x) −H(b, x))2 <∞.
План доказательства состоит в следующем: разделим все двоичные сло-
ва на группы по “степени типичности” относительно меры P . Мы покажем,
что для типичных слов наш предсказатель работает хорошо, а нетипичных
мало, поэтому они не сильно портят общую картину.
Перейдём к формальным определением. Определим дефект случайности
d(x|P ) := − logP (x)−KA(x).
Утверждение 1. Для любого C множество таких последовательностей,
у которых некоторое начало имеет дефект случайности ≥ c имеет меру
не больше 2−c относительно меры P .
Определим множество T cP как множество таких двоичных слов x, для
которых во-первых, существует такой префикс x′, что d(x′|P ) = c, во вто-
рых для любого префикса x его дефект случайности не превосходит c.
Отметим следующие свойства этого множества.
• Множество T cP состоит из некоторого набора поддеревьев, в которых
корни имеют дефект случайности c, а все их потомки — не больше c.
• Сумма мер корней этих поддеревьев не превышает 2−c.
• Для разных c множества T cP не пересекаются и в объединении дают
все двоичные слова.
Для доказательтсва теоремы на нужно научиться оценивать сумму
∑
x∈T c
P
P (x)(P (0|x) −H(0, x))2.
Для этого докажем следующее обобщение Леммы 1
Лемма 2. Пусть T — поддерево двоичного дерева с корнем в слове y.
Пусть P и Q такие меры, что для некоторой константы C и для лю-
бого z ∈ T выполняется P (z) ≥ C ·Q(z) и Q(z) ≥ C · P (z). Тогда
∑
x∈T
P (x)[(P (0|x) −Q(0|x))2 + (P (1|x)−Q(1|x))2] = O(logC)P (y).
Доказательство. Достаточно показать, что для любого пути y0y1... ∈ T
(путь может быть как конечный, так и бесконечный) выполняется
[(P (0|y0)−Q(0|y0))2 + (P (1|y1)−Q(1|y1))2] + . . . = O(logC). (3)
В самом деле, мера P ′(z) := P/P (y) задает распределение вероятностей
на поддереве с корнем в y. Если (3) верно для любого пути, то и среднее
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значение (согласно распределению P ′) равняется O(logC), а это по сути и
утверждает эта лемма.
По Лемме 1 мы знаем, что:
(P (y1|y0)−Q(y1|y0))2 + (P (y2|y1)−Q(y2|y1))2 + . . . = O(logC).
Учитывая, что (P (0|z) −Q(0|z))2 = (P (1|z) −Q(1|z))2 получаем, что верх-
нюю сумму можно как удвоенную первую нижнюю +2. Двойка берётся из-
за возможного тупикового слова yn (для которого ни yn0 ни yn1 не лежат в
T ). Тогда величину (P (0|yn)−Q(0|yn))2 можно оценить просто как 1 (благо,
в каждом пути не более одного такого слова).
Наконец, перейдём к доказательству основной теоремы.
Доказательство Теоремы 6. Для произвольного натурального c поймём,
как работает наш предсказатель на множестве T cP . Значение l(x, P ) = 2K(P )−
logP (x) − KA(x) на любом x ∈ T cP не превосходит 2K(P ) + c. Так как для
любой меры Q величина − logQ(x) − KA(x) не отрицательна с точностью
до аддитивной константы, то всего количество претенденок на роль самой
лучшей меры хотя бы для одного слова из T cP не превосходит 2
K(P )+c
2 ·O(1).
Пусть мера Q оказалась лучшей для некоторого x ∈ T cP , а x′ — некий
префикс x. Тогда − logQ(x′) ≤ 2K(P ) + c , т.е. Q(x′) ≥ 2−2K(P )−c. В самом
деле, вспомним, что в определении лучшей меры важно значение l(x′, Q) на
всех префиксах x′. Если бы у Q это значение было бы больше 2K(P )+c, тоQ
не смогло бы выиграть соревнование даже у P (у которого соответствующая
величана не превосходит 2K(P ) + c на всех префиксах x).
С другой стороны, т.к. d(x′|P ) ≤ c, то P (x′) ≥ 2−KA(x)−c ≥ Q(x′)2−cO(1).
Т.е. на таких x эти меры мажорируют друг друга с коэффициентом
2−c−2K(P ) ·O(1).
Обозначим через AQ подмножество таких слов из T
c
P на котором мера Q
самая лучшая. Дополним это множество всеми префиксами из T cP , получим
некоторое множество поддеревьев; обозначим его через TQ. Корни этих под-
деревье такие же, как у T cP , стало быть сумма их мер относительно P не
превосходит 2−c. Применяя Лемму 2 к каждому такому поддереву получа-
ем:
∑
x∈AQ
P (x)(P (0|x) −H(0, x))2 =
∑
x∈AQ
P (x)(P (0|x) −Q(0|x))2 ≤
≤
∑
x∈TQ
P (x)(P (0|x) −Q(0|x))2 ≤ O(2−c(c+ 2K(P )).
Вспоминая, что всего на T cP самыми лучшими могут быть не более 2
K(P )+c
2 ·
O(1) распределений, получаем, что
∑
x∈T c
P
P (x)(P (0|x)−H(0, x))2 = O(2−c(c+2K(P ))2K(P )+c2 = O(2−c/2K(P )2K(P )2 ).
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Суммируя по всем c получаем:
∑
x∈{0,1}∗
P (x)(P (0|x)−H(0, x))2 =
∞∑
c=0
∑
x∈T c
P
P (x)(P (0|x)−H(0, x))2 = O(K(P )2K(P )2 ).
Заключение
Есть (по-крайней мере) два пути улучшения получившего результата. Во-
первых, можно пытаться сделать определение лучшего распределения не
таких громоздким (просто минимизировать 2K(P ) − logP (x). Это можно
было бы сделать, если бы Лемма 2 была бы верна для любого подмножества
дерева T , а не только для самого T . Но неизвестноо, верна ли она в таком
виде или нет.
Далее, у Соломоноффа его сумма не превосходит K(P ). Вопрос: можно
ли улучшить получившуюся экспоненциальную оценку? Экспоненциальная
оценка взялась из-за того, что количество лучших (хотя бы для одного
слова) распределений сложности не выше k оценивается как 2k. Вопрос: а
действительно ли их экспоненциально много или здесь как в обычной ал-
горитмической статистике есть небольшое количество универсальных объ-
ясениний, которые являются самыми лучшими? Возникает следующий win-
win: либо лучших распределений много, и получается интересная теория.
Либо лучших распределений мало, и получается хорошая оценка.
Такие вопросы можно ставить и для бесконечных слов. Сколько среди
распределений сложности не выше k таких P , для которых есть последова-
тельность x, которая случайна по P и при этом не является случайной для
всех мер сложности меньше чем k?
Далее, возможно теория хороших объяснений для бесконечных слов свя-
зана с Busy beavers. Тут возникает вопрос, который, возмножно, является
открытым только для меня:
Рассмотрим тотальные вычислимые функции сложнсти не выше k. Если
среди них самая большая (т.е. такая f , что для любой g и для любого x
выполняется f(x) ≥ g(x)?) или самая большая на бесконечности?..
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