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We study a spline-based likelihood method for the partly linear model with monotonicity
constraints. We use monotone B-splines to approximate the monotone nonparametric
function and apply the generalized Rosen algorithm to compute the estimators jointly.
We show that the spline estimator of the nonparametric component achieves the possible
optimal rate of convergence under the smooth assumption and that the estimator of the
regression parameter is asymptotically normal and efficient. Moreover, a spline-based
semiparametric likelihood ratio test is established to make inference of the regression
parameter. Also an observed profile information method to consistently estimate the
standard error of the spline estimator of the regression parameter is proposed. A simulation
study is conducted to evaluate the finite sample performance of the proposedmethod. The
method is illustrated by an air pollution study.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider spline-based maximum likelihood estimation of the partly linear model under monotonicity
constraints. A general partly linear model takes the form
Y = ψ(Z)+ XTβ + ε, (1)
where XT = (x1, . . . , xd)T and Z are explanatory variables, β is a d × 1 vector of the unknown regression parameters, ψ
is an unknown function, the error term ε is normally distributed with mean 0 and finite variance σ 2, and (X, Z) and ε are
independent. The partly linear model is an extension of a standard linear model without having to specify the functional
forms of some predictor variables. It can be an appropriate choice when the response variable Y is assumed to be linearly
associated with covariate X , but the relationship between Y and Z may be nonlinear.
The partly linear model (1) has been extensively studied by many authors, see for example, Bianco and Boente [1],
Engle et al. [5], Green et al. [6], Green and Silverman [7], Robinson [25], and Schimek [27] among many others. Many
authors have also investigated the asymptotic behaviors of the estimates of the regression parameter and the smooth
nonparametric component using smoothing spline, kernel smoothing, or local linear smoother methods. Heckman [9]
explored the asymptotic properties of the estimate of β using the penalized likelihood estimation method. Chen [2] used
piecewise polynomials to approximate ψ and showed that the estimate of β can achieve a rate of convergence n−1/2 with
smallest possible asymptotic variance. Chen and Shiau [3] studied the asymptotic behaviors of two data-driven efficient
estimators of β using the spline estimationmethod. Mammen and van der Geer [19] applied the empirical process theory to
study the asymptotic properties of the penalized quasi-likelihood estimator ofβ . Speckman [32] investigated the theoretical
properties of the kernel smoothing approach for the partly linear model. Hamilton and Truong [8] used the local linear
smoother method to derive the asymptotic distributions of the estimates of β and ψ , which generalized the results of [32].
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In many studies, there is a monotonic relationship between one or more of covariates and the response variable, for
example, the dose–response relationship. Huang [10] considered the isotonic regression approach for estimation of the
partly linear model when ψ is assumed to be a smooth monotone function. Under the assumption that the error ε is
normally distributed, the estimator of β was shown to be asymptotically efficient among all regular estimators. The limiting
distribution of the isotonic estimator of the monotone nonparametric function ψ at a fixed point was also established. To
the best of our knowledge, however, there is no systematic study for the spline-based estimator of (β, ψ)whenψ is subject
to be monotone. Therefore, it would be preferable to develop a practical spline procedure for the partly linear model under
monotonicity constraints on ψ and study the asymptotic properties of the estimates.
The spline estimation of an unknown monotone function has been studied by many researchers. For example,
Ramsay [24] defined monotone I-splines and discussed the computational and inferential issues of the method. The
proposed monotone spline approach was used in many applications, such as response variable transformation in nonlinear
regression and use of monotone splines to model the dose–response relationship. Kelly and Rice [14] proposed a
nonparametric smoothing method to study dose–response curves under a monotonicity constraint. Shen [30] introduced a
spline-based sieve maximum likelihood estimation method for the baseline function and the regression parameter in the
proportional odds regression model with right-censored data and Case 2 interval-censored data. Leitenstorfer and Tutz [16]
used amonotone B-spline smoothing procedurewithin a generalized additivemodel framework to investigate the influence
of the air pollutant on respiratory mortality. Lu et al. [17] proposed a nonparametric monotone I-spline method for panel
count data with proportional mean model. The spline-based estimators exceed the nonparametric estimators proposed by
Wellner and Zhang [35] in the rate of convergence and the finite sample performance.
In this manuscript, monotone B-splines are applied to approximate the nondecreasing function ψ(Z), i.e.
ψ(Z) ≈
kn∑
j=1
αjBj(Z),
subject to the constraints α1 ≤ · · · ≤ αkn . The nondecreasing constraints on the coefficients αj, j = 1, . . . , kn, guarantee the
resulting spline to be monotone by Schumaker [29]. This approach follows the idea of the sieve method for the estimation
of the infinite-dimensional parameter ψ . In sieve estimation a sequence of subspaces (sieves) that depend on the sample
size n are used to approximate the original space such that the resulting estimation problem over sieves becomes less
complicated. In themodel presented here, the sieves are the collections of monotone splines and the original space is the set
of bounded nondecreasing smooth functions. By using monotone B-splines to approximate ψ , we can estimate the spline
coefficients α = (α1, . . . , αkn) and the regression parameter β simultaneously. The generalized Rosen algorithm proposed
by Jamshidian [13] is applied for computing the estimates of α = (α1, . . . , αkn) and β . We show that the estimator of β
is asymptotically normal and efficient and the estimator of ψ achieves the possible optimal rate of convergence under the
smooth condition. We also develop a spline-based likelihood ratio test and a spline-based Wald test for the inference of β .
The rest of the paper is organized as follows: The spline maximum likelihood estimator (βˆn, ψˆn) and the numerical
algorithm are presented in Section 2. Asymptotic results are given in Section 3. A Monte Carlo simulation study and an
illustrating example from an air pollution study are displayed in Section 4. The summary of our findings and some related
topics are discussed in Section 5. Finally, the proofs of asymptotic results are sketched in the Appendix.
2. Method and algorithm
Let (β0, ψ0) be the true value of the parameter (β, ψ). Assume β0 belongs to a convex and compact subsetΘ ⊂ Rd and
ψ0 is a smoothmonotone function. Let (Y1, Z1, X1), . . . , (Yn, Zn, Xn) be a random sample. The log-likelihood for this random
sample is
ln(β, ψ) = −
n∑
i=1
(Yi − XTi β − ψ(Zi))2/(2σ 2), (2)
subject to β ∈ Θ and ψ being monotone. Let Z(1) ≤ · · · ≤ Z(n) be the ordered values of Z ′i s and ψi = ψ(Z(i)).
Huang [10] defined the semiparametric likelihood estimator of (β0, ψ0) as the maximizer of ln(β, ψ) subject to β ∈ Θ
and ψ1 ≤ · · · ≤ ψn. Indeed, the semiparametric maximum likelihood estimation of β and ψ is a semiparametric isotonic
regression problem. The semiparametric estimation method can be implemented based on the profile likelihood method in
which the estimator of ψ is defined as a nondecreasing step function with jumps only occurring at observation points. In
this manuscript, we propose to estimateψ using monotone B-splines instead of the step function in order to achieve faster
rate of convergence and better finite sample performance of the estimate of ψ .
Let Tn = {ti}mn+2l1 , with
a = t1 = · · · = tl < tl+1 < · · · < tmn+l < tmn+l+1 = · · · = tmn+2l = b,
be a sequence of knots that partition a closed interval [a, b] intomn+1 subintervals Ii = [tl+i, tl+i+1), for i = 0, . . . ,mn−1,
and Imn = [tmn+l, tmn+l+1]. Let Sn(Tn, l) denote the class of splines of order l ≥ 1 with knots Tn. For any s ∈ Sn(Tn, l),
according to Corollary 4.10 of Schumaker [29], there exist a class of B-spline basis functions {Bi, 1 ≤ i ≤ kn}, where
2530 M. Lu / Journal of Multivariate Analysis 101 (2010) 2528–2542
kn = mn + l, such that s =∑kni=1 αiBi. According to Theorem 5.9 of Schumaker [29], the spline s is monotone nondecreasing
on [a, b] if nondecreasing constraints are imposed on the coefficients α = (α1, . . . , αkn). Thus,
Mn(Tn, l) =
{
kn∑
i=1
αiBi : α1 ≤ · · · ≤ αkn ,maxi |αi| ≤ Ln for some constant Ln
}
,
the subclass of Sn(Tn, l), is the collection of monotone nondecreasing splines on [a, b].
By replacing ψ(Z) by
∑kn
i=1 αjBj(Z) in the log-likelihood function (2), we obtain the spline log-likelihood function
ln(α, β) = −
n∑
i=1
(
Yi − XTi β −
kn∑
j=1
αjBj(Zi)
)2/
(2σ 2), (3)
subject to α1 ≤ · · · ≤ αkn . The advantage of this reparametrization is that we can estimate the regression parameters β and
coefficients α = (α1, . . . , αkn) simultaneously through maximizing the spline likelihood function subject to nondecreasing
constraints. The computational burden can be greatly alleviated by such fully parametric representation of spline likelihood
function. See [18,28] for most recent application of splines.
Let αˆn = (αˆ1, . . . , αˆkn) and βˆn be the values that maximize the spline likelihood function (3). We denote the spline
estimator of ψ by
∑kn
i=1 αˆiBi.
The spline likelihood estimation problem (3) can be formulated as an optimization problem subject to linear inequality
constraints
max
θ∈Θα×Rd
l(θ |Y , Z, X),
where θ = (α, β) with α ∈ Θα = {α : α1 ≤ · · · ≤ αkn}. In the optimization literature, Rosen algorithm [26], also
known as gradient projection (GP) algorithm, is often applied for optimizing the objective function with linear constraints.
Jamshidian [13] generalized the Rosen algorithm by using a general metric with norm ‖x‖ = xTWx, whereW is a positive
definite matrix. Zhang and Jamshidian [36] applied this algorithm for computing the nonparametric maximum likelihood
estimators of the failure functionswith doubly censored data and interval-censored data. In order to avoid a possible storage
problem in updating the Hessian matrix H for the large sample size, they chose W as DH , the matrix containing only the
diagonal elements of negative H . This resulted in increasing the number of iterations and thereby the computing time. In
our application, the dimension of the unknown parameter space is relatively small due to the use of B-splines. Therefore, we
choose the negative Hessian matrix asW . The use of the full Hessian matrix substantially reduces the number of iterations.
As a result, the computational burden for the spline estimation is expected to be alleviated.
Now we describe the algorithm used in computing the proposed spline estimator. Let l˙(θ) and W be the gradient and
negative Hessian matrix of the log-likelihood with respect to θ . We denote byA = {i1, . . . , im}, the set of indices satisfying
αij = αij+1. If m > 0, define the corresponding working matrix Am×(kn+d), in which the jth row is the vector with its ijth
element equal to one, (ij + 1)th element equal to negative one, and the remaining components being zeros, where d is
the dimension of β . The modified generalized Rosen algorithm for partly linear model is implemented in the following
steps:
S0: Determine the index setA and its corresponding A of the initial α ∈ Θα .
S1: Find the feasible search direction
η = (I −W−1AT (AW−1AT )−1A)W−1 l˙(θ).
S2: If ‖η‖ < ε, for some small ε > 0, compute the Lagrange multipliers λ = (AW−1AT )−1AW−1 l˙(θ). Let λi be the ith
component of λ.
• If λi ≤ 0, for all i ∈ A, then set θˆn = θ and stop.• If there is at least one λi > 0, for some i ∈ A, determine the index corresponding to the largest λi and remove this
fromA, accordingly modify the A, and go to S1.
S3: Compute θ1 = minηi>ηi+1, i6∈A− αi+1−αiηi+1−ηi and find a smallest integer k such that l(θ + (1/2)kη) > l(θ). Then replace θ by
θ˜ = θ +min((1/2)k, θ1)η, updateA and its corresponding A, and then go to S1.
One choice for the initial values of the modified generalized Rosen algorithm is α1 = α2 = 0 and αi = i − 2, for
i = 3, . . . , kn. For this case, the working matrix A = (1,−1, 0, . . . , 0)1×(kn+d).
3. Asymptotic results
In this section we present asymptotic results for the spline maximal likelihood estimator (βˆn, ψˆn). Denote ϑ = (β, ψ).
Assume the regression parameter space Θ to be a convex and compact subset of Rd and the parameter space for the
nonparametric function ψ is taken to be
F = {ψ : ψ is monotone nondecreasing on [0, τ ]}.
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Let ‖ · ‖ be the Euclidean distance of Rd. For any probability measure P , define L2-norm ‖f ‖2 =
(∫
f 2dP
)1/2. We study
the asymptotic properties of (βˆn, ψˆn)with L2 metric
d22(ϑ1, ϑ2) = ‖β2 − β1‖2 + ‖ψ2 − ψ1‖22
= ‖β2 − β1‖2 +
∫
|ψ2(z)− ψ1(z)|2dFZ (z),
for any ϑi = (βi, ψi) ∈ Θ × F , i = 1, 2, where FZ (z) is the marginal probability measure of the variable Z .
The following regularity conditionswith respect to the locations of knots, the smoothness andmonotonicity ofψ0, and the
underlying distributions of covariates (X, Z) are needed to derive the asymptotic results of the spline maximum likelihood
estimator (βˆn, ψˆn).
(C1) The maximum spacing of the knots is assumed to be O(n−ν), 0 < ν < 1/2. Moreover, the ratio of maximum and
minimum spacings of knots is uniformly bounded.
(C2) The true function ψ0 is strictly increasing and its rth derivative satisfies Lipschitz condition on [0, τ ], with r ≥ 1, that
is, ψ0 ∈ Ψ = {ψ ∈ C r [0, τ ] : ‖ψ (j)‖∞ ≤ M, j = 0, . . . , r, |ψ (r)(z1)− ψ (r)(z2)| ≤ L|z1 − z2|}.
(C3) The true parameter β0 is the interior ofΘ .
(C4) The support of Z is an interval within [0, τ ].
(C5) There exists x0 such that P(‖X‖ ≤ x0) = 1. That is, the covariate X has a bounded support.
(C6) The density function of Z is continuous and positive on [0, τ ].
(C7) For any β 6= β0, P(XTβ 6= XTβ0) > 0.
(C8) E(X − E(X |Z))⊗2 is positive definite, where x⊗2 = xxT .
(C9) The derivative of h∗(z) = E(X |Z = z) is bounded on [0, τ ].
Remark 1. (C1) is a mild assumption on knots and needed to derive consistency and rate of convergence of (βˆn, ψˆn). The
condition on smoothness and monotonicity ofψ0 is standard in the spline estimation. The compactness and convexity ofΘ
and (C3) are common in the literature of semiparametric estimation. Assumptions that are related to observation scheme
of (X, Z), (C4)–(C6), are needed for the entropy calculation in the proofs of Theorems 1–3. (C7) is required to establish the
identifiability of the semiparametric model. (C8) is useful in the proof of the asymptotic normality. (C9) is needed to define
appropriate approximately least favorable submodels in Theorems 2 and 3.
For a single observation (Y , Z, X), its log density is given by
l(β, ψ) = −(Y − ψ(Z)− XTβ)2/(2σ 2).
The score function for β is
l˙β(β, ψ) = (Y − ψ(Z)− XTβ)X/σ 2.
Consider a parametric smooth submodel (β, ψt), where ψ0 = ψ and ∂ψt/∂t|t=0 = h. Let H be the class of such h of
bounded variation on [0, τ ]. The score function for ψ takes the form of
l˙ψ (β, ψ)h = (Y − ψ(Z)− XTβ)h/σ 2.
The efficient score for β at the true parameter (β0, ψ0) is given by
l∗β = l˙β(β0, ψ0)− l˙ψ (β0, ψ0)h∗,
where h∗ ∈ Hd satisfies E[l˙β(β0, ψ0)− l˙ψ (β0, ψ0)h∗]l˙Tψ (β0, ψ0)h = 0, for all h ∈ Hd. This simplifies to
E(Y − ψ0(Z)− XTβ0)2(X − h∗(Z))hT (Z) = 0,
for all h ∈ Hd. Thus,
h∗(z) = E(X |Z = z).
So the efficient score function for β at (β0, ψ0) is
l∗β = (Y − ψ0(Z)− XTβ0)(X − E(X |Z))/σ 2.
The efficient information takes the form of
I(β0) = El∗β⊗2 = E(X − E(X |Z))⊗2/σ 2,
where x⊗2 = xxT , for x ∈ Rd.
Theorem 1. Let kn = O(nν), for 1/(2r + 2) < ν < 1/(2r). Suppose conditions (C1)–(C9) hold. Then
(a) Consistency
d2((βˆn, ψˆn), (β0, ψ0))→ 0
in probability, as n→∞.
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(b) Rate of convergence
d2((βˆn, ψˆn), (β0, ψ0)) = Op(n−min(rν,(1−ν)/2)).
Thus, if ν = 1/(1 + 2r),Op(n−min(rν,(1−ν)/2)) = Op(n−r/(1+2r)), which is the optimal rate of convergence under the
smooth condition.
(c) Asymptotic normality
√
n(βˆn − β0) = n−1/2I−1(β0)
n∑
i=1
l∗β + op(1)→ N(0, I−1(β0))
in distribution, as n→∞, where I(β0) = E(X − E(X |Z))
⊗
2/σ 2.
For any β in the neighborhood of βˆn, let ψˆβ be the maximizer of the log-likelihood ln(β, ψ). The profile log-likelihood
for β is defined as pln(β) = ln(β, ψˆβ). For testing β = β0, the likelihood ratio statistic is given by
lrtn(β0) = 2pln(βˆn)− 2pln(β0).
Theorem 2 (Likelihood Ratio Inference). If conditions (C1)–(C9) hold. Then under H0 : β = β0 ∈ Rd,
lrtn(β0)→ χ2d
in distribution, as n→∞.
Although the efficient information matrix I(β0) has an explicit expression, it is not trivial to directly estimate I(β0). One
approach is using the second derivative of the profile log-likelihood to estimate I(β0). However, since there is no explicit
form for the profile log-likelihood, we cannot directly differentiate the profile log-likelihood. Instead the discretized version
of the observed profile information proposed by Nielsen et al. [23] and Murphy et al. [20] is applied to estimate I(β0). The
following theorem shows that the discretized version of the observed profile information is a consistent estimator of I(β0).
A general discussion of the observed information in semiparametric models can be found in [21].
Theorem 3 (Estimation of the Standard Errors). For every hn = op(1) such that (√nhn)−1 = Op(1), if conditions (C1)–(C9) hold,
then
−h−2n {pln(βˆn + hnei + hnej)− pln(βˆn + hnei)− pln(βˆn + hnej)+ pln(βˆn)} → I(β0)i,j
in probability, as n→∞, where ei is a unit vector with ith element equal to 1 and the remaining being 0.
4. Numerical results
4.1. Simulation study
In this section a Monte Carlo simulation study is performed to evaluate the finite sample performance of the proposed
spline estimationmethod.We generate n independently and identically distributed observations {(Yi, Xi, Zi) : i = 1, . . . , n}
as follows: Zi ∼ Uniform[0, 10]; Given Zi, Xi|Zi ∼ N(0, (Zi/5)2); and Yi = ψ(Zi)+0.2Xi+εi, whereψ(Z) = exp(Z/4)−1/2
and εi ∼ N(0, 0.52). In this simulation, the cubic B-splines are used to approximateψ . To investigate the impact of the choice
of knots on the proposed spline method, we compare simulation results with different selections of the number and places
of knots. The number of internal knotsmn is chosen as n1/3 − 1 or n2/5 − 1. After the number of knots is fixed, the locations
of the knots are determined in two ways. Let Zmin and Zmax be the minimum and maximum values of Z , respectively. One
method is selecting the end points of mn + 1 equally partitioned subintervals of [Zmin, Zmax]. The alternative approach is
choosing the i/(mn + 1) quantiles, i = 0, . . . ,mn + 1, of the observations as the knots. For each scenario, 2000 Monte
Carlo samples, with n = 50, 100, or 200, are generated. The simulation results show that the proposed spline method is not
sensitive to the selection of knots. Therefore, we only present the results with the number of internal knots being cubic root
of sample size minus 1 and the placements of knots being chosen by the quantile method.
The Monte Carlo sample bias, standard deviation, and mean squared error for the semiparametric maximum likelihood
estimator proposed by Huang [10] and the spline likelihood estimator of β are summarized in Table 1. For the current
simulation setting, we can directly compute the efficient information I(β0) = 2/3 and the asymptotic standard error
se(βˆn) = (1.5/n)1/2. The asymptotic standard errors are included to compare Monte Carlo standard deviations in Table 1.
Also, we estimate σ 2 by
σˆ 2 = (n− d− kn)−1
n∑
i=1
(
Yi − Xiβˆn −
kn∑
j=1
αˆjBj(Zi)
)2
,
where kn = mn + l is the number of spline basis functions and d is the dimension of β .
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Table 1
Comparison of bias, asymptotic standard error (ASE), and mean squared error (MSE) between the spline likelihood estimator and the semiparametric
maximum likelihood estimator of β0 = 0.2, based on 2000 repeated samples, n = 50, 100, and 200.
β0 n = 50 n = 100 n = 200
Semiparametric Spline Semiparametric Spline Semiparametric Spline
Bias× 103 −1.0755 0.1236 −0.1478 −0.0986 0.6264 0.3588
SD× 103 90.0991 73.1878 53.3625 45.5447 35.7094 32.3185
ASE× 103 61.2372 61.2372 43.3012 43.3012 30.6186 30.6186
MSE× 103 8.2656 5.3564 2.8475 2.0743 1.2755 1.0446
Table 2
Comparison of bias and mean squared error (MSE) between the spline likelihood estimator (SL) and the semiparametric maximum likelihood estimator
(ML) of ψ0(Z) = exp(Z/4)− 1/2, based on 2000 repeated samples, n = 50, 100, and 200.
Z ψ0(Z) n = 50 n = 100 n = 200
ML SL ML SL ML SL
Z = 1 0.7840
Bias −0.0479 0.0122 −0.0192 0.0147 −0.0079 0.0118
SD 0.2451 0.1728 0.1776 0.1280 0.1329 0.0945
MSE 0.0623 0.0300 0.0319 0.0166 0.0177 0.0090
Z = 2 1.1487
Bias −0.0377 0.0149 −0.0104 0.0101 −0.0113 −0.0009
SD 0.2348 0.1581 0.1899 0.1203 0.1454 0.0870
MSE 0.0565 0.0252 0.0361 0.0145 0.0212 0.0075
Z = 3 1.6170
Bias −0.0552 0.0001 −0.0337 −0.0017 −0.0057 0.0009
SD 0.2538 0.1523 0.1997 0.1223 0.1555 0.0951
MSE 0.0675 0.0232 0.0410 0.0149 0.0242 0.0090
Z = 4 2.2182
Bias −0.0801 −0.0069 −0.0451 −0.0028 −0.0167 0.0041
SD 0.2891 0.1646 0.2253 0.1189 0.1696 0.0940
MSE 0.0900 0.0271 0.0528 0.0141 0.0290 0.0088
Z = 5 2.9903
Bias −0.1086 −0.0004 −0.0531 −0.0003 −0.0262 0.0001
SD 0.3266 0.1645 0.2416 0.1297 0.1903 0.0910
MSE 0.1185 0.0270 0.0612 0.0168 0.0369 0.0082
Z = 6 3.9816
Bias −0.1670 0.0039 −0.0705 −0.0035 −0.0403 −0.0012
SD 0.3767 0.1771 0.2708 0.1284 0.2099 0.0969
MSE 0.1698 0.0313 0.0783 0.0165 0.0457 0.0093
Z = 7 5.2546
Bias −0.2119 −0.0017 −0.0955 −0.0008 −0.0339 0.0004
SD 0.4379 0.1826 0.3068 0.1330 0.2298 0.1032
MSE 0.2367 0.0333 0.1033 0.0176 0.0539 0.0106
Z = 8 6.8890
Bias −0.2828 0.0009 −0.1222 0.0050 −0.0552 0.0017
SD 0.4863 0.1931 0.3466 0.1466 0.2570 0.1049
MSE 0.3165 0.0372 0.1351 0.0215 0.0691 0.0110
Z = 9 8.9877
Bias −0.3786 0.0118 −0.1890 −0.0023 −0.0878 0.0013
SD 0.5534 0.2427 0.3909 0.1718 0.2797 0.1140
MSE 0.4496 0.0590 0.1885 0.0295 0.0859 0.0130
The simulation results show that the sample biases are small and the standard deviations and the mean squared errors
decrease when the sample size n increases for both the semiparametric maximum likelihood estimator and the spline
estimator. The same pattern is also observed for the estimation of σ 2. Moreover, the standard errors derived from the
asymptotic theory are close to the corresponding standard deviations based on theMonte Carlo simulations, which provides
an numerical justification for the asymptotic normality result in Theorem 1.
To compare both the semiparametric maximum likelihood estimator and the spline-based estimator for ψ(Z) in detail,
we calculate the estimates of ψ(Z) at the points = 1, . . . , 9. Table 2 displays the pointwise sample biases and the mean
squared errors for the estimators ofψ(Z) = exp(Z/4)−1/2, based on 2000Monte Carlo samples. It can be seen from Table 2
that the biases of the spline estimator are much smaller than those of the semiparametric estimator. Clearly, the spline
likelihood estimator has smaller variability than the semiparametric maximum likelihood estimator and the variabilities of
both estimators decrease when the sample size increases.
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Table 3
Powers of the likelihood ratio test and Wald tests, based on 2000 repeated samples, n = 50, 100, and 200.
β0 n = 50 n = 100 n = 200
MW SW SO SL MW SW SO SL MW SW SO SL
−0.3 99.4 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
−0.25 98.8 100.0 99.9 99.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
−0.2 96.2 99.7 99.9 99.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
−0.15 92.0 98.8 99.3 99.3 99.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0
−0.1 84.1 95.9 97.1 97.1 99.8 100.0 100.0 100.0 100.0 100.0 100.0 100.0
−0.05 70.8 90.3 92.7 92.7 98.9 99.7 99.8 99.8 100.0 100.0 100.0 100.0
0 55.3 77.7 81.4 81.4 93.4 98.2 98.6 98.6 99.9 100.0 100.0 100.0
0.05 34.6 54.2 57.7 57.7 75.3 87.4 89.9 89.9 98.7 99.5 99.6 99.6
0.1 17.6 29.5 31.6 31.6 42.6 58.8 58.9 58.9 80.3 87.2 87.6 87.6
0.15 6.9 11.7 13.1 13.1 14.0 20.0 19.3 19.3 30.9 35.8 35.0 35.0
0.2 5.0 5.8 5.6 5.5 4.6 5.0 4.0 4.0 5.1 5.0 5.2 5.2
0.25 8.3 12.6 12.7 12.6 14.7 19.5 19.9 19.9 30.5 36.2 34.5 34.5
0.3 18.1 28.9 31.6 31.5 42.9 57.0 58.5 58.4 80.4 86.5 86.8 86.8
0.35 34.8 54.3 58.3 58.4 76.0 88.4 90.5 90.5 98.0 98.9 99.4 99.4
0.4 54.7 76.7 80.1 80.0 93.2 98.6 99.3 99.3 99.9 99.9 99.9 99.9
0.45 71.6 89.4 91.9 91.9 99.1 99.8 99.8 99.8 100.0 100.0 100.0 100.0
0.5 85.2 95.9 97.4 97.4 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
0.55 93.0 98.8 99.2 99.2 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
0.6 96.7 99.6 99.9 99.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
0.65 98.7 99.9 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
0.7 99.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
MW. Semiparametric Wald test based on the bootstrap method.
SW. Spline Wald test based on the bootstrap method.
SO. Spline Wald test based on the observed profile information method.
SL. Spline likelihood ratio test.
For each sample size, we evaluate the powers of tests resulting from asymptotic results in Section 3 from 2000
replications. Let βˆml and βˆsl be the semiparametric maximum likelihood estimator and the spline likelihood estimator,
respectively. For hypothesis H0 : β = β0, we compare the powers of four test statistics, T1 =
(
βˆml−β0
sˆe(βˆml)
)2
, T2 =
(
βˆsl−β0
sˆe(βˆsl)
)2
,
T3 = (βˆsl − β0)2 Iˆ(βˆsl), and T4 = 2(pln(βˆsl)− pln(β0)), where sˆe(βˆml) and sˆe(βˆsl) are bootstrap standard errors and Iˆ(βˆsl) is
the discretized version of the observed profile information. Under H0, Wald test statistics T1, T2, and T3 and the likelihood
ratio test statistics T4 follow χ2 distribution with degree of freedom 1. All the tests are run at 5% significance level; the
95th percentile of the χ2 distribution with degree of freedom 1 are used as the critical point for all tests. The powers are
computed as the proportions of H0 being rejected in 2000 simulations. For eachMonte Carlo sample, 100 bootstrap samples
are generated to estimate the standard errors of βˆml and βˆsl. The results are summarized in Table 3 and Fig. 1. As described in
Table 3, the spline likelihood ratio test with the test statistic T4 and the spline Wald test based on the observed information
method with the test statistic T3 are almost identical and have the highest power. The semiparametric Wald test based on
the bootstrap method with the test statistic T1 has the lowest power. As expected, the power increases as the sample size or
effect size increase. For all sample sizes, the symmetry of the power curve around the true parameterβ = 0.2 is pronounced.
Furthermore, the sizes of all tests are close to nominal level 5%.
4.2. A real data example
We apply the proposedmethod to a studywhere air pollution at a road is related to the traffic volume andmeteorological
variables, measured at Alnabru in Oslo, Norway, between October 2001 and August 2003 by Norwegian Public Roads
Administration. In this paper, we studied the partly linear model
Y = Xβ + ψ(Z)+ ε,
where the dependent variable Y is the hourly value of logarithm of the concentration of NO2 (particles), Z is the logarithm of
the number of cars per hour, X is the two meter above ground temperature (°C), andψ is an unspecified smooth monotone
increasing function. The sample size is 500. Since there is empirical evidence thatmore cars result in higher concentration of
NO2, it is reasonable to assume themonotonicity ofψ . In this studywewant to test the association between the air pollution
and the traffic volume and some meteorological variable, the ground temperature. The null hypothesis is H0 : β = 0.
We consider both the semiparametric estimation and the spline estimation. For the spline estimation, the results are
similar for different combinations of the number and placements of knots as described in the simulation section, which
shows that the selection of the number and locations of knots is insensitive to the choice of knots in real application.
Therefore, we only present the results with the number of interior knots being the cubic root of the distinct observation
times and the places of knots being determined by the quantile. The spline Wald test and the spline likelihood ratio test
are used for the inference of β . For comparison purpose, the semiparametric Wald test is also included. The asymptotic
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Fig. 1. Power curves of Wald tests and likelihood ratio test, based on 2000 repeated samples, n = 50, 100, and 200.
Table 4
Inference for air pollution study.
Method βˆ se(βˆ) χ2 p-value 95% C.I.
Semiparametric bootstrap −0.0167 0.00236 50.428 <0.0001 (−0.0214,−0.0121)
Spline bootstrap −0.0176 0.00248 50.285 <0.0001 (−0.0224,−0.0127)
Spline observed information −0.0176 0.00305 33.206 <0.0001 (−0.0235,−0.0116)
Spline likelihood ratio test −0.0176 NA 32.039 <0.0001 (−0.0276,−0.0076)
standard error of the spline estimator of β is estimated by the observed profile information approach and the bootstrap
method. The standard error of the semiparametric estimator is estimated by the bootstrap method only. For each scenario,
1000 replications of bootstrap samples are generated in this study. We also plot the spline estimator and step function
estimator of ψ(Z). The results are summarized in Table 4 and Fig. 2.
Both the semiparametric method and the spline-based method yield the same result that the NO2 concentration tends
to be lower when the temperature increases, p < 0.0001 and p < 0.0001, respectively. When the temperature increases
by 1 (°C), the hourly value of the concentration of NO2 will decrease by 1.66% or 1.74% by the semiparametric estimation or
the spline estimation, respectively. As seen in Fig. 2, the spline estimator smooths out the step function estimator of ψ(Z).
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Fig. 2. The semiparametric estimator and spline estimator of ψ(Z) under partly linear model with monotonicity constraint for air pollution data.
5. Final remarks and future problems
The proposed monotone B-spline method shows not only good theoretical properties but also desirable finite sample
performance. The spline estimator of ψ achieves the rate of convergence faster than n1/3 when the true function ψ0 is
sufficiently smooth. Moreover, the estimate of β is asymptotically normal and efficient. Furthermore, the spline estimator of
ψ has the smaller variability than its alternative proposed byHuang [10]. Finally, the splinemethod is robust to the selection
of knots in our simulation setting. The monotone B-spline method presented here can be applied to other semiparametric
models, for instance, Cox proportional hazard model for current status data [11], proportional odds regression model [12],
and hazard regression [15]. As a concluding remark, the proposed method provides a useful approach in application to
semiparametric models with monotonicity constraints on the nonparametric component. In this manuscript, we have used
the pre-specified number andplaces of knots. Onemay investigate further to adaptively select the number andplacements of
knots. It would also be desirable to study other algorithms to compute the estimator with monotonicity constraints. Finally,
the limiting distribution of the spline estimator of ψ needs to be explored in the future.
Appendix
For simplicity we assume that X ∈ R. The general case can be proved similarly. Let Pβ,ψ be the distribution of (Y , Z, X)
under parameter ϑ = (β, ψ) and pβ,ψ be the corresponding density. Also define P0 ≡ Pβ0,ψ0 and p0 ≡ pβ0,ψ0 . Given a
random sample X1, . . . , Xn with probabilitymeasure P on ameasurable space (X,A), for ameasurable function f : X 7→ R,
define Pf = ∫ f dP as the expectation of f under P and Pnf = n−1∑ni=1 f (Xi) as the expectation of f under the empirical
measure Pn. We write Gf = √n(Pn − P0)f for the empirical process evaluated at f and ‖Gn‖F = supf∈F |Gnf | for any
measurable class of functions F .
A.1. Proof of Theorem 1(a) (consistency)
Let M(ϑ) = Pl(ϑ) and Mn(ϑ) = Pnl(ϑ). Recall that F is the class of monotone nondecreasing functions on [0, τ ].
Define L1 = {l(β, ψ) : (β, ψ) ∈ Θ × F }. According to Theorem 2.7.5 of van der Vaart [33], for any ε > 0, the logarithm
of the bracketing number of F computed with L2(P) is bounded by 1/ε, up to a constant. Hence, F is a P-Donsker class.
Furthermore, X has a bounded support and Θ is compact. Therefore, we can show that L1 is P-Glivenko–Cantelli. It yields
sup(β,ψ)∈Θ×F |Mn(β, ψ)−M(β, ψ)| = op(1). Thus, we have uniform convergence ofMn toM onΘ × F .
A straightforward algebra yields
M(ϑ0)−M(ϑ) = P(g + h)2/(2σ 2),
where g = Xβ − Xβ0 and h = ψ − ψ0. Note that
(Pgh)2 = σ 4(β − β0)2[Pl˙ψ (β0, ψ0)hl˙β(β0, ψ0)]2.
M. Lu / Journal of Multivariate Analysis 101 (2010) 2528–2542 2537
Since Pl˙ψ (β0, ψ0)hl∗β(β0, ψ0) = 0, for any h, we have
[Pl˙ψ (β0, ψ0)hl˙β(β0, ψ0)]2 = [Pl˙ψ (β0, ψ0)h(l˙β(β0, ψ0)− l∗β(β0, ψ0))]2.
By Cauchy–Schwarz inequality and the fact that P(l˙β(β0, ψ0)− l∗β(β0, ψ0))2 = CP(l˙β(β0, ψ0))2, for 0 < C < 1, we obtain
[Pl˙ψ (β0, ψ0)hl˙β(β0, ψ0)]2 ≤ CP(l˙β(β0, ψ0))2P(l˙ψ (β0, ψ0)h)2.
Therefore, (Pgh)2 ≤ CPg2Ph2, for 0 < C < 1. According to Lemma A.6 of Murphy and van der Vaart [22], there exists some
C > 0 such that
P(g + h)2 ≥ Cd22(ϑ, ϑ0).
Hence,M(ϑ0)−M(ϑ) ≥ Cd22(ϑ, ϑ0), for C > 0. Then, it implies supd2(ϑ,ϑ0)≥εM(ϑ) ≤ supd2(ϑ,ϑ0)≥ε(M(ϑ0)−Cd22(ϑ, ϑ0)) ≤
M(ϑ0)− Cε2 < M(ϑ0).
Following the same lines as those in Lemma A1 of Lu et al. [17], we can show that there exists a ψ0,n ∈ Mn of order
l ≥ r + 2 such that ‖ψ0 − ψ0,n‖∞ = O(n−rν), for 1/(2r + 2) < ν < 1/(2r). Denote ϑˆn = (βˆn, ψˆn) and ϑ0,n = (β0, ψ0,n).
We have
Mn(ϑˆn)−Mn(ϑ0) ≥ Mn(ϑ0,n)−Mn(ϑ0) = In1 + In2 ,
where In1 = (Pn − P){l(ϑ0,n)− l(ϑ0)} and In2 = M(ϑ0,n)−M(ϑ0).
We write In1 as
In1 = n−rν+ε(Pn − P)
{
(l(ϑ0,n)− l(ϑ0))/n−rν+ε
}
,
for 0 < ε < 1/2− rν.
Define class
L2 = {l(β0, ψ)− l(β0, ψ0) : ψ ∈ F , ‖ψ − ψ0‖∞ ≤ η}.
The fact thatF is P-Donsker and conditions (C2) and (C5) yieldL2 is P-Donsker. Furthermore, by the boundedness ofψ and
ψ0, we have
P
(
(l(β0, ψ)− l(β0, ψ0))/n−rν+ε
)2 ≤ C‖ψ − ψ0‖2∞/n−2rν+2ε → 0,
as n → ∞, for η = O(n−rν). According to Lemma 19.24 of van der Vaart [33], we obtain (Pn −
P)
{
(l(β0, ψ0,n)− l(β0, ψ0))/n−rν+ε
} = op(n−1/2), and hence In1 = op(n−rν+εn−1/2) = op(n−2rν). Furthermore, In2 =
−C‖ψ0,n − ψ0‖22 ≥ −O(n−2rν). We conclude that
Mn(ϑˆn)−Mn(ϑ0) > −Op(n−2rν) ≥ −Op(n−2min(rν,(1−ν)/2)) = −op(1).
The uniform convergence of Mn to M on Θ × F implies Mn(ϑ0) → M(ϑ0), in probability. It follows that Mn(ϑˆn) ≥
M(ϑ0)− op(1). Therefore,
M(ϑ0)−M(ϑˆn) ≤ Mn(ϑˆn)−M(ϑˆn)+ op(1)
≤ sup
ϑ∈Θ×F
|Mn −M|(ϑ)+ op(1)→ 0,
in probability. The last inequality holds because of the uniform convergence ofMn toM onΘ × F .
For every ε > 0, by supd2(ϑ,ϑ0)≥εM(ϑ) < M(ϑ0), there exists a number η > 0, such thatM(ϑ) < M(ϑ0)− η, for every
ϑ with d2(ϑ, ϑ0) ≥ ε. Thus, the event {d2(ϑˆn, ϑ0) ≥ ε} is contained in the event {M(ϑˆn) < M(ϑ0)− η}. The probability of
latter event converges to 0 by the preceding display. This completes the proof of d2(ϑˆn, ϑ0) = op(1).
A.2. Proof of Theorem 1(b) (rate of convergence)
We apply Theorem 3.4.1 of van der Vaart and Wellner [34] to prove the rate of convergency. Denote the regression
function by g(z) = Xβ+ψ(z). Let (β0, ψ0) be the true parameter. Denote g0(z) = Xβ0+ψ0(z). In the proof of consistency,
we show that there exists ψn ∈ Mn of order l ≥ r + 2 such that ‖ψn − ψ0‖∞ = O(n−rν), for 1/(2r + 2) < ν < 1/(2r).
Let gn(z) = Xβ0 + ψn(z). Also denote the estimate of g0(z) by gˆn(z) = X βˆn + ψˆn(z). Define l(g) = −1/(2σ 2)(Y − g)2 and
M(g) = Pl(g). First we need to find φn(η) such that φn(η)/η is decreasing in η and
E sup
η/2≤‖g−gn‖2≤η
|Gnl(g)− Gnl(gn)| ≤ Cφn(η).
Define class
L3 = {l(g)− l(gn), ψ ∈Mn and ‖g − gn‖2 ≤ η}.
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For any ε ≥ 0 and ε ≤ η, by the calculation of Shen andWong [31], the logarithm of the bracketing number ofMn computed
with L2(P) can be bounded by kn log(η/ε), up to a constant. Furthermore, by conditions (C2) and (C5), we can show that, for
some C > 0,
J[ ](η,L3, ‖ · ‖P,B) ≤ Ck1/2n η,
where ‖ · ‖P,B is the Bernstein norm defined as ‖f ‖P,B = {2P(e|f | − 1 − |f |)}1/2 in [34]. Moreover, some algebra leads
to ‖l(g) − l(gn)‖2P,B ≤ Cη2, for some C > 0 and any l(g) − l(gn) ∈ L3. According to Lemma 3.4.3 of van der Vaart and
Wellner [34], we obtain
EP‖Gn‖L3 ≤ J[ ](η,L3, ‖ · ‖P,B)
(
1+ J[ ](η,L3, ‖ · ‖P,B)
n1/2η2
)
≤ C(k1/2n η + kn/n1/2).
Hence, we choose φn(η) = k1/2n η + kn/n1/2. Clearly, φn(η)/η is decreasing in η. Therefore, by Theorem 3.4.1 of van der
Vaart and Wellner [34], choosing the distance dn defined in the theorem to be d2n(gˆn, gn) = M(gn) − M(gˆn), we have
r2n (M(gn)−M(gˆn)) = Op(1), where rn satisfies
r2n (k
1/2
n r
−1
n + kn/n1/2) = O(n1/2).
Note that
n1−νφn(1/n(1−ν)/2) = 2n1/2
and that, if (1− ν)/2 ≥ rν,
n2rνφn(1/nrν) = n1/2{nrν−(1−ν)/2 + n2rν−(1−ν)} ≤ 2n1/2.
It follows that rn = nmin(rν,(1−ν)/2). Note that
M(gn)−M(gˆn) = M(gn)−M(g0)+M(g0)−M(gˆn)
= −‖ψn − ψ0‖22/(2σ 2)+ ‖gˆn − g0‖22/(2σ 2),
and
‖gˆn − g0‖22 ≥ ‖gˆn − gn‖22 − ‖gn − g0‖2 = ‖gˆn − gn‖22 − ‖ψn − ψ0‖2/(2σ 2).
It follows
‖gˆn − gn‖22 ≤ Op(r−2n )+ Op(n−2rν) = Op(r−2n ).
Because ‖gn − g0‖2∞ = Op(n−2rν), we have ‖gˆn − g0‖22 = Op(r−2n ). In the proof of consistency we have already shown that
‖gˆn − g0‖22 = 2σ 2(M(ϑ0)−M(ϑˆn)) ≥ Cd22(ϑˆn, ϑ0), for C > 0. Hence, r2nd22(ϑˆn, ϑ0) = Op(1).
A.3. Proof of Theorem 1(c) (asymptotic normality)
In this section we show that the spline estimator βˆn for β0 is asymptotically efficient. Since h∗(z) = E(X |Z = z) has the
bounded derivative on [0, τ ], according to Jackson’s theorem for polynomial in [4], there exists a spline ϕn with order l ≥ 2
and knots Tn satisfying
0 = t1 = · · · = tl < tl+1 < · · · < tmn+l < tmn+l+1 = · · · = tmn+2l = τ ,
such that
‖h∗ − ϕn‖∞ = Op(n−rν),
for 1/(2r + 2) < ν < 1/(2r). Choosing small enough swill lead to ψˆn + sϕn ∈Mn. Hence,
d
ds
n∑
i=1
(Yi − (ψˆn − sϕn)− Xi(βˆn + s))2|s=0 = 0.
Let hˆn = Y − ψˆn − X βˆn and h0 = Y − ψ0 − Xβ0. We have
1/n
n∑
i=1
(Yi − ψˆn − Xiβˆn)(Xi − ϕn) = Pngˆn(X − E(X |Z))+ Pngˆn(E(X |Z)− ϕn)
= In3 + In4 .
We decompose In3 to
Png0(X − E(X |Z))+ Pn(ψ0 − ψˆn)(X − E(X |Z))− Pn(βˆn − β0)X(X − E(X |Z)) = σ 2Pn l˙∗β +∆n1 −∆n2 .
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∆n1 can be written as
(Pn − P)(ψ0 − ψˆn)(X − E(X |Z))+ P(ψ0 − ψˆn)(X − E(X |Z)).
It is easy to show that the class of (ψ −ψ0)(X − E(X |Z)) forψ ranging over F is P-Donsker. Furthermore, P(ψ −ψ0)2(X −
E(X |Z))2 ≤ Cη2 → 0, as η → 0, for any ‖ψ − ψ0‖2 ≤ η. It concludes that the first term of the preceding equation is
op(n−1/2). It is easy to see that the second term is 0. Hence∆n1 = op(n−1/2).
Next,∆n2 = (βˆn − β0)(σ 2I(β0)+ op(1)) by Large Number Theorem. Thus,
In3 = σ 2Pn l˙∗β − (βˆn − β0)(σ 2I(β0)+ op(1))+ op(n−1/2).
In4 can be written as
(Pn − P)hˆn(E(X |Z)− ϕn)+ Phˆn(E(X |Z)− ϕn).
According to the bracketing number calculation in [31], for any ε > 0 and ε ≤ η, the logarithm of bracketing number of the
class of splines on [0, τ ] computed with L2(P) is bounded by kn log(η/ε), up to a constant. We can show that the bracket
integral of the class of hˆn(E(X |Z) − ψ) for ψ ranging over the class of splines on [0, τ ] with ‖E(X |Z) − ψ‖∞ ≤ η is k1/2n η,
up to a constant. By Lemma 3.4.3 of van der Vaart and Wellner [34], we have
EP‖G‖ ≤ C(k1/2n η + n−1/2kn) = op(1),
for η = Op(n−rν). Furthermore,
‖hˆn(E(X |Z)− ψ)‖2P,B ≤ CP(hˆn(E(X |Z)− ψ))2 ≤ C‖E(X |Z)− ψ‖2∞Phˆ2n ≤ Cη2,
for any ‖E(X |Z)− ψ‖∞ ≤ η. Therefore,
(Pn − P)hˆn(E(X |Z)− ϕn) = op(n−1/2).
The second term in In4 can be written as
P(ψ0 − ψˆn)(E(X |Z)− ϕn)+ PX(β0 − βˆn)(E(X |Z)− ϕn).
The rate of convergence of (βˆn, ψˆn) and ‖E(X |Z)− ϕn‖∞ = Op(n−rν) lead to
P(ψ0 − ψˆn)(E(X |Z)− ϕn) = op(n−1/2),
and
PX(β0 − βˆn)(E(X |Z)− ϕn) = op(n−1/2).
Thus, In4 = op(n−1/2).
Therefore,√
n(βˆn − β0)(σ 2I(β0)+ op(1)) = σ 2
√
nPn l˙∗β + op(1).
Thus, the result follows from Central Limit Theorem, Slutsky’s Lemma, and nonsingularity of information I(β0). This
completes the asymptotic normality.
A.4. Proof of Theorem 2 (likelihood ratio test)
The proof of Theorem 2 is based on Theorem 3.1 of Murphy and van der Vaart [22]. Let ψˆ0 be the maximum likelihood
estimator of ψ0, given β = β0. We can deduce ‖ψˆ0 − ψ0‖2 = Op(n−r/1+2r) using the similar arguments in the proofs of
consistency and rate of convergence of (βˆn, ψˆn). Define the approximately least favorable submodel
Ψt(β, ψ) = (t, ψt(β, ψ)),
where
ψt(β, ψ) = ψ + (β − t)h∗ ◦ ψ−10 ◦ ψ.
Since h∗ and ψ−10 are bounded and Lipschitz,Φt(β, ψ) is a valid parameter for t sufficiently close to β .
Let p(t, β, ψ) and l(t, β, ψ) be density and log density functions under parameter value (t, ψt(β, ψ)).We have the score
function
l˙(t, β, ψ) = ∂ l(t, β, ψ)/∂t = (Y − ψt − Xt)(X − h∗ ◦ ψ−10 ◦ ψ)/σ 2.
Note that ψt(t, β, ψ) converges to ψ0 as (t, β, ψ) tends to (β0, β0, ψ0). We have
l˙(t, β, ψ)→ (Y − ψ0 − Xβ0)(X − E(X |Z))/σ 2 = l∗β ,
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as (t, β, ψ) tends to (β0, β0, ψ0). We can show that
L4 = {l˙(t, β, ψ) : ψ ∈ F , |t − β0| < η, |β − β0| < η}
is a Donsker class by the fact that F is P-Donsker and ψ0 and X are bounded andΘ is compact.
Now we verify condition (3.14) in [22]. The term p−1(t, ψt(β, ψ))∂2p(t, ψt(β, ψ))/∂2t can be written as
(X − h∗ ◦ ψ−10 ◦ ψ)2
{
(Y − ψt − Xt)2 − σ 2
}
/σ 4.
Using the same arguments as before, we can conclude that the class of these functions is P-Donsker, and hence P-
Glivenko–Cantelli. Furthermore, as (t, β, ψ) approaches to (β0, β0, ψ0), p−1(t, ψt(β, ψ))∂2p(t, ψt(β, ψ))/∂2t converges
to
(X − E(X |Z))2(ε2 − σ 2)/σ 4
with mean 0. Thus, condition (3.14) holds.
Finally, we verify the ‘‘unbiasedness’’ condition
√
nP0 l˙(β0, β0, ψˆ0) = op(1).
For notational convenience, abbreviate l˙(β0, β0, ψ) to l˙(ψ). We have
P0 l˙(ψˆ0) = (P0 − Pβ0,ψˆ0)l˙(ψ0)+ (P0 − Pβ0,ψˆ0)(l˙(ψˆ0)− l˙(ψ0)) = In5 + In6 .
The above decomposition holds due to the fact Pβ,ψ l˙(β, β,ψ) = 0, for all (β, ψ). Since l˙(ψ0) is the efficient score function
for β , P0[l˙(ψ0)l˙ψ (β0, ψ0)(ψ0 − ψˆ0)] = 0. Furthermore,
P0 l˙(ψˆ0)(p0 − pβ0,ψˆ0)/p0 = (P0 − Pβ0,ψˆ0)l˙(ψˆ0).
Therefore, we can write In5 as
P0
{
l˙(ψ0)
[
(p0 − pβ0,ψˆ0)/p0 − l˙ψ (β0, ψ0)(ψ0 − ψˆ0)
]}
.
By Taylor expansion, we have
In5 = −P0
[
l˙(ψ0)(2p(β0, ψ0))−1∂2p(β0, ψ0 + t∗(ψˆ0 − ψ0))/∂t2
]
.
Let h = ψˆ0 − ψ0 and Q = Y − (ψ0 + th)− Xβ0. ∂2p(β0, ψ0 + th)/∂t2 can be written as
exp(−Q 2/2σ 2) {Q 2 − σ 2} h2/σ 4.
By conditions (C5) and (C9) and the fact that ψ0 and h are bounded, we have P0Q 2 is bounded, and hence,
|In5 | ≤ CP0(ψˆ0 − ψ0)2 = op(n−1/2).
The last equality holds due to the rate of convergence of ψˆ0. Now write In6 as∫
(l˙(ψˆ0)− l˙(ψ0))(p0 − pβ0,ψˆ0)dµ = ∆n3 +∆n4 ,
where
∆n3 = −
∫
(l˙(ψˆ0)− l˙(ψ0))l˙ψ (β0, ψ0)(ψˆ0 − ψ0)p(β0, ψ0)dµ,
∆n4 = −
∫
1/2(l˙(ψˆ0)− l˙(ψ0))∂2p(β0, ψ0 + t∗(ψˆ0 − ψ0))/∂t2dµ.
Note that l˙(ψˆ0)− l˙(ψ0) can be written as
−(ψˆ0 − ψ0)(X − h∗ ◦ ψ−10 ◦ ψˆ0)/σ 2 − (Y − ψ0 − Xβ0)(h∗ ◦ ψ−10 ◦ ψˆ0 − h∗ ◦ ψ−10 ◦ ψ0)/σ 2.
We have X − h∗ ◦ ψ−10 ◦ ψˆ0 = X − E(X |Z) + op(1) by the consistency of ψˆ0 and h∗ ◦ ψ−10 being Lipschitz. Furthermore,
|h∗ ◦ψ−10 ◦ ψˆ0− h∗ ◦ψ−10 ◦ψ0| < ‖h∗ ◦ψ−10 ‖∞|ψˆ0−ψ0| by the property that h∗ andψ have bounded derivatives. Hence,
|˙l(ψˆ0)− l˙(ψ0)| ≤ C |ψˆ0 − ψ0|,
for C > 0 independent of (y, z, x), except on an event with probability converging to 0. Boundedness of P0|(Y −ψ0− Xβ0)|
along with
l˙ψ (β0, ψ0)(ψˆ0 − ψ0) = (Y − ψ0 − Xβ0)(ψˆ0 − ψ0)/σ 2
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yield
|∆n3 | ≤ CP0(ψˆ0 − ψ0)2 = op(n−1/2).
Also, the uniform boundedness of P0 |˙l(ψˆ0)− l˙(ψ0)| and P0
∣∣∂2p(β0, ψ0 + t∗h)/∂t2∣∣ ≤ CP0(ψˆ0 − ψ0)2 yield
|∆n4 | ≤ CP0(ψˆ0 − ψ0)2 = op(n−1/2).
Thus, P0 l˙(β0, β0, ψˆ0) = op(n−1/2). This concludes that the unbiasedness condition holds. This completes the likelihood ratio
test proof.
A.5. Proof of Theorem 3 (estimation of the standard errors)
Note that ψˆβ = argmaxψ∈Mn − (Y − ψ − Xβ)2/(2σ 2) is continuous for β . Thus, ψˆβ˜ → ψˆ0, in probability, for any
sequence β˜ → β0, in probability.
We adopt the same approximately least favorable model defined in the likelihood ratio test proof; that is,
Ψt(β, ψ) = (t, ψt(β, ψ)),
where
ψt(β, ψ) = ψ + (β − t)h∗ ◦ ψ−10 ◦ ψ.
First, we apply Theorem 3.2 of Murphy and van der Vaart [21] to verify
‖ψˆβ − ψ0‖2 = Op(‖β − β0‖ + n−r/(1+2r)), (A.1)
where r is the order of derivative of ψ0. For (β, ψ) in the neighborhood of (β0, ψ0), we have
P0(mβ,ψ0 −mβ0,ψ0) ≥ −C‖β − β0‖2,
and using the same arguments in the proof of consistency, we can show that
P0(mβ,ψ −mβ0,ψ0) ≤ −Cd22((β, ψ), (β0, ψ0)).
Hence, conditions (3.7) and (3.8) in [21] are satisfied. Define
L5 =
{
mβ,ψ −mβ0,ψ0 : ψ ∈Mn, d2(ψ,ψ0) ≤ δ, ‖β − β0‖ ≤ δ
}
.
Using the similar arguments in the proof of rate of convergence, we can show that J[ ](δ,L5, ‖ ·‖P,B) ≤ Ck1/2n δ, where ‖ ·‖P,B
is the Bernstein norm. For (β, ψ) ranging over a neighborhood of (β0, ψ0), the boundedness of ψ(Z) and ψ0(Z) yields
P0(mβ,ψ −mβ0,ψ0)2 ≤ Cd2((β, ψ), (β0, ψ0)).
By inequality ex − x− 1 ≤ 2x2, for x close to 1, we can show that
‖mβ,ψ −mβ0,ψ0‖2P,B ≤ Cδ2,
for anymβ,ψ −mβ0,ψ0 ∈ L5. Therefore, according to Lemma 3.4.3 of van der Vaart and Wellner [34], we obtain
EP‖n1/2(P− P)‖L5 ≤ CJ[ ](δ,L5, ‖ · ‖P,B)
{
1+ n−1/2δ−2J[ ](δ,L5, ‖ · ‖P,B)
}
.
Hence, we choose φn(δ) = k1/2n δ + knn−1/2. It is easy to see that φn(δ)/δ is decreasing in δ. The sequence δn = n−r/1+2r
satisfies φn(δn) ≤ 2√nδ2n , for every n. Thus, Theorem 3.2 of Murphy and van der Vaart [21] yields (A.1). The conditions
of Lemma 2.2 in [21] can be verified using the same arguments in the proof of likelihood ratio test. All that remains for
application of Theorem 2.1 of Murphy and van der Vaart [21] is to verify condition (2.7).
Differentiating log density function l(t, β, ψ) under parameter value (t, ψt(β, ψ)) yields the score function
l˙(t, β, ψ) = ∂/∂tl(t, β, ψ) = (Y − ψt − Xt)(X − h∗ ◦ ψ−10 ◦ ψ)/σ 2.
For some sequence β˜ → β0, in probability, we have
P0 l˙(ψˆβ˜) = (P0 − Pβ0,ψˆβ˜ )l˙(ψ0)+ (P0 − Pβ0,ψˆβ˜ )(l˙(ψˆβ˜)− l˙(ψ0)) = In7 + In8 .
Using same arguments in the proof of likelihood ratio test and (A.1), we get
|In7 | ≤ CP0(ψˆβ˜ − ψ0)2 = O2p(‖β˜ − β0‖ + n−r/1+2r) = op(‖β˜ − β0‖ + n−1/2),
and
|In8 | ≤ CP0(ψˆβ˜ − ψ0)2 = O2p(‖β˜ − β0‖ + n−r/(1+2r)) = op(‖β˜ − β0‖ + n−1/2).
This concludes that P0 l˙(β0, β0, ψˆβ˜) = op(‖β˜ − β0‖ + n−1/2). Finally, we have
P0[l˙(β0, β˜, ψβ˜)− l˙(β0, β0, ψβ˜)]/(β˜ − β0) = −P0h∗ ◦ ψ−10 ◦ ψβ˜(X − h∗ ◦ ψ−10 ◦ ψβ˜)/σ 2
converging to 0. Hence, P0 l˙(β0, β˜, ψˆβ˜) = P0 l˙(β0, β0, ψˆβ˜)+op(‖β˜−β0‖). This concludes that condition (2.7) of Murphy and
van der Vaart [21] is satisfied.
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