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Abstract
We consider the ground state of the quantum Ising model with transverse field h in
one dimension in a finite volume
Λm := {−m,−m+ 1, . . . ,m+ L} .
For h sufficiently large we prove a bound for the entanglement of the interval Λ0 :=
1
{0, .., L} relative to its complement Λm\Λ0 which is uniform in m and L. The bound is
established by means of a suitable cluster expansion.
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1 Introduction and results
A characteristic feature distinguishing quantum systems from the classical ones is that pure
states of composite systems do not assign in general a definite pure state to their subsystems.
In particular, in the framework of quantum statistical mechanics, the density matrix describing
the state of a subsystem, which goes under the name of reduced density matrix, is obtained
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taking the trace over the other system’s components and in general corresponds to a mixed
state. This property is called entanglement and the von Neumann entropy of the reduced
density matrix of a subsystem can be considered as a measure of the entanglement of the
subsystem itself. One can therefore address the problem of estimating the the von Neumann
entropy (also known in the literature as entanglement entropy) of a subsystem w.r.t. the
ground state of the entire system. There are few rigorous results in this direction, we refer
the reader to [GOS] and reference therein for a more complete discussion on this topic.
The ground state of the quantum Ising model with a transverse magnetic field can be
represented as a classical Ising model with one added continuous dimension [DLP]. In turn
this classical Ising model can be represented via a suitable FK random cluster model [FK],
[CKP], [AKN]. This last representation has been used for example in [GOS] to study the
entanglement of the ground state in the supercritical regime.
In this paper we study the problem of entanglement for the supercritical quantum Ising
model with transverse magnetic field by using the representation of [DLP]. We consider a
Gibbs random field in Z2 in which the spins take values in the space of trajectories of a spin-
flip process. For this model a cluster expansion was developed in [CG] and it was proved that
it satisfies the conditions for convergence (see [KP]) when the parameter h corresponding to
the strength of the transverse magnetic field is sufficiently large.
We consider the ground state of the quantum Ising model with transverse field h in one
dimension in a finite volume
Λm := {−m,−m+ 1, . . . , m+ L} . (1)
By using this cluster expansion we prove that for h sufficiently large the entanglement of the
interval Λ0 := {0, .., L} relative to its complement Λm\Λ0 is bounded by a constant uniformly
in m and L.
It was proved in [GOS] that for h larger than some value corresponding to a percolation
threshold the entanglement is bounded by a constant times logL.
In section 1.2.1 we recall the definition of the quantum Ising model with transverse field
on Z.
In section 2 we recall and present in a more complete form the result about the cluster
expansion for the one-dimensional interacting spin-flip process given in [CG]. We remark that,
although in this paper all the computations are carried out for the one-dimensional model
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with nearest-neighbour translation-invariant ferromagnetic couplings, the cluster expansion
presented in section 2 can be performed for the model defined on Zd, d ≥ 1, with bounded,
finite-range, pairwise interactions.
In section 3.2 we recall the set up developed in [GOS] in order to estimate the entanglement
entropy of the ground state of the system and prove the key estimates which will lead us to
the uniform bound of this quantity.
If Hm := HΛm is the Hilbert space for the quantum system defined on Λm, considering
the representation of Hm as Hm,L⊗HL, with HL := HΛ0 and Hm,L := HΛm\Λ0 , let ρ
L
m be the
trace over Hm,L of the density operator associated to the ground state of the system.
We will prove the following
Theorem 1 Consider a one-dimensional quantum Ising model in a transverse magnetic field.
There exists a positive value of the external magnetic field h∗ such that, for any h > h∗,
the entanglement entropy of the ground state S
(
ρLm
)
:= −trHL
(
ρLm log ρ
L
m
)
is bounded by a
constant uniformly in m,L with m ≥ 0, L ≥ 1.
We stress that the cluster expansion can be carried out for one-dimensional quantum Ising
models with transverse field with bounded, finite-range, translation-invariant, ferromagnetic
interactions. Therefore our result can be generalised in a straightforward way to this case.
1.1 Notation
Given a set A ⊂ Rd, d ≥ 1, let us denote by Ac its complement. We also set P (A) to be the
collection of all subsets of A, Pn (A) := {B ∈ P (A) : |B| = n} and Pf (A) :=
⋃
n≥1Pn (A) ,
where |B| is the cardinality of B. Given B ⊂ A, 1B denotes the indicator function of B. Hence,
if B is a discrete set, for any b ∈ B, 1{b} (b′) =
{
1 b = b′
0 b 6= b′
.
A sequence of {Λn}n∈N ∈ Pf
(
Zd
)
, d ≥ 1, is called cofinal if for any n ≥ 1,Λn ⊂ Λn+1 and
{Λn} ↑ Z
d.
Let B
(
Rd
)
be the Borel σ-algebra of Rd and λd be the Lebesgue measure on
(
Rd,B
(
Rd
))
.
A sequence of {In}n∈N ∈ B
(
Rd
)
is called an exhaustion of Rd if, for any n ≥ 1, λd (In) <
∞, In ⊂ In+1 and {In} ↑ R
d.
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For any x ∈ Rd, we set |x| :=
∑d
i=1 |xi| and consequently, for any A ⊂ R
d, dist (x,A) :=
infy∈A |x− y| .
Given a Hilbert space H, let B (H) be the Banach space of bounded linear operators
on H with norm ‖A‖ := supψ∈H : ‖ψ‖=1 ‖Aψ‖ and T (H) ⊂ B (H) the collection of trace
class operators on H which is a Banach space if endowed with the norm trH (|A|) , where
trH (A) denotes the trace of A ∈ T (H) . Then, if H1,H2 are Hilbert spaces, we denote by
trH1 : T (H1 ⊗H2) 7−→ T (H2) the partial trace w.r.t. H1.
1.1.1 Graphs
Let G = (V,E) be a graph whose set of vertices and set of edges are given respectively
by a finite or enumerable set V and E ⊂ P2 (V ) . G
′ = (V ′, E ′) such that V ′ ⊆ V and
E ′ ⊆ P2 (V ′) ∩ E is said to be a subgraph of G and this property is denoted by G′ ⊆ G. If
G′ ⊆ G, we denote by V (G′) and E (G′) respectively the set of vertices and the collection
of the edges of G′. |V (G′)| is called the order of G′ while |E (G′)| is called its size. Given
G1, G2 ⊆ G, we denote byG1∪G2 := (V (G1) ∪ V (G2) , E (G1) ∪ E (G2)) ⊂ G the graph union
of G1 and G2. Given e ∈ E, we denote by Ve := {v ∈ V : 1e (v) = 1} the set of endpoints of e,
hence e = {v, v′} iff {v, v′} = Ve. Moreover, given E ′ ⊆ E, we denote by V (E ′) :=
⋃
e∈E′ Ve.
A path in G is a subgraph γ of G such that there is a bijection {0, .., |E (γ)|} ∋ i 7−→
v (i) := xi ∈ V (γ) with the property that any e ∈ E (γ) can be represented as {xi−1, xi}
for i = 1, .., |E (γ)| . Two distinct vertices x, y of G are said to be connected if there exists
a path γ ⊆ G such that x0 = x, x|E(γ)| = y. Therefore, if γ is a path in G, we will denote
by |γ| its length |E (γ)| and by end (γ) :=
{
v ∈ V (γ) :
∑
e∈E(γ) 1e (v) = 1
}
the collection
of its endpoints. Hence, for any e ∈ E, the graph (Ve, e) ⊂ G is a path of length 1 and
end ((Ve, e)) = Ve. A graph G is said to be connected if any two distinct elements of V (G)
are connected. The maximal connected subgraphs of G are called components of G. Two
connected subgraph G1, G2 ⊂ G are connected by a path γ in G if G1 ∪G2 is not connected
and G1 ∪G2 ∪ γ is a connected subgraph of G.
We denote by Ld the graph
(
Z
d,Ed
)
with Ed :=
{
{x, y} ∈ P2
(
Z
d
)
: |x− y| = 1
}
. If
Λ ⊂ Zd, we also set ∂Λ := {y ∈ Λc : dist (y,Λ) = 1} and LdΛ :=
(
Λ ∪ ∂Λ,EdΛ
)
, where EdΛ :={
e ∈ Ed : Ve ⊂ (Λ ∪ ∂Λ)
}
.
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1.2 The model
We consider the Hilbert space H := l2 ({−1, 1} ,C) which is isomorphic to C2. The algebra
U := M (2,C) of bounded linear operators on H is then generated by the Pauli matrices
σ(i), i = 1, 2, 3 and by the identity I. In particular, unless differently specified, in the following
we will always consider the representation of U with respect to which σ(3) is diagonal, i.e.
σ(3) =
(
1 0
0 −1
)
(2)
and
σ(1) =
(
0 1
1 0
)
. (3)
Let Λ be a finite connected subset of Z and set HΛ :=
⊗
x∈ΛHx where, for any x ∈ Λ,Hx
is a copy of H at x. The finite volume Hamiltonian of the ferromagnetic quantum Ising model
with transverse field is the linear operator on HΛ
HΛ (J, h) := −
1
2
J
∑
x,y∈Λ : {x,y}∈E
σ(3)x σ
(3)
y − h
∑
x∈Λ
σ(1)x , (4)
with h > 0 and J ≥ 0 for any x, y ∈ Λ.
Given Λ ⊂⊂ Z, it can be proven [CKP] that HΛ (J, h) generates a positivity improving
semigroup which by the Perron-Frobenius theorem has a unique ground state ΨΛ ∈ HΛ. The
same argument applies to the operator LΛ (h) : HΛ 	 such that
LΛ (h) := h
∑
x∈Λ
(
σ(1)x − 1
)
, (5)
whose ground state Ψ0Λ ∈ HΛ is such that 〈ΨΛ,Ψ
0
Λ〉 > 0 and, for any element A of the Abelian
subalgebra AΛ, generated by
{
σ
(3)
x , x ∈ Λ
}
, of the algebra of linear operators on HΛ
〈ΨΛ,AΨΛ〉 = lim
β→∞
〈
Ψ0Λ, e
−β
2
HΛ(J,h)Ae−
β
2
HΛ(J,h)Ψ0Λ
〉
〈Ψ0Λ, e
−βHΛ(J,h)Ψ0Λ〉
= lim
β→∞
trHΛ
(
e−βHΛ(J,h)A
)
trHΛ (e−βHΛ(J,h))
. (6)
1.2.1 Spin-flip process description of the system
In [DLP] (Section 2.5) it has been shown that in the chosen representation for the Pauli
matrices, for any h > 0, the linear operator L (h) := h
(
σ(1) − 1
)
on H can be interpreted as
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the generator of a continuous time Markov process with state space {−1, 1} , the so called
spin-flip process, with rate h. Namely, for any function f on {−1, 1}
L (h) f (ξ) := h (f (−ξ)− f (ξ)) , ξ ∈ {−1, 1} . (7)
Hence, given a Poisson point process (Nh (t) , t ∈ R) with intensity h, we can consider the
random process which, with a little abuse of notation, we denote by
R ∋ t 7−→ σ (t) := (−1)Nh(t) ∈ {−1, 1} , (8)
that is the stationary measure µ defined by the semigroup generated by L (h) on the measur-
able space (D,F) , where D is the Skorokhod space D (R, {−1, 1}) of piecewise {−1, 1}-valued
rcll (ca`dla`g) constant functions on R and F is the σ-algebra generated by the open sets in
the associated Skorokhod topology.
Consequently, for any interval I ⊂ R, let µI be the restriction of µ to the measurable space
(DI ,FI) , where
DI := {σ ∈ D (I, {−1, 1}) : σ = σ
′ ↿I , σ′ ∈ D} (9)
and FI is the σ-algebra generated by the open sets in the associated Skorokhod topology.
Moreover, we denote by µpI the probability distribution corresponding to periodic b.c.’s, that
is conditional to
DpI :=
{
σ ∈ DI : σ
(
−
β
2
)
= σ
(
β
2
)}
(10)
=
{
σ ∈ DI : Nh
(
β
2
)
−Nh
(
−
β
2
)
= 2k , k ∈ Z+
}
.
Let DI := D
Z
I the configuration space of the random field Z ∋ x 7−→ σx ∈ DI ,FI := F
⊗Z
I
the σ-algebra generated by the cylinder events of DI , and νI the product measure µ
⊗Z
I .
The finite volume distribution Given β > 0, let us set I :=
[
−β
2
, β
2
]
. For any finite
subset Λ of Z we denote by σΛ the restriction of the configuration σ ∈ DI to D
Λ
I and set
σΛ (t) := {σx (t)}x∈Λ ,F
Λ
I := F
⊗Λ
I and µ
Λ
I := µ
⊗Λ
I .We introduce the conditional Gibbs measure
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ν
η;ξ+,ξ−
I,Λ on
(
DΛI ,F
Λ
I
)
with density w.r.t. µΛI given by
Z−1Λ,I
(
η; ξ+, ξ−
)
exp

J ∑
x,y∈Λ : {x,y}∈E
∫ β
2
−β
2
dtσx (t)σy (t) + J
∑
x∈Λ
∑
y∈∂Λ
∫ β
2
−β
2
dtσx (t) ηy (t)

×
(11)
×
∏
x∈Λ
1{ξ−x }
(
σx
(
−
β
2
))
1{ξ+x }
(
σx
(
β
2
))
,
where η ∈ DΛ
c
I , ξ
+, ξ− ∈ ΩΛ := {−1, 1}
Λ and ZΛ,I (η; ξ
+, ξ−) is the normalizing constant.
In [DLP] it has been shown that the expected value of an observable F ∈ AΛ in the
equilibrium (KMS) state of the ferromagnetic quantum Ising model with transverse field
at inverse temperature β > 0 can be represented as the expected value w.r.t. the Gibbs
distribution (11) with periodic b.c.’s at t = ±β
2
of the function F on ΩΛ corresponding to the
spectral representation of F computed at σΛ (0) ∈ ΩΛ. Namely
trHΛ
(
e−βHΛ(h)F
)
trHΛ (e−βHΛ(h))
=
trHΛ
(
e−
β
2
HΛ(h)Fe−
β
2
HΛ(h)
)
trHΛ (e−βHΛ(h))
= νηI,Λ (F (σΛ (0))) , (12)
where
dνηI,Λ
dµpI,Λ
:= Z−1Λ,I (η) exp

J ∑
x,y∈Λ : {x,y}∈E
∫ β
2
−β
2
dtσx (t)σy (t) + J
∑
x∈Λ
∑
y∈∂Λ
∫ β
2
−β
2
dtσx (t) ηy (t)


(13)
is the density of the conditional Gibbs measure w.r.t. µpI,Λ := (µ
p
I)
⊗Λ
. Clearly the b.c. η ∈ DΛ
c
I
can be thought of as a time varying local external field in the direction of the spin field (see
also [CKP] and [KL] for a general discussion).
Correlation inequalities imply that the expected value of local observables of the form∏
x∈Λ
σ
(z)
x ,Λ ⊂⊂ Z, in the ground state of the ferromagnetic quantum Ising model with trans-
verse field can be computed from νηIn,Λm
[∏
x∈Λ
σx (0)
]
by taking first the limit through an
exhaustion {In}n∈N of R (i.e. β → ∞) and then the limit {Λm}m∈N ↑ Z (see also [CKP]
Section 2). For sufficiently large values of the external field h, these limits can be shown to
be independent of the b.c.’s by using the cluster expansion carried out in the next section.
Therefore, in the following, we will consider fixed b.c.’s at
{
(x, t) ∈ Λ× I : t = ±β
2
}
, free
b.c.’s at {(x, t) ∈ Λc × I} and assume that β is a multiple of δ.
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2 Cluster expansion
We perform a cluster expansion on the model and verify that, when h is sufficiently large, we
can ensure that, for a suitable choice of the parameters, the condition of Kotecky´ and Preiss
[KP] are satisfied and the cluster expansion is therefore convergent.
We stress that the following argument applies to a more general setup in which the model
is defined on Zd, with d ≥ 1, and the coupling between any pair of spins are bounded. We
also remark that the requirement for the two-body interactions to be ferromagnetic is needed
in order to guarantee, by means of correlation inequalities, the existence of the ground state,
while translation-invariance and finite-rangeness are sufficient conditions for the existence of
thermodynamics.
Given δ to be fixed later, we partition the trajectory of any spin-flip process (σx (t) , t ∈ I) , x ∈
Λ, into blocks of size δ (fig. 1). We will call the last coordinate of the vector in R2 corre-
sponding to a point in Z× δZ the vertical component. Then, denoting an element x of Z× δZ
by x = (x1, δx2) , we denote by L
2
δ the graph whose set of vertices is Z× δZ and whose set of
edges is E2δ := {{x, y} ∈ P2 (Z× δZ) : |x1 − y1|+ |x2 − y2| = 1} .
Let us set V := {{x, y} ∈ E2δ : x1 = y1} the set of vertical edges in L
2
δ and by O :=
E2δ\V. Denoting by ∆ := Λ × (δZ ∩ I) we define O∆ :=
{
e ∈ O : Ve ⊂
(
∆\∂∆
)}
and V∆ :=
{e ∈ V : Ve ⊂ ∆} . Moreover, we define
∂±∆ :=
{
(x1, δx2) ∈ ∆ : x1 ∈ Λ, δx2 = ±
β
2
}
(14)
and set ∂∆ := ∂+∆ ∪ ∂−∆ and
∂∆ := ∂∆ ∪ {x ∈ Z× δZ : x1 ∈ ∂Λ, x2 ∈ δZ ∩ I} . (15)
Then, denoting by ΩD := {−1, 1}
D
, for any D ⊂ Z × δZ, assuming b.c. ξ = (ξ+, ξ−) ∈
Ω∂∆ := Ω∂+∆×Ω∂−∆ at ∂∆, with ξ
+, ξ− appearing in (11), and free b.c.’s at ∂∆\∂∆, we have
Z∆ (ξ) := ZΛ,I
(
ξ+, ξ−
)
=
∫ ⊗
z1∈Λ
µI (dσz1) e
∑
x,y∈∆ : {x,y}∈OW (σx,σy)× (16)
×
∏
z1∈Λ
1{ξ−z1}
(
σz1
(
−
β
2
))
1{ξ+z1}
(
σz1
(
β
2
))
,
9
where, for any x, y ∈ ∆\∂∆,
W (σx, σy) = J
∫ δ
0
dtσx1 (δx2 + t)σy1 (δy2 + t) . (17)
Setting
eW (σx,σy) = 1 +
[
eW (σx,σy) − 1
]
, (18)
Z∆ (ξ) can be rewritten as
Z∆ (ξ) =
∑
ℓ∈P(O∆)
∫ ⊗
z1∈Λ
µI (dσz1)
∏
e∈ℓ
[
e1e({x,y})W (σx,σy) − 1
]
× (19)
× 1{ξ−}
(
σ
(
−
β
2
))
1{ξ+}
(
σ
(
β
2
))
=
∑
ℓ∈P(O∆)
∫ ⊗
z1∈Λ
µI (dσz1)
∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)
×
× 1{ξ−}
(
σ
(
−
β
2
))
1{ξ+}
(
σ
(
β
2
))
.
Given ℓ ∈ P (O∆) , for any x1 ∈ Λ we can integrate over the trajectories of the stationary
process (σx1 (t) , t ∈ I) keeping fixed its values at δx2 if (x1, δx2) ∈ ℓ. This integral can be
computed explicitely. Indeed, setting V (ℓ) :=
(⋃
e∈ℓ
Ve
)
and denoting by
V ′ (ℓ) :=
⋃
e∈ℓ
{
z ∈ ∆ ∪ ∂∆ : z1 = x1, z2 = x2 + 1, (x1, δx2) ∈ Ve
}
, (20)
we have
µ
ξ
I,Λ
[∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)]
= (21)
µ
ξ
I,Λ
[
µ
ξ
I,Λ
[∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)
| {σx1 (δx2)}(x1,δx2)∈V (ℓ)∪V ′(ℓ)
]]
,
where we have set µξI,Λ := µI,Λ
[
·|σ
(
±β
2
)
= ξ±
]
.
If (x1, δx2) , (x1, δy2) ∈ V (ℓ) such that y2 ≥ x2 + 2, and there is no other (x1, δz2) ∈ V (ℓ)
such that x2 + 2 ≤ z2 ≤ y2 − 1, we can integrate over the trajectories of (σx1 (t) , t ∈ I) with
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given values at t = δx2 + δ, δy2. Let
x
(1)
2 := min {z2 ∈ Z : (x1, δz2) ∈ V (ℓ)} , (22)
x
(i+1)
2 := min
{
z2 ∈ Z : (x1, δz2) ∈ V (ℓ) \
i⋃
j=1
(
x1, δx
(j)
2
)}
, i ≥ 1 . (23)
Then, Tℓ (x1) := {z2 ∈ Z : (x1, δz2) ∈ V (ℓ)} can be represented as the ordered set Tℓ (x1) ={
x
(1)
2 , .., x
(|Tℓ(xi)|)
2
}
. For any i = 1, .., |Tℓ (x1)| , we denote by
y
(i)
2 :=
{
z2 ∈ Z : (x1, δz2) ∈ ∆\V (ℓ) , z2 = x
(i)
2 + 1
}
(24)
and set
T ℓ (x1) :=
{
x
(1)
2 , .., x
(|Vℓ(xi)|)
2 , x
(|Vℓ(xi)|+1)
2 :=
β
2δ
}
, (25)
Γℓ (x1) :=
{
−
β
2δ
=: y
(0)
2 , y
(1)
2 , .., y
(|Vℓ(x1)|)
2
}
. (26)
Hence, denoting by
Vℓ (x1) :=
⋃
x2∈Tℓ(x1)
{x ∈ ∆ : x = (x1, δx2)} , (27)
we get∫
µ
ξx1
I
(
dσx1 | {σx1 (δx2)}x2∈Tx1 (ℓ)∪Γx1(ℓ)
) ∏
e∈ℓ : Ve∩Vℓ(x1)6=∅
1e ({x, y})
(
eW (σx,σy) − 1
)
= (28)
∫ |Vℓ(x1)|⊗
i=1
µ
ξx1
I
(
dσx1 |σx1
(
δx
(i)
2
)
, σx1
(
δy
(i)
2
)) ∏
e∈ℓ : Ve∩Vℓ(x1)6=∅
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
|Tℓ(x1)|∏
i=0
1 + σx1
(
δy
(i)
2
)
σx1
(
δx
(i+1)
2
)
e
−2hδ
(
x
(i+1)
2 −y(i)2
)
2
,
where we have used that, given x1 ∈ Λ, for any t, s ∈ I with t > s, η, η
′ ∈ {−1, 1} ,
µI
[
1{η′} (σx (t)) |σx (s) = η
]
=
1 + η′ηe−2h(t−s)
2
=
{
1+e−2h(y2−x2)
2
if η′ = η
1−e−2h(t−s)
2
if η′ = −η
. (29)
Therefore, setting
Λ (ℓ) := {x1 ∈ Λ : |Vℓ (x1)| ≥ 1} , (30)
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since µξΛ,I =
⊗
x1∈Λ(ℓ)
µ
ξx1
I , we obtain
Z∆ (ξ) =
∑
ℓ∈P(O∆)
∫ ⊗
x1∈Λ(ℓ)
µ
ξx1
I
(
dσx1 | {σx1 (δx2)}x2∈Tx1 (ℓ)∪Γx1 (ℓ)
)
× (31)
×
∏
x1∈Λ\Λ(ℓ)
1 + ξ+x1ξ
−
x1
e−2hβ
2
∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
|Tℓ(x1)|∏
i=0
1 + σx1
(
δy
(i)
2
)
σx1
(
δx
(i+1)
2
)
e
−2hδ
(
x
(i+1)
2 −y
(i)
2
)
2
.
It can be useful to represent Z∆ (ξ) as the partition function of a classical spin system.
Indeed, we can consider a classical spin system on Z× δZ by associating to any lattice point
(x1, δx2) ∈ Z×δZ a random element, which we will still call spin, taking values in the space Dδ
of piecewise {−1, 1}-valued functions on [0, δ] endowed with the Skorokhod topology, namely
Dδ := {σ ∈ D ([0, δ] , {−1, 1})} . (32)
Setting S := DZδ , we denote by S the injection of D in S such that
D ∋ σ 7−→ S (σ) :=
{
σ(k)
}
k∈Z ∈ S , (33)
where ∀k ∈ Z, σ(k) denotes the element of Dδ representing the function [0, δ] ∋ t 7−→ σ
(k) (t) :=
σ (kδ + t) ∈ {−1, 1} . Equipping S with the product topology, the push-forward of µ w.r.t. S
on (S,S) with S the product σ-algebra can be written as
µ ◦ S−1
(
d
{
σ(k)
}
k∈Z
)
= 2
β
δ
−1⊗
k∈Z
µδ
(
dσ(k)
)∏
k∈Z
δσ(k)(δ),σ(k+1)(0) , (34)
with
µδ
(
dσ(k)
)
:= µ[δk,δ(k+1)] (dσ) , k ∈ Z . (35)
For any x = (x1, δx2) ∈ ∆, with a little abuse of notation we denote by σx the element
of Dδ representing the function [0, δ] ∋ t 7−→ σx1 (δx2 + t) ∈ {−1, 1} . Hence, we denote
by S∆ := D
∆
δ and by S∆ := {A ∩ S∆ : A ∈ S} . In particular, we can represent the Gibbs
probability measure νI,Λ on
(
DΛI ,F
Λ
I
)
specified by (11), with fixed b.c. ξ ∈ Ω∂∆ at ∂∆ and
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δFigure 1: The construction of the spins in Dδ.
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free b.c.’s at ∂∆\∂∆, by the Gibbs probability measure νξδ (dσ∆) on (S∆,S∆) specified by the
density
Z−1δ (ξ) exp
[∑
x,y∈∆
(W1 (σx, σy) + 1O∆ ({x, y})W (σx, σy))
]
1{ξ−} (σ∂−∆) 1{ξ+} (σ∂+∆) (36)
w.r.t. the reference measure µδ (dσ∆) :=
⊗
x∈∆
µδ (dσx) , associated to the interaction W1 +W,
where, in view of the fact that, by (34), for any x1, x2 ∈ Z, the spins σ(x1,δx2), σ(x1,δx2+δ) ∈ Dδ
must satisfy the compatibility condition σ(x1,δx2) (δ) = σ(x1,δx2+δ) (0) ,
1. W1 (σx, σy) = 0 if {x, y} ∈ V and if x2 < y2, σx (δ) = σy (0) or if y2 < x2, σy (δ) = σx (0) ;
2. W1 (σx, σy) = −∞ if {x, y} ∈ V and if x2 < y2, σx (δ) 6= σy (0) or if y2 < x2, σy (δ) 6=
σx (0) .
Then, by the definition of the potential W1,
eW1(σx,σy) =
[
δx1,y1
(
δy2,x2+1δσx(δ),σy(0) + δx2,y2+1δσy(δ),σx(0)
)
+ (1− δx1,y1)
]
. (37)
Hence,
Z∆ (ξ) =
∑
ℓ∈P(O∆)
∏
x1∈Λ(ℓ)
2|Tℓ(x1)|
∫ ⊗
x2∈Tℓ(x1)
µδ
(
dσ(x1,δx2)
) ∏
x2∈Tℓ(x1)
eW1(σ(x1,δx2),σ(x1,δx2+δ))× (38)
×
∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
) ∏
(x,y)∈∂+∆×∂−∆ : x1=y1 , x1∈Λ\Λ(ℓ)
1 + ξxξye
−2hβ
2
×
×
|Tℓ(x1)|∏
i=0
1 + σ(
x1,δy
(i)
2
)σ(
x1,δx
(i+1)
2
)e−2hδ
(
x
(i+1)
2 −y
(i)
2
)
2
1{ξ−x1}
(
σ(
x1,δy
(0)
2
)
)
1{ξ+x1}
(
σ(
x1,δy
(|Tℓ(x1)|+1)
2
)
)
.
Let us denote by Π (ℓ) the set of paths in (∆,V∆) connecting any couple of points (y, x) ∈
V (ℓ) ∪ ∂−∆× V (ℓ) ∪ ∂+∆ such that:
• if y = (x1, y2) with x1 ∈ Λ (ℓ) , x = (x1, x2 (y)) with x2 (y) := min
{
z2 ∈ T ℓ (x1) : z2 ≥ y2 + 2
}
;
• if y =
(
x1,−
β
2
)
with x1 ∈ Λ\Λ (ℓ) , x =
(
x1,
β
2
)
.
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Hence, we can write
Z∆ (ξ) =
∑
ℓ∈P(O∆)
2|V (ℓ)|
∫ ⊗
x∈V (ℓ)
µδ (dσx)
∏
{x,y}∈V∆ : x∈V (ℓ),y∈V ′(ℓ)
eW1(σx,σy)× (39)
×
∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
∏
γ∈Π(ℓ)
1end(γ) ({x, y})
1 + σxσye
−2hδ|x−y|
2
×
×
[
(1− 1∂+∆ (x)) + 1∂+∆ (x) 1ξ+x (σx)
] [
(1− 1∂−∆ (y)) + 1∂−∆ (y)1ξ−y (σy)
]
.
a) b) c)
Figure 2: a) A subset ℓ of O∆ and the corresponding Ge, e ∈ ℓ, b) the paths in (∆,V∆)
connecting the graphs Ge, e ∈ ℓ, c) three polymers associated to ℓ.
2.1 Reduction to a polymer gas model
Given e ∈ O, let
V ′ (e) := {x ∈ Z× δZ : (x1, δ (x2 − 1)) ∈ Ve} (40)
and
E ′ (e) := {e′ ∈ V : e′ = {x, y} , x ∈ Ve, y ∈ V ′ (e)} . (41)
We set Ge := (Ve ∪ V
′ (e) , e ∪ E ′ (e)) ⊂ L2δ .
We call polymer a connected subgraph R of L2δ which satisfies the following conditions:
1. for any e ∈ E (R) ∩O, Ge ⊆ R;
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2. if e and e′ are two distinct edges in E (R) ∩O, either Ge ∪Ge′ is a connected subgraph
of L2δ or, given a path γ connecting Ge and Ge′, for any e
′′ ∈ E (γ) ∩O, Ge′′ ⊂ R.
Given a polymer R (an example is a connected subgraph of the graph in fig.2 c)) we set
‖R‖ := |E (R)| . Denoting by R the set of polymers, R,R′ ∈ R are said to be compatible,
and we write R ∼ R′, if V (R) ∩ V (R′) = ∅, otherwise are said to be incompatible and we
write R ≁ R′. Given R ⊂ R, we denote by P (R) the collection of the subsets of R consisting
of mutually compatible polymers and by P0 (R) := {̺ ∈ P (R) : ‖̺‖ <∞} . We also set
P := P (R) ,P0 := P0 (R) . Given R ∈ Pf (R) and R ∈ R we write R ≁ R if there exists
R′ ∈ R such that R′ ≁ R. Moreover, we call R a polymer cluster if it cannot be decomposed
as a union of R1,R2 ∈ Pf (R) such that every pair R1 ∈ R1, R2 ∈ R2 is compatible. We
denote by C (R) the collection of polymer clusters in R and let C be the collection of polymer
clusters in R.
Given a finite ∆ := Λ× I ⊂ Z× δZ we denote by
V +∆ :=
⋃
e∈O : Ve⊂∂+∆
V ′ (e) (42)
and set R∆ the collection of polymers R ∈ R such that:
• V (R) ⊆ ∆ ∪ V +∆ ;
• if V (R) ∩ ∂∆ 6= ∅ then either ∂+∆ or ∂−∆ or ∂∆ = ∂+∆ ∪ ∂−∆ are contained in
V (R) .
We also set P∆ := P (R∆) . Then, for any R ⊆ R∆, we define
Z
(
R,Φh,ξ
)
:=
∑
̺∈P(R)
∏
R∈̺
Φh,ξ (R) , (43)
where the function R ∋ R 7−→ Φh,ξ (R) ∈ R+ is the activity of the polymer.
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By (39),
Z∆ (ξ) =
∑
ℓ∈P(O∆)
2|V (ℓ)|
∫ ⊗
x∈V (ℓ)
µδ (dσx)
∏
{x,y}∈V∆ : x∈V (ℓ),y∈V ′(ℓ)
eW1(σx,σy)× (44)
×
∏
e∈ℓ
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
∑
g∈P(Π(ℓ))
(
1
2
)|Π(ℓ)\g|∏
γ∈g
1end(γ) ({x, y}) σxσy
e−2hδ|E(γ)|
2
×
×
[
(1− 1∂+∆ (x)) + 1∂+∆ (x) 1ξ+x (σx)
] [
(1− 1∂−∆ (y)) + 1∂−∆ (y)1ξ−y (σy)
]
.
Then, given ℓ ∈ P (O∆) and g ∈P (Π (ℓ)) , the components of ̺ (ℓ) :=

⋃
e∈ℓ
Ge

 ∪
(⋃
γ∈g
γ
)
,
with ℓ := ℓ ∪
{
e ∈ O : Ve ⊂ ∂∆
}
, fit the definition of polymer, hence we can write
Z∆ (ξ) =
∑
ℓ∈P(O∆)
∑
̺∈Pℓ
∏
R∈̺
2|UR|
∫
µδ (dσUR)
∏
{x,y}∈V∆ : x∈UR,y∈U ′R
eW1(σx,σy)× (45)
×
∏
e∈E(R)∩O∆
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
∏
γ∈g(R)
1end(γ) ({x, y}) σxσy
e−2hδ|E(γ)|
2
∏
γ∈Π(ℓ)\g(R)
1end(γ) ({x, y})
1
2
×
×
[
(1− 1∂+∆ (x)) + 1∂+∆ (x) 1ξ+x (σx)
] [
(1− 1∂−∆ (y)) + 1∂−∆ (y)1ξ−y (σy)
]
,
where, for any ℓ ∈ P (O∆) ,Pℓ is the set of the collections of mutually compatible polymers
which can be realised as union set of
⋃
e∈ℓ
Ge with elements of Π (ℓ) and, for any polymer R in
̺ ∈ Pℓ, UR := V (ℓ) ∩ V (R) , U
′
R := V
′ (ℓ) ∩ V (R) and g (R) := {γ ∈ Π (ℓ) : γ ⊂ R} .
Given ̺ ∈ P∆, setting ℓ (̺) := E (̺) and consequently V (̺) := V (ℓ (ρ)) and Π (̺) :=
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Π (ℓ (ρ)) , Z∆ (ξ) can be rewritten as
Z∆ (ξ) =
∑
̺∈P∆
∏
R∈̺
2|UR|
∫
µδ (dσUR)
∏
{x,y}∈V∆ : x∈UR,y∈U ′R
eW1(σx,σy)× (46)
×
∏
e∈E(R)∩O∆
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
(
1
2
)|Π(̺)\g(R)| ∏
γ∈g(R)
1end(γ) ({x, y}) σxσy
e−2hδ|E(γ)|
2
×
×
[
(1− 1∂+∆ (x)) + 1∂+∆ (x) 1ξ+x (σx)
] [
(1− 1∂−∆ (y)) + 1∂−∆ (y)1ξ−y (σy)
]
.
Hence,
Z∆ (ξ) = Z
(
R∆,Φ
h,ξ
)
=
∑
̺∈P∆
∏
R∈̺
Φh,ξ (R) , (47)
with
Φh,ξ (R) := 2|UR|
∫
µδ (dσUR)
∏
{x,y}∈V∆ : x∈UR,y∈U ′R
eW1(σx,σy)× (48)
×
∏
e∈E(R)∩O
1e ({x, y})
(
eW (σx,σy) − 1
)
×
×
(
1
2
)|Π(̺)\g(R)| ∏
γ∈g(R)
1end(γ) ({x, y})σxσy
e−2hδ|E(γ)|
2
×
×
[
(1− 1∂+∆ (x)) + 1∂+∆ (x) 1ξ+x (σx)
] [
(1− 1∂−∆ (y)) + 1∂−∆ (y)1ξ−y (σy)
]
.
Choosing δ = 1√
h
, for any ξ ∈ Ω∂∆, R ∈ R∆, we have
Φh,ξ (R) ≤
(
e
J√
h − 1
)|E(R)∩O|
e−2
√
h|E(R)∩V| ≤ e−a(h)‖R‖ , (49)
with
e−a(h) := max
{(
e
J√
h − 1
)
, e−2
√
h
}
. (50)
We remark that to deal with b.c.’s that are free on the top and on the bottom of ∆, or
are periodic in the vertical direction, the definition of the polymers activity must be changed
slightly.
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The previous bound implies that the cluster expansion is convergent when h is sufficiently
large. Indeed we can choose a constant c > 0 such that∑
R′∈R∆ : R′≁R
ec‖R
′‖e−a(h)‖R
′‖ ≤
c
2
‖R‖ , (51)
which is a sufficient condition for the theorem in [KP] to hold. Therefore, for any R ⊆ R∆,
logZ
(
R∆,Φ
h,ξ
)
=
∑
R′∈C(R)
Φˆh,ξ (R′) (52)
where, setting C∆ := C (R∆) , in view of (51),
C∆ ∋ R 7−→Φˆ
h,ξ (R) :=
∑
R′∈P(R)
(−1)|R|−|R
′| logZ
(
R∆,Φ
h,ξ
)
(53)
is such that, ∀R ∈ R∆, ∑
R′∈C∆ : R′≁R
∣∣∣Φˆh,ξ (R′)∣∣∣ e c2 ∑R′∈R′‖R′‖ ≤ c
2
‖R‖ . (54)
As already highlighted in the proposition in [KP], the last bound is the key ingredient to
perform estimates of quantities which can be represented, in the setup of a polymer gas
model, as ratios of partition functions of the form Z(R,Φ)Z(R,Φ′) . As will clearly appear in the next
section the proof of Theorem 1 will indeed rely on estimates of this kind.
Moreover, the bound on the polymer activity also implies that two point correlation func-
tions decay exponentially with the distance when h is large with an h-dependent decay con-
stant.
3 Slit box variant of the model
From now on we set δ equal to 1√
h
. LetH := {y ∈ Z× δZ : y2 = 0} andH
+ := {y ∈ Z× δZ : y2 > 0} ,
H
− := {y ∈ Z× δZ : y2 < 0} .
Given a finite Λ ⊂ Z, we denote by Λ¯ := {(x1, 0) ∈ H : x1 ∈ Λ} and set
Λ± :=
{
y ∈ R2 : y =
(
x1,±
1
2
)
, x1 ∈ Λ
}
. (55)
In order to discuss the asymptotic scaling of the entanglement entropy of the ground state
of a block of spins, inspired by [GOS], we consider a modified model in which L2δ is replaced
by the graph L¯2δ in such a way that:
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• each lattice point in x = (x1, 0) ∈ Λ¯ is replaced by two distinct vertices x
+ :=
(
x1,
1
2
)
and x− :=
(
x1,−
1
2
)
;
• each bond e = {x, y} ∈ E2δ such that x ∈ Λ¯, y ∈ H
+ is replaced by {x+, y} ;
• each bond e = {x, y} ∈ E2δ such that x ∈ Λ¯, y ∈ H
− is replaced by {x−, y} ;
• each bond e = {x, y} ∈ E2δ such that x, y ∈ Λ¯ is replaced by the bonds {x
+, y+} , {x−, y−} ;
• each bond e = {x, y} ∈ E2δ such that y ∈ Λ¯, x ∈ ∂Λ¯ ∩ H is replaced by the bonds
{x, y+} , {x, y−} .
For any β > 0, let us set I+ :=
[
0, β
2
]
∩ δZ, I− :=
[
−β
2
, 0
]
∩ δZ and denote I := I+ ∪ I−.
Moreover, we set ∆ := ∆+ ∪∆−, where ∆± := Λ±× I±, and keep the definitions of ∂±∆, ∂∆
and ∂∆ given in (14) and (15). We also keep the definition of V +∆ given in (42) and define
V¯∆ and O¯∆ according to the definitions of V∆ and O∆ given at the beginning of Section 2.
Then, the generic matrix element ρβΛ (ǫ
+, ǫ−) , with ǫ± ∈ ΩΛ, of the density operator ρ
β
Λ on
HΛ associated to the Hamiltonian (4) can be rewritten in terms of a Gibbsian specification
ν
p
δ
(dσ∆)
µδ(dσ∆)
for a spin model defined on L¯2δ by a two-body potential W1 +W analogous to that
given in (36) with periodic b.c.’s at ∂∆.
Let us set R+ :=
⋃
e∈O¯∆ : Ve⊂Λ+
Ge and define R− to be the graph such that V (R−) := Λ−∪Λ¯
and E (R−) :=
{
e ∈ O¯∆ : Ve ⊂ Λ−
}
∪
{
{x, y} ∈ R2 : x ∈ Λ−, y ∈ Λ¯
}
. We denote by R the
union set of {R+, R−} with the collection of polymers R in L¯2δ such that V (R) ⊂ Λ
c
+. Hence,
assuming periodic b.c.’s at ∂∆, fixed b.c. (ǫ+, ǫ−) ∈ ΩΛ+×ΩΛ− and free b.c.’s at ∂∆, denoting
by ΦhσΛ+=ǫ+,σΛ−=ǫ−
the activity of the polymers in
R∆ :=
{
R ∈ R : V (R) ⊆ ∆ ∪ Λ¯
}
, (56)
by (47), we have
ρ
β
Λ
(
ǫ+, ǫ−
)
=
ν
p
δ
(
1{σΛ+=ǫ+,σΛ−=ǫ−}
)
ν
p
δ
(
1{σΛ+=σΛ−}
) = Z
(
R∆,Φ
h
σΛ+=ǫ
+,σΛ−=ǫ
−
)
Z
(
R∆,ΦhσΛ+=σΛ−
) (57)
with
Z
(
R∆,Φ
h
σΛ+=σΛ−
)
=
∑
ǫ∈ΩΛ
Z
(
R∆,Φ
h
σΛ+=σΛ−=ǫ
)
. (58)
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3.1 The reduced density operator
From now on we will keep our notation as close as possible to that introduced in [GOS]. Let
us set for m,L ∈ N,
Λm:= {−m,−m+ 1, . . . , m+ L} , Λ0 := {0, .., L} (59)
and Λ±m := (Λm)± ,Λ± := (Λ0)± ,∆m := ∆
+
m ∪ ∆
−
m, where ∆
±
m := Λ
±
m × I
±. Considering
the representation of Hm := HΛm as Hm,L ⊗ HL, where Hm,L := HΛm\Λ0 ,HL := HΛ0, we
denote by ρ¯L,βm the partial trace of ρ
β
m := ρ
β
Λm
w.r.t. Hm,L. Then, the generic matrix element
ρL,βm (ǫ
+, ǫ−) := ρΛ0,βΛm (ǫ
+, ǫ−) , with ǫ± ∈ ΩL := ΩΛ0 , of the reduced density operator ρ
L,β
m :=
ρ¯
L,β
m
trHΛ0
ρ¯
L,β
m
on HL writes
ρL,βm
(
ǫ+, ǫ−
)
=
ν
p
δ
(
1{σL+=ǫ+,σL−=ǫ−}
)
ν
p
δ
(
1{σL+=σL−}
) (60)
=
∑
ǫ′∈Ωm,L Z
(
Rm,Φ
h
σm,L=ǫ′,σΛ+=ǫ
+,σΛ−=ǫ
−
)
∑
ǫ∈ΩL
∑
ǫ′∈Ωm,L Z
(
Rm,Φhσm,L=ǫ′,σΛ+=σΛ−=ǫ
)
=
Z
(
Rm,Φ
h
σΛ+=ǫ
+,σΛ−=ǫ
−
)
Z
(
Rm,ΦhσΛ+=σΛ−
) ,
where, σL± := σΛ± , σm,L := σΛm\Λ0 ,Ωm,L := ΩΛm\Λ0 and Rm := R∆m with R∆m defined as in
(56).
Since in the limit of β →∞ and then of {Λm} ↑ Z the Gibbs measures defined in (11) for
different b.c.’s converge weakly to the same limit, the same conclusion holds for the Gibbs
measures defined in (36). Therefore, assuming b.c. ξ ∈ Ω∂+∆m∪∂−∆m at ∂∆m and free b.c.’s
at ∂∆m\∂∆m for any event {·} ∈ SΛ+∪Λ−, we set
φm,β {·} :=
ν
ξ
δ
(
1{·}
)
ν
ξ
δ
(
1ΩΛ+∪Λ−
) (61)
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and define
ρ˜L,βm
(
ǫ+, ǫ−
)
:=
φm,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = σL−}
(62)
=
Z
(
Rm,Φ
h,ξ
σΛ+=ǫ
+,σΛ−=ǫ
−
)
Z
(
Rm,Φ
h,ξ
σΛ+=σΛ−
) .
where here Rm is the set of polymers R in R with V (R) ⊆ ∆m ∪ Λ¯ ∪ V
+
∆m
such that, if
V (R) ∩ ∂∆ 6= ∅, then V (R) contains either ∂+∆ or ∂−∆ or both. To simplify the notation,
in the following we will also set Pm := P∆m and Cm := C∆m .
Lemma 2 There exists a positive value of the external magnetic field h∗ such that, for any
h > h∗ and L,m ∈ N, uniformly in β > 0, ǫ+, ǫ− ∈ ΩL and in the b.c. ξ ∈ Ω∂∆m ,
e−ψ(c) ≤
φm,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+}φm,β {σL− = ǫ−}
≤ eψ(c) , (63)
where ψ (c) := 8
1−e− c2 with c the constant appearing in (54).
Proof. We proceed as in the proof of the proposition in [KP]. Since by (48) for any R ∈ Rm
compatible with R+ and R−,Φ
h,ξ
σΛ+=ǫ
+,σΛ−=ǫ
− (R) = Φ
h,ξ (R) , by (52) we have
φm,β
{
σL+ = ǫ
+, σL− = ǫ
−} = Z
(
Rm,Φ
h,ξ
σΛ+=ǫ
+,σΛ−=ǫ
−
)
Z (Rm,Φh,ξ)
(64)
= exp


∑
R∈Cm : R≁R+∪R−
Φˆh,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)− Φˆh,ξ (R)

 .
Moreover, because if R ∈ Rm is compatible with R+,Φ
h,ξ
σ
L+=ǫ
+ (R) = Φ
h,ξ (R) and analogously
if R ∈ Rm is compatible with R−,Φ
h,ξ
σ
L−=ǫ−
(R) = Φh,ξ (R) ,
φm,β
{
σL± = ǫ
±} =
∑
ǫ∓∈ΩL Z
(
Rm,Φ
h,ξ
σ
L±=ǫ±,σL∓=ǫ∓
)
Z (Rm,Φh,ξ)
(65)
=
Z
(
Rm,Φ
h,ξ
σ
L±=ǫ±
)
Z (Rm,Φh,ξ)
= exp


∑
R∈Cm : R≁R±
Φˆh,ξ
σ
L±=ǫ±
(R)− Φˆh,ξ (R)

 .
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Therefore, setting, for any R ∈ Cm, V (R) :=
⋃
R∈R
V (R) and
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R) := max
{∣∣∣Φˆh,ξσ
L+=ǫ
+,σ
L−=ǫ−
(R)
∣∣∣ , ∣∣∣Φˆh,ξ (R)∣∣∣ , (66)∣∣∣Φˆh,ξσ
L+=ǫ
+,σ
L−=ǫ
− (R)
∣∣∣ , ∣∣∣Φˆh,ξσ
L+=ǫ
+,σ
L−=ǫ
− (R)
∣∣∣} ,
by (54),
φm,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+}φm,β {σL− = ǫ−}
= (67)
exp


∑
R∈Cm : R≁R+,R≁R−
Φˆh,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)− Φˆh,ξ
σ
L+=ǫ
+ (R)− Φˆ
h,ξ
σ
L+=ǫ
− (R) + Φˆ
h,ξ (R)


≤ exp

4
∑
R∈Cm : R≁R+,R≁R−
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ
− (R)


≤ exp

4
∑
x∈Λ+
e
− c
2
infR∈Cm : R≁R−,V (R)∋x
∑
R∈R‖R‖×
×
∑
R∈Cm : R≁R−,V (R)∋x
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ
− (R) e
c
2
∑
R∈R‖R‖


≤ exp
{
2c ‖R−‖ e−
c
2
‖R−‖
L∑
k=0
e−
c
2
k∧(L−k)
}
≤ e
8
1−e−
c
2 .
The lower bound in (63) follows from the estimate
φm,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+}φm,β {σL− = ǫ−}
≥ exp−4


∑
R∈C∆m : R≁R+,R≁R−
Φ¯h,ξσ
σ
L+
=ǫ+,σ
L−=ǫ
− (R)

 .
(68)
Lemma 3 There exists a positive value of the external magnetic field h∗ such that, for any
h > h∗ and any L,m ∈ N, uniformly in β > 0, ǫ+, ǫ− ∈ ΩL and in the b.c.’s ξ ∈ Ω∂∆n and
ηn ∈ S∆cn\∂∆n,
e−
ψ(c)
2
e−cm ≤
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
≤ e
ψ(c)
2
e−cm . (69)
23
Proof. Let us assume b.c. ξ ∈ Ω∂+∆n∪∂−∆n at ∂∆n and free b.c.’s at ∂∆n\∂∆n. The proof of
(69) for more general b.c.’s will follow directly from the one carried out for this case since a
change in the b.c.’s affects only the definition of the polymers activity in the cluster expansion.
As in the proof of the preceding Lemma we have
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
= (70)
exp
{∑
R∈Cn : R≁(R+∪R−) Φˆ
h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)− Φˆh,ξ (R)
}
exp
{∑
R∈Cm : R≁(R+∪R−) Φˆ
h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)− Φˆh,ξ (R)
} .
Since Rn ⊃ Rm, setting
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R) := max
{∣∣∣Φˆh,ξσ
L+=ǫ
+,σ
L−=ǫ−
(R)
∣∣∣ , ∣∣∣Φˆh,ξ (R)∣∣∣} , (71)
we have
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
≤ exp

2
∑
R∈Cn : V (R)∩(∆n△∆m) 6=∅,R≁R+,R≁R−
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)


(72)
≤ exp

2
∑
x∈Λ+
e
− c
2
infR∈Cn : R≁R−,V (R)∩(∆n△∆m) 6=∅,V (R)∋x
∑
R∈R‖R‖×
×
∑
R∈Cn : R≁R−,V (R)∩(∆n△∆m) 6=∅,V (R)∋x
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ
− (R) e
c
2
∑
R∈R‖R‖


≤ exp
{
c ‖R−‖ e
−c
(‖R−‖
2
+m
)
L∑
k=0
e−
c
2
k∧(L−k)
}
≤ e
4
1−e−
c
2
e−cm
.
The lower bound in (69) follows from the estimate
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
≥ exp

−2
∑
R∈Cn : V (R)∩(∆n△∆m)6=∅,R≁R+,R≁R−
Φ¯h,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)

 .
(73)
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Lemma 4 There exists a positive value of the external magnetic field h∗ such that, for any
h > h∗ and any L,m ∈ N, uniformly in β > 0, ǫ+, ǫ− ∈ ΩL and in the b.c.’s ξ ∈ Ω∂∆n and
ηn ∈ S∆cn\∂∆n,∣∣∣∣ φn,β {σL+ = σL−}φm,β {σL+ = σL−} −
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
∣∣∣∣ ≤ eψ(c)2 e−cmψ (c)2 e−cm . (74)
Proof. Proceeding as in the proof of the previous result, as well as in the proof of the
statement (iii) in the thesis of the Proposition in [KP],∣∣∣∣ φn,β {σL+ = σL−}φm,β {σL+ = σL−} −
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
∣∣∣∣
=
∣∣∣∣∣∣exp
∑
R∈Cn : V (R)∩(∆n△∆m)6=∅,R≁R+,R≁R−
Φˆh,ξσ
L+=σL−
(R)− Φˆh,ξ (R) (75)
− exp
∑
R∈Cn : V (R)∩(∆n△∆m) 6=∅,R≁R+,R≁R−
Φˆh,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)− Φˆh,ξ (R)
∣∣∣∣∣∣ (76)
≤ e
ψ(c)
2
e−cm
∣∣∣∣∣∣
∑
R∈Cn : V (R)∩(∆n△∆m) 6=∅,R≁R+,R≁R−
Φˆh,ξσ
L+=σL−
(R)− Φˆh,ξ
σ
L+=ǫ
+,σ
L−=ǫ−
(R)
∣∣∣∣∣∣
≤ e
ψ(c)
2
e−cm
∑
R∈Cn : V (R)∩(∆n△∆m) 6=∅,R≁R+,R≁R−
(∣∣∣Φˆh,ξσ
L+=σL−
(R)
∣∣∣ + ∣∣∣Φˆh,ξσ
L+=ǫ
+,σ
L−=ǫ−
(R)
∣∣∣)
≤ e
ψ(c)
2
e−cmψ (c)
2
e−cm .
3.2 Entanglement entropy
In order to prove Theorem 1 we follow the same strategy of the proof of Theorem 2.8 in [GOS]
to which we refer the reader for the details of the computations.
As a matter of fact, it follows from the estimate (77) given below that there exist C :=
C (c) , C ′ := C ′ (c) > 0, such that, for any k ≥ K := ⌈C−1 lnC ′⌉ , the norm of ρLk+1 − ρ
L
k is
bounded by C ′e−C(k−K). Therefore, denoting by d the smallest value between the dimension
of HL and that of Hm,L, since S
(
ρLm
)
= −
∑
d
i=1 αi
(
ρLm
)
logαi
(
ρLm
)
, where
{
αi
(
ρLm
)}d
i=1
is the vector of the eigenvalues of ρLm arranged in decreasing order, if 2 ≤ m ≤ K, we
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get that S
(
ρLm
)
is smaller than 2K. On the other hand, if K ≥ m, iterating the bound
of maxi≥1
∣∣αi (ρLK+r+1)− αi (ρLK+r)∣∣ ≤ C ′e−Cr, r ≥ 0, one can prove that there exist C0 :=
C0 (c) > 0, ι := ι (c) > 2 such that αi
(
ρLm
)
≤ C0 + αi
(
ρLK
)
, for i ≤ 22K , and αi
(
ρLm
)
≤ C0
iι
for
i > 2K , which leads to the bound S
(
ρLm
)
≤ C1K,C1 := C1 (c) > 0.
Proposition 5 There exists a positive value of the external magnetic field h∗ such that, for
any h > h∗ and for any L,m, n ∈ N such that m < n,
∥∥ρ˜Lm − ρ˜Ln∥∥ ≤ eψ(c)2 (e−cm+6)ψ (c)2 e−cm . (77)
Proof. Proceeding as in the proof of Theorem 2.2 in [GOS], we are reduced to estimate the
following quantity ∑
ǫ+,ǫ−∈ΩL
b
(
ǫ+
)
b
(
ǫ−
) ∣∣ρ˜L,βm (ǫ+, ǫ−)− ρ˜L,βn (ǫ+, ǫ−)∣∣ , (78)
for any real-valued positive function b on ΩL such that
∑
ǫ∈ΩL b
2 (ǫ) = 1. But
∣∣ρ˜L,βm (ǫ+, ǫ−)− ρ˜L,βn (ǫ+, ǫ−)∣∣ ≤
∣∣∣∣φm,β {σL+ = ǫ+, σL− = ǫ−}φm,β {σL+ = σL−} −
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φn,β {σL+ = σL−}
∣∣∣∣
(79)
=
φm,β {σL+ = ǫ
+, σL− = ǫ
−}
φn,β {σL+ = σL−}
×
×
∣∣∣∣ φn,β {σL+ = σL−}φm,β {σL+ = σL−} −
φn,β {σL+ = ǫ
+, σL− = ǫ
−}
φm,β {σL+ = ǫ+, σL− = ǫ−}
∣∣∣∣ .
Moreover, by (63),
φm,β
{
σL+ = ǫ
+, σL− = ǫ
−} = φm,β {σL+ = ǫ+, σL− = ǫ−}
φm,β {σL+ = ǫ+}φm,β {σL− = ǫ−}
φm,β
{
σL+ = ǫ
+
}
φm,β
{
σL− = ǫ
−}
(80)
≤ eψ(c)φm,β
{
σL+ = ǫ
+
}
φm,β
{
σL− = ǫ
−}
and, by the symmetry under the reflection w.r.t. the horizontal axis,
φn,β {σL+ = σL−} =
∑
ǫ∈ΩL
φn,β {σL+ = σL− = ǫ}
φn,β {σL+ = ǫ}φn,β {σL− = ǫ}
φn,β {σL+ = ǫ}φn,β {σL− = ǫ} (81)
≥ e−ψ(c)
∑
ǫ∈ΩL
φ2n,β {σL+ = ǫ} .
26
Therefore, by (74), (78) is bounded by
e
ψ(c)
2 (e−cm+4)ψ (c)
2
e−cm
∑
ǫ+,ǫ−∈ΩL
b
(
ǫ+
)
b
(
ǫ−
) φm,β {σL+ = ǫ+}φm,β {σL− = ǫ−}√∑
ǫ+∈ΩL φ
2
m,β {σL+ = ǫ
+}
√∑
ǫ−∈ΩL φ
2
m,β {σL− = ǫ
−}
×
(82)
×
∑
ǫ∈ΩL φ
2
m,β {σL+ = ǫ}∑
ǫ∈ΩL φ
2
n,β {σL+ = ǫ}
.
Proceeding as in the proof of (69), for any ǫ ∈ ΩL, we get the bound
φn,β {σL+ = ǫ}
φm,β {σL+ = ǫ}
≥ e−ψ(c) . (83)
Hence, (78) is smaller than
e
ψ(c)
2 (e
−cm+6)ψ (c)
2
e−cm
∣∣∣∣∣∣
∑
ǫ∈ΩL
b (ǫ)
φm,β {σL+ = ǫ}√∑
ǫ′∈ΩL φ
2
m,β {σL+ = ǫ
′}
∣∣∣∣∣∣
2
(84)
and by the Schwarz inequality we get (77).
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