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Bootstrap method is a powerful resampling technique, which has been extensively 
applied to interval estimations. In time series forecasting, most of the bootstrap 
procedures are related to the construction of prediction intervals for autoregres-
sive process. In this thesis the objective is to derive procedures for constructing 
simultaneous prediction intervals for the pth. order autoregressive process with 
the bootstrap approach. We consider two different models which correspond to 
the cases where p is known and p is unknown. When p is unknown, a popu-
lar model selection criterion called the Akaike's information criterion (AIC) is 
used to select the model. A simulation study is conducted for comparing the 
performance of the non-parametric bootstrap intervals and the parametric inter-
vals when the error distribution is either normal or non-normal. The bootstrap 
procedures, especially the one based on bootstrap二力 method, have demonstrated 
their practicability on different constraints according to the experiment's results. 
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In time series analysis, forecasting has long been recognized as an important 
problem and continuously plays an important role in business, economics, man-
agement, finance and many other fields. Governments all over the world rou-
tinely forecast some influential economic variables such as gross national product 
(GNP), unemployment and interest rates. Financial institutions have an inter-
est in forecasting stock indexes, exchange rates, prices of commodities, options 
and other derivatives. Other major disciplines such as marketing, demography 
and crisis management rely heavily on forecasts for future plannings and decision 
makings. 
1.1 Forecasting Time Series 
In different disciplines, objects that we may want to forecast are different. Basi-
cally, the forecast object can be classified into three types, namely event outcome, 
event timing and time series. In practice, time series forecasts are most frequently 
encountered as they have well-established theoretical support. In great amount 
of statistical literature, consideration on time series models has sufficiently con-
tributed to the precise evaluation of time series forecasts. Once quantitative 
data of interest have been collected as a time series, we may construct a sto-
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chastic model from the data to produce reliable predictions on future values. 
Usually during the modeling process, statistical assumptions are explicitly re-
quired. Mathematical detail of forecasting methods with time series data will be 
discussed later in this chapter. 
As stated in our title, the focus of this thesis will be on interval forecasts from 
time series models. The interval forecasts are obviously more informative than 
point forecasts since they provide additional information about the variation of 
prediction errors. 
1.2 Importance of Multiple Forecasts 
Formally, a single predicted value is termed as the l-step-ahead forecast where the 
positive integer I is the number of periods between the forecast origin and the time 
of the forecast we make. A single point forecast is equivalent to an /-step-ahead 
forecast with the value of I specified. If necessary, such /-step-ahead forecast 
can be associated with prediction limits, and so called a prediction interval. On 
the other hand, multiple forecasts are related to the prediction of several future 
values simultaneously, say, for 1 < Z < L. The corresponding interval forecasts 
are called simultaneous prediction intervals. 
In many circumstances, instead of a single forecast, multiple forecasts are 
useful for the decision making process. For example, based on previous monthly 
sales records, a production manager is interested in the forecast of the monthly 
sales for the coming year. Another case study of multiple forecasts can be found 
in Parigi and Schlitzer (1995). They pointed out that the National Bureau of 
Statistics released the data of the Italian National Accounts with a two-quarters' 
delay. Hence one-step-ahead and two-step-ahead forecasts of economic activities 
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such as GDP will be useful for the understanding of the current economy. The 
forecasts will be obtained based on available early indicators. Other relevant 
examples can be found in Ravishanker, Wu and Glaz (1991) and Cheung et al 
(1998). 
In terms of statistical techniques, Bhansali (1974) used a conservative first-
order Bonferroni-type inequality to construct simultaneous prediction intervals 
for an autoregressive model of order p. Ravishanker, Hochberg and Meinick 
(1987) proposed a procedure of constructing conservative simultaneous prediction 
intervals for multiple forecasts from autoregressive integrated moving average 
models based on an improved second-order Bonferroni-type derived by Hunter 
(1976). Glaz and Ravishanker (1991) proposed tighter simultaneous prediction 
intervals based on the higher order Bonferroni-type inequalities (Hoover 1990) and 
the higher-order product-type inequalities (Glaz and Johnson 1984; Glaz 1987). 
They also showed that the simultaneous prediction intervals based on higher-
order product-type inequalities outperform (whenever the assumptions for their 
validity are in force) the simultaneous prediction intervals based on equivalent 
order Bonferroni-type inequalities. Cheung et al. (1998) pointed out that all the 
above approximation procedures are inferior to their suggested "exact method" in 
the construction of simultaneous prediction intervals for autoregressive integrated 
moving average models. 
1.3 Methodology of Forecasting for Autoregres-
sive Models 
The autoregressive model is an important member of linear time series models 
and is applicable in various practical situations. Throughout this text, we limit 
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ourselves to the stationary autoregressive models of order p [AR(_p)] which are 
discrete-time stochastic processes Zt, ^ = 0 , ± l , ± 2 , . . . , o f the form 
Zt = 5 + 4>iZt-i + (hZt-2 H h (t)pZt—p + at, (1.1) 
where S is an intercept term, i = 1，•..，p, are the autoregressive parameters 
and the white noise process at is a sequence of random variables following a fixed 
distribution Fa with mean zero and variance a^. If we define 
(p{B) = 1 - (IhB — chB] (l)pBP, 
where B is the backward shift operator defined by B爪Zt = Zt-m, m = 0,1, 2， . ..， 
then (1.1) can be written as 
购 Zt = 5 + at. (1.2) 
From the previous equation, 0 (5 ) is known as the autoregressive operator. Fur-
thermore if we put ly = S then the AR(p) model has an infinite-order 
moving-average representation where Zt is expressed in terms of the past and 
present error terms at and the intercept 6. The moving-average representation of 
(1.1) [or (1.2)] is given as 
Zt = iy + ip{B)at, 
where 
The weights ipk, /c = 1 , 2 , . . a r e the functions of the autoregressive parameters. 
They can be determined by equating coefficients in 
(piBMB) = 1， 
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or equivalently, by the following recursive equations 
k-l 
* 二 秘 f c - “ （1.3) 
i=0 
where V^o 二 1 and = 0 if j � p . 
The ijj weights will converge only if we impose certain stationary conditions 
on the autoregressive parameters. In order to ensure the condition of stationary, 
the roots of (l){B) = 0 are all required to lie outside the unit circle. 
Now we consider the forecasting of an AR(p) time series with available obser-
vations Zi, Z2, . . . , Zn- Suppose for I = 1,2,…，L, we want to make a forecast 
at origin n for lead time I, denoted by Zn{l) so called the /-step-ahead forecast. 
We wish to choose Zn{l) so that the error of forecasting is being controlled. The 
minimum mean square error (MMSE) forecast is a desired one, which is given by 
Zn{l) =S + 仏{1 — 1) + (hZnil — 2) + . . . + 么(Z — p) (1.4) 
where Zn(s) 二 Zn+s if s < 0. The Z-step-ahead forecast error is given by 
en(0 = ^n+l - Zn{l) 
which has mean zero and variance 
Var M l ) ] � � ( 1 + 衬 + ….+ V f 1) = J 走 e (1.5) 
i=0 
The /-step-ahead forecast in (1.4) and the forecast error variance in (1.5) de-
pend on the parameters 01,. . . , (j)^  and In practice, they are unknown. 
However, they can be estimated from the observations Zn, Z^- i , . . . by some suit-
A A A 
able methods. Let 01,. . . , and be the parameter estimates. Then the 
estimated forecast will be 
Zn{l) = S + kZn{l 一 1) + hZn{l — 2) + …• + - p) (1.6) 
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where Zn{s) = Zn+s if 5 < 0 and the estimated variance will be 
冗 [ e n ( 0 ] = 斤 】 （ 1 . 7 ) 
i=0 
Note that the use of estimates in place of the parameters will affect both the 
quantities given in (1.6) and (1.7). In long time series, however, the effect is 
usually negligible. 
Assume that {at} is a Gaussian white noise process, that is, at � 乂 
Box and Jenkins (1976) showed that the /-step-ahead forecast Zn{l) is normally 
distributed with mean Zn+i and variance Var We can express the explicit 
form of a single, or equivalently a pointwise, interval forecast. Because of the 
probability statement 
Pr I ？ ) -
V VVar [en{l)] 
where Za/2 is the upper a/2 percentage point of the standard normal distribution, 
the 100(1 — a)% prediction interval for Zn+i is given by 
± Za/2V^Var [ e , � ] (1.8) 
and (1 — a) is termed as the coverage probability. Note that the prediction inter-
vals, of course, increase when the lead time I tends to be large. 
In case multiple forecasts are desired, we need to forecast Z^+i for all I = 
1,…，L simultaneously. Based on the joint probability statement 
/ Z (I) — Z \ 
Pr ) < Cc., for all / = 1 , . . . ,L = 1 — a, (1.9) 
\ v^ Var [e„(/)] / 
where c^ is a constant, the 100(1 一 a)% simultaneous prediction intervals for 
Z,i+/，I = 1,..., L will be given by 
土 Ca\/Var [en{l)]. (1.10) 
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Let 
= 二, forl = l’…，L, 
be the elements of a vector of standardized forecast errors with mean 0 and 
variance-covariance matrix S = {pmi}, 1 < m,l < L. In addition, for m < I, it is 
easy to show that 
EZo'姚 p- — 
For m = I, pmi — 1- Therefore XI is also a correlation matrix. If the model para-
meters in (1.1) are known, we can compute E by the above formula. Otherwise, 
parameter estimates will be used instead. 
When {at} is a Gaussian white noise process, the vector of standardized fore-
cast errors will follow an L-dimensional multivariate normal distribution, that 
is， 
[rn(l),r,(2),...，rn{L)Y � A ^ O，S ) . 
Before we construct simultaneous prediction intervals (1.10), we need to solve 
(1.9) and compute the value of c^, for given a and E. To find c^, the evaluation 
of an L-dimensional multivariate normal probability is required. Numerically, 
this has long been a very difficult task. However, in recent years, we have been 
witnessing a drastic improvement in the computation techniques and comput-
ing power, the evaluation of high dimensional multivariate normal probabilities 
becomes feasible even for L as large as 20 [Genz (1992) and Joe (1995)]. The 
numerical techniques called the "exact method" are explained in Chan et al. 
(1999). One of the main difficulties of evaluating the probability on the left-
hand side of (1.9) is the exploration of the correlation structure of the nominator 
en(0 = - Zn+l foi / = 1, . . . , L. 
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In the past, some approximation methods were employed to construct the 
simultaneous prediction intervals due to the difficulty in computation of high-
dimensional multivariate probabilities. One of these is based on a first-order 
Bonferroni-type inequality. It gives the resulting 100(1 — a)% conservative simul-
taneous prediction intervals for Zn+h / 二 1 , … ， i n the form 
Znil) 士 ^a/(2L)\/Var [en{l)]. (1.11) 
They provide a joint coverage probability of at least (1 — a): 
Pr Z了⑴ ^ ^ < Za/2Li for all / = 1 , . . . , L > 1 — a. 
\ yVar / 
This is why we call the intervals conservative. Note that for given I, the interval 
(1.11) is the simultaneous analogue to interval (1.8). This approximation can 
be improved if higher-order Bonferroni-type inequalities are chosen instead. For 
the information of higher-order Bonferroni-type inequalities and other approxi-
mation methods for simultaneous inference of time series, please refer to Glaz 
and Ravishanker (1991). 
In the prediction intervals (1.8), (1.10) and (1.11), we assume that ZJJ) and 
Var[en(/)] are known quantities. However, in practice, this assumption is generally 
A . """ . 
not realistic. Accordingly we employ their estimates Zn{l) and Var[en(Z)] in the 
corresponding formulas. The effect on both the precision and coverage probability 
of the prediction intervals with the substituted estimates is usually negligible in 
long time series. 
The major assumption of the Box-Jenkins method in constructing prediction 
intervals, whether simultaneous or not, is the normality of error terms at. For 
real life data, this assumption may not be appropriate. This is a drawback in 
forecasting using the Box-Jenkins method based on real data, especially with 
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small samples. From experience, the method in which the normality assumption 
fails may produce poor results such as lower-than-expected nominal coverage 
probability. In the next section, we will introduce a resampling technique, which 
is possibly a potential alternative to the predictive inference in time series models 
for finite samples. 
1.4 Bootstrap Approach 
In contrast to some classical approaches for statistical problems, we will briefly 
examine a distribution-free resampling method called bootstrap. The bootstrap 
methodology was first proposed by Efron (1979). Several resampling techniques, 
such as the jackknife, were in use earlier but they were not as widely applicable 
as the bootstrap. The bootstrap application to statistical problems was initially 
designed to obtain the estimates of standard error and bias, as well as confidence 
intervals. Later, it was extended to more complex problems relating to linear 
regression. In econometrics, the bootstrap approach has been applied extensively 
to time series data already [see Jeong and Maddala (1993). 
Here we describe the simplest bootstrap approach. Let X = {Xi , X2,…，Xn} 
be a random sample from a distribution where 0 is an unknown parameter 
identifying F in a family of distributions. Thus F itself is also unknown. We 
want to estimate 0, or in general a function of Q, say g(6), by a sample statistics 
0 — (^(x). The estimator 6 can be used to make inferences about 6. Let F be 
an estimate of the distribution F based on X. If we draw a sample of size n 
randomly with replacement from F, then the sample X* = {X^, XJ , . . . , X*} is 
called a bootstrap sample and the observations are independent and identically 
A A 
distributed from F. We can evaluate the bootstrap replicate, 6* = S{x*), by 
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calculating the same statistic on the bootstrap sample. If the sampling process 
is repeated B times, we will obtain B bootstrap samples and hence B bootstrap 
replicates. The positive integer B is the number of bootstrap replications and is 
A 
usually large. Then an empirical distribution of 0 will be formed based on the 
B bootstrap replicates of 0*. Inferences about 0 [or g{6)] can be made by using 
this empirical distribution instead. The book written by Efron and Tibshirani 
(1993), which provides some basic concepts on bootstrap inferences with many 
nice illustrative examples, is useful for beginners. 
Suppose we have the empirical distribution of 0 by using the bootstrap method 
ys A 
and ^ is a consistent estimator for 6. We can use the bootstrap replicates 6* to 
construct bootstrap confidence intervals for 6. The following are two commonly 
used methods. 
(a) The 100(1 — a)% confidence interval for 9 is given by 
.�*(�/2), 0*{l-a/2y 
where 右八…"^�is the 100(a/2)th percentile of the sample formed by the boot-
strap replicates d*. This method is relatively direct and is known as the 
percentile method. It produces a two-sided, equal-tailed but non-syrnmetric 
interval. 
(b) The 100(1 — a ) % confidence interval for 6 is constructed from the studentized 
bootstrap distribution of 6* and given by 
A 八 
— ^ I-a/25, 0 — 
where is the 100(a/2)th percentile of the sample whose observations 
are formed by the bootstrap studentized statistic 
. e * - e 
t = , 
10 
A 
5 is a consistent estimator of the standard error of 6 based on the original 
A 
sample and s* is a consistent estimator of the standard error of 0* based on 
the bootstrap sample. Here the method is called the bootstrap-t method. 
Other methods such as the accelerated bias-corrected (BCa) percentile interval 
and the approximate bootstrap confidence (ABC) interval can be found in Efron 
and Tibshirani (1993). However, these methods involve relatively complicated 
steps and require a large amount of computations. In the next chapter, we can 
see how (a) and (b) are adopted to construct the simultaneous prediction intervals 
for time series. 
In time series forecasting for AR(p) models, researchers have suggested several 
bootstrap procedures to obtain single interval forecasts. Thombs and Schucany 
(1990) applied the percentile method by conditioning the last p observations of 
AR(p) process. It involves the resampling of both backward and forward residu-
als. Their method was compared with the traditional Box-Jenkins method in a 
simulation experiment. They found that the bootstrap prediction intervals have 
coverage probability closer to the nominal coverage for the non-Gaussian error 
process, while they are competitive under the Gaussian case. Masarotto (1990) 
proposed an unconditional procedure based on the bootstrap-亡 method. In his 
method, the sample of the t* statistics is formed by the resampling of studentized 
forecast errors. The procedure also takes into account explicitly the estimates of 
model order. Kabaila (1993) pointed out that the unconditional bootstrap-力 in-
tervals for predictive inference have beneficial results in the Gaussian case. At the 
same time, he presented another conditional bootstrap procedure which would be 
suitable for the non-Gaussian case. McCullough (1994) proposed a bias-corrected 
bootstrap procedure mainly due to the asymmetry of Thombs and Schucany's 
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conditional bootstrap distribution. He also used the method combined with a 
backward residual-generating technique known as BDD, which seems to affect 
the bootstrap prediction intervals. Breidt et al (1995) found that the prediction 
intervals constructed by bootstrap calibration of analytical quantile is competi-
tive to those constructed by the percentile and the bootstrap-力 methods. Cao et 
al (1997) presented a less time-consuming algorithm due to Thombs and Schu-
cany's bootstrap by resampling only future values. Grigoletto (1998) proposed 
a modified method according to Masarotto's bootstrap for reducing the variance 
of the predictive distribution percentile estimators. Most recently, Kim (1999) 
extended both the original percentile and bootstrap-/； methods to apply to vector 
autoregressive models in constructing bootstrap prediction regions. 
Concluded from the above papers, in general, the bootstrap prediction in-
tervals are reliable when the series length is short or the white noise process is 
non-Gaussian. They also capture the additional variability inherent in coefficient 
estimation. This is the major reason why the bootstrap method is more superior 
than classical methods. 
1.5 Objectives 
Recently, researchers on bootstrap have spent a lot of effort on single forecasts 
of time series models as mentioned. However, the area on multiple forecasts 
has yet to be cultivated. We found that by extending existing single interval-
forecasting bootstrap procedures, one can obtain approximate multiple interval 
forecasts. More specifically, if we use the principle of the first-order Bonferroni-
type inequality in each of the existing procedures, the conservative simultaneous 
prediction intervals can be obtained. This idea becomes the foundation of this 
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thesis. 
In this thesis, our objective is to construct simultaneous prediction intervals 
for AR{p) models by the use of bootstrap techniques. We expect that the appro-
priate coverage of the intervals is equal to or at least close to the nominal coverage 
probability. Our investigation also involves comparisons among different boot-
strap procedures together with the parametric methods on multiple forecast for 
AR{p) models with Gaussian and non-Gaussian white noise processes. We have 
selected three representative bootstrap procedures for discussion which are firstly 
proposed by 
1. Thombs and Schucany (1990), 
2. Cao et al (1997) and 
3. Masarotto (1990). 
The major difference among them is the resampling schemes being used. Most of 
the recent bootstrap procedures are more or less based on these typical resampling 
schemes. The first two procedures can be classified to the percentile method, 
while the last one can be classified to the bootstrap-力 method. The second one 
is a time-saving approach with only slight loss in coverage performance when 
compared with Thombs and Schucany's bootstrap. 
Other methods have been considered in the past. The conditional method in 
Kabaila (1993) relies on the estimate of the probability density function of error 
terms. In small-sample settings, it is unforeseen that the result of the estima-
tion is acceptable. Moreover, the method is only appropriate for the continuous 
non-Gaussian case. The simulation results in McCullough (1994) and Breidt et 
al. (1995) showed that there are some improvements for their methods in cer-
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tain cases but only marginal. When compared with the Thombs and Schucany's 
method, their newly proposed methods are more complicated. Similar situation 
has also happened in the Monte Carlo studies in Grigoletto (1998). With a large 
amount of computations but only trace of advancement, we still prefer to consider 
Masarotto's bootstrap rather than his method. Finally, the three procedures we 
chosen are basically sufficient for us to compare the percentile method and the 
bootstrap-, method in simultaneous prediction inference. 
The order of the AR model p is an important factor to be examined. We 
divide this factor into two cases: 
Case A: p known and 
Case B: p unknown. 
In Case A and Case B, mechanisms of the bootstrap procedures are slightly 
different. Basically, the procedures are simpler for Case A as they do not require 
the selection of model. For Case B, the estimation of p is necessary and will 
be based on the well-known Akaike's information criterion of the form given in 
Chapter 3. 
We plan our thesis as follows. In Chapter 2, we present in detail the three 
bootstrap procedures of construction of simultaneous prediction intervals for Case 
A. Chapter 3 contains the bootstrap procedures for Case B. Chapter 4 provides an 
extensive simulation study to compare various methods, including the bootstrap 
and the parametric simultaneous intervals under Case A and Case B. Next, our 
methods are applied to a real data set in Chapter 5. Finally, a conclusion is given 





Case A: p known 
Research works related to finding the prediction intervals for AR(p) models by 
bootstrap approach have been expanding in the past decade. However, previous 
effort has been focused on single forecasts. In this chapter, we will present three 
bootstrap procedures to construct simultaneous prediction intervals for AR(^) 
models. The order p of the model is assumed to be known. 
The three bootstrap procedures to be examined are abbreviated as: 
1. TS [based on Thombs and Schucany (1990)]; 
2. CAO [based on Cao et al. (1997)]; 
3. MAS [based on Masarotto (1990). 
All the procedures have different algorithms to get the bootstrap realizations 
of certain quantities by resampling. The TS and MAS procedures generate the 
bootstrap realizations of the whole autoregressive process, whereas the CAO pro-
cedure only creates the bootstrap realizations of the point forecasts. For all the 
procedures listed above, bootstrap errors are required in calculating those boot-
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strap realizations. The bootstrap errors are in a sample drawn from an estimate 
of the error distribution Fa. In the three bootstrap procedures, we use the em-
pirical distribution of the centered and rescaled residuals as our estimate, namely 
Fa. We define the centered and rescaled residuals 
( 一 \ 1/2 
where d = ^j/ (几 _ p) and the residuals 
A A 八 
hi = Zi — 8 — (IhZi-i (t)pZi-p 
A 
for z = n, n — 1,. . . + 1. Hence generating a[ from Fa establishes the source of 
bootstrap errors. Note the centering is essential when the residuals are obtained 
from the least square method and the rescaling factor [(n — p)/{n — sug-
gested by Stine (1987), is used since the residuals tend to be smaller than the 
true errors. The residuals 知，s in the following sections are further termed as the 
forward residuals. 
2.1 TS Procedure 
This procedure is proposed to obtain the conditional bootstrap distribution of the 
future value Zn+i for ^ = 1 , . . . , L by fixing the last p observations of the series. 
Suppose we have the sequence of observations 
) • . •，Zn—p, •^ n—p+1 ？ . . • , 
from an AR(p) process (1.1). For fitting the model, we estimate the model pa-
rameters from the observations. Let <5, ...,去p be the least square estimates of 
the parameters. The TS procedure consists of the following steps: 
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1. Compute centered and rescaled backward residuals: 
/ n _ „ � 1 / 2 / 1 ri-p \ 
. ( ^ r i ) 卜 ( 2 . 1 ) 
where 
ei = Zi - 6 - ^iZi+i ^pZi+p, (2.2) 
A 
for i = n — p,n — p — 1 , . . .， 1 . Let Fe be the empirical distribution of the 
centered and rescaled backward residuals. 
2. Compute centered and rescaled forward residuals: 
/ n — 1 - \ 
_ J _ ^ ^ (2.3) 
where 
A A A 
hi ^ Zi — 5 — (f)iZi_i —…—(f)pZi_p, (2.4) 
for i = n,n — 1,... ,p + 1. Let Fa be the empirical distribution of the 
centered and rescaled forward residuals. 
3. Generate a backward bootstrap sample 
，. •.,乙n—p, ^n-p+15 . • .， 
where 
Z* = Zi , for i = n — p + 1,... ,n , (2.5) 
= ^ + 01 + … + ^pZUp + e：*, (2.6) 
for i = 1，. •.，n — p and e* for i = 1,2,... ,n — p are backward bootstrap 
errors randomly drawn from Fg. 
4. Fit the bootstrap sample to an AR(p) model and compute the parameter 
A A A 
estimates . . . ,(/)*. 
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5. Draw forward bootstrap errors a^ for j = n + l ,n + 2 , . . . , n + L from 
Fa- Based on these errors and parameter estimates in Step 4, compute the 
forward bootstrap future values: 
K+i =於 + ^IK+i-i ^— + + ^n+i^ 
for / = 1 ,2 , . . . , L. 
6. If B sets of bootstrap future values have been constructed, go forward to 
Step 7. Otherwise, repeat Steps 3 to 5. 
7. The 100(1 — a)% simultaneous prediction intervals for Zn+i, Z = 1，2, •.., L 
would be 
，宅 11+1—g)] (2.7) 
where q = B (竞)+ 1 and [Z*^/,...，Z二)] are the ordered bootstrap 
future values. T h e � . ] denotes the greatest integer function. 
In the last step, the prediction intervals are constructed from a couple of 
bootstrap replicates of conditional forecasts based on the percentile method. In 
single forecasts, Cao et al. (1997) point out that the computation based on the 
algorithm of TS procedure is relatively time-consuming. For Steps 3 to 5, we 
need to repeat B times and from experience B is not a small number in order to 
have a desirable result. Especially in Step 4, every backward bootstrap sample 
has to be modeled by an AR{p) structure. For multiple forecasts, we will see the 
performance of TS procedure through a simulation study in Chapter 4. 
2.2 CAO Procedure 
This procedure only resamples the future values Z * ^ ^ , . . . ， A f t e r the esti-
mation of the model parameters from the observations by least square method, 
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I 
the CAO procedure proceeds as follows: 
1. Construct Fa by computing the centered and rescaled forward residuals: 
/ \ 1/2 / 1 n \ 
“ I n-p\ 1 • . 
W —2W V 几-Pj 二 J 
where 
A A A 
di = Zi — S — (jhZi—i — ... — (f)pZi-.p, 
for i = n,n — 1, . . . + 1. 
2. Draw forward bootstrap errors d^ * for j 二 n + 1，n + 2, •..，n + 1/ from Fa 
with replacement. 
3. Define Z* = Zg for s = n — p + 1，...，ri and compute the bootstrap future 
values: 
� “ + 1Z;— 1 + …• + c^p Z:—? + a：*, 
for s = n -f" 1, n + 2 , . . . , n + L. 
4. Repeat Steps 2 to 3 for B times. 




where q = \b (竞)+ 1] and …，Z丄于]are the ordered bootstrap 
future values. 
This procedure only draws the bootstrap replicates for constructing future 
bootstrap realizations. It does not require to draw bootstrap replicates of the 
original series as in Step 3 of the TS procedure. Thus, the conditional bootstrap 
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distribution of Zn+i given the observed series Z i , . . . , is formed. Near the end 
of the procedure, the percentile method is employed. In single forecasts, Cao et 
al. (1997) showed that their algorithm saves large amount of computer time but 
has slightly smaller coverage probability when compared with the TS procedure. 
2.3 MAS Procedure 
According to Chapter 1, the Box-Jenkins pointwise prediction intervals (1.8) re-
quires the Gaussian white noise process assumption. It follows that the Z-step-
ahead forecast error 
and hence the standardized forecast error 
r“0〜樣1). 
In many occasions, the white noise process is non-Gaussian. Hence, the stan-
dardized forecast errors are no longer the standard normal variates. The Box-
Jenkins method may not be appropriate in that case. The validity of the simul-
taneous intervals (1.11) for prediction is also questionable. If we do not make 
any distribution assumption but just focus on the exact distribution of the stan-
dardized forecast errors rJJ), / = 1，.. •，L，there will be some light in obtaining 
appropriate pointwise or simultaneous prediction intervals. 
Let Gni{-) be the distribution of rJS). Recall that the standardized forecast 
error 
Tnil) = I enffl 
yVar [e“Z) 
_ Zn+l — Zn{l) 
= ( 枕 圳 
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By considering the probability statement, 
Pr {G-1 ( f ) < < G-J (1 -昏)卜 1 — a 
where 
the 100(1 — a)% prediction interval for Zn+i will be 
'Zn{l) + (脊)VVar[e.(/)]，Z“l) + G；/ (1 - ^Var [e“0]] . (2.8) 
For multiple forecasts, the 100(1 — a)% simultaneous prediction intervals for 
Zn+h Z = 1,...,丄，are given by 
Zn{l) + G'l (告)VVarMO]，Ml) + G:�(1 —芸)^Var 剛 ] • (2.9) 
Although it is hard to find the exact distribution Gni{-), the Monte Carlo 
simulation can help to approximate it. An approach, which we call the MAS 
procedure here, uses the bootstrap replicates of to approximate Gni{-), and 
hence to obtain the prediction intervals (2.8) or (2.9). The parameter estimates 
of 01,. . . , 0p)，crl and 机,s are required for this procedure. In our thesis, they 
are estimated by using the followings respectively: 
A A A 
(a) the least square estimates 0i，.. •， 
(b) the estimator 
苟 = 祐 ( 2 . 1 。 ） 
where the forward residuals 
A A A 
ai = Zi — 5 — (jhZi—i _ ... _ (j)pZi_p, 
for z = n,n — 1,. . . -h 1, and 
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(c) the recursive equations in (1.3), 
A k-i N A 
• = X 瓜务k—i, (2.11) 
A A 
where ^o = 1 and ( j ) j 二 • if j � p . 
Note that the estimator of the error variance a^ in (2.10) is asymptotically unbi-
A A A ased and uncorrelated with according to Stine (1987). 
Given the parameter estimates, the MAS procedure proceeds as follows: 
A /S /N A 
1. Construct Fa based on the estimates 0 i，...，0 p . Compute the /-step-
ahead forecast Zn{l) for Z = 1，2，...，L in the formula (1.6). 
2. Generate a bootstrap sample and bootstrap future values 
r lyif ry^ \ 
，• • •,�,乙 n+1, . ••，乙 n+lJ 
from 
Z : “ + + . . . + + a：*, (2.12) 
for s = 1，2,…，n + L. 
A A /S A 
3. Compute ((5*, 0工， . . .，a^* and 祝,s from the first n bootstrap observa-
A A A _ 八 
tions Z^,... ,Z*hy the similar methods to obtain . . . , a^ and 仇，s 
from Zi ,Z2 , . . . , Zn. With reference to (1.6) again, compute the bootstrap 
replicate of Z-step-ahead forecast Z*{1) for Z = 1, 2 , . . . , L by 
念：⑴=》* + 权纪U — 1) + 极 如 _ 2) + … + - p), (2.13) 
where Z*(s) = Z*^^ if s < 0. By using these results and Z*^^,...，Z*^^, 
compute r*(/) from 
<(0 = ( ( 2 . 1 4 ) 
for / = 1, 2 , . . . , L. 
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4. Repeat Step 2 if the number of bootstrap replicates r*(/) for / = 1, 2 , . . . , L 
is less than a prespecified value B. 
5. The 100(1 - a)% simultaneous prediction intervals for Z^+h / = 1,2, 
would be 
“ / l-l \ 1/2 ( 1-1 \ 1/2 “ 
念n(l) + 成2 <(.)(/)，么⑴ + 的 E 成2 < (• -叫 0 ， 
\ i=0 / \ i=0 / 
(2.15) 
where q= B (壳)+ 1 and [r*；^⑴⑴， . . .，are the ordered bootstrap 
replicates of the standardized forecast errors. 
These bootstrap prediction intervals are obtained from bootstrap replicates 
of unconditional forecasts based on the bootstrap-t method. Masarotto (1990) 
showed that his bootstrap prediction interval for a single forecast is asymptotically 
correct and well-performed in finite samples. He also estimated the unstandard-
ized error distribution but the result by simulation showed that the standardized 
one is better as it has in general coverage probabilities closer to the nominal level. 
In estimating Fa, he also used a kernel estimate based on the Epanechnikov kernel 
with the smoothing parameter selected by cross-validation. However, his result 
revealed that the difference between using the kernel estimate and the empirical 





Case B: p unknown 
In practice, the order p of the autoregressive process is usually unknown. If we 
can find a suitable estimate, or equivalently, select an appropriate AR model, 
then the frameworks of the procedures presented in the previous chapter can be 
used. To derive the value of p, we adopt the minimum Akaike's Information 
Criterion (AIC). 
The AIC developed by Akaike (1974) from Fisher's maximum likelihood prin-
ciple has a great impact to the problems of model identification. Researchers of 
physical and social sciences often face the difficulty of selecting an adequate order 
or dimension of a statistical model. The traditional approach is by the hypothesis 
testing procedures in which a subjective judgment for the decision on levels of 
significance is required. In contrast, the AIC method provides the researchers a 
practical and objective way for their problems. In general, the AIC of a model 
parameter 6 examines the statistic 
AIC(句=(-2)log(maximum likelihood) + 2k, 
where k is the number of independently adjusted parameters to evaluate 6. In 
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linear model building, the AIC will decrease as variables are added to the model, 
that is, as k increases. At a certain point, the criterion will increase which is a 
signal that the added variables are unnecessary. The value of the AIC itself is an 
estimate of a measure of the fit of the model. Thus, the statistic is attempting to 
adjust the fit of the model by the number of parameters included. The minimum 
AIC estimate (MAICE) gives the minimum value of the AIC among other com-
peting models. This estimate should be defined by the model and the maximum 
likelihood estimates of the parameters. 
For the autoregressive model, the unknown order is estimated by the MAICE 
p which minimizes the AIC given by 
AIC(p) = n l o g � + 2p (3.1) 
where a^ is the estimate of a^ based on an AR(p) model for p = 0 ,1 , . . . , P. 
The preassigned value P is a finite upper limit of the order of the autoregressive 
model. If po is the true value of p, it is supposed that po < P < oo. In our 
case, d-p is obtained from (2.10). The formal discussion of statistical properties of 
the AIC method to autoregressive models can be found in Shibata (1976). After 
considering the determination of order p, the three aforementioned bootstrap 
procedures are then modified. 
3.1 TS Procedure 
Suppose we have the sequence of observations 
5 . . •， n^—p-) ^n—p+15 • - •，^n]' 
from an autoregressive model with unknown p. The modified TS procedure for p 
unknown case is: 
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1. Estimate p by (3.1) from the observations and let p be an estimate of p. 
A A A 
Then, by least square method, . . . ,(j)p are the estimates of model pa-
rameters with respect to p. 
2. Compute centered and rescaled backward residuals based on p by (2.1) and 
(2.2). 
3. Generate a backward bootstrap sample 
，•.. ’ 乙n—p，^n-p+1? . . •，^nf 
based on p by (2.5) and (2.6). 
4. Based on the bootstrap sample, choose the best order, say p*, according to 
(3.1). Fit the bootstrap sample to an AR(p*) model, or equivalently, obtain 
A A A 
bootstrap parameter estimates S*, c/)^,..., 
5. Compute centered and rescaled forward residuals based on p* and the boot-
strap parameter estimates by (2.3) and (2.4). 
6. Draw forward bootstrap errors a* for j = n + 1,n + 2,. . •,n + iy from 
A 
Fa. Based on these errors and bootstrap parameter estimates, compute the 
forward bootstrap future values: 
K+l = + + … + il-K+l-p* + ^n+h 
for I — 1,2,...，L. 
7. If B sets of bootstrap future values have been constructed, go forward to 
Step 8. Otherwise, repeat Steps 3 to 6. 
8. Construct the 100(1 — a)% simultaneous prediction intervals for Zn+i, I 二 
l，2r. . ’Lby(2 .7) . 
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The algorithm of this modified TS procedure is a little more complicated 
than before. This is mainly due to the re-estimation of model order p and model 
parameters in Step 4. With such modification, the sampling variability in the 
estimate of p can be considered. 
3.2 CAO Procedure 
In contrast to the other two procedures, the modification made in the CAO 
procedure is not too much. The first step simply involves the determination of 
p and its following steps are the same as before except that they are currently 
based on p instead of p. It proceeds as follows: 
A A A 
1. Obtain p by (3.1)，and then the least square estimates J, 01, . . . , based 
on p. 
2. Compute centered and rescaled forward residuals based on p by (2.3) and 
(2.4). 
/ A 
3. Draw forward bootstrap errors a^ * for j = n + 1, n + 2,...，n + from Fa 
with replacement. 
4. Define Z* = Zg for s = n — p + 1,. •. ,n and compute the bootstrap future 
values: 
+ 1 +…. + 而 + S;*， 
for 5 = n + 1, n + 2 , . . . , n + L. 
5. Repeat Steps 2 to 4 for B times. 
6. Construct the 100(1 — a)% simultaneous prediction intervals for Zn+i, I = 
l , 2 , . . . , L b y (2.7). 
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The estimation of p is performed only at the beginning of the procedure and 
is not involved during the bootstrap resampling. Therefore the computation in 
the modified CAO procedure should be much less complicated time-consuming 
than the modified TS procedure. 
3.3 MAS Procedure 
The modified MAS procedure proceeds as follows: 
1. Find p by (3.1). Based on p and the least square estimates ( 5， . . . , 0岁， 
A /S 
construct Fa, obtain the estimates 的 by (2.10) and 也，s by (2.11), and 
A 
compute the Z-step-ahead forecast Zn{l) for I = 1，2，...，L by formula (1.6). 
2. Generate a bootstrap sample and bootstrap future values 
1^1，...,乙n,乙n+1，• . . , ^ n+LJ 
by (2.12) based on p. 
3. Find p* by (3.1) from the bootstrap sample. With reference to p*, obtain 
苟*，成*,s’ and < ( 0 , Z = 1，2,…，L by (2.10), (2.11), (2.13) and (2.14) 
respectively. 
4. Repeat Step 2 again if B sets of bootstrap replicates r*(Z) for / = 1, 2 , . . . , L 
have not been produced yet. 
5. Obtain the 100(1 一 a)% simultaneous prediction intervals for Z^+i, I = 
1,2, by (2.15). 
Masarotto (1990) showed that their resulting bootstrap prediction intervals 
are consistent even in the p unknown case. Similar to the modified TS procedure, 




In this chapter, we provide a simulation study for comparing the performance 
of the bootstrap simultaneous prediction intervals described in the previous two 
chapters. Together with the three nonparametric bootstrap methods, two para-
metric methods are also considered, one being the Box-Jenkins method (BJ) 
interval (1.11)] and the other being the exact method (EX) [interval (1.6) and 
equation (1.7)]. Both of them employ the parametric assumption that the error 
distribution Fa is normal. 
4.1 Design of The Experiment 
The five procedures, BJ, EX, TS, CAO and MAS, are applied to the simulated 
data from some specific autoregressive models. The following models are chosen 
for the simulation: 
M O D E L 1. Zt = - 0 . 8 0 Z T _ I + at, 
M O D E L 2 . ZT = 0.75ZT_I - 0 . 5 0石 _ 2 + AT, 
M O D E L 3. = 10.0 + 1.30Zt-i - lAOZt-2 + 石 - 3 — 0.60石_4 + 0.50石—5 + at. 
For each of the models, samples of sizes n are 24，50, 100 and 200 with M 
simulation runs are generated. To obtain the randomness sufficiently, we choose 
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M = 500. The white noise at is generated based on three different kinds of error 
distribution: 
1. standard normal (SN), 
2. standard exponential (SE) and 
3. normal mixture (NM) 0.9iV(-l, 1) + 0.1iV(9,1). 
For simulating a series of stationary data with length n, (n + 300) values are 
first generated from a specified model and then the last n values become the 
observed sample. 
In Case B which p is unknown, the modified five procedures due to model 
selection are worked on the same series for MODELS 1—3 as in Case A. The maxi-
mum order P tried in the AIC in (3.1) is set to 6, that is, suppose p = •, 1 ,…，6 . 
Table B.l contains the results which are the frequencies of the estimated order 
by means of AIC for different models, different error distributions and varying 
sample size, in 500 simulation runs. 
The BJ, EX and MAS procedures require the estimation of ijjk weights {k = 
1,2,...). The amount of the first tpk weights used for the interval forecasting 
depends on the maximum leads L chosen. We wish to forecast the future values 
with leads Z up to 3 (= L), therefore 妙i and 妙2 should be estimated for those pro-
cedures in this simulation experiment. The estimation is based on the recursive 
A 
equations for * ’ s in (2.11). For MODEL 1, 
A A /N A O 
'01 = 01 and 妙2 7二 (pf. 
For MODEL 2 and MODEL 3, 
A A A A A p . 
冲 1 = 01 and 功2 = (t>2 + 01-
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Let P = 1 — a be the joint nominal coverage probability for simultaneous 
prediction intervals. We choose (3 as 80%, 95% and 99%. According to the 
simulation experiment in Thombs and Schucany (1990, p.490), B = 999 bootstrap 
replications were used. This size is not large enough in simultaneous analogy as 
our bootstrap intervals are based on the first-order Bonferroni-type inequality. 
The nominal coverage probability for each of the simultaneous bootstrap intervals 
depending on the maximum lead L should be 
( 明 h - 閉 -
For example, when the joint nominal coverage probability jS is equal to 0.99 and 
L = 3, the nominal coverage probability for each component interval will be 
0.996 by using above formula. In our experiment, the value of B is increased 
approximately proportional to L in order to provide sufficient amount of ordered 
bootstrap replications. Due to L = 3, we set B = 2999. Hence, the 99% simul-
taneous prediction intervals correspond to the 5th (�2999(1 — 0.99)/6 + 1] = 5 ) 
and the 2995th (2999 + 1 — 5 = 2995) smallest ordered bootstrap replications for 
each component interval. 
Additionally, R = 100 true future values of Zn+h ^n+2 and Z許3 are also 
generated based on the last p values of the sample. Let the experimental 100/?% 
simultaneous prediction intervals be (L/, Ui), I = 1,2,3, given a joint nominal 
coverage P. Denote the event {Li < Z 二 < Uj} by EJ where for r = 
1，2,..., are the true future values mentioned above. Then the joint coverage 
A 
probability f3i of the intervals can be estimated by 
._ m u m 
" 厂 R , 
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and the interval widths Wh are given by 
Wii = Ui — Li 
for I : 1,2,3 and i 二 1， . . .，M . Finally, we assess the performance of the 
simultaneous prediction intervals by calculating the means of the M replications 
A A 
of Pi and Wii, standard errors of the means and the statistics 7 as well. They are 
defined by 
_ 1 M 
1 M 
丄 • A 
1=1 
_ f 1 � 1 M _ "M 
s _ = { l ? b i 7 3 T g ( “ ) 2 l } , 
_ f 1 � 1 M 1 >1 V2 
响 = ( 礼 - 叫 } , 
and 
. = > P} 
7 — M " " " . 
The means and the standard errors will be regarded as more stable estimates. 
The statistic 7 is the estimate of the probability that the joint coverage exceeds 
the nominal coverage. In view of the conservative property of the simultaneous 
prediction intervals, the mean of the estimated joint coverage probability /5 is the 
larger the better (> P) and 7 > 0.5. For the EX procedure, it is expected that 
P is close to P and 7 冗 0.5. Naturally, the smaller the mean of the estimated 
interval width as well as the standard errors are, the better the intervals are as 
they account for the accuracy and stability. Our standard for comparing the 
procedures is mainly based on the mean 艮 
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4.2 Simulation Results 
The results for Case A and Case B are tabulated in Appendix A and B respec-
tively. 
Tables A.1-A.3 display the results based on a small sample setting (n = 24). 
We find that the MAS procedure in general has P larger or closer to the nominal 
level (3 in all cases. The SE{0) of MAS is also smaller than those of BJ and EX. 
From Table A.3, which accounts for the AR(5) model, the ^'s of BJ, EX and 
CAO are relatively low and their SE(^) are relatively large. 
Tables A.4-A.6 contain the results of a moderate sample setting (n = 50). 
The P of MAS are in general more closer to (3 while those are rather distant for 
the other two bootstrap procedures. The SE(M )^ of MAS has improved. 
Tables A.7-A.12 have the results of large sample settings (n = 100 and 200). 
Of course, all procedures have better performance. From Table A.12, when j3 = 
95% and [3 二 99%, CAO has relatively higher joint coverage percentage means 
than those of TS. For example, in the jS = 99% and SN case, CAO has the value 
97.70% and TS has the value 95.41%, the worst one. 
From Table B.l, the AIC tends to over-estimate the true order p。，but there 
is a large proportion of simulation runs that po is estimated correctly for different 
models. 
Tables B.2-B.4 have the results based on a small sample size. From these 
tables, the MAS procedure is conservative in 80% nominal coverage except the 
SN case in Table B.4. The BJ and EX have lower jS than the TS and MAS, 
even in SN cases. The performance of CAO is unsatisfactory in terms of P and 
SE(^). It is remarkable that the interval widths of MAS are highly unstable in 
the f3 = 99% and NM cases. 
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Tables B.5-B.7 contain the results for a moderate sample size. The SE(W )^ for 
MAS are lowered. The CAO becomes more accurate than before by observing its 
SE(^). From Table B.7, for the p 二 99% and NM cases, CAO has P = 92.04%, 
which is higher than that of TS (91.74%). 
For larger sample sizes, from Tables B.8-B.13, the MAS are conservative for 
all NM cases in each table. When comparing TS and CAO in terms of P, we 
find that TS is better in SN cases for every category of nominal coverage. In the 
non-normal cases, the CAO almost defeats TS, especially in NM cases. 
Having observed the overall results, we have the following comments for each 
of the procedures: 
• For the parametric procedures, BJ and EX, there is no reason to support the 
use of them in the AR(p) model with non-normal error distributions. The 
EX procedure usually produces smaller coverage probability than the nom-
inal coverage. Moreover, it requires a large sample size for better results, 
but then it will decrease the computing time. 
• For the TS procedure, when in the higher-order model with non-normal 
error distribution, the experimental coverage probability becomes less closer 
to the nominal level as the sample size is large. This is reflected in the 
results (Tables A. 12, B.7—B. 13) where TS in some cases has joint coverage 
percentage means being the lowest among the five procedures. 
• For the CAO procedure, it is not preferred to use in a small or moderate 
sample size. There is a situation that the one-step-ahead interval width 
means Wi are the same for different nominal coverages. For example, in 
Table A.l, the SE case, Wi = 3.77 for all the nominal coverages. In Table 
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A.4, the SN case, Wi = 3.65, 4.46 and 4.46 when (5 二 80%, 95% and 99% 
respectively. The same results also happen in Case B. It is due to the lack 
of variability for the bootstrap errors. When we draw from the estimate of 
error distribution, the empirical distribution of the rescaled and centered 
residuals, it cannot provide values with enough variety for the B 二 2999 
bootstrap replications. As a result, many values are the same in the tails 
of the order statistics of the B bootstrap replicates. For large samples, this 
problem is solved and the performance of the CAO procedure can be better 
than those of the BJ, EX and even TS procedures for non-normal error 
distribution. 
• The MAS is the preferred procedure for all considered error distributions, 
especially the normal mixture distribution. It is generally superior to TS as 
well as the others in the both Case A and Case B. It should be noted that 
MAS produces relatively large interval widths, but it gains more coverage 
proportion. The amount of computing time needed by MAS is extremely 
large, which is also a drawback of many other bootstrap applications. 
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Chapter 5 
A Real-Data Case 
We intend to apply the described bootstrap methods to a data set collected in 
real life. By the simulation experiment, the bootstrap approach to obtain simul-
taneous prediction intervals for AR(p) process has been shown successfully that 
it provides a sufficiently high coverage probability under different error distribu-
tions. Rather than the simulated data, we want to investigate the performance 
of bootstrap methods if real data are used, which is the aim of this chapter. 
A relevant data set chosen for our purpose is the Box and Jenkins (1976) 
series F, the consecutive yields from a batch chemical process. The series being 
identified as a AR(2) process in their book has 70 observations. The data set and 
a plot of the series are shown in Table 5.1 and Figure 5.1. By referring to Figure 
5.1, there is strong evidence that the series is stationary. 
Table 5.1: Yields from a batch chemical process (Box and Jenkins series F) 
n = 1-7 8-14 15-21 22-28 29-35 36-42 43-49 50-56 57-63 64-70 
4 7 4 1 58 57 ^ ^ 45 ^ 34 m ^ 
64 59 44 50 59 45 57 38 35 39 
23 48 80 60 50 54 50 59 54 59 
71 71 55 45 71 36 62 55 45 40 
38 35 37 57 56 54 44 41 68 57 
64 57 74 50 74 48 64 53 38 54 
55 40 51 45 50 55 43 49 50 23 
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Figure 5.1: Box-Jenkins series F 
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We divide the data set into two parts, where the front part (pre-sample) 
consists of the first 67 observations and the second part (post-sample) has the 
last three observations. The pre-sample is used as a basis for operation of the 
proposed methods so the number of observations n 二 67. For I 二 1,2，3, the 
resulting simultaneous prediction intervals for Zqjj^i can then be checked with 
the corresponding realizations in the post-sample for assessing the accuracy. 
5.1 Case A 
For Case A, we assume p = 2 and fit an autoregressive model to the pre-sample by 
least square method. The 67 —2 = 65 residuals at are then used to check whether 
we can further assume that the error terms at are normally distributed. The 
standard tools are the histogram of standardized residuals (Figure 5.2), the plot 
of normal scores versus standardized residuals (Figure 5.3) and the normal-scores 
correlation test. Note that the standardized residuals are formed by dividing at 
by the square root of their estimated variance 
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Figure 5.2: Histogram of standardized residuals (Case A) 
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From Figures 5.2 and 5.3, the normality of the residuals is reasonably well 
achieved. In order to perform the normal-scores correlation test, we calculate 
the sample correlation of the standardized residuals and normal scores, which is 
equal to 0.991. At 0.05 significant level, we would not reject the normality in the 
residuals and it is possible to assume the condition of normality in the errors of 
the model. 
Moreover, a run test is carried out on the standardized residuals to check the 
independence of the error terms. At 0.05 significant level, we would not reject 
the independence of the residuals. Hence we can assume that the errors of the 
model are mutually independent. 
We now turn to the construction of 95% simultaneous prediction intervals 
based on the five procedures. The same as that in the simulation experiment, the 
number of bootstrap realizations B is thus equal to 2999 in TS, CAO and MAS 
procedures due to L = 3. Figure 5.4 illustrates the bootstrap intervals together 
with the parametric intervals. The bootstrap intervals successfully provide an 
all-round coverage to the true values. All the upper limits are close together 
and the bootstrap lower limits tend to be smaller compared to the parametric 
cases. The reason for the bootstrap intervals being wider is their consideration of 
sampling variability. It is also why, even under the normal errors condition, the 
bootstrap intervals are superior to the parametric intervals. Table 5.2 shows in 
detail the values of the upper and lower limits, and widths of the simultaneous 
prediction intervals. 
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Figure 5.4: The 95% simultaneous prediction intervals for chemical yields (Case 
A) 
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Table 5.2: Upper and lower limits, and widths of the 95% simultaneous prediction 
intervals (Case A) 
Simultaneous prediction interval 
T ^ l T^ T^ 
Method lower upper width lower upper width lower upper width 
" m 3 i m s T r S 5 0 . 0 9 2 0 . 7 8 7 3 . 4 0 5 2 . 6 2 2 6 . 3 8 8 1 . 5 0 5 5 . 1 2 
EX 31.88 81.58 49.70 20.98 73.19 52.21 26.60 81.29 54.69 
TS 28.41 81.65 53.24 17.00 72.03 55.03 20.19 81.83 61.64 
CAO 28.18 81.90 53.72 17.50 74.12 56.63 20.12 78.71 58.59 
MAS 28.61 81.51 52.90 17.02 69.82 52.80 20.75 82.14 61.39 
Table 5.3: Upper and lower limits, and widths of the 95% prediction intervals 
(Case A) 
Prediction interval 
T i^ r ^ T^ 
Method lower upper width lower upper width lower upper width 
" m W M 4 L 0 1 4 3 . 0 8 3 1 . 3 8 7 6 ^ 4 5 . 1 3 
TS 31.92 76.60 44.68 22.42 67.60 45.19 28.00 77.96 49.96 
CAO 33.05 74.49 41.45 24.69 71.12 46.43 24.95 75.50 50.55 
MAS 34.17 76.36 42.19 21.38 65.65 44.27 22.55 77.07 54.52 
Recall that our bootstrap methods are proposed to get multiple interval fore-
casts. If we do not employ the principle of the first-order Bonferroni-type inequal-
ities, such methods can just be used to obtain single interval forecasts. They can 
only construct the point wise prediction intervals at a given lead I from the same 
origin. For I = 1,2，3, we have produced a graph as in Figure 5.5 for these 
pointwise intervals similar to Figure 5.4. It can be seen that the single interval 
forecasts cannot provide coverage for Z = 3 except the MAS intervals. There are 
some numerical details provided in Table 5.3 for reference. Note that the EX 
procedure is specialized only for multiple forecasts and hence not included in the 
consideration here. 
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5.2 Case B 
Under the p unknown case, we should collect information from the data set to 
estimate the order of the model. By means of AIC, the model for the chemical 
yield data is determined as AR(3). Least square model fitting then follows. The 
histogram and the plot in Figures 5.6 and 5.7 respectively provide an evidence to 
the validity of normality. The sample correlation of the standardized residuals and 
normal scores is equal to 0.992. At 0.05 significant level, the normality assumption 
and the independence assumption (by the run test) cannot be rejected. 
From Figure 5.8, the 70th observation of the series is excluded from each of the 
intervals. It is smaller than all those lower limits so no interval can simultaneously 
cover all the 3 future values. However, the differences between its value and 
the three bootstrap limits are small, especially the CAO's, just smaller than 1. 
Certainly the bootstrap intervals, which further capture the sampling variability 
of estimating p, are still wider than the parametric intervals. Numerical values 
for the related quantities to the prediction intervals are in Table 5.4. 
Similar to that in the last section, the four methods (BJ, TS, CAO, MAS) for 
single forecasts are applied to the data. The result is much worse as shown in 
Figure 5.9 and Table 5.5. 
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Figure 5.6: Histogram of standardized residuals (Case B) 
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Figure 5.8: The 95% simultaneous prediction intervals for chemical yields (Case 
B) 
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Figure 5.9: The 95% prediction intervals for chemical yields (Case B) 
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Table 5.4: Upper and lower limits, and widths of the 95% simultaneous prediction 
intervals (Case B) 
Simultaneous prediction interval 
T ^ i r ^ r ^ 
Method lower upper width lower upper width lower upper width 
"RJ 32.63 8 1 . 3 8 ” ” 2 2 . 1 3 7 2 . 7 5 5 0 . 6 1 2 8 . 1 7 80.7552.59 
EX 32.79 81.22 48.43 22.30 72.58 50.28 28.34 80.58 52.24 
TS 31.42 85.34 53.92 21.17 75.19 54.02 26.11 83.48 57.37 
CAO 28.31 81.96 53.65 18.37 73.49 55.12 23.84 81.60 57.77 
MAS 30.46 82.80 52.34 16.82 74.91 58.09 24.96 79.22 54.26 
Table 5.5: Upper and lower limits, and widths of the 95% prediction intervals 
(Case B) 
Prediction interval 
T ^ l T^ T^ 
Method lower upper width lower upper width lower upper width 
" m 3 7 . 0 5 7 6 . 9 6 3 9 . 9 1 2 6 . 7 2 6 8 . 1 6 4 1 . 4 4 3 2 . 9 4 7 5 . 9 9 4 3 . 0 5 
TS 35.53 77.71 42.18 26.11 69.81 43.70 30.77 76.19 45.42 
CAO 35.48 76.77 41.29 25.48 68.85 43.37 29.41 77.78 48.37 




In this thesis, we have described some procedures to obtain the prediction inter-
vals for AR(p) time series models with an emphasis on multiple forecasts. The 
resulting simultaneous prediction intervals based on the first-order Bonferroni-
type inequality are expected to provide the joint coverage probability close to a 
preassigned coverage in either the Gaussian or the non-Gaussian case. 
Two parametric approaches considered are the Box-Jenkins method and the 
exact method, both of which assume the normality of the white noise process. 
This assumption can be a drawback since the white noises are not usually nor-
mally distributed in reality. To avoid this restriction, we have presented three 
non-parametric alternatives, which incorporate with the bootstrap approach. The 
primary difference among the three methods concerning the resampling scheme 
has been pointed out. By the findings from a simulation study, the bootstrap 
intervals are obviously superior to the two normality-assumption-based intervals 
in the case when the white noise process is from standard exponential and normal 
mixture distributions. They have shown to be able to give reliable enough results 
without any distribution assumption either p is known or unknown. Thus the 
bootstrap procedures are "safe" choices of multiple interval-forecasting method, 
when one is in doubt that a given parametric method is appropriate. From 
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I 
the real-data example, under the evidence for Gaussian errors, we have noticed 
that the bootstrap intervals are different from the parametric intervals. This has 
revealed their additional advantage that the sampling variability is taken into 
account, which can maximize the utility of information from data. 
Among the bootstrap procedures, two of those are based on the percentile 
method (TS and CAO) and one is based on the bootstrap-t method (MAS). 
The bootstrap-力 method is in preference to the other bootstrap alternatives with 
regard to its overall performance in the Monte Carlo simulations. We believe that 
the MAS procedure is especially suitable when the errors are non-Gaussian. 
The use of bootstrap has already provided a helpful tool to single interval 
forecasts for non-Gaussian autoregressive models. We also give the same conclu-
sion after our investigation of bootstrap methods to multiple interval forecasts. 
However, we should locate the difference between the two directions, which shows 
that the bootstrap simultaneous prediction intervals are credible. We have pro-
duced a supplementary simulation study of one-step-ahead single forecasts for 
an AR(1) model. By fixing the sample size n = 100 and the nominal coverage 
(3 = 9 5 %，w e find that p 二 90.35% for BJ and P = 96.36% for MAS in the case 
of the normal mixture errors. It can be compared to the corresponding values 
in Table A.7 where 84.74% for BJ and 97.29% for MAS. The difference in the 
percentages of the two procedures is bigger for the simultaneous case, due to the 
decrease in the percentage for BJ and the increase in the percentage for MAS. If 
there is a shift from the single forecasting to the simultaneous forecasting by the 
BJ procedure, the estimated coverage will lose. On the other hand, if we use the 
MAS procedure, this shift will gain more confidence in the prediction. Thus, the 
bootstrap methods to simultaneous predictive inference for non-Gaussian autore-
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gressive models becomes necessary provided that there is no other alternative. 
Certainly, the algorithm of the MAS procedure as well as the others can 
possibly be improved. Since the bootstrap is a computer-intensive method, some 
other structures of the algorithm are needed to be developed in order to decrease 
the computational burden. As an alternative to the simultaneous inference, the 
bootstrap procedures can be extended to use some higher-order Bonferroni-type 
inequalities or higher-order product-type inequalities. In the aspect of the model 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I - 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O o S3 7 8 ^ ( 0.55) ( 0.03) ( 0.03) 5 m ( 0 . 0 4 ) 0 . 5 3 
EX 73.85 ( 0.56) 3.32 ( 0.02) 4.19 ( 0.03) 4.65 ( 0.04) 0.36 
TS 79.65 ( 0.51) 3.80 ( 0.03) 4.58 ( 0.04) 5.12 ( 0.04) 0.57 
CAO 78.96 ( 0.55) 3.88 ( 0.03) 4.55 ( 0.04) 5.04 ( 0.04) 0.54 
MAS 84.78 ( 0.48) 4.03 ( 0.03) 5.11 ( 0.04) 5.84 ( 0.06) 0.75 
~SE BJ S O O T ( 0.56) 0 8 ( 0.04) 0 9 ( 0.06) 4：88 ( 0.07) 
EX 77.37 ( 0.59) 3.23 ( 0.04) 4.07 ( 0.05) 4.52 ( 0.06) 0.52 
TS 82.57 ( 0.55) 3.81 ( 0.06) 4.90 ( 0.08) 5.28 ( 0.08) 0.67 
CAO 79.36 ( 0.64) 3.77 ( 0.06) 4.91 ( 0.08) 5.23 ( 0.08) 0.57 
MAS 86.39 ( 0.55) 4.03 ( 0.06) 5.50 ( 0.09) 6.17 ( 0.10) 0.77 
~ l m BJ 7 O 8 " " " ( 0.46) 1 0 ^ " " " ( 0.16) 1 3：6 5 ( 0 . 2 0 ) 1 ^ 2 4 " " " ( 0 . 2 3 ) 0 W ~ 
EX 74.48 ( 0.47) 9.98 ( 0.15) 12.64 ( 0.19) 14.11 ( 0.21) 0.30 
TS 81.10 ( 0.54) 12.05 ( 0.14) 16.64 ( 0.23) 17.32 ( 0.25) 0.61 
CAO 79.94 ( 0.56) 11.90 ( 0.14) 16.64 ( 0.22) 17.30 ( 0.24) 0.59 
MAS 86.93 ( 0.54) 13.35 ( 0.17) 18.55 ( 0.27) 21.10 ( 0.32) 0.74 
^ SN BJ 9 L W ( 0.35) ZG? ( 0.03) ^ ( 0.05) ^ ( 0.06)~~0A4~ 
EX 90.72 ( 0.36) 4.55 ( 0.03) 5.74 ( 0.04) 6.38 ( 0.05) 0.40 
TS 90.09 ( 0.36) 4.44 ( 0.04) 5.81 ( 0.05) 6.60 ( 0.06) 0.37 
CAO 86.49 ( 0.45) 3.88 ( 0.03) 5.76 ( 0.05) 6.44 ( 0.06) 0.22 
MAS 94.10 ( 0.31) 5.16 ( 0.04) 6.83 ( 0.06) 7.87 ( 0.08) 0.62 
~SE BJ~~ 8 8 ： ^ ( 0.42) 4 l 4 ( 0.06) ^ ( 0.07) KTt ( 0 . 0 9 ) 0 2 ^ " 
EX 87.64 ( 0.43) 4.42 ( 0.05) 5.58 ( 0.07) 6.20 ( 0.08) 0.26 
TS 90.32 ( 0.41) 4.41 ( 0.07) 6.27 ( 0.10) 6.95 ( 0.11) 0.39 
CAO 85.00 ( 0.58) 3.77 ( 0.06) 6.18 ( 0.10) 6.75 ( 0.11) 0.25 
MAS 93.74 ( 0.35) 5.92 ( 0.13) 8.25 ( 0.19) 9.15 ( 0.20) 0.62 
"ITM BJ 8 ^ 5 3 ( 0 . 4 8 ) ~ ~ 1 4 3 5 ( 0 . 2 0 ) V T S l " " " ( 0 . 2 6 ) 1 9 ： 8 9 ( 0.30)"““OlT" 
EX 82.73 ( 0.47) 13.68 ( 0.20) 17.35 ( 0.26) 19.37 ( 0.29) 0.17 
TS 90.31 ( 0.47) 13.79 ( 0.16) 19.88 ( 0.25) 22.36 ( 0.32) 0.49 
CAO 85.65 ( 0.54) 11.90 ( 0.14) 19.33 ( 0.24) 21.72 ( 0.30) 0.26 
MAS 95.96 ( 0.42) 24.81 ( 0.44) 35.10 ( 0.65) 37.91 ( 0.66) 0.83 
^ BJ ( 0.20) ^ ( 0.04) ( 0.06) 0 3 ( 0 . 0 7 ) ~ ~ O l ^ 
EX 96.70 ( 0.20) 5.69 ( 0.04) 7.17 ( 0.06) 7.97 ( 0.07) 0.47 
TS 94.40 ( 0.26) 4.92 ( 0.04) 6.81 ( 0.06) 7.99 ( 0.07) 0.25 
CAO 88.90 ( 0.41) 3.88 ( 0.03) 6.59 ( 0.06) 7.53 ( 0.07) 0.07 
MAS 97.54 ( 0.19) 6.26 ( 0.06) 8.51 ( 0.09) 9.96 ( 0.12) 0.59 
SE BJ ( 0.31) 5^7 ( 0.07) T02 ( 0.09) 7：81 ( 0 . 1 0 ) 0 0 6 ~ 
EX 92.65 ( 0.32) 5.53 ( 0.07) 6.98 ( 0.09) 7.76 ( 0.10) 0.16 
TS 93.15 ( 0.33) 4.86 ( 0.07) 6.94 ( 0.11) 8.43 ( 0.14) 0.24 
CAO 86.61 ( 0.56) 3.77 ( 0.06) 6.54 ( 0.10) 7.82 ( 0.13) 0.11 
MAS 96.84 ( 0.23) 7.77 ( 0.18) 10.99 ( 0.28) 12.45 ( 0.31) 0.56 
NM BJ 8 9 ： ^ ( " 0 4 7 ) 1 7 ： ^ ~ ~ ( 0 . 2 5 ) 2 1 ： 8 4 ( 0 . 3 2 ) 2 0 9 ( 0 . 3 7 ) O T " 
EX 89.13 ( 0.47) 17.11 ( 0.25) 21.69 ( 0.32) 24.22 ( 0.37) 0.30 
TS 94.04 ( 0.42) 15.14 ( 0.18) 21.96 ( 0.27) 27.09 ( 0.39) 0.49 
CAO 87.70 ( 0.53) 11.90 ( 0.14) 20.69 ( 0.25) 24.94 ( 0.34) 0.10 
MAS 96.87 ( 0.37) 36.58 ( 0.68) 53.75 ( 1.05) 57.83 ( 1.11) 0.85 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1 = 1 I - 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O o SN ( 0.69) ^ ( 0.03) O s ( 0.04) O ? ( 0 . 0 4 ) 0 . 4 0 
EX 70.53 ( 0.70) 3.38 ( 0.03) 4.16 ( 0.04) 4.24 ( 0.04) 0.31 
TS 77.41 ( 0.65) 3.83 ( 0.03) 4.71 ( 0.04) 4.80 ( 0.04) 0.52 
CAO 73.98 ( 0.70) 3.83 ( 0.03) 4.36 ( 0.04) 4.47 ( 0.04) 0.41 
MAS 82.76 ( 0.61) 4.14 ( 0.03) 5.33 ( 0.05) 5.28 ( 0.05) 0.70 
~ S E BJ 7 ^ 8 ( 0.63) 3 A 8 ( 0 .04) 0 9 ( 0 .06 ) O H ( 0 . 0 6 ) O l T " 
EX 77.07 ( 0.68) 3.31 ( 0.04) 4.07 ( 0.05) 4.13 ( 0.05) 0.52 
TS 82.96 ( 0.62) 3.87 ( 0.06) 4.66 ( 0.07) 4.72 ( 0.07) 0.67 
CAO 75.20 ( 0.76) 3.80 ( 0.06) 4.21 ( 0.06) 4.31 ( 0.06) 0.48 
MAS 87.01 ( 0.57) 4.21 ( 0.06) 5.47 ( 0.09) 5.38 ( 0.09) 0.76 
~NM BJ ( 0 . 6 4 ) " " " r o T ^ ( 0.16) 13l9( 0 . 2 0 ) T O O ~ ~ ~ ( 0.21) 
EX 74.49 ( 0.67) 10.20 ( 0.15) 12.53 ( 0.19) 12.73 ( 0.20) 0.36 
TS 82.56 ( 0.69) 12.27 ( 0.16) 14.41 ( 0.21) 14.64 ( 0.22) 0.67 
CAO 74.38 ( 0.83) 11.92 ( 0.15) 12.77 ( 0.17) 13.20 ( 0.19) 0.48 
MAS 88.06 ( 0.71) 13.77 ( 0.19) 18.05 ( 0.26) 17.56 ( 0.26) 0.80 
SN BJ ~ ~ ( 0.51) I M ( 0.04) Tf^ ( 0.05) O s ( 0 . 0 5 ) O W 
EX 88.04 ( 0.51) 4.57 ( 0.03) 5.62 ( 0.05) 5.73 ( 0.05) 0.33 
TS 88.27 ( 0.51) 4.56 ( 0.04) 5.93 ( 0.06) 6.10 ( 0.06) 0.34 
CAO 81.97 ( 0.62) 3.83 ( 0.03) 5.39 ( 0.05) 5.59 ( 0.05) 0.16 
MAS 93.55 ( 0.40) 5.39 ( 0.05) 7.18 ( 0.07) 7.06 ( 0.07) 0.65 
~SE BJ 87l8( 0.45) 0 4 ( 0.06) 5：^  ( 0.07) KM ( 0.07)""" 
EX 87.37 ( 0.46) 4.47 ( 0.06) 5.51 ( 0.07) 5.59 ( 0.07) 0.28 
TS 91.08 ( 0.42) 4.59 ( 0.07) 5.87 ( 0.08) 5.99 ( 0.08) 0.48 
CAO 82.99 ( 0.65) 3.80 ( 0.06) 5.17 ( 0.07) 5.38 ( 0.07) 0.25 
MAS 94.83 ( 0.32) 6.20 ( 0.13) 7.96 ( 0.16) 7.74 ( 0.16) 0.69 
BJ ( 0 . 5 4 ) 1 4 ： 0 0 ( 0 . 2 1 ) 1 7 ： 2 2 ( 0 . 2 7 ) 1 7 ： 4 9 ( 0 . 2 7 ) O ^ 
EX 82.90 ( 0.55) 13.79 ( 0.21) 16.95 ( 0.26) 17.21 ( 0.27) 0.20 
TS 91.16 ( 0.54) 14.38 ( 0.19) 18.22 ( 0.28) 18.77 ( 0.29) 0.63 
CAO 81.65 ( 0.79) 11.92 ( 0.15) 16.13 ( 0.24) 16.82 ( 0.25) 0.21 
MAS 95.84 ( 0.45) 25.08 ( 0.44) 30.74 ( 0.51) 29.90 ( 0.49) 0.85 
0 9 SN BJ 95.46~~~( 0.34) ^ ( 0.04) 7：^ ( 0.06) 7A5 ( 0.06) 
EX 95.33 ( 0.34) 5.66 ( 0.04) 6.97 ( 0.06) 7.11 ( 0.06) 0.42 
TS 94.29 ( 0.37) 5.29 ( 0.05) 7.34 ( 0.08) 7.69 ( 0.08) 0.33 
CAO 84.79 ( 0.58) 3.83 ( 0.03) 6.05 ( 0.06) 6.44 ( 0.06) 0.05 
MAS 97.41 ( 0.25) 6.62 ( 0.06) 9.14 ( 0.10) 8.89 ( 0.10) 0.64 
~~SE BJ 9 0 9 " " ( 0.35) 5jQ ( 0.07) KsB ( 0.09) OM ( 0 . 0 9 ) O l T " 
EX 91.92 ( 0.35) 5.54 ( 0.07) 6.83 ( 0.09) 6.93 ( 0.09) 0.16 
TS 94.58 ( 0.29) 5.28 ( 0.08) 7.33 ( 0.11) 7.72 ( 0.12) 0.36 
CAO 85.65 ( 0.61) 3.80 ( 0.06) 5.98 ( 0.09) 6.35 ( 0.10) 0.12 
MAS 97.28 ( 0.21) 8.22 ( 0.20) 10.81 ( 0.25) 10.46 ( 0.24) 0.61 
NM BJ 88：69~~( 0 . 5 0 ) I T T T ( 0 . 2 6 ) W J l ( 0 . 3 3 ) 2 0 2 ( 0 . 3 4 ) ~ ~ O ^ 
EX 88.60 ( 0.50) 17.09 ( 0.25) 21.00 ( 0.32) 21.33 ( 0.33) 0.21 
TS 94.63 ( 0.47) 16.38 ( 0.22) 23.11 ( 0.36) 24.51 ( 0.40) 0.58 
CAO 84.46 ( 0.77) 11.92 ( 0.15) 18.65 ( 0.27) 19.84 ( 0.28) 0.08 
MAS 96.61 ( 0.41) 35.92 ( 0.66) 44.50 ( 0.82) 42.63 ( 0.78) 0.86 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1 = 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ ^ BJ 6 ^ 6 2 ( 0.94) ^ ( 0.03) ^ ( 0.06) ^ ( 0 . 0 6 ) 0 . 2 4 
EX 58.10 ( 0.93) 3.23 ( 0.03) 4.85 ( 0.05) 5.01 ( 0.05) 0.16 
TS 74.23 ( 0.78) 4.06 ( 0.04) 5.98 ( 0.07) 6.09 ( 0.07) 0.46 
CAO 62.23 ( 0.94) 3.59 ( 0.04) 5.16 ( 0.06) 5.35 ( 0.06) 0.24 
MAS 81.27 ( 0.90) 4.62 ( 0.05) 7.96 ( 0.11) 7.70 ( 0.12) 0.67 
BJ ( 1.01) O l ( 0.05) O 2 ( 0.08) ( 0 . 0 8 ) O T " 
EX 62.68 ( 1.03) 3.18 ( 0.05) 4.78 ( 0.07) 4.91 ( 0.07) 0.27 
TS 77.97 ( 0.78) 4.13 ( 0.06) 5.93 ( 0.09) 6.02 ( 0.09) 0.56 
CAO 64.12 ( 1.06) 3.70 ( 0.06) 5.07 ( 0.08) 5.25 ( 0.08) 0.31 
MAS 84.48 ( 0.79) 4.78 ( 0.08) 8.28 ( 0.17) 7.92 ( 0.17) 0.73 
I ^ M BJ 6 O 9 ~ ~ ( 0 . 9 4 ) l a ^ " " " ( 0 . 1 8 ) 1 5 ： 8 4 ( 0 . 2 8 ) l O S " " " ( 0 . 3 0 ) 0 3 6 ~ 
EX 66.32 ( 0.98) 9.79 ( 0.16) 14.75 ( 0.26) 15.21 ( 0.27) 0.30 
TS 80.18 ( 0.68) 13.19 ( 0.19) 18.70 ( 0.30) 19.02 ( 0.31) 0.57 
CAO 65.13 ( 1.07) 11.67 ( 0.18) 15.57 ( 0.27) 16.24 ( 0.28) 0.30 
MAS 86.67 ( 0.78) 15.40 ( 0.29) 27.16 ( 0.55) 26.73 ( 0.97) 0.76 
SN BJ ( 0.85) ( 0.04) ^79 ( 0.08) Y m ( 0 . 0 8 ) O ^ 
EX 77.41 ( 0.85) 4.41 ( 0.04) 6.62 ( 0.07) 6.84 ( 0.08) 0.18 
TS 87.20 ( 0.60) 5.10 ( 0.05) 7.82 ( 0.09) 7.99 ( 0.09) 0.40 
CAO 71.10 ( 0.92) 3.59 ( 0.04) 6.40 ( 0.07) 6.71 ( 0.08) 0.08 
MAS 91.99 ( 0.66) 6.26 ( 0.07) 11.22 ( 0.16) 10.68 ( 0.17) 0.69 
~SE B J ~ 8 0 l 8 ( 0.83) O S ( 0.06) ^ ( 0.10) ^ ( 0 . 1 1 ) O ^ T " 
EX 79.23 ( 0.84) 4.34 ( 0.06) 6.53 ( 0.10) 6.71 ( 0.10) 0.19 
TS 88.90 ( 0.53) 5.18 ( 0.08) 7.83 ( 0.12) 8.03 ( 0.13) 0.42 
CAO 73.51 ( 1.01) 3.70 ( 0.06) 6.40 ( 0.10) 6.65 ( 0.10) 0.17 
MAS 93.02 ( 0.55) 6.90 ( 0.15) 12.03 ( 0.27) 11.39 ( 0.25) 0.66 
~1TM BT 7 9 ^ 9 ( 0 . 8 3 ) ( 0 . 2 3 ) " " " 2 0 6 7 ( 0 . 3 7 ) 2 L 3 2 ( 0.39) 
EX 78.68 ( 0.83) 13.38 ( 0.22) 20.16 ( 0.36) 20.79 ( 0.37) 0.17 
TS 90.15 ( 0.49) 16.46 ( 0.23) 24.78 ( 0.39) 25.52 ( 0.42) 0.52 
CAO 74.34 ( 1.00) 11.67 ( 0.18) 19.84 ( 0.35) 20.72 ( 0.37) 0.13 
MAS 92.89 ( 0.65) 24.63 ( 0.51) 41.06 ( 0.87) 40.21 ( 1.43) 0.75 
^ SN BJ 8 8 . 1 4 ( 0.67) ^ ( 0.05) ^ ( 0.10) ^ ( 0.10)~~~ 
EX 87.85 ( 0.67) 5.49 ( 0.05) 8.24 ( 0.09) 8.51 ( 0.09) 0.24 
TS 93.84 ( 0.42) 6.13 ( 0.06) 9.71 ( 0.11) 10.07 ( 0.13) 0.42 
CAO 74.86 ( 0.88) 3.59 ( 0.04) 7.29 ( 0.09) 7.70 ( 0.09) 0.02 
MAS 96.06 ( 0.48) 8.07 ( 0.09) 14.97 ( 0.23) 13.97 ( 0.23) 0.73 
~SE BJ 8 7 ： ^ ( 0.65) 5A5 ( 0.08) ( 0.13) 8A2 ( 0 . 1 3 ) O U " 
EX 87.00 ( 0.66) 5.40 ( 0.08) 8.12 ( 0.13) 8.34 ( 0.13) 0.15 
TS 93.68 ( 0.37) 6.19 ( 0.09) 9.86 ( 0.15) 10.27 ( 0.17) 0.31 
CAO 77.52 ( 0.96) 3.70 ( 0.06) 7.49 ( 0.13) 7.82 ( 0.13) 0.09 
MAS 96.41 ( 0.40) 9.15 ( 0.22) 16.45 ( 0.38) 15.55 ( 0.38) 0.59 
NM BJ 8 5 3 4 ( " O T 3 ) 1 6 ： 8 0 ( 0 . 2 8 ) 2 5 3 5 ( 0 . 4 6 ) 2 0 4 ( 0 . 4 7 ) O T T 
EX 85.06 ( 0.73) 16.64 ( 0.28) 25.09 ( 0.45) 25.87 ( 0.46) 0.17 
TS 93.80 ( 0.42) 19.69 ( 0.28) 31.45 ( 0.50) 33.11 ( 0.55) 0.45 
CAO 78.68 ( 0.94) 11.67 ( 0.18) 23.51 ( 0.39) 24.74 ( 0.43) 0.06 
MAS 94.65 ( 0.54) 33.72 ( 0.75) 57.80 ( 1.31) 56.45 ( 1.90) 0.75 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I = 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
080 ^ BJ 8 0 6 7 ( 0.39) ( 0.02) I M ( 0.02) ^ ( 0 . 0 3 ) 0 . 6 1 
EX 75.99 ( 0.41) 3.33 ( 0.02) 4.21 ( 0.02) 4.68 ( 0.03) 0.39 
TS 81.15 ( 0.39) 3.69 ( 0.02) 4.58 ( 0.02) 5.10 ( 0.03) 0.63 
CAO 80.52 ( 0.41) 3.65 ( 0.02) 4.58 ( 0.02) 5.08 ( 0.03) 0.61 
MAS 84.12 ( 0.38) 3.80 ( 0.02) 4.85 ( 0.03) 5.46 ( 0.03) 0.75 
~SE BJ 8 ^ 7 ( 0.37) O O ( 0.03) 531 ( 0.04} ^ ( 0.05)"""T7T~ 
EX 80.97 ( 0.39) 3.34 ( 0.03) 4.21 ( 0.04) 4.68 ( 0.04) 0.60 
TS 84.93 ( 0.41) 3.57 ( 0.03) 4.79 ( 0.05) 5.29 ( 0.05) 0.77 
CAO 82.20 ( 0.48) 3.46 ( 0.03) 4.83 ( 0.05) 5.28 ( 0.05) 0.69 
MAS 87.70 ( 0.42) 3.77 ( 0.04) 5.26 ( 0.05) 5.84 ( 0.06) 0.84 
~NM BJ 77：^~~~( 0 . 3 0 ) i T O ? ~ ~ ( 0 . 1 1 ) U W ( 0.15)~~1^69"""( 0 . 1 7 ) O T " 
EX 75.67 ( 0.28) 10.26 ( 0.10) 13.03 ( 0.14) 14.53 ( 0.16) 0.29 
TS 82.45 ( 0.43) 11.82 ( 0.11) 17.08 ( 0.18) 17.69 ( 0.18) 0.67 
CAO 81.07 ( 0.42) 11.55 ( 0.11) 17.14 ( 0.19) 17.72 ( 0.17) 0.63 
MAS 86.73 ( 0.42) 12.49 ( 0.11) 18.35 ( 0.19) 19.72 ( 0.19) 0.77 
O 5 SN BJ """( 0.23) 468 ( 0.02) ^ ( 0.03) ^ ( 0 .04)0A9~ 
EX 92.35 ( 0.25) 4.56 ( 0.02) 5.77 ( 0.03) 6.42 ( 0.04) 0.41 
TS 92.22 ( 0.26) 4.63 ( 0.03) 5.94 ( 0.04) 6.65 ( 0.04) 0.41 
CAO 91.36 ( 0.28) 4.46 ( 0.03) 5.90 ( 0.04) 6.60 ( 0.04) 0.37 
MAS 94.34 ( 0.23) 4.88 ( 0.03) 6.38 ( 0.04) 7.26 ( 0.05) 0.59 
~SE BJ 9 0 % ~ ~ ( 0.26) 4：69 ( 0.04) 5：93 ( 0.05) OlS ( 0 . 0 6 ) O T " 
EX 90.35 ( 0.27) 4.57 ( 0.04) 5.78 ( 0.05) 6.41 ( 0.06) 0.25 
TS 94.00 ( 0.27) 4.87 ( 0.07) 7.15 ( 0.11) 7.57 ( 0.10) 0.58 
CAO 91.50 ( 0.37) 4.62 ( 0.06) 7.19 ( 0.11) 7.51 ( 0.10) 0.45 
MAS 95.30 ( 0.26) 5.41 ( 0.08) 7.90 ( 0.12) 8.63 ( 0.14) 0.71 
T j M BJ E m ( 0 . 4 0 ) U A B ( 0 . 1 5 ) ― “ 1 8 3 7 ( 0 . 1 9 ) 2 0 4 9 ( 0 . 2 2 ) 0 l 6 ~ 
EX 83.26 ( 0.39) 14.08 ( 0.14) 17.89 ( 0.19) 19.94 ( 0.22) 0.14 
TS 92.81 ( 0.32) 13.96 ( 0.08) 20.75 ( 0.14) 23.03 ( 0.20) 0.53 
CAO 90.95 ( 0.34) 13.23 ( 0.08) 20.51 ( 0.14) 22.82 ( 0.20) 0.39 
MAS 97.40 ( 0.25) 17.20 ( 0.11) 25.41 ( 0.19) 28.26 ( 0.23) 0.87 
O 9 SN BJ 97；86( 0.12) bJl ( 0.03) TTt ( 0.04) Km ( 0.05) 
EX 97.76 ( 0.12) 5.70 ( 0.03) 7.22 ( 0.04) 8.03 ( 0.05) 0.51 
TS 96.06 ( 0.17) 5.01 ( 0.03) 7.10 ( 0.05) 8.08 ( 0.05) 0.31 
CAO 93.95 ( 0.23) 4.46 ( 0.03) 6.97 ( 0.05) 7.86 ( 0.06) 0.15 
MAS 97.66 ( 0.14) 5.66 ( 0.04) 7.87 ( 0.05) 9.14 ( 0.07) 0.52 
~SE BJ MM( 0.18) 5lE ( 0.05) T^ ( 0.07) Wm ( 0 . 0 8 ) O W 
EX 94.53 ( 0.19) 5.72 ( 0.05) 7.22 ( 0.07) 8.02 ( 0.08) 0.16 
TS 96.13 ( 0.20) 5.22 ( 0.07) 8.06 ( 0.12) 9.18 ( 0.13) 0.35 
CAO 93.08 ( 0.35) 4.62 ( 0.06) 7.86 ( 0.11) 8.82 ( 0.12) 0.23 
MAS 97.63 ( 0.17) 7.00 ( 0.14) 10.51 ( 0.23) 11.61 ( 0.23) 0.58 
NM BJ 9 0 7 9 ( 0 . 4 1 ) 1 7 1 2 " " " ( 0 . 1 8 ) 2 2 3 2 " " " " ( 0 . 2 4 ) 2 5 1 ： 2 ( 0.28) 
EX 90.61 ( 0.41) 17.60 ( 0.18) 22.37 ( 0.23) 24.95 ( 0.27) 0.26 
TS 96.54 ( 0.26) 15.00 ( 0.09) 22.82 ( 0.15) 27.63 ( 0.23) 0.50 
CAO 93.34 ( 0.30) 13.23 ( 0.08) 22.15 ( 0.14) 26.61 ( 0.22) 0.17 
MAS 99.10 ( 0.19) 24.22 ( 0.24) 35.84 ( 0.38) 39.87 ( 0.39) 0.93 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I = 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O O ^ BJ 7 8 ^ " " " ( 0.43) 3 l 9 ( 0.02) l 4 6 ( 0.02) ( 0 . 0 3 ) 0 . 5 2 
EX 75.37 ( 0.45) 3.41 ( 0.02) 4.23 ( 0.02) 4.27 ( 0.02) 0.39 
TS 80.15 ( 0.44) 3.71 ( 0.02) 4.61 ( 0.03) 4.65 ( 0.03) 0.57 
CAO 78.22 ( 0.46) 3.64 ( 0.02) 4.47 ( 0.03) 4.50 ( 0.03) 0.51 
MAS 83.12 ( 0.41) 3.85 ( 0.02) 4.90 ( 0.03) 4.87 ( 0.03) 0.70 
BJ 8 3 ^ ( 0.40) 3 l 9 ( 0.03) 4A6 ( 0.04) 0 9 ( 0 . 0 4 ) O l T ~ 
EX 82.22 ( 0.42) 3.41 ( 0.03) 4.23 ( 0.04) 4.27 ( 0.04) 0.68 
TS 85.33 ( 0.48) 3.64 ( 0.03) 4.59 ( 0.05) 4.66 ( 0.05) 0.77 
CAO 79.39 ( 0.57) 3.48 ( 0.03) 4.39 ( 0.05) 4.46 ( 0.05) 0.57 
MAS 87.99 ( 0.46) 3.85 ( 0.04) 4.97 ( 0.05) 4.95 ( 0.05) 0.83 
~ l m BJ 78.51 ( 0 . 4 0 ) " " " T L O Q ( 0 . 1 1 ) " " “ ( 0 . 1 5 ) I ^ I ^ B ( 0 . 1 5 ) 0 A 4 ~ 
EX 77.44 ( 0.40) 10.53 ( 0.11) 13.13 ( 0.14) 13.24 ( 0.14) 0.40 
TS 84.31 ( 0.49) 12.10 ( 0.12) 14.01 ( 0.12) 14.19 ( 0.13) 0.72 
CAO 78.77 ( 0.53) 11.69 ( 0.11) 13.03 ( 0.10) 13.26 ( 0.11) 0.53 
MAS 87.84 ( 0.46) 12.73 ( 0.11) 15.49 ( 0.13) 15.44 ( 0.13) 0.81 
O 5 ^ BJ 9 l41" " " ( 0.26) a M ( 0.02) 5^2 ( 0.03) ^ ( 0 . 0 3 ) O T " 
EX 91.80 ( 0.27) 4.61 ( 0.02) 5.72 ( 0.03) 5.78 ( 0.03) 0.40 
TS 91.79 ( 0.31) 4.69 ( 0.03) 5.95 ( 0.04) 6.02 ( 0.04) 0.41 
CAO 89.96 ( 0.34) 4.46 ( 0.03) 5.72 ( 0.04) 5.79 ( 0.04) 0.33 
MAS 93.94 ( 0.26) 4.96 ( 0.03) 6.44 ( 0.04) 6.42 ( 0.04) 0.57 
~SE BJ 90^2"""( 0.29) T M ( 0.04) ^82 ( 0.06) WFt ( 0 .06 ) " " "OT" 
EX 90.28 ( 0.30) 4.62 ( 0.04) 5.73 ( 0.05) 5.77 ( 0.05) 0.29 
TS 94.40 ( 0.27) 4.97 ( 0.07) 6.04 ( 0.07) 6.15 ( 0.07) 0.63 
CAO 90.42 ( 0.44) 4.65 ( 0.06) 5.67 ( 0.06) 5.76 ( 0.06) 0.46 
MAS 95.80 ( 0.25) 5.54 ( 0.08) 6.98 ( 0.10) 6.92 ( 0.10) 0.75 
BJ 8 4：8 9 ( 0 . 4 3 ) 1 4 ： 4 8 ( 0 . 1 5 ) ( 0 . 1 9 ) 1 8 ： ^ ( 0.19) 
EX 84.49 ( 0.43) 14.24 ( 0.15) 17.76 ( 0.19) 17.91 ( 0.19) 0.18 
TS 94.17 ( 0.30) 14.43 ( 0.09) 18.45 ( 0.18) 18.86 ( 0.18) 0.64 
CAO 90.26 ( 0.38) 13.40 ( 0.08) 17.38 ( 0.17) 17.76 ( 0.17) 0.37 
MAS 97.75 ( 0.25) 17.69 ( 0.11) 22.58 ( 0.16) 22.51 ( 0.17) 0.93 
^ SN m 9 7 . 6 3 ( 0.14) 5JI ( 0.03) 7A3 ( 0.04) flO ( 0.04)0：52~ 
EX 97.53 ( 0.14) 5.71 ( 0.03) 7.09 ( 0.04) 7.16 ( 0.04) 0.50 
TS 95.72 ( 0.22) 5.13 ( 0.03) 7.05 ( 0.05) 7.19 ( 0.05) 0.32 
CAO 92.91 ( 0.29) 4.46 ( 0.03) 6.67 ( 0.04) 6.78 ( 0.05) 0.14 
MAS 97.73 ( 0.15) 5.84 ( 0.04) 7.99 ( 0.06) 7.95 ( 0.06) 0.58 
~~SE BJ 9 4 : 2 1 ( 0.21) KtE ( 0.05) 7J3 ( 0.07) Tl9 ( 0 . 0 7 ) 0 l 6 ~ 
EX 94.14 ( 0.22) 5.72 ( 0.05) 7.10 ( 0.07) 7.15 ( 0.07) 0.16 
TS 96.55 ( 0.20) 5.37 ( 0.07) 7.16 ( 0.08) 7.40 ( 0.09) 0.44 
CAO 92.96 ( 0.38) 4.65 ( 0.06) 6.63 ( 0.08) 6.81 ( 0.08) 0.26 
MAS 98.04 ( 0.15) 7.18 ( 0.14) 9.08 ( 0.15) 8.98 ( 0.15) 0.64 
NM BJ W l 9 ( 0 . 4 1 ) V 7 l 5 ( 0 . 1 8 ) 2 2 l 4 ( 0 . 2 4 ) “ “ ( 0.24) 
EX 90.07 ( 0.41) 17.65 ( 0.18) 22.02 ( 0.23) 22.20 ( 0.24) 0.15 
TS 97.13 ( 0.23) 15.58 ( 0.11) 22.54 ( 0.20) 22.95 ( 0.21) 0.56 
CAO 93.27 ( 0.32) 13.40 ( 0.08) 20.85 ( 0.18) 21.12 ( 0.18) 0.17 
MAS 99.26 ( 0.18) 25.09 ( 0.24) 31.78 ( 0.27) 31.49 ( 0.27) 0.96 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O O ^ BJ ( 0.53) ( 0.02) ^ ( 0.04) ^ ( 0 . 0 4 ) 0 . 4 4 
EX 70.47 ( 0.54) 3.31 ( 0.02) 5.24 ( 0.03) 5.33 ( 0.03) 0.25 
TS 78.61 ( 0.50) 3.81 ( 0.02) 5.94 ( 0.04) 6.05 ( 0.04) 0.53 
CAO 75.03 ( 0.53) 3.58 ( 0.02) 5.66 ( 0.04) 5.80 ( 0.04) 0.42 
MAS 84.23 ( 0.46) 4.02 ( 0.02) 6.81 ( 0.05) 6.84 ( 0.05) 0.74 
~SE BJ S T i S ( 0.54) ( 0.03) ^ ( 0.06) 5 l 6 ( 0.06) 
EX 77.79 ( 0.61) 3.32 ( 0.03) 5.26 ( 0.05) 5.34 ( 0.05) 0.54 
TS 82.32 ( 0.60) 3.76 ( 0.04) 5.99 ( 0.06) 6.06 ( 0.07) 0.67 
CAO 74.85 ( 0.74) 3.48 ( 0.03) 5.68 ( 0.06) 5.78 ( 0.06) 0.47 
MAS 87.99 ( 0.52) 4.11 ( 0.04) 7.00 ( 0.08) 6.99 ( 0.08) 0.84 
"TlM BJ ( 0 . 4 7 ) I L O l ( 0 . 1 2 ) W M ( 0 . 2 0 ) i T d l ( 0.21) 
EX 77.71 ( 0.50) 10.19 ( 0.11) 16.29 ( 0.18) 16.57 ( 0.19) 0.46 
TS 82.71 ( 0.57) 12.47 ( 0.13) 18.34 ( 0.19) 18.55 ( 0.20) 0.67 
CAO 75.59 ( 0.72) 11.59 ( 0.12) 16.89 ( 0.17) 17.26 ( 0.18) 0.48 
MAS 88.83 ( 0.49) 13.36 ( 0.14) 21.86 ( 0.23) 21.96 ( 0.24) 0.84 
^ SN BJ ( 0.37) 4：^ ( 0.02) ^ ( 0.05) ( 0 . 0 5 ) O T " 
EX 88.53 ( 0.39) 4.52 ( 0.02) 7.17 ( 0.05) 7.30 ( 0.05) 0.28 
TS 90.90 ( 0.34) 4.85 ( 0.03) 7.73 ( 0.05) 7.87 ( 0.06) 0.39 
CAO 87.60 ( 0.41) 4.41 ( 0.03) 7.29 ( 0.05) 7.44 ( 0.05) 0.23 
MAS 94.82 ( 0.26) 5.25 ( 0.03) 9.05 ( 0.06) 9.10 ( 0.07) 0.67 
~SE BJ 9045"""( 0.33) I M ( 0.04) TM ( 0.07) T52 ( 0 . 0 8 ) O T " 
EX 89.76 ( 0.34) 4.55 ( 0.04) 7.20 ( 0.07) 7.31 ( 0.07) 0.30 
TS 93.03 ( 0.37) 5.22 ( 0.07) 7.94 ( 0.09) 8.04 ( 0.09) 0.57 
CAO 87.01 ( 0.60) 4.69 ( 0.06) 7.29 ( 0.08) 7.44 ( 0.08) 0.36 
MAS 96.10 ( 0.24) 5.91 ( 0.09) 9.81 ( 0.14) 9.79 ( 0.14) 0.75 
BJ ( 0 . 4 2 ) 1 4 3 7 “ “ ( 0 . 1 6 ) ( 0 . 2 6 ) 2 3 ^ 8 ( 0 . 2 7 ) O W 
EX 85.35 ( 0.42) 13.96 ( 0.15) 22.31 ( 0.25) 22.69 ( 0.26) 0.16 
TS 93.15 ( 0.34) 15.38 ( 0.12) 24.42 ( 0.26) 24.96 ( 0.28) 0.61 
CAO 87.19 ( 0.57) 13.55 ( 0.10) 22.41 ( 0.24) 22.95 ( 0.25) 0.30 
MAS 97.37 ( 0.25) 18.55 ( 0.14) 31.46 ( 0.29) 31.60 ( 0.31) 0.90 
O 9 SN BJ 9 6 1 4 ( 0.21) ^ ( 0.03) ^ ( 0.06) ^ ( 0 . 0 6 ) O ^ 
EX 95.87 ( 0.22) 5.63 ( 0.03) 8.91 ( 0.06) 9.08 ( 0.06) 0.35 
TS 95.86 ( 0.22) 5.55 ( 0.04) 9.47 ( 0.07) 9.67 ( 0.08) 0.36 
CAO 91.05 ( 0.34) 4.41 ( 0.03) 8.57 ( 0.07) 8.72 ( 0.07) 0.09 
MAS 98.30 ( 0.13) 6.32 ( 0.04) 11.47 ( 0.09) 11.44 ( 0.10) 0.69 
" S E BJ 9 4 3 0 ( 0.23) KfS ( 0.05) ^ ( 0.09) ^ ( 0 . 0 9 ) O l T " 
EX 94.11 ( 0.23) 5.66 ( 0.05) 8.96 ( 0.09) 9.09 ( 0.09) 0.18 
TS 96.42 ( 0.23) 5.92 ( 0.08) 9.85 ( 0.12) 10.06 ( 0.12) 0.45 
CAO 90.63 ( 0.54) 4.69 ( 0.06) 8.79 ( 0.11) 8.90 ( 0.11) 0.24 
MAS 98.39 ( 0.12) 7.63 ( 0.14) 12.91 ( 0.20) 12.86 ( 0.20) 0.68 
NM BJ 9 0 3 0 ( 0 . 3 8 ) 1 7 ： 6 2 ( 0 . 1 9 ) 2 S l 7 ( 0.32)28：66~~( 0 . 3 4 ) 0 l 5 ~ 
EX 90.21 ( 0.38) 17.36 ( 0.19) 27.75 ( 0.32) 28.23 ( 0.33) 0.13 
TS 96.56 ( 0.26) 17.49 ( 0.14) 30.62 ( 0.31) 31.31 ( 0.34) 0.53 
CAO 90.47 ( 0.51) 13.55 ( 0.10) 27.27 ( 0.25) 27.52 ( 0.27) 0.13 
MAS 98.88 ( 0.21) 25.54 ( 0.24) 43.25 ( 0.43) 43.42 ( 0.45) 0.92 
55 
Table A.7: Simulation Results for Model 1 {p known) 
Sample size = 100; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I — 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ ^ BJ ( 0.28) ( 0.01) ( 0.02) 5A8 ( 0.02)"""0.73 
EX 78.28 ( 0.30) 3.38 ( 0.01) 4.30 ( 0.01) 4.80 ( 0.02) 0.48 
TS 82.77 ( 0.28) 3.69 ( 0.02) 4.66 ( 0.02) 5.20 ( 0.02) 0.69 
CAO 82.67 ( 0.29) 3.66 ( 0.02) 4.66 ( 0.02) 5.20 ( 0.02) 0.70 
MAS 84.68 ( 0.27) 3.76 ( 0.01) 4.81 ( 0.02) 5.41 ( 0.02) 0.82 
"SE BJ 84：^"""( 0.26) O 3 ( 0.02) 4l2 ( 0.03) 5A5 ( 0.03) 
EX 82.44 ( 0.28) 3.36 ( 0.02) 4.28 ( 0.03) 4.77 ( 0.03) 0.69 
TS 85.93 ( 0.31) 3.49 ( 0.03) 4.87 ( 0.04) 5.34 ( 0.04) 0.84 
CAO 84.19 ( 0.33) 3.41 ( 0.03) 4.89 ( 0.03) 5.35 ( 0.04) 0.78 
MAS 88.12 ( 0.28) 3.59 ( 0.02) 5.12 ( 0.04) 5.66 ( 0.04) 0.90 
~KM BJ 76.90 ( 0 . 2 4 ) ~ ~ 1 0 3 ( 0 . 0 8 ) 1 0 3 ( 0.11)"""16：^"""( 0.12) 
EX 75.69 ( 0.23) 10.49 ( 0.08) 13.36 ( 0.10) 14.89 ( 0.11) 0.25 
TS 83.43 ( 0.32) 11.99 ( 0.08) 17.76 ( 0.14) 18.20 ( 0.13) 0.73 
CAO 82.95 ( 0.30) 11.87 ( 0.08) 17.94 ( 0.14) 18.31 ( 0.13) 0.72 
MAS 86.69 ( 0.30) 12.41 ( 0.08) 18.57 ( 0.13) 19.30 ( 0.13) 0.83 
O 5 SN BJ 9 4 ： ^ ( 0.15) Tre ( 0.02) ^ ( 0.02) ^ ( 0 . 0 3 ) O ^ 
EX 94.02 ( 0.15) 4.63 ( 0.01) 5.91 ( 0.02) 6.59 ( 0.03) 0.51 
TS 93.98 ( 0.17) 4.79 ( 0.03) 6.09 ( 0.03) 6.80 ( 0.03) 0.51 
CAO 93.99 ( 0.17) 4.82 ( 0.03) 6.07 ( 0.03) 6.76 ( 0.03) 0.52 
MAS 95.30 ( 0.15) 4.92 ( 0.02) 6.30 ( 0.03) 7.11 ( 0.03) 0.68 
~SE BJ 9 T 0 2 ( 0.18) 411 ( 0.03) O S ( 0.04) 6J2 ( 0 . 0 4 ) O ^ 
EX 91.47 ( 0.19) 4.62 ( 0.03) 5.88 ( 0.04) 6.55 ( 0.04) 0.25 
TS 95.34 ( 0.17) 5.06 ( 0.06) 7.40 ( 0.08) 7.81 ( 0.08) 0.67 
CAO 94.63 ( 0.20) 5.05 ( 0.06) 7.43 ( 0.08) 7.82 ( 0.07) 0.61 
MAS 96.55 ( 0.14) 5.22 ( 0.05) 7.79 ( 0.08) 8.35 ( 0.08) 0.79 
~NM BJ 8 4 ^ " " " ( 0.33) U?79( 0.11) 1 0 2 ( 0 . 1 4 ) 2 L 0 0 ( 0 . 1 6 ) O l T " 
EX 83.71 ( 0.33) 14.40 ( 0.10) 18.34 ( 0.13) 20.45 ( 0.15) 0.08 
TS 94.02 ( 0.21) 13.89 ( 0.06) 21.08 ( 0.09) 23.47 ( 0.14) 0.58 
CAO 93.83 ( 0.21) 13.78 ( 0.05) 21.01 ( 0.08) 23.54 ( 0.13) 0.55 
MAS 97.29 ( 0.17) 15.59 ( 0.05) 23.48 ( 0.09) 25.96 ( 0.12) 0.88 
^ SN BJ 9 O 7 ( 0 . 0 7 ) 5 M (0.02) T U (0.03) (0.03)~~~oTeT" 
EX 98.59 ( 0.07) 5.80 ( 0.02) 7.39 ( 0.03) 8.24 ( 0.03) 0.62 
TS 97.36 ( 0.11) 5.31 ( 0.03) 7.44 ( 0.04) 8.41 ( 0.05) 0.38 
CAO 96.74 ( 0.12) 5.02 ( 0.03) 7.24 ( 0.04) 8.15 ( 0.04) 0.30 
MAS 98.24 ( 0.09) 5.62 ( 0.03) 7.75 ( 0.04) 8.81 ( 0.04) 0.54 
BJ 95：49( 0.13) 5M ( 0 03) 7A0 ( 0.05) ^ ( 0.05)OJT~ 
EX 95.40 ( 0.13) 5.77 ( 0.03) 7.35 ( 0.04) 8.19 ( 0.05) 0.11 
TS 97.83 ( 0.11) 5.61 ( 0.06) 8.95 ( 0.10) 9.87 ( 0.11) 0.50 
CAO 96.77 ( 0.16) 5.27 ( 0.06) 8.85 ( 0.10) 9.61 ( 0.10) 0.40 
MAS 98.62 ( 0.09) 6.53 ( 0.08) 10.12 ( 0.13) 11.02 ( 0.13) 0.67 
NM BJ ( 0 . 3 3 ) 1 8 l 3 " " " ( 0 . 1 3 ) 2 3 ： 0 9 ( 0 . 1 7 ) 2 5 l 5 ( 0 . 1 9 ) O ^ 
EX 92.44 ( 0.33) 18.01 ( 0.13) 22.95 ( 0.17) 25.59 ( 0.19) 0.22 
TS 97.83 ( 0.13) 15.03 ( 0.05) 23.46 ( 0.08) 28.05 ( 0.15) 0.55 
CAO 96.61 ( 0.15) 14.09 ( 0.04) 22.86 ( 0.07) 27.53 ( 0.13) 0.34 
MAS 99.68 ( 0.04) 18.92 ( 0.08) 28.66 ( 0.12) 32.84 ( 0.15) 0.94 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I — 1 I • 2 I - 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ BJ S T ^ ( 0.30) S m ( 0.01) Z52 ( 0.02) ( 0 . 0 2 ) 0 . 6 3 
EX 77.87 ( 0.32) 3.46 ( 0.01) 4.30 ( 0.02) 4.32 ( 0.02) 0.44 
TS 81.82 ( 0.30) 3.71 ( 0.01) 4.60 ( 0.02) 4.62 ( 0.02) 0.68 
CAO 80.58 ( 0.32) 3.65 ( 0.02) 4.52 ( 0.02) 4.55 ( 0.02) 0.62 
MAS 83.26 ( 0.29) 3.77 ( 0.01) 4.73 ( 0.02) 4.72 ( 0.02) 0.74 
~SE BJ 85M( 0.26) 3163 ( 0.02) OS ( 0.03) 435 ( 0.03)085~ 
EX 84.23 ( 0.27) 3.45 ( 0.02) 4.30 ( 0.03) 4.32 ( 0.03) 0.79 
TS 85.75 ( 0.36) 3.52 ( 0.02) 4.50 ( 0.03) 4.52 ( 0.03) 0.80 
CAO 80.72 ( 0.46) 3.42 ( 0.03) 4.37 ( 0.03) 4.42 ( 0.03) 0.61 
MAS 86.99 ( 0.38) 3.64 ( 0.02) 4.69 ( 0.03) 4.69 ( 0.03) 0.85 
~NM BJ 7 O 4 ( 0 . 3 1 ) ~ ~ T T M ( 0 . 0 8 ) ( 0 . 1 1 ) ~ ~ l O l ( 0 . 1 1 ) O 0 ~ 
EX 77.34 ( 0.29) 10.75 ( 0.08) 13.49 ( 0.10) 13.56 ( 0.10) 0.37 
TS 84.53 ( 0.34) 12.13 ( 0.08) 13.55 ( 0.08) 13.68 ( 0.08) 0.79 
CAO 80.57 ( 0.38) 11.85 ( 0.09) 12.98 ( 0.07) 13.14 ( 0.08) 0.61 
MAS 87.22 ( 0.35) 12.56 ( 0.08) 14.42 ( 0.08) 14.39 ( 0.09) 0.84 
O 5 ^ BJ 9 O 0 ( 0.16) Z76 ( 0.02) ^ ( 0.02) ^ ( 0.02) 
EX 93.83 ( 0.17) 4.68 ( 0.02) 5.81 ( 0.02) 5.84 ( 0.02) 0.48 
TS 94.16 ( 0.18) 4.88 ( 0.02) 6.00 ( 0.03) 6.03 ( 0.03) 0.56 
CAO 93.36 ( 0.19) 4.86 ( 0.03) 5.88 ( 0.03) 5.92 ( 0.03) 0.45 
MAS 94.95 ( 0.17) 4.95 ( 0.02) 6.22 ( 0.03) 6.20 ( 0.03) 0.65 
~SE BJ 9 L 7 4 ( 0.20) TTA ( 0.03) 0 2 ( 0.04) KM ( 0 . 0 4 ) O F " 
EX 91.42 ( 0.20) 4.67 ( 0.03) 5.82 ( 0.04) 5.85 ( 0.04) 0.26 
TS 96.23 ( 0.17) 5.24 ( 0.06) 6.12 ( 0.05) 6.16 ( 0.05) 0.76 
CAO 93.05 ( 0.31) 5.10 ( 0.06) 5.89 ( 0.05) 5.96 ( 0.05) 0.52 
MAS 96.59 ( 0.19) 5.33 ( 0.05) 6.50 ( 0.06) 6.49 ( 0.06) 0.81 
"ITM BJ ( 0 .34)1430( 0 . 1 1 ) ~ ~ ~ ( 0.14)18：68( 0.14)OJT~ 
EX 85.45 ( 0.34) 14.55 ( 0.11) 18.26 ( 0.14) 18.36 ( 0.14) 0.11 
TS 95.18 ( 0.18) 14.27 ( 0.04) 18.50 ( 0.12) 18.68 ( 0.12) 0.71 
CAO 93.17 ( 0.23) 13.93 ( 0.04) 17.94 ( 0.13) 18.20 ( 0.13) 0.50 
MAS 96.86 ( 0.16) 15.85 ( 0.05) 19.99 ( 0.10) 19.94 ( 0.10) 0.87 
O 9 SN BJ 9 O 9 ( 0.08) KSS ( 0.02) T H ( 0.03) TTT ( 0 . 0 3 ) 0 M ~ 
EX 98.43 ( 0.08) 5.80 ( 0.02) 7.20 ( 0.03) 7.23 ( 0.03) 0.61 
TS 97.53 ( 0.11) 5.38 ( 0.03) 7.27 ( 0.03) 7.32 ( 0.03) 0.43 
CAO 96.29 ( 0.15) 5.01 ( 0.03) 6.97 ( 0.04) 7.04 ( 0.04) 0.28 
MAS 98.10 ( 0.10) 5.69 ( 0.03) 7.63 ( 0.04) 7.61 ( 0.04) 0.53 
SE BJ 9 5 I 2 ( 0.14) ^ ( 0.03) T ^ ( 0.05) T29 ( 0 . 0 5 ) O T T " 
EX 95.06 ( 0.14) 5.78 ( 0.03) 7.21 ( 0.05) 7.25 ( 0.05) 0.12 
TS 98.26 ( 0.09) 5.76 ( 0.06) 7.48 ( 0.06) 7.55 ( 0.07) 0.59 
CAO 96.02 ( 0.24) 5.34 ( 0.06) 7.04 ( 0.06) 7.17 ( 0.07) 0.40 
MAS 98.70 ( 0.10) 6.69 ( 0.09) 8.33 ( 0.09) 8.29 ( 0.09) 0.71 
NM BJ 9 2 . 1 4 ( 0.31) W J E ( 0 . 1 3 ) 2 Z 7 7 ( 0 . 1 7 ) ( 0 . 1 7 ) O l T ~ 
EX 91.94 ( 0.31) 18.04 ( 0.13) 22.63 ( 0.17) 22.76 ( 0.17) 0.11 
TS 98.30 ( 0.11) 15.42 ( 0.05) 22.86 ( 0.13) 23.10 ( 0.13) 0.61 
CAO 96.36 ( 0.17) 14.20 ( 0.04) 21.64 ( 0.12) 21.90 ( 0.12) 0.32 
MAS 99.57 ( 0.04) 19.33 ( 0.07) 26.01 ( 0.11) 25.86 ( 0.12) 0.91 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I — 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O m ^ ^ 8 0 ^ ( 0.32) ^ ( 0.01) ^ ( 0.02) ^ ( 0.02)~~~0.63 
EX 75.94 ( 0.35) 3.37 ( 0.01) 5.43 ( 0.02) 5.50 ( 0.02) 0.35 
TS 82.09 ( 0.33) 3.77 ( 0.01) 6.02 ( 0.03) 6.08 ( 0.03) 0.68 
CAO 80.46 ( 0.34) 3.66 ( 0.02) 5.88 ( 0.02) 5.96 ( 0.03) 0.60 
MAS 84.97 ( 0.31) 3.85 ( 0.01) 6.40 ( 0.03) 6.47 ( 0.03) 0.81 
~SE BJ 85：^"""( 0.31) O 3 ( 0.02) ( 0.04) WM ( 0 . 0 4 ) 0 3 5 ~ 
EX 83.20 ( 0.34) 3.36 ( 0.02) 5.41 ( 0.03) 5.49 ( 0.04) 0.74 
TS 85.08 ( 0.45) 3.65 ( 0.03) 5.91 ( 0.04) 6.00 ( 0.04) 0.76 
CAO 80.36 ( 0.56) 3.50 ( 0.03) 5.71 ( 0.04) 5.81 ( 0.04) 0.62 
MAS 88.46 ( 0.43) 3.79 ( 0.02) 6.38 ( 0.04) 6.47 ( 0.05) 0.87 
I T M BJ 8 2 l 8 ( 0 . 3 1 ) " " " r r s o ( 0 . 0 8 } ~ ~ l O ? ~ ~ ( 0 . 1 5 ) ~ ~ ~ i K E l ( 0.15) 
EX 80.61 ( 0.31) 10.43 ( 0.08) 17.04 ( 0.13) 17.35 ( 0.14) 0.56 
TS 84.77 ( 0.44) 12.48 ( 0.08) 18.04 ( 0.13) 18.42 ( 0.14) 0.77 
CAO 80.02 ( 0.52) 11.98 ( 0.09) 17.15 ( 0.12) 17.59 ( 0.13) 0.60 
MAS 89.00 ( 0.38) 12.90 ( 0.09) 19.87 ( 0.13) 20.30 ( 0.15) 0.88 
SN BJ ( 0.19) 416 ( 0.02) T m ( 0.03) f J ? ( 0.03) 
EX 92.76 ( 0.20) 4.61 ( 0.02) 7.43 ( 0.03) 7.53 ( 0.03) 0.42 
TS 93.81 ( 0.20) 4.89 ( 0.02) 7.84 ( 0.04) 7.93 ( 0.04) 0.53 
CAO 92.77 ( 0.22) 4.82 ( 0.03) 7.62 ( 0.03) 7.72 ( 0.04) 0.44 
MAS 95.48 ( 0.17) 5.02 ( 0.02) 8.39 ( 0.04) 8.50 ( 0.04) 0.68 
~SE BJ 9 2 ^ 9 ( 0.20) VM ( 0.03) T64 ( 0.05) fJE ( 0 .05)0J5~ 
EX 91.79 ( 0.21) 4.59 ( 0.03) 7.40 ( 0.05) 7.51 ( 0.05) 0.30 
TS 95.22 ( 0.26) 5.29 ( 0.05) 8.02 ( 0.07) 8.08 ( 0.07) 0.72 
CAO 92.12 ( 0.41) 5.17 ( 0.06) 7.68 ( 0.07) 7.81 ( 0.07) 0.55 
MAS 96.61 ( 0.24) 5.52 ( 0.05) 8.82 ( 0.08) 8.92 ( 0.08) 0.81 
~NM BJ 8 O 0 ( 0.29) T U m ( 0 1 1 ) 2 U 1 ( 0 . 1 9 ) 2 4 3 6 ( 0 . 2 0 ) O l T " 
EX 87.24 ( 0.29) 14.28 ( 0.11) 23.33 ( 0.18) 23.76 ( 0.19) 0.11 
TS 94.91 ( 0.26) 14.87 ( 0.06) 24.68 ( 0.18) 25.01 ( 0.19) 0.70 
CAO 92.04 ( 0.34) 14.20 ( 0.06) 23.79 ( 0.19) 24.20 ( 0.19) 0.49 
MAS 97.23 ( 0.18) 16.44 ( 0.06) 27.37 ( 0.16) 27.82 ( 0.18) 0.90 
O 9 B3 9 8 . 2 2 ( 0.09) bIS ( 0.02) ^ ( 0.04) ^ ( 0.04) 
EX 98.03 ( 0.10) 5.74 ( 0.02) 9.25 ( 0.04) 9.37 ( 0.04) 0.52 
TS 97.52 ( 0.13) 5.55 ( 0.03) 9.55 ( 0.05) 9.67 ( 0.05) 0.47 
CAO 95.89 ( 0.17) 4.97 ( 0.03) 9.07 ( 0.05) 9.20 ( 0.05) 0.28 
MAS 98.47 ( 0.09) 5.89 ( 0.03) 10.35 ( 0.05) 10.49 ( 0.05) 0.64 
~SE BJ 9 5：4 7 ( 0.14) KSl ( 0 04) ^ ( 0.06) ( 0.06)~~ 
EX 95.27 ( 0.14) 5.72 ( 0.03) 9.21 ( 0.06) 9.34 ( 0.06) 0.14 
TS 98.05 ( 0.12) 6.02 ( 0.06) 9.88 ( 0.09) 10.00 ( 0.09) 0.60 
CAO 95.32 ( 0.33) 5.39 ( 0.06) 9.22 ( 0.08) 9.37 ( 0.08) 0.42 
MAS 98.76 ( 0.11) 6.95 ( 0.09) 11.34 ( 0.11) 11.49 ( 0.12) 0.71 
NM BJ 9 2 ： ^ ( 0.26) 1 8 ； ^ ( 0 . 1 4 ) 2 9 ^ 7 ( 0 . 2 3 ) 3 0 T l ( 0 . 2 5 ) T l T ' 
EX 92.48 ( 0.26) 17.78 ( 0.13) 29.04 ( 0.23) 29.57 ( 0.24) 0.10 
TS 98.07 ( 0.16) 16.41 ( 0.07) 30.59 ( 0.19) 30.95 ( 0.20) 0.63 
CAO 95.35 ( 0.26) 14.41 ( 0.05) 28.58 ( 0.17) 29.24 ( 0.18) 0.29 
MAS 99.50 ( 0.09) 20.08 ( 0.08) 35.59 ( 0.19) 36.23 ( 0.22) 0.90 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I - 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
~ S N BJ 8 4 l o " " " f o ^ s m ( o m ) I^B (0.01) ^ 
EX 79.29 ( 0.24) 3.38 ( 0.01) 4.32 ( 0.01) 4.82 ( 0.01) 0.50 
TS 83.87 ( 0.23) 3.68 ( 0.01) 4.68 ( 0.01) 5.21 ( 0.02) 0.81 
CAO 83.69 ( 0.23) 3.66 ( 0.01) 4.67 ( 0.01) 5.21 ( 0.02) 0.78 
MAS 84.96 ( 0.22) 3.71 ( 0.01) 4.76 ( 0.01) 5.32 ( 0.02� 0.87 
~SE BJ 85Ti ( 0.22) O ? ( 0.02) ( 0.02) 533 ( 0 . 0 3 ) O 0 ~ 
EX 83.16 ( 0.24) 3.39 ( 0.02) 4.33 ( 0.02) 4.83 ( 0.02) 0.76 
TS 86.55 ( 0.26) 3.44 ( 0.02) 4.90 ( 0.03) 5.37 ( 0.03) 0.89 
CAO 85.05 ( 0.28) 3.41 ( 0.02) 4.90 ( 0.03) 5.37 ( 0.03) 0.84 
MAS 87.81 ( 0.25) 3.50 ( 0.02) 5.03 ( 0.03) 5.55 ( 0.03) 0.91 
~NM BJ ( 0 . 2 3 ) r O l ( 0 . 0 5 ) ~ ~ l U B ( 0 . 0 7 ) " " " ~ ~ ( 0.08)"""OTSO" 
EX 75.35 ( 0.22) 10.56 ( 0.05) 13.47 ( 0.07) 15.02 ( 0.08) 0.22 
TS 84.27 ( 0.25) 12.15 ( 0.04) 18.34 ( 0.08) 18.66 ( 0.07) 0.80 
CAO 83.85 ( 0.25) 12.10 ( 0.03) 18.38 ( 0.08) 18.66 ( 0.07) 0.78 
MAS 86.01 ( 0.25) 12.37 ( 0.04) 18.73 ( 0.07) 19.20 ( 0.07) 0.86 
O5 ^ W ( 0.12) Vn ( 0.01) O9 ( 0.02) K79 ( 0.02) 
EX 94.63 ( 0.13) 4.65 ( 0.01) 5.93 ( 0.01) 6.61 ( 0.02) 0.58 
TS 94.97 ( 0.14) 4.80 ( 0.02) 6.13 ( 0.02) 6.81 ( 0.02) 0.63 
CAO 94.85 ( 0.14) 4.78 ( 0.02) 6.10 ( 0.02) 6.81 ( 0.02) 0.61 
MAS 95.55 ( 0.13) 4.86 ( 0.02) 6.23 ( 0.02) 6.98 ( 0.02) 0.69 
~SE BJ 9231""”( 0.16) Tr9 ( 0.02) WJl ( 0.03) 0 2 ( 0.03) 
EX 91.97 ( 0.17) 4.66 ( 0.02) 5.95 ( 0.03) 6.64 ( 0.03) 0.26 
TS 96.36 ( 0.12) 4.95 ( 0.04) 7.45 ( 0.06) 7.96 ( 0.06) 0.78 
CAO 95.26 ( 0.16) 4.90 ( 0.04) 7.45 ( 0.06) 7.92 ( 0.06) 0.66 
MAS 96.78 ( 0.12) 5.08 ( 0.04) 7.68 ( 0.06) 8.26 ( 0.06) 0.84 
~NM BJ 8439~~( 0 . 2 8 ) 1 4 ： ^ ( 0 . 0 7 ) ( 0 . 0 9 ) 2 0 9 ( 0 . 1 1 ) O s " 
EX 83.47 ( 0.27) 14.50 ( 0.07) 18.49 ( 0.09) 20.63 ( 0.11) 0.03 
TS 95.06 ( 0.14) 13.86 ( 0.02) 21.29 ( 0.05) 23.73 ( 0.10) 0.64 
CAO 94.54 ( 0.15) 13.71 ( 0.03) 21.20 ( 0.04) 23.76 ( 0.10) 0.58 
MAS 96.90 ( 0.11) 14.70 ( 0.02) 22.45 ( 0.05) 24.89 ( 0.09) 0.85 
^ SN BJ 9 8 ； ^ ( 0.05) ( 0.01) 7A7 ( 0.02) O s ( 0 . 0 2 ) O T T " 
EX 98.89 ( 0.05) 5.81 ( 0.01) 7.42 ( 0.02) 8.27 ( 0.02) 0.70 
TS 98.42 ( 0.07) 5.61 ( 0.03) 7.50 ( 0.03) 8.38 ( 0.03) 0.56 
CAO 98.09 ( 0.08) 5.47 ( 0.03) 7.36 ( 0.03) 8.23 ( 0.03) 0.47 
MAS 98.74 ( 0.06) 5.77 ( 0.03) 7.69 ( 0.03) 8.65 ( 0.03) 0.66 
SE BJ 9 5：8 9 ( 0.11) 5?87 ( 0.03) 7!49 ( 0.04) §36 ( 0.04) 
EX 95.81 ( 0.11) 5.83 ( 0.03) 7.44 ( 0.04) 8.31 ( 0.04) 0.13 
TS 98.69 ( 0.07) 6.22 ( 0.06) 9.97 ( 0.11) 10.55 ( 0.10) 0.66 
CAO 98.03 ( 0.11) 6.00 ( 0.06) 9.80 ( 0.10) 10.36 ( 0.10) 0.55 
MAS 98.99 ( 0.06) 6.65 ( 0.07) 10.55 ( 0.12) 11.21 ( 0.11) 0.74 
NM BJ 9 0 8 ~ ~ ( 0.26) ( 0 . 0 9 ) ( 0 . 1 2 ) 2 5 ： ^ ( 0.14) 
EX 93.24 ( 0.27) 18.14 ( 0.09) 23.14 ( 0.11) 25.82 ( 0.13) 0.18 
TS 98.43 ( 0.08) 14.98 ( 0.03) 23.38 ( 0.05) 28.30 ( 0.10) 0.60 
CAO 97.79 ( 0.09) 14.55 ( 0.03) 23.02 ( 0.05) 27.85 ( 0.10) 0.45 
MAS 99.37 ( 0.05) 16.72 ( 0.04) 25.65 ( 0.07) 30.43 ( 0.10) 0.86 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1 = 1 1 = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ BJ ( 0.23) S M ( 0.01) l 5 6 ( 0.01) ( 0 . 0 1 ) 0 . 7 5 
EX 79.18 ( 0.25) 3.47 ( 0.01) 4.33 ( 0.01) 4.34 ( 0.01) 0.50 
TS 82.63 ( 0.24) 3.68 ( 0.01) 4.59 ( 0.01) 4.62 ( 0.01) 0.73 
CAO 82.17 ( 0.24) 3.66 ( 0.01) 4.56 ( 0.01) 4.58 ( 0.01) 0.70 
MAS 83.60 ( 0.24) 3.73 ( 0.01) 4.67 ( 0.01) 4.67 ( 0.01) 0.79 
~SE BJ " " " ( 0.23) O 7 ( 0.02) 457 ( 0.02) I l 9 ( 0 .02 ) " " "OT" 
EX 84.82 ( 0.24) 3.48 ( 0.02) 4.34 ( 0.02) 4.35 ( 0.02) 0.85 
TS 85.32 ( 0.30) 3.46 ( 0.02) 4.43 ( 0.02) 4.47 ( 0.02) 0.81 
CAO 82.32 ( 0.36) 3.40 ( 0.02) 4.36 ( 0.02) 4.41 ( 0.02) 0.69 
MAS 86.41 ( 0.31) 3.53 ( 0.02) 4.54 ( 0.02) 4.55 ( 0.02) 0.85 
BJ ( 0 . 2 7 ) T T ^ ( 0 . 0 5 ) 1 4 3 7 ( 0 . 0 7 ) ~ ~ U M ( 0 . 0 7 ) O T " 
EX 76.76 ( 0.26) 10.82 ( 0.05) 13.62 ( 0.06) 13.67 ( 0.06) 0.32 
TS 84.24 ( 0.25) 12.23 ( 0.04) 13.35 ( 0.04) 13.44 ( 0.03) 0.79 
CAO 81.79 ( 0.28) 12.08 ( 0.04) 13.02 ( 0.03) 13.15 ( 0.03) 0.68 
MAS 85.92 ( 0.26) 12.45 ( 0.04) 13.76 ( 0.03) 13.77 ( 0.04) 0.86 
O 5 ^ BJ ( 0.13) 4J7 ( 0.01) ^ ( 0.02) ^ ( 0 . 0 2 ) 0 . 6 1 
EX 94.57 ( 0.13) 4.70 ( 0.01) 5.86 ( 0.01) 5.88 ( 0.01) 0.55 
TS 94.64 ( 0.14) 4.81 ( 0.02) 5.99 ( 0.02) 6.03 ( 0.02) 0.58 
CAO 94.30 ( 0.15) 4.78 ( 0.02) 5.94 ( 0.02) 5.98 ( 0.02) 0.54 
MAS 95.29 ( 0.13) 4.88 ( 0.02) 6.11 ( 0.02) 6.11 ( 0.02) 0.66 
~SE BJ ( 0.17) 4：79 ( 0.02) d W ( 0.03) ^ ( 0 . 0 3 ) O ^ 
EX 91.76 ( 0.17) 4.71 ( 0.02) 5.87 ( 0.03) 5.89 ( 0.03) 0.27 
TS 96.48 ( 0.13) 5.05 ( 0.05) 6.12 ( 0.04) 6.20 ( 0.05) 0.79 
CAO 94.28 ( 0.22) 4.92 ( 0.05) 6.00 ( 0.04) 6.09 ( 0.04) 0.60 
MAS 96.83 ( 0.14) 5.14 ( 0.04) 6.35 ( 0.04) 6.33 ( 0.04) 0.83 
BJ 8638~~( 0.28) 1X91 ~ ~ ( 0.07) 1 8：7 5 ( 0.09) 1 8：8 2 ( 0.09) 
EX 85.82 ( 0.28) 14.65 ( 0.07) 18.44 ( 0.09) 18.51 ( 0.09) 0.05 
TS 95.37 ( 0.12) 14.01 ( 0.03) 18.32 ( 0.11) 18.72 ( 0.10) 0.71 
CAO 94.24 ( 0.15) 13.75 ( 0.03) 18.07 ( 0.11) 18.45 ( 0.11) 0.53 
MAS 96.27 ( 0.11) 14.83 ( 0.03) 18.99 ( 0.08) 18.96 ( 0.08) 0.81 
O 9 BJ 98.82~~( 0.06) ^ ( 0.01) f l o ( 0.02) 7 l 2 ( 0 . 0 2 ) " " " 0 7 ^ 
EX 98.77 ( 0.06) 5.82 ( 0.01) 7.26 ( 0.02) 7.28 ( 0.02) 0.68 
TS 98.02 ( 0.08) 5.59 ( 0.03) 7.21 ( 0.03) 7.27 ( 0.03) 0.46 
CAO 97.78 ( 0.09) 5.48 ( 0.03) 7.12 ( 0.03) 7.19 ( 0.03) 0.41 
MAS 98.55 ( 0.07) 5.80 ( 0.03) 7.53 ( 0.03) 7.53 ( 0.03) 0.64 
" S E BJ 9 5：4 4 ( 0.12) 5：87 ( 0 03) 7^2 ( 0.04) 7^4 ( 0 . 0 4 ) O l T " 
EX 95.36 ( 0.12) 5.84 ( 0.03) 7.28 ( 0.03) 7.30 ( 0.04) 0.11 
TS 98.74 ( 0.08) 6.21 ( 0.06) 7.49 ( 0.06) 7.62 ( 0.06) 0.70 
CAO 97.66 ( 0.15) 6.04 ( 0.06) 7.31 ( 0.06) 7.43 ( 0.06) 0.55 
MAS 99.07 ( 0.07) 6.74 ( 0.07) 8.12 ( 0.07) 8.08 ( 0.07) 0.77 
NM BJ 9 O 0 ( 0 . 2 4 ) 1 8 ： ^ ( 0 . 0 9 ) ( 0 . 1 1 ) 2 3 ： 0 8 ( 0 . 1 1 ) O T " 
EX 92.94 ( 0.24) 18.16 ( 0.09) 22.85 ( 0.11) 22.94 ( 0.11) 0.07 
TS 98.50 ( 0.07) 15.13 ( 0.04) 22.43 ( 0.08) 22.58 ( 0.08) 0.61 
CAO 97.74 ( 0.09) 14.63 ( 0.03) 21.95 ( 0.08) 22.13 ( 0.07) 0.44 
MAS 99.33 ( 0.05) 16.93 ( 0.04) 24.03 ( 0.07) 24.00 ( 0.07) 0.83 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
Oo ^ BJ ( 0.23) Sm ( 0.01) ( 0.02) ^ ( 0 . 0 2 ) 0 . 7 9 
EX 78.46 ( 0.25) 3.37 ( 0.01) 5.49 ( 0.01) 5.56 ( 0.02) 0.44 
TS 83.32 ( 0.29) 3.78 ( 0.02) 6.07 ( 0.03) 6.16 ( 0.03) 0.74 
CAO 82.93 ( 0.24) 3.67 ( 0.01) 5.95 ( 0.02) 6.03 ( 0.02) 0.75 
MAS 85.18 ( 0.23) 3.76 ( 0.01) 6.19 ( 0.02) 6.29 ( 0.02) 0.87 
~SE BJ 8731 ( 0.24) ^ ( 0.02) 5Wr ( 0.03) ^ ( 0 . 0 3 ) 0 9 ^ 
EX 85.25 ( 0.26) 3.38 ( 0.02) 5.51 ( 0.03) 5.59 ( 0.03) 0.86 
TS 84.85 ( 0.43) 3.60 ( 0.03) 5.91 ( 0.04) 6.05 ( 0.04) 0.76 
CAO 81.83 ( 0.45) 3.44 ( 0.02) 5.76 ( 0.03) 5.86 ( 0.03) 0.65 
MAS 87.55 ( 0.37) 3.61 ( 0.02) 6.10 ( 0.03) 6.21 ( 0.03) 0.86 
BJ ( 0 . 2 5 ) 1 0 2 ( 0 . 0 6 ) 1 8 ： 8 5 ( 0 . 0 9 ) l O O ~ ~ ( 0 . 1 0 ) 0 ： ^ 
EX 81.11 ( 0.25) 10.51 ( 0.05) 17.35 ( 0.09) 17.68 ( 0.09) 0.57 
TS 85.59 ( 0.37) 12.38 ( 0.06) 17.94 ( 0.09) 18.45 ( 0.10) 0.83 
CAO 84.05 ( 0.33) 12.16 ( 0.04) 17.22 ( 0.05) 17.68 ( 0.06) 0.78 
MAS 89.13 ( 0.26) 12.63 ( 0.05) 18.64 ( 0.06) 19.12 ( 0.07) 0.93 
O 5 ^ BJ ( 0.13) 177 ( 0.01) 7J6 ( 0.02) ( 0.02) 
EX 94.02 ( 0.14) 4.62 ( 0.01) 7.51 ( 0.02) 7.61 ( 0.02) 0.49 
TS 92.19 ( 0.20) 4.62 ( 0.02) 7.51 ( 0.04) 7.63 ( 0.04) 0.33 
CAO 94.31 ( 0.15) 4.78 ( 0.02) 7.75 ( 0.03) 7.87 ( 0.03) 0.55 
MAS 95.62 ( 0.13) 4.92 ( 0.02) 8.11 ( 0.03) 8.23 ( 0.03) 0.72 
~SE BJ " " " ( 0.16) 478 ( 0.02) ( 0.04) TM ( 0.04) 
EX 92.32 ( 0.17) 4.63 ( 0.02) 7.53 ( 0.04) 7.65 ( 0.04) 0.31 
TS 93.74 ( 0.31) 4.79 ( 0.05) 7.66 ( 0.07) 7.88 ( 0.07) 0.59 
CAO 93.43 ( 0.31) 4.96 ( 0.04) 7.88 ( 0.06) 8.09 ( 0.06) 0.58 
MAS 96.98 ( 0.18) 5.26 ( 0.04) 8.50 ( 0.06) 8.64 ( 0.06) 0.86 
"l^M BJ 8 0 9 ~ ~ ( 0.22) i Z ^ S ( 0 . 0 7 ) 2 4 7 6 0 " " " ( 0 . 1 2 ) 2 5 ^ 0 7 ( 0.13) 
EX 87.74 ( 0.23) 14.39 ( 0.07) 23.75 ( 0.12) 24.20 ( 0.12) 0.05 
TS 93.30 ( 0.25) 13.98 ( 0.04) 22.76 ( 0.18) 23.46 ( 0.17) 0.50 
CAO 94.31 ( 0.18) 13.91 ( 0.03) 23.67 ( 0.15) 24.52 ( 0.14) 0.57 
MAS 97.05 ( 0.10) 15.15 ( 0.03) 25.59 ( 0.11) 26.08 ( 0.11) 0.90 
^ BJ 9 8 . 7 2 ( 0.06) ( 0.01) ^ ( 0.03) 9^5 ( 0 . 0 3 ) o W f 
EX 98.51 ( 0.06) 5.75 ( 0.01) 9.35 ( 0.02) 9.48 ( 0.03) 0.59 
TS 95.41 ( 0.15) 5.18 ( 0.03) 8.55 ( 0.05) 8.72 ( 0.05) 0.16 
CAO 97.70 ( 0.09) 5.47 ( 0.03) 9.30 ( 0.04) 9.45 ( 0.04) 0.41 
MAS 98.72 ( 0.06) 5.88 ( 0.03) 9.98 ( 0.04) 10.13 ( 0.04) 0.67 
~SE BJ 95：^"""( 0.12) 5：86 ( 0 03) 9l5 ( 0.05) ^ ( 0 . 0 5 ) T W 
EX 95.74 ( 0.12) 5.76 ( 0.03) 9.38 ( 0.05) 9.52 ( 0.05) 0.14 
TS 96.62 ( 0.24) 5.68 ( 0.06) 8.95 ( 0.09) 9.14 ( 0.09) 0.42 
CAO 97.17 ( 0.21) 6.10 ( 0.06) 9.63 ( 0.08) 9.92 ( 0.08) 0.55 
MAS 99.11 ( 0.07) 6.90 ( 0.08) 10.90 ( 0.09) 11.07 ( 0.09) 0.79 
NM BJ 93：66~~( 0 . 2 0 ) 1 8： ^ " " " ( 0 . 0 9 ) 3 0 l 6 ( 0 . 1 5 ) ~ ~ 3 0 7 3 ( 0 . 1 5 ) O T " 
EX 93.19 ( 0.21) 17.93 ( 0.09) 29.60 ( 0.15) 30.16 ( 0.15) 0.06 
TS 96.18 ( 0.18) 14.86 ( 0.05) 26.48 ( 0.19) 27.54 ( 0.18) 0.28 
CAO 97.56 ( 0.10) 14.78 ( 0.03) 28.94 ( 0.11) 29.57 ( 0.11) 0.44 
MAS 99.50 ( 0.04) 17.39 ( 0.04) 32.47 ( 0.10) 33.21 ( 0.11) 0.89 
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Model dist. size 0 1 2 3 4 5 6 
1 涵 ^ 7 3 2 7 ^ 2 9 1 9 ^ 
AR(1)} 50 0 378 58 23 14 9 18 
100 0 390 66 23 13 3 5 
200 0 396 63 14 14 8 5 
5 ^ 4 7 2 9 l 9 l 8 W 
50 1 372 53 17 25 9 23 
100 0 397 41 22 17 10 13 
^ 0 381 50 24 18 19 8 
" N M U 7 337"""51 35 1 8 2 7 25 
50 0 348 41 37 29 23 22 
100 0 357 54 38 18 16 17 
200 0 344 60 48 18 20 10 
2 雨 ^ 5 3 277 63 2 6 2 5 29 
[AR(2)] 50 0 7 371 57 30 15 20 
100 0 1 420 42 19 10 8 
200 0 0 390 61 26 7 16 
^ 1 2 6 3 288 5 1 ^ " " " 3 0 28 
50 0 14 366 51 30 14 25 
100 0 0 389 68 23 11 9 
200 0 0 388 47 36 20 9 
NM ^ 22 ^ ^ 4 5 ^ M 3 F 
50 0 7 344 55 32 31 31 
100 0 0 348 66 29 34 23 
200 0 0 351 71 23 31 24 
3 ^ 24 0 2 7 6 2 7 H I ^ 
；AR(5)] 50 0 0 28 80 12 281 99 
100 0 0 0 8 0 417 75 
200 0 0 0 0 0 425 75 
~SE 24 1 i M 3 4 l 3 0 6 T ~ 
50 0 0 36 62 7 330 65 
100 0 0 0 4 2 437 57 
200 0 0 0 0 0 438 62 
NM ^ 0 1 277 71 3 1 1 1 6 54 
50 0 0 42 70 4 313 71 
100 0 0 1 8 1 412 78 
200 0 0 0 0 0 428 72 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I — 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O m ^ BJ 7 ^ 9 5 ( 0.83) O S ( 0.03) 435 ( 0.04) ( 0 . 0 5 ) 0 . 4 2 
EX 67.09 ( 0.83) 3.14 ( 0.03) 4.02 ( 0.04) 4.49 ( 0.04) 0.28 
TS 79.21 ( 0.59) 3.73 ( 0.03) 4.72 ( 0.04) 5.31 ( 0.05) 0.57 
CAO 72.35 ( 0.83) 3.64 ( 0.04) 4.39 ( 0.04) 4.88 ( 0.05) 0.43 
MAS 85.37 ( 0.66) 4.39 ( 0.04) 5.62 ( 0.06) 6.44 ( 0.08) 0.77 
~SE BJ 7 4 3 5 ( 0.83) O S ( 0.04) IJE ( 0.06) 4^1 ( 0 . 0 7 ) 0 3 0 ~ 
EX 71.39 ( 0.85) 3.02 ( 0.04) 3.85 ( 0.05) 4.27 ( 0.06) 0.43 
TS 81.12 ( 0.58) 3.67 ( 0.05) 4.58 ( 0.06) 5.12 ( 0.07) 0.65 
CAO 73.80 ( 0.88) 3.54 ( 0.06) 4.58 ( 0.08) 4.91 ( 0.08) 0.47 
MAS 86.10 ( 0.64) 4.41 ( 0.07) 5.85 ( 0.10) 6.66 ( 0.12) 0.77 
ITM. BJ 72.47 ( 0.69) 9 M ( 0.17) U M ( 0.22) MTU~~( 0 . 2 5 ) O 0 ~ 
EX 70.63 ( 0.72) 9.16 ( 0.16) 11.70 ( 0.20) 13.08 ( 0.23) 0.26 
TS 77.16 ( 0.53) 11.49 ( 0.16) 14.41 ( 0.21) 16.11 ( 0.25) 0.41 
CAO 75.98 ( 0.76) 11.22 ( 0.16) 15.44 ( 0.26) 16.09 ( 0.27) 0.51 
MAS 87.08 ( 0.73) 14.68 ( 0.24) 19.63 ( 0.34) 23.32 ( 0.43) 0.75 
BJ ( 0.69) 4Ai ( 0.04) ( 0.05) K U ( 0 . 0 7 ) O W 
EX 85.11 ( 0.70) 4.30 ( 0.04) 5.52 ( 0.05) 6.16 ( 0.06) 0.29 
TS 92.05 ( 0.41) 4.87 ( 0.04) 6.29 ( 0.06) 7.15 ( 0.07) 0.53 
CAO 80.02 ( 0.79) 3.64 ( 0.04) 5.54 ( 0.06) 6.24 ( 0.07) 0.15 
MAS 95.07 ( 0.44) 6.13 ( 0.06) 7.89 ( 0.09) 9.19 ( 0.12) 0.78 
~SE BJ ~ ~ ( 0.72) ( 0.06) 5AI ( 0.08) K02 ( 0.09) 
EX 82.78 ( 0.73) 4.14 ( 0.06) 5.27 ( 0.07) 5.85 ( 0.08) 0.20 
TS 89.76 ( 0.43) 4.85 ( 0.06) 6.16 ( 0.08) 6.96 ( 0.10) 0.36 
CAO 79.91 ( 0.83) 3.54 ( 0.06) 5.79 ( 0.10) 6.34 ( 0.11) 0.20 
MAS 93.56 ( 0.48) 7.01 ( 0.16) 9.11 ( 0.22) 10.23 ( 0.23) 0.67 
BJ ( 0 . 6 5 ) 1 2 ： ^ ( 0 . 2 2 ) ~ ~ 1 6 3 0 ( 0 . 2 8 ) 1 8 ： 4 6 ( 0 . 3 3 ) 0 l 5 ~ 
EX 79.06 ( 0.65) 12.56 ( 0.21) 16.06 ( 0.27) 17.96 ( 0.31) 0.14 
TS 86.78 ( 0.52) 15.22 ( 0.21) 19.60 ( 0.28) 22.11 ( 0.34) 0.32 
CAO 81.77 ( 0.74) 11.22 ( 0.16) 18.19 ( 0.28) 20.25 ( 0.34) 0.20 
MAS 93.82 ( 0.61) 30.48 ( 0.64) 40.74 ( 0.89) 43.50 ( 0.92) 0.78 
O 9 SN BJ ( 0.51) ^ ( 0.04) ^ ( 0.06) TTT ( 0 . 0 8 ) O l S ~ 
EX 93.01 ( 0.52) 5.37 ( 0.04) 6.91 ( 0.06) 7.71 ( 0.08) 0.37 
TS 97.12 ( 0.25) 6.09 ( 0.05) 8.06 ( 0.08) 9.40 ( 0.11) 0.56 
CAO 82.63 ( 0.77) 3.64 ( 0.04) 6.29 ( 0.07) 7.27 ( 0.09) 0.05 
MAS 98.26 ( 0.30) 8.30 ( 0.08) 10.75 ( 0.13) 12.70 ( 0.18) 0.83 
SE BJ ( 0.59) ( 0.07) ^ ( 0.09) 7^8 ( 0 . 1 1 ) O J T ~ 
EX 88.97 ( 0.60) 5.17 ( 0.07) 6.59 ( 0.09) 7.32 ( 0.11) 0.12 
TS 94.20 ( 0.32) 6.08 ( 0.09) 7.92 ( 0.11) 9.13 ( 0.14) 0.26 
CAO 81.94 ( 0.80) 3.54 ( 0.06) 6.19 ( 0.10) 7.33 ( 0.13) 0.08 
MAS 96.56 ( 0.38) 10.11 ( 0.26) 12.85 ( 0.33) 14.82 ( 0.38) 0.64 
NM BJ 8 5：8 3 ( 0 . 6 3 ) 1 5 ： 8 2 ( 0 . 2 7 ) 2 0 ： ^ ( 0 . 3 5 ) 2 2 M ( 0 . 4 0 ) 0 ： ^ 
EX 85.66 ( 0.63) 15.71 ( 0.27) 20.09 ( 0.34) 22.46 ( 0.40) 0.23 
TS 93.45 ( 0.43) 19.82 ( 0.28) 25.64 ( 0.37) 30.13 ( 0.50) 0.46 
CAO 83.92 ( 0.74) 11.22 ( 0.16) 19.60 ( 0.30) 23.37 ( 0.38) 0.07 
MAS 94.83 ( 0.54) 45.18 ( 1.03) 60.68 ( 1.39) 67.07 ( 1.54) 0.79 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I - 1 I • 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O O ^ BJ ( 0.89) m ( 0.03) 412 ( 0.04) ( 0 . 0 4 ) O ^ 
EX 63.21 ( 0.88) 3.25 ( 0.03) 3.92 ( 0.04) 4.02 ( 0.04) 0.22 
TS 73.86 ( 0.78) 3.82 ( 0.03) 4.58 ( 0.05) 4.65 ( 0.05) 0.45 
CAO 66.56 ( 0.90) 3.64 ( 0.04) 4.13 ( 0.04) 4.24 ( 0.04) 0.30 
MAS 83.70 ( 0.74) 4.56 ( 0.04) 5.83 ( 0.07) 5.79 ( 0.07) 0.71 
~SE BJ 7168"""( 0.92) 0 9 ( 0.05) O O ( 0.06) 4：08 ( 0 . 0 6 ) O s " 
EX 69.38 ( 0.95) 3.13 ( 0.04) 3.80 ( 0.06) 3.88 ( 0.06) 0.40 
TS 78.96 ( 0.67) 3.75 ( 0.05) 4.50 ( 0.06) 4.56 ( 0.06) 0.57 
CAO 68.84 ( 0.99) 3.63 ( 0.06) 3.98 ( 0.06) 4.08 ( 0.06) 0.39 
MAS 86.31 ( 0.69) 4.61 ( 0.07) 6.00 ( 0.11) 5.90 ( 0.11) 0.75 
"TTM BJ T i m ( 0 . 8 4 ) l O O O ( 0 . 1 7 ) 1 Z 1 2 ( 0 . 2 1 ) ~ ~ i T s E ( 0 . 2 2 ) O T " 
EX 69.56 ( 0.87) 9.53 ( 0.16) 11.54 ( 0.20) 11.75 ( 0.21) 0.28 
TS 75.81 ( 0.75) 11.76 ( 0.17) 13.93 ( 0.21) 14.05 ( 0.22) 0.42 
CAO 69.60 ( 0.97) 11.43 ( 0.17) 12.07 ( 0.19) 12.40 ( 0.20) 0.39 
MAS 87.09 ( 0.83) 14.94 ( 0.24) 20.44 ( 0.38) 20.07 ( 0.37) 0.75 
SN BJ ( 0.75) O 5 ( 0.04) ^ ( 0.05) ( 0 . 0 5 ) " " " O W 
EX 81.95 ( 0.76) 4.38 ( 0.04) 5.30 ( 0.05) 5.43 ( 0.05) 0.24 
TS 88.04 ( 0.61) 4.98 ( 0.04) 6.03 ( 0.06) 6.14 ( 0.07) 0.41 
CAO 74.55 ( 0.87) 3.65 ( 0.04) 5.03 ( 0.05) 5.24 ( 0.05) 0.10 
MAS 94.58 ( 0.46) 6.32 ( 0.06) 8.31 ( 0.10) 8.16 ( 0.10) 0.76 
~SE BJ 8 Z 7 1 ( 0.72) ( 0.06) ^ ( 0.08) ^ ( 0 . 0 8 ) 0 3 3 ~ 
EX 82.20 ( 0.73) 4.23 ( 0.06) 5.14 ( 0.08) 5.24 ( 0.08) 0.21 
TS 88.80 ( 0.44) 4.92 ( 0.06) 5.96 ( 0.08) 6.05 ( 0.08) 0.34 
CAO 76.76 ( 0.92) 3.64 ( 0.06) 4.86 ( 0.07) 5.05 ( 0.07) 0.20 
MAS 94.44 ( 0.43) 7.10 ( 0.16) 9.14 ( 0.20) 8.91 ( 0.20) 0.71 
BJ 78：^~~( 0 . 7 4 ) i J M ( 0 . 2 2 ) 1 5 ： 8 3 ( 0 . 2 8 ) 1 6 7 1 2 ( 0 . 2 9 ) O l T ~ 
EX 78.49 ( 0.75) 12.87 ( 0.22) 15.59 ( 0.27) 15.87 ( 0.28) 0.14 
TS 84.40 ( 0.61) 15.39 ( 0.22) 18.48 ( 0.29) 18.78 ( 0.30) 0.30 
CAO 76.59 ( 0.96) 11.44 ( 0.17) 14.88 ( 0.26) 15.53 ( 0.27) 0.15 
MAS 94.12 ( 0.53) 28.43 ( 0.56) 34.45 ( 0.69) 33.62 ( 0.68) 0.79 
SN BJ 9 1 . 3 4 ( 0.57) ^ ( 0.05) ^ ( 0.07) ^ ( 0 . 0 7 ) O T " 
EX 91.19 ( 0.57) 5.43 ( 0.05) 6.56 ( 0.07) 6.73 ( 0.07) 0.30 
TS 95.24 ( 0.40) 6.48 ( 0.06) 8.06 ( 0.11) 8.40 ( 0.13) 0.52 
CAO 77.46 ( 0.86) 3.65 ( 0.04) 5.62 ( 0.07) 5.97 ( 0.07) 0.03 
MAS 98.16 ( 0.29) 8.50 ( 0.09) 11.45 ( 0.16) 11.20 ( 0.16) 0.80 
~SE BJ 8 8：7 4 ( 0.56) ^ ( 0.07) ^ ( 0.09) K52 ( 0 . 0 9 ) O l T ~ 
EX 88.63 ( 0.57) 5.23 ( 0.07) 6.37 ( 0.09) 6.49 ( 0.09) 0.13 
TS 93.96 ( 0.30) 6.35 ( 0.09) 8.02 ( 0.13) 8.19 ( 0.13) 0.27 
CAO 79.68 ( 0.89) 3.64 ( 0.06) 5.62 ( 0.09) 5.92 ( 0.10) 0.09 
MAS 97.28 ( 0.30) 10.04 ( 0.25) 13.18 ( 0.34) 12.89 ( 0.34) 0.67 
NM BJ 8 5 ： 0 6 ( " a ^ ~ ~ W O l ( 0 .27)""" lOO~~( 0 . 3 4 ) W T Q ~ ~ ( 0.35) 
EX 84.95 ( 0.64) 15.94 ( 0.27) 19.30 ( 0.34) 19.66 ( 0.35) 0.16 
TS 91.50 ( 0.46) 20.02 ( 0.31) 24.92 ( 0.43) 25.84 ( 0.49) 0.33 
CAO 79.68 ( 0.95) 11.44 ( 0.17) 17.38 ( 0.30) 18.29 ( 0.31) 0.06 
MAS 95.42 ( 0.44) 41.08 ( 0.88) 52.67 ( 1.18) 51.48 ( 1.21) 0.80 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ ^ BJ ( 0.95) O s ( 0.03) ( 0.06) ^ ( 0 . 0 6 ) 0 . 1 1 
EX 51.27 ( 0.92) 3.16 ( 0.03) 4.57 ( 0.05) 4.71 ( 0.05) 0.08 
TS 71.44 ( 0.80) 4.15 ( 0.04) 5.89 ( 0.06) 5.96 ( 0.07) 0.39 
CAO 55.62 ( 0.95) 3.56 ( 0.04) 4.86 ( 0.06) 5.04 ( 0.06) 0.12 
MAS 78.48 ( 0.93) 4.62 ( 0.05) 7.68 ( 0.11) 7.60 ( 0.12) 0.60 
~SE BJ e O S ~ ~ ( 1.01) 331 ( 0.05) ( 0.07) O S ( 0 . 0 7 ) O T " 
EX 57.24 ( 1.01) 3.10 ( 0.05) 4.47 ( 0.07) 4.60 ( 0.07) 0.18 
TS 74.86 ( 0.78) 4.10 ( 0.05) 5.78 ( 0.08) 5.87 ( 0.08) 0.47 
CAO 59.44 ( 1.05) 3.63 ( 0.06) 4.74 ( 0.07) 4.92 ( 0.07) 0.24 
MAS 81.75 ( 0.84) 4.69 ( 0.07) 7.61 ( 0.13) 7.52 ( 0.13� 0.68 
"ITM BJ 6 ^ 0 9 ( 0 . 9 8 ) 1 0 3 3 “ “ ( 0 . 1 8 ) i T f S ( 0 . 2 7 ) ( 0.28) 
EX 61.68 ( 1.03) 9.58 ( 0.17) 13.80 ( 0.25) 14.20 ( 0.26) 0.21 
TS 76.32 ( 0.69) 12.87 ( 0.18) 18.23 ( 0.28) 18.52 ( 0.30) 0.45 
CAO 61.12 ( 1.08) 11.52 ( 0.19) 14.63 ( 0.26) 15.16 ( 0.28) 0.24 
MAS 82.92 ( 0.82) 14.81 ( 0.25) 24.17 ( 0.48) 23.93 ( 0.51) 0.67 
OM BJ ( 0.93) O l ( 0.04) ( 0.07) ^ ( 0 . 0 8 ) O l T " 
EX 71.79 ( 0.94) 4.31 ( 0.04) 6.24 ( 0.07) 6.43 ( 0.07) 0.08 
TS 86.53 ( 0.62) 5.44 ( 0.05) 7.87 ( 0.09) 8.04 ( 0.09) 0.37 
CAO 65.38 ( 0.97) 3.56 ( 0.04) 6.05 ( 0.07) 6.32 ( 0.08) 0.04 
MAS 90.79 ( 0.75) 6.38 ( 0.08) 10.87 ( 0.16) 10.52 ( 0.16) 0.66 
~SE B T " 7 6 3 7 ( 0.87) 0 2 ( 0.06) ( 0 . 0 9 ) ^ ( 0 . 0 9 ) O l T ~ 
EX 75.31 ( 0.89) 4.23 ( 0.06) 6.10 ( 0.09) 6.28 ( 0.09) 0.13 
TS 87.45 ( 0.55) 5.35 ( 0.07) 7.75 ( 0.11) 7.93 ( 0.11) 0.32 
CAO 69.22 ( 1.03) 3.63 ( 0.06) 5.95 ( 0.09) 6.20 ( 0.09) 0.11 
MAS 92.03 ( 0.58) 6.68 ( 0.11) 11.07 ( 0.20) 10.76 ( 0.20) 0.63 
I T M BJ ( 0 . 8 1 ) 1 3 3 6 ( 0 . 2 3 ) 1 9 ： ^ ( 0 . 3 5 ) 1 9 ： 8 6 ( 0 . 3 7 ) O l T " 
EX 75.69 ( 0.82) 13.06 ( 0.22) 18.83 ( 0.34) 19.38 ( 0.36) 0.11 
TS 86.52 ( 0.51) 16.91 ( 0.24) 24.51 ( 0.38) 24.95 ( 0.41) 0.31 
CAO 70.91 ( 1.02) 11.52 ( 0.19) 18.43 ( 0.34) 19.25 ( 0.36) 0.10 
MAS 91.73 ( 0.68) 22.16 ( 0.40) 36.05 ( 0.73) 35.17 ( 0.76) 0.71 
^ SN BJ 8 4 . 0 7 ( 0.80) ^ ( 0.05) T M ( 0.09) 0 9 ( 0 . 0 9 ) 0 l 5 ~ 
EX 83.72 ( 0.81) 5.35 ( 0.05) 7.76 ( 0.09) 8.00 ( 0.09) 0.14 
TS 94.77 ( 0.38) 6.93 ( 0.07) 10.43 ( 0.12) 10.84 ( 0.15) 0.46 
CAO 69.74 ( 0.96) 3.56 ( 0.04) 6.82 ( 0.09) 7.27 ( 0.09) 0.01 
MAS 95.37 ( 0.62) 8.38 ( 0.11) 14.88 ( 0.24) 14.22 ( 0.24) 0.72 
BJ ( 0.72) Km ( 0.08) 7：^ ( 0.11) T M ( 0 . 1 2 ) O l T " 
EX 84.89 ( 0.73) 5.26 ( 0.08) 7.59 ( 0.11) 7.81 ( 0.11) 0.10 
TS 93.82 ( 0.37) 6.89 ( 0.10) 10.35 ( 0.16) 10.73 ( 0.17) 0.30 
CAO 73.86 ( 1.00) 3.63 ( 0.06) 6.86 ( 0.11) 7.28 ( 0.11) 0.06 
MAS 95.85 ( 0.44) 8.97 ( 0.17) 15.35 ( 0.29) 14.80 ( 0.28) 0.59 
NM BJ 83l7~~~( 0.71) l O S ( 0 . 2 8 ) 2 3：6 5 “ “ ( 0 . 4 3 ) ( 0 . 4 5 ) O l T ~ 
EX 83.03 ( 0.71) 16.24 ( 0.28) 23.42 ( 0.43) 24.10 ( 0.45) 0.11 
TS 92.74 ( 0.40) 22.19 ( 0.32) 33.68 ( 0.55) 34.58 ( 0.62) 0.36 
CAO 75.65 ( 0.95) 11.52 ( 0.19) 21.63 ( 0.38) 22.85 ( 0.41) 0.04 
MAS 93.97 ( 0.61) 30.48 ( 0.58) 51.26 ( 1.09) 49.67 ( 1.14) 0.71 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I — 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ SN m W88~~~( 0.47) ^ ( 0.02) 0 9 ( 0.03) ^ ( 0 . 0 3 ) 0 . 5 5 
EX 73.98 ( 0.49) 3.26 ( 0.02) 4.16 ( 0.02) 4.63 ( 0.03) 0.34 
TS 80.57 ( 0.42) 3.62 ( 0.02) 4.59 ( 0.03) 5.10 ( 0.03) 0.61 
CAO 78.57 ( 0.49) 3.57 ( 0.02) 4.53 ( 0.03) 5.02 ( 0.03) 0.55 
MAS 84.20 ( 0.42) 3.87 ( 0.02) 4.93 ( 0.03) 5.56 ( 0.04� 0.75 
~SE BJ S T M ( 0.44) 0 9 ( 0.03) O i ( 0.04) O S ( 0 .05 )0：67~ 
EX 79.33 ( 0.47) 3.24 ( 0.03) 4.12 ( 0.04) 4.57 ( 0.04) 0.54 
TS 83.93 ( 0.42) 3.64 ( 0.03) 4.61 ( 0.04) 5.13 ( 0.05) 0.74 
CAO 80.51 ( 0.53) 3.37 ( 0.03) 4.71 ( 0.05) 5.14 ( 0.06) 0.63 
MAS 87.64 ( 0.43) 3.85 ( 0.04) 5.30 ( 0.06) 5.89 ( 0.07) 0.84 
BJ 76：08"""( 0 . 4 0 ) ~ ~ l O T O ( 0 . 1 2 ) U M ( 0.16)~~~15：23( 0 . 1 8 ) O T " 
EX 74.69 ( 0.40) 9.92 ( 0.11) 12.63 ( 0.14) 14.09 ( 0.16) 0.27 
TS 77.63 ( 0.40) 11.47 ( 0.12) 14.48 ( 0.15) 16.08 ( 0.18) 0.39 
CAO 79.54 ( 0.53) 11.31 ( 0.12) 16.58 ( 0.20) 17.23 ( 0.19) 0.59 
MAS 86.90 ( 0.53) 12.86 ( 0.13) 18.40 ( 0.21) 19.94 ( 0.22) 0.78 
0 I 5 SN BJ 9 0 5 ( 0.30) ( 0.02) ^ ( 0.03) 6^2 ( 0 . 0 4 ) O T " 
EX 90.98 ( 0.32) 4.48 ( 0.02) 5.70 ( 0.03) 6.35 ( 0.04) 0.36 
TS 92.91 ( 0.26) 4.70 ( 0.03) 6.02 ( 0.04) 6.74 ( 0.04) 0.48 
CAO 89.99 ( 0.36) 4.38 ( 0.03) 5.84 ( 0.04) 6.53 ( 0.05) 0.32 
MAS 94.57 ( 0.25) 5.02 ( 0.03) 6.54 ( 0.04) 7.46 ( 0.05) 0.64 
~SE BJ 89：^"""( 0.33) 4l6 ( 0.04) 5：80 ( 0.05) WM ( 0 . 0 6 ) O T " 
EX 89.27 ( 0.33) 4.44 ( 0.04) 5.65 ( 0.05) 6.27 ( 0.06) 0.21 
TS 92.08 ( 0.28) 4.89 ( 0.05) 6.23 ( 0.07) 6.90 ( 0.07) 0.39 
CAO 90.53 ( 0.40) 4.50 ( 0.06) 6.96 ( 0.11) 7.28 ( 0.10) 0.40 
MAS 95.13 ( 0.27) 5.62 ( 0.09) 7.96 ( 0.13) 8.71 ( 0.15) 0.69 
BJ 8 2：8 1 ( 0 . 4 7 ) ( 0.15)"""17751"""( 0.20)"""19：88( 0 . 2 3 ) O l T " 
EX 81.97 ( 0.46) 13.60 ( 0.15) 17.34 ( 0.20) 19.35 ( 0.23) 0.12 
TS 87.32 ( 0.47) 15.12 ( 0.14) 19.45 ( 0.19) 21.68 ( 0.23) 0.29 
CAO 89.52 ( 0.47) 13.20 ( 0.09) 20.23 ( 0.16) 22.33 ( 0.21) 0.35 
MAS 97.03 ( 0.40) 18.61 ( 0.15) 26.51 ( 0.24) 29.39 ( 0.28) 0.88 
^ BJ 9 7 ^ 3 ( 0.17) KM ( 0.03) TI8 ( 0.04) ^ ( 0.05) 
EX 97.11 ( 0.18) 5.60 ( 0.03) 7.13 ( 0.04) 7.94 ( 0.05) 0.46 
TS 97.51 ( 0.14) 5.64 ( 0.03) 7.43 ( 0.05) 8.40 ( 0.06) 0.47 
CAO 92.78 ( 0.31) 4.38 ( 0.03) 6.90 ( 0.05) 7.78 ( 0.06) 0.13 
MAS 98.13 ( 0.14) 6.01 ( 0.04) 8.17 ( 0.06) 9.48 ( 0.07) 0.62 
SE BJ ( 0.25) 5M ( 0.05) TTl ( 0.07) T M ( 0 . 0 8 ) O l T ~ 
EX 93.81 ( 0.25) 5.56 ( 0.05) 7.07 ( 0.07) 7.84 ( 0.08) 0.14 
TS 95.58 ( 0.19) 5.97 ( 0.07) 7.76 ( 0.09) 8.70 ( 0.10) 0.25 
CAO 92.26 ( 0.37) 4.50 ( 0.06) 7.65 ( 0.11) 8.57 ( 0.12) 0.21 
MAS 97.58 ( 0.18) 7.43 ( 0.15) 10.60 ( 0.23) 11.75 ( 0.24) 0.56 
NM BJ g ^ T f 1 7 1 3 ( 0 1 9 ) 2 1 ： 8 4 ( 0 . 2 5 ) 2 0 7 ( 0.29)~~0722" 
EX 88.99 ( 0.49) 17.01 ( 0.19) 21.69 ( 0.25) 24.20 ( 0.29) 0.21 
TS 94.16 ( 0.37) 18.42 ( 0.17) 24.12 ( 0.23) 27.42 ( 0.28) 0.41 
CAO 92.09 ( 0.45) 13.20 ( 0.09) 22.00 ( 0.17) 26.15 ( 0.24) 0.16 
MAS 98.64 ( 0.30) 27.91 ( 0.32) 38.47 ( 0.45) 42.73 ( 0.48) 0.93 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1 = 1 I — 2 I - 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ SN BJ ( 0.54) ( 0.02) 4^7 ( 0.03) 442 ( 0 . 0 3 ) 0 . 4 6 
EX 72.95 ( 0.55) 3.35 ( 0.02) 4.15 ( 0.02) 4.19 ( 0.02) 0.33 
TS 79.22 ( 0.46) 3.68 ( 0.02) 4.54 ( 0.03) 4.60 ( 0.03) 0.56 
CAO 75.87 ( 0.56) 3.56 ( 0.02) 4.38 ( 0.03) 4.42 ( 0.03) 0.46 
MAS 83.18 ( 0.49) 3.93 ( 0.02) 5.01 ( 0.03) 4.98 ( 0.03) 0.71 
~SE BJ 8 L 8 2 ( 0.50) ^ ( 0.03) 4^5 ( 0.04) 0 9 ( 0 . 0 4 ) 0 6 7 ~ 
EX 80.06 ( 0.53) 3.33 ( 0.03) 4.13 ( 0.04) 4.16 ( 0.04) 0.62 
TS 84.06 ( 0.44) 3.69 ( 0.03) 4.54 ( 0.04) 4.58 ( 0.04) 0.74 
CAO 77.41 ( 0.65) 3.40 ( 0.03) 4.29 ( 0.05) 4.35 ( 0.05) 0.53 
MAS 88.18 ( 0.52) 3.95 ( 0.04) 5.09 ( 0.06) 5.06 ( 0.06) 0.85 
~NM BJ " " " ( 0 . 5 2 ) T o J 4 ( 0 . 1 2 ) " " " W M ( 0 . 1 5 ) 5 X 2 ? ( 0 . 1 6 ) O F " 
EX 75.85 ( 0.51) 10.20 ( 0.11) 12.67 ( 0.15) 12.78 ( 0.15) 0.36 
TS 78.57 ( 0.52) 11.42 ( 0.12) 14.16 ( 0.15) 14.32 ( 0.16) 0.47 
CAO 76.80 ( 0.62) 11.45 ( 0.12) 12.82 ( 0.12) 13.04 ( 0.12) 0.47 
MAS 88.31 ( 0.56) 13.07 ( 0.13) 15.97 ( 0.16) 15.90 ( 0.16) 0.82 
O 5 SN m 9 0 ^ ( 0.38) ( 0.02) dlO ( 0.03) 5J7 ( 0 . 0 3 ) O T " 
EX 90.04 ( 0.39) 4.53 ( 0.02) 5.61 ( 0.03) 5.67 ( 0.03) 0.34 
TS 92.28 ( 0.30) 4.77 ( 0.02) 5.95 ( 0.04) 6.04 ( 0.04) 0.44 
CAO 88.20 ( 0.44) 4.39 ( 0.03) 5.61 ( 0.04) 5.69 ( 0.04) 0.29 
MAS 94.15 ( 0.30) 5.10 ( 0.03) 6.65 ( 0.05) 6.61 ( 0.05) 0.62 
~SE BJ ( 0.34) 438 ( 0.04) ^ ( 0.06) WJ2 ( 0 . 0 6 ) 0 3 8 ~ 
EX 89.14 ( 0.35) 4.51 ( 0.04) 5.58 ( 0.05) 5.63 ( 0.05) 0.25 
TS 91.39 ( 0.29) 4.82 ( 0.05) 5.98 ( 0.06) 6.07 ( 0.06) 0.38 
CAO 88.98 ( 0.54) 4.56 ( 0.06) 5.57 ( 0.06) 5.65 ( 0.06) 0.40 
MAS 95.59 ( 0.31) 5.76 ( 0.09) 7.24 ( 0.11) 7.17 ( 0.11) 0.74 
BJ 8 3 ^ ( 0.53) l l m ( 0.16) m 2 ( 0.20) i T S S ( 0 . 2 0 ) o T T " 
EX 82.83 ( 0.53) 13.79 ( 0.15) 17.14 ( 0.20) 17.29 ( 0.20) 0.15 
TS 86.51 ( 0.49) 14.93 ( 0.15) 18.57 ( 0.20) 18.86 ( 0.20) 0.26 
CAO 88.96 ( 0.50) 13.32 ( 0.10) 17.00 ( 0.18) 17.37 ( 0.18) 0.35 
MAS 97.46 ( 0.35) 18.83 ( 0.15) 23.88 ( 0.21) 23.70 ( 0.21) 0.92 
^ ^ SN BJ " " " ( 0.22) ^ ( 0.03) ^99 ( 0.04) fOT ( 0 . 0 4 ) 0 A 5 ~ 
EX 96.60 ( 0.22) 5.62 ( 0.03) 6.95 ( 0.04) 7.03 ( 0.04) 0.43 
TS 97.25 ( 0.17) 5.77 ( 0.03) 7.31 ( 0.05) 7.44 ( 0.05) 0.46 
CAO 91.29 ( 0.38) 4.39 ( 0.03) 6.52 ( 0.05) 6.65 ( 0.05) 0.12 
MAS 98.05 ( 0.15) 6.17 ( 0.04) 8.35 ( 0.06) 8.30 ( 0.07) 0.64 
BJ ( 0.25) K62 ( 0 05) E M ( 0.07) T M ( 0.07)~~005~ 
EX 93.43 ( 0.25) 5.59 ( 0.05) 6.92 ( 0.07) 6.98 ( 0.07) 0.14 
TS 94.90 ( 0.20) 5.87 ( 0.06) 7.38 ( 0.08) 7.49 ( 0.08) 0.21 
CAO 91.81 ( 0.48) 4.56 ( 0.06) 6.50 ( 0.08) 6.71 ( 0.08) 0.24 
MAS 98.08 ( 0.15) 7.61 ( 0.15) 9.65 ( 0.17) 9.51 ( 0.17) 0.66 
NM BJ 8 8 3 8 ~ ~ f O i ^ ~ ~ 1 7 l 8 ( 0 . 1 9 ) 2 0 6 ( 0 . 2 5 ) 2 1 ^ 5 ( 0.25) 
EX 88.44 ( 0.49) 17.09 ( 0.19) 21.24 ( 0.24) 21.43 ( 0.25) 0.12 
TS 91.74 ( 0.44) 18.12 ( 0.19) 22.86 ( 0.25) 23.19 ( 0.26) 0.21 
CAO 92.04 ( 0.43) 13.32 ( 0.10) 20.43 ( 0.20) 20.62 ( 0.20) 0.17 
MAS 98.85 ( 0.23) 27.78 ( 0.30) 34.64 ( 0.35) 34.39 ( 0.36) 0.94 
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Table B.7: Simulation Results for Model 3 (p unknown) 
Sample size = 50; # of bootstrap replications = 2999; # of simulation runs — 500 
Joint coverage Interval width 
percentage I - 1 I — 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ ^ BJ 7 2 ^ 8 0 ( 0.61) ( 0.02) ^ ( 0.04) 5J5 ( 0 . 0 4 ) 0 . 3 6 
EX 67.54 ( 0.62) 3.28 ( 0.02) 5.19 ( 0.03) 5.31 ( 0.04) 0.21 
TS 77.41 ( 0.55) 3.83 ( 0.02) 5.99 ( 0.04) 6.14 ( 0.04) 0.50 
CAO 72.19 ( 0.61) 3.55 ( 0.02) 5.62 ( 0.04) 5.77 ( 0.04) 0.33 
MAS 83.34 ( 0.53) 4.09 ( 0.02) 6.95 ( 0.05) 7.05 ( 0.06) 0.69 
" S E BJ 7 9 1 ^ ( 0.62) 0 6 ( 0.03) ^ ( 0.06) 512 ( 0 . 0 6 ) O T s T " 
EX 75.72 ( 0.68) 3.30 ( 0.03) 5.20 ( 0.05) 5.29 ( 0.05) 0.48 
TS 82.82 ( 0.55) 3.87 ( 0.04) 6.05 ( 0.06) 6.12 ( 0.06) 0.72 
CAO 73.17 ( 0.80) 3.48 ( 0.04) 5.63 ( 0.06) 5.75 ( 0.07) 0.46 
MAS 87.30 ( 0.57) 4.19 ( 0.04) 7.11 ( 0.08) 7.14 ( 0.09) 0.83 
~lm BJ 78.23 ( 0 . 5 9 ) 1 0 9 3 ( 0.12)~~17A1 ~ ~ ( 0 . 2 1 ) " " " T f l S ( 0.22) 
EX 76.04 ( 0.62) 10.12 ( 0.11) 16.10 ( 0.19) 16.44 ( 0.20) 0.43 
TS 80.42 ( 0.58) 12.08 ( 0.12) 18.89 ( 0.21) 19.23 ( 0.22) 0.59 
CAO 73.79 ( 0.80) 11.59 ( 0.12) 16.88 ( 0.18) 17.35 ( 0.19) 0.45 
MAS 87.70 ( 0.58) 13.58 ( 0.14) 22.32 ( 0.25) 22.52 ( 0.27) 0.80 
O 5 SN BJ W T M ( 0.47) 463 ( 0.02) ( 0.05) TEO ( 0.05)"""" 
EX 86.46 ( 0.48) 4.49 ( 0.02) 7.11 ( 0.05) 7.27 ( 0.05) 0.23 
TS 90.89 ( 0.36) 5.00 ( 0.03) 7.86 ( 0.05) 8.13 ( 0.06) 0.44 
CAO 85.45 ( 0.50) 4.39 ( 0.03) 7.23 ( 0.05) 7.44 ( 0.06) 0.19 
MAS 94.25 ( 0.31) 5.35 ( 0.03) 9.27 ( 0.07) 9.39 ( 0.08) 0.64 
~SE BJ 8 9：4 5 ( 0.40) O i ( 0.04) 7^3 ( 0.07) 7A6 ( 0 . 0 8 ) 0 3 1 " 
EX 88.64 ( 0.42) 4.51 ( 0.04) 7.12 ( 0.07) 7.24 ( 0.07) 0.28 
TS 91.44 ( 0.33) 5.11 ( 0.05) 7.97 ( 0.08) 8.11 ( 0.08) 0.40 
CAO 85.73 ( 0.66) 4.68 ( 0.06) 7.25 ( 0.08) 7.42 ( 0.09) 0.34 
MAS 95.68 ( 0.29) 5.99 ( 0.09) 9.94 ( 0.14) 9.98 ( 0.14) 0.74 
"TTM BJ 8531 ( 0.51) 1 4 ^ ~ ~ ( 0 .16)~~22：73( 0 . 2 7 ) 2 3 ? 2 2 ( 0 . 2 9 ) O 0 ~ 
EX 84.36 ( 0.52) 13.86 ( 0.15) 22.05 ( 0.26) 22.52 ( 0.27) 0.16 
TS 87.67 ( 0.48) 15.83 ( 0.16) 24.87 ( 0.27) 25.53 ( 0.29) 0.28 
CAO 85.99 ( 0.62) 13.60 ( 0.11) 22.17 ( 0.25) 22.89 ( 0.27) 0.28 
MAS 96.63 ( 0.30) 18.82 ( 0.16) 31.94 ( 0.33) 32.26 ( 0.36) 0.84 
O 9 SN m 95.03"""( 0.30) ^ ( 0.03) O s ( 0.06) ^ ( 0 . 0 7 ) 0 ： ^ 
EX 94.70 ( 0.31) 5.59 ( 0.03) 8.84 ( 0.06) 9.05 ( 0.06) 0.29 
TS 96.47 ( 0.22) 6.15 ( 0.04) 9.89 ( 0.08) 10.17 ( 0.08) 0.46 
CAO 89.33 ( 0.43) 4.39 ( 0.03) 8.49 ( 0.07) 8.75 ( 0.07) 0.07 
MAS 98.12 ( 0.16) 6.49 ( 0.04) 11.76 ( 0.09) 11.87 ( 0.11) 0.67 
~SE BJ 9 3：7 1 ( 0.26) ^ ( 0.05) 8：99 ( 0.09) ME ( 0 . 0 9 ) 0 7 l 8 ~ 
EX 93.50 ( 0.27) 5.61 ( 0.05) 8.85 ( 0.09) 9.01 ( 0.09) 0.17 
TS 95.40 ( 0.20) 6.30 ( 0.06) 10.12 ( 0.10) 10.33 ( 0.12) 0.27 
CAO 89.44 ( 0.59) 4.68 ( 0.06) 8.72 ( 0.11) 8.91 ( 0.11) 0.22 
MAS 98.15 ( 0.16) 7.66 ( 0.13) 13.04 ( 0.20) 13.06 ( 0.21) 0.67 
NM BJ ~ ~ ( 0 . 4 6 ) I T ^ O ( 0 . 1 9 ) 2 7 ： ^ ( 0 . 3 3 ) " " " " 2 0 6 ( 0 . 3 5 ) 0 J 6 ~ 
EX 89.39 ( 0.47) 17.24 ( 0.19) 27.43 ( 0.32) 28.01 ( 0.34) 0.14 
TS 92.61 ( 0.41) 19.56 ( 0.20) 31.54 ( 0.36) 32.15 ( 0.38) 0.23 
CAO 89.56 ( 0.54) 13.60 ( 0.11) 27.00 ( 0.27) 27.45 ( 0.30) 0.12 
MAS 98.55 ( 0.22) 25.68 ( 0.25) 43.64 ( 0.48) 43.99 ( 0.51) 0.87 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 1 = 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ SN BJ ( 0.30) ( 0.01) T64 ( 0.02) 5AS ( 0 . 0 2 ) 0 . 7 0 
EX 77.61 ( 0.31) 3.35 ( 0.01) 4.29 ( 0.02) 4.79 ( 0.02) 0.43 
TS 82.62 ( 0.29) 3.65 ( 0.01) 4.68 ( 0.02) 5.21 ( 0.03) 0.70 
CAO 82.20 ( 0.31) 3.64 ( 0.02) 4.66 ( 0.02) 5.19 ( 0.02) 0.68 
MAS 84.92 ( 0.27) 3.79 ( 0.01) 4.86 ( 0.02) 5.46 ( 0.02) 0.82 
~SE BJ 8 0 9 ( 0.27) S l 9 ( 0.02) 459 ( 0.03) WJl ( 0 . 0 3 ) ~ ~ O T " 
EX 81.89 ( 0.29) 3.33 ( 0.02) 4.25 ( 0.03) 4.73 ( 0.03) 0.67 
TS 85.56 ( 0.28> 3.65 ( 0.02) 4.67 ( 0.03) 5.18 ( 0.03) 0.85 
CAO 83.42 ( 0.38) 3.38 ( 0.03) 4.84 ( 0.03) 5.29 ( 0.04) 0.74 
MAS 88.26 ( 0.30) 3.64 ( 0.02) 5.13 ( 0.03) 5.67 ( 0.04) 0.92 
~ l m BJ 76.71 ( 0 . 2 5 ) m e ( 0 . 0 8 ) i T T S ( 0 . 1 1 ) T ^ ( 0 . 1 3 ) 0 3 r ~ 
EX 75.53 ( 0.23) 10.34 ( 0.08) 13.14 ( 0.10) 14.66 ( 0.11) 0.24 
TS 78.02 ( 0.27) 11.68 ( 0.09) 14.74 ( 0.11) 16.18 ( 0.13) 0.41 
CAO 82.15 ( 0.32) 11.81 ( 0.09) 17.70 ( 0.14) 18.05 ( 0.14) 0.69 
MAS 87.03 ( 0.32) 12.66 ( 0.09) 18.50 ( 0.14) 19.30 ( 0.14) 0.84 
^ ^ m M M ( 0.16) 4J3 ( 0.02) ^ ( 0.02) KtQ ( 0.03)""" 
EX 93.72 ( 0.17) 4.60 ( 0.02) 5.90 ( 0.02) 6.58 ( 0.03) 0.48 
TS 94.37 ( 0.16) 4.75 ( 0.02) 6.13 ( 0.03) 6.86 ( 0.03) 0.54 
CAO 93.77 ( 0.18) 4.80 ( 0.03) 6.07 ( 0.03) 6.76 ( 0.03) 0.51 
MAS 95.45 ( 0.15) 4.96 ( 0.02) 6.38 ( 0.03) 7.19 ( 0.03) 0.67 
~SE BJ 91778""“( 0.19) 4：69 ( 0.03) WM ( 0.04) KEf ( 0 . 0 4 ) 0 ： ^ 
EX 91.18 ( 0.19) 4.57 ( 0.03) 5.83 ( 0.04) 6.49 ( 0.04) 0.23 
TS 93.33 ( 0.19) 4.97 ( 0.04) 6.35 ( 0.05) 6.98 ( 0.05) 0.46 
CAO 94.25 ( 0.25) 5.03 ( 0.06) 7.38 ( 0.08) 7.73 ( 0.07) 0.60 
MAS 96.46 ( 0.17) 5.34 ( 0.05) 7.81 ( 0.08) 8.37 ( 0.08) 0.80 
~NM BJ 8 4：0 9 ( 0 . 3 3 ) U l ? ( 0 . 1 1 ) 1 8 ： ^ ( 0 . 1 4 ) " “ “ ( 0 .16)0：08~ 
EX 83.08 ( 0.32) 14.19 ( 0.11) 18.03 ( 0.14) 20.13 ( 0.16) 0.06 
TS 89.13 ( 0.34) 15.42 ( 0.10) 19.81 ( 0.14) 21.73 ( 0.17) 0.30 
CAO 93.20 ( 0.23) 13.87 ( 0.06) 20.87 ( 0.09) 23.27 ( 0.14) 0.50 
MAS 97.34 ( 0.18) 16.16 ( 0.06) 23.78 ( 0.11) 26.17 ( 0.14) 0.87 
^ SN BJ 98.58""( 0.07) SM ( 0.02) 7A3 ( 0.03) 0 9 ( 0 . 0 4 ) 0 ： ^ 
EX 98.49 ( 0.08) 5.76 ( 0.02) 7.38 ( 0.03) 8.23 ( 0.04) 0.62 
TS 98.23 ( 0.08) 5.83 ( 0.03) 7.59 ( 0.04) 8.53 ( 0.05) 0.55 
CAO 96.58 ( 0.13) 4.98 ( 0.03) 7.24 ( 0.04) 8.17 ( 0.04) 0.29 
MAS 98.44 ( 0.08) 5.73 ( 0.03) 7.85 ( 0.04) 8.95 ( 0.05) 0.60 
SE BJ 9 5 . 3 1 ( 0.13) KTE ( 0.03) T M ( 0.04) SJS ( 0 . 05 ) " " "OT" 
EX 95.22 ( 0.13) 5.72 ( 0.03) 7.29 ( 0.04) 8.12 ( 0.05) 0.10 
TS 96.53 ( 0.13) 6.14 ( 0.05) 8.04 ( 0.07) 8.89 ( 0.08) 0.27 
CAO 96.50 ( 0.19) 5.26 ( 0.06) 8.79 ( 0.10) 9.49 ( 0.10) 0.37 
MAS 98.55 ( 0.11) 6.76 ( 0.09) 10.18 ( 0.13) 11.07 ( 0.13) 0.68 
NM m 9 1：8 7 ( 0 . 3 3 ) 1 7 ： 8 7 ( 0.13)~~~2T70““( 0 . 1 7 ) 2 5 ^ 5 ( 0 . 2 0 ) 0 l 8 ~ 
EX 91.65 ( 0.33) 17.75 ( 0.13) 22.55 ( 0.17) 25.18 ( 0.20) 0.17 
TS 96.03 ( 0.25) 18.84 ( 0.13) 24.83 ( 0.17) 27.50 ( 0.22) 0.49 
CAO 96.18 ( 0.18) 14.14 ( 0.05) 22.76 ( 0.08) 27.36 ( 0.15) 0.30 
MAS 99.62 ( 0.08) 20.09 ( 0.09) 29.40 ( 0.14) 33.49 ( 0.18) 0.94 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1=1 I - 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
OM ^ BJ 8 0 ^ ( 0.31) S M ( 0.01) ( 0.02) I I 2 ( 0.02)"""0.60 
EX 77.31 ( 0.32) 3.45 ( 0.01) 4.27 ( 0.02) 4.29 ( 0.02) 0.41 
TS 81.25 ( 0.30) 3.67 ( 0.01) 4.56 ( 0.02) 4.58 ( 0.02) 0.63 
CAO 80.06 ( 0.33) 3.63 ( 0.02) 4.50 ( 0.02) 4.52 ( 0.02) 0.58 
MAS 83.58 ( 0.30) 3.81 ( 0.01) 4.78 ( 0.02) 4.77 ( 0.02) 0.76 
~SE BJ 8 5 l 9 " " ( 0.27) O O ( 0.02) TA9 ( 0.03) U l ( 0 . 0 3 ) 0 8 2 ~ 
EX 83.70 ( 0.28) 3.42 ( 0.02) 4.26 ( 0.03) 4.28 ( 0.03) 0.75 
TS 86.23 ( 0.27) 3.67 ( 0.02) 4.58 ( 0.03) 4.60 ( 0.03) 0.86 
CAO 79.92 ( 0.49) 3.39 ( 0.02) 4.34 ( 0.03) 4.37 ( 0.03) 0.59 
MAS 87.53 ( 0.38) 3.69 ( 0.02) 4.75 ( 0.03) 4.74 ( 0.03) 0.88 
BJ T f M ( 0 . 3 1 ) ― “ i T J S ( 0 . 0 8 ) 1 4 ： ^ ( 0 . 1 1 ) 1 4 l 2 ( 0 . 1 1 ) O ^ 
EX 76.98 ( 0.29) 10.60 ( 0.08) 13.30 ( 0.10) 13.38 ( 0.10) 0.35 
TS 79.26 ( 0.32) 11.47 ( 0.08) 14.39 ( 0.11) 14.46 ( 0.11) 0.45 
CAO 79.91 ( 0.43) 11.80 ( 0.09) 12.97 ( 0.08) 13.11 ( 0.08) 0.58 
MAS 88.29 ( 0.37) 12.78 ( 0.09) 14.76 ( 0.09) 14.73 ( 0.10) 0.86 
O 5 SN ^ g i m ( 0.17) 173 ( 0.02) ^ ( 0.02) ^ ( 0 . 0 2 ) O l ^ 
EX 93.53 ( 0.18) 4.66 ( 0.02) 5.78 ( 0.02) 5.81 ( 0.02) 0.45 
TS 94.13 ( 0.17) 4.77 ( 0.02) 5.95 ( 0.02) 5.99 ( 0.03) 0.53 
CAO 93.05 ( 0.20) 4.83 ( 0.03) 5.84 ( 0.03) 5.88 ( 0.03) 0.42 
MAS 95.15 ( 0.17) 4.99 ( 0.02) 6.29 ( 0.03) 6.26 ( 0.03) 0.66 
~SE BJ 9 0 5 ( 0.20) ^ ( 0.03) ( 0.04) KM ( 0 . 0 4 ) O ^ 
EX 91.13 ( 0.21) 4.63 ( 0.03) 5.76 ( 0.04) 5.79 ( 0.04) 0.24 
TS 92.54 ( 0.20) 4.83 ( 0.03) 6.00 ( 0.04) 6.07 ( 0.04) 0.36 
CAO 92.60 ( 0.34) 5.05 ( 0.06) 5.86 ( 0.05) 5.92 ( 0.05) 0.52 
MAS 96.74 ( 0.18) 5.43 ( 0.05) 6.60 ( 0.06) 6.58 ( 0.06) 0.81 
BJ 8 5 ： ^ ( 0 . 3 5 ) 1 4 3 9 ~ ~ ( 0.11) 1 0 2 ( 0.14) 1 8 ^ ( 0 . 1 5 ) O T T " 
EX 84.77 ( 0.34) 14.35 ( 0.11) 18.01 ( 0.14) 18.11 ( 0.14) 0.10 
TS 88.00 ( 0.33) 15.03 ( 0.11) 18.85 ( 0.15) 19.00 ( 0.15) 0.20 
CAO 92.77 ( 0.27) 13.98 ( 0.05) 17.83 ( 0.13) 18.00 ( 0.14) 0.50 
MAS 97.22 ( 0.16) 16.39 ( 0.06) 20.45 ( 0.11) 20.40 ( 0.11) 0.91 
O 9 ^ BJ 9 8 . 3 5 ( 0.09) ^ ( 0.02) f l O ( 0.03) 7 l 4 ( 0.03) 
EX 98.30 ( 0.09) 5.77 ( 0.02) 7.16 ( 0.03) 7.20 ( 0.03) 0.60 
TS 98.22 ( 0.09) 5.84 ( 0.02) 7.35 ( 0.03) 7.42 ( 0.03) 0.58 
CAO 96.08 ( 0.15) 4.99 ( 0.03) 6.93 ( 0.04) 7.00 ( 0.04) 0.27 
MAS 98.24 ( 0.10) 5.81 ( 0.03) 7.74 ( 0.04) 7.71 ( 0.04) 0.56 
BJ 9 4 ： ^ ( 0.15) 5 l 6 ( 0.03) TJS ( 0.05) 7 3 ! ( 0 .05)""OJT~ 
EX 94.88 ( 0.15) 5.73 ( 0.03) 7.14 ( 0.05) 7.17 ( 0.05) 0.12 
TS 95.83 ( 0.14) 5.96 ( 0.04) 7.46 ( 0.06) 7.52 ( 0.06) 0.20 
CAO 95.80 ( 0.26) 5.32 ( 0.06) 6.99 ( 0.06) 7.13 ( 0.07) 0.38 
MAS 98.72 ( 0.09) 6.87 ( 0.09) 8.52 ( 0.09) 8.47 ( 0.09) 0.71 
NM BJ QLSO~~( 0.32) F T s g ( 0 . 1 3 ) ( 0 . 1 8 ) 2 ^ 5 9 ( 0 . 1 8 ) O o " 
EX 91.30 ( 0.32) 17.78 ( 0.13) 22.32 ( 0.18) 22.46 ( 0.18) 0.10 
TS 93.96 ( 0.28) 18.52 ( 0.14) 23.41 ( 0.18) 23.62 ( 0.19) 0.20 
CAO 96.09 ( 0.20) 14.26 ( 0.05) 21.57 ( 0.13) 21.88 ( 0.13) 0.31 
MAS 99.60 ( 0.08) 20.39 ( 0.09) 27.00 ( 0.15) 26.82 ( 0.15) 0.94 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I - 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
O o ^ BJ 8 0 ^ ( 0.32) S m ( 0.01) ( 0.02) ( 0 . 0 3 ) 0 . 6 3 
EX 75.67 ( 0.35) 3.36 ( 0.01) 5.42 ( 0.02) 5.50 ( 0.02) 0.34 
TS 82.10 ( 0.32) 3.76 ( 0.01) 6.03 ( 0.03) 6.10 ( 0.03) 0.68 
CAO 80.27 ( 0.34) 3.65 ( 0.02) 5.88 ( 0.02) 5.97 ( 0.03) 0.59 
MAS 85.18 ( 0.30) 3.87 ( 0.01) 6.45 ( 0.03) 6.52 ( 0.03) 0.82 
BJ ~~~( 0.32) ( 0.02) ( 0.04) b M ( 0.04)~~083~ 
EX 82.90 ( 0.35) 3.35 ( 0.02) 5.40 ( 0.04) 5.48 ( 0.04) 0.72 
TS 86.62 ( 0.31) 3.75 ( 0.02) 6.00 ( 0.04) 6.09 ( 0.04) 0.88 
CAO 80.13 ( 0.57) 3.50 ( 0.03) 5.70 ( 0.04) 5.80 ( 0.04) 0.62 
MAS 88.78 ( 0.42) 3.82 ( 0.02) 6.44 ( 0.05) 6.52 ( 0.05) 0.88 
~NM BJ 8 2：0 0 ( 0 . 3 1 ) 1 L 2 5 ( 0 .08)18：42~~( 0 . 1 5 ) I s l ^ ( 0 . 1 6 ) O S T " 
EX 80.39 ( 0.32) 10.38 ( 0.08) 16.98 ( 0.13) 17.31 ( 0.14) 0.54 
TS 82.83 ( 0.33) 11.70 ( 0.08) 18.98 ( 0.15) 19.30 ( 0.16) 0.68 
CAO 79.64 ( 0.53) 11.98 ( 0.09) 17.17 ( 0.12) 17.62 ( 0.13) 0.59 
MAS 89.22 ( 0.39) 12.99 ( 0.09) 20.07 ( 0.14) 20.49 ( 0.16) 0.88 
^ ^ BJ ( 0.19) T r l ( 0.02) 7l6 ( 0.03) TJS ( 0 . 0 3 ) " " O T " 
EX 92.61 ( 0.21) 4.60 ( 0.02) 7.42 ( 0.03) 7.53 ( 0.03) 0.41 
TS 94.24 ( 0.19) 4.91 ( 0.02) 7.90 ( 0.03) 8.02 ( 0.04) 0.57 
CAO 92.59 ( 0.23) 4.80 ( 0.03) 7.61 ( 0.03) 7.72 ( 0.04) 0.42 
MAS 95.58 ( 0.17) 5.05 ( 0.02) 8.46 ( 0.04) 8.58 ( 0.04) 0.69 
"~SE BJ " " " ( 0.20) T72 ( 0.03) T63 ( 0.05) T f l ( 0 . 0 5 ) O T " 
EX 91.69 ( 0.21) 4.58 ( 0.03) 7.39 ( 0.05) 7.50 ( 0.05) 0.30 
TS 93.12 ( 0.19) 4.96 ( 0.03) 7.94 ( 0.06) 8.04 ( 0.06) 0.42 
CAO 91.97 ( 0.42) 5.15 ( 0.06) 7.68 ( 0.07) 7.81 ( 0.07) 0.54 
MAS 96.73 ( 0.22) 5.57 ( 0.05) 8.91 ( 0.08) 9.01 ( 0.08) 0.82 
I T M BJ 87：83~~( 0 . 2 9 ) ~ ~ U M ( 0 . 1 1 ) M M ( 0 . 1 9 ) 2 4 ^ 2 ( 0 . 2 1 ) 0 A T ~ 
EX 87.08 ( 0.29) 14.21 ( 0.11) 23.26 ( 0.18) 23.72 ( 0.20) 0.11 
TS 89.17 ( 0.29) 15.44 ( 0.11) 25.02 ( 0.19) 25.54 ( 0.21) 0.21 
CAO 91.86 ( 0.35) 14.25 ( 0.06) 23.70 ( 0.19) 24.19 ( 0.19) 0.49 
MAS 97.27 ( 0.18) 16.68 ( 0.07) 27.63 ( 0.17) 28.10 ( 0.19) 0.90 
^ BJ " " " ( 0.09) ^ ( 0.02) ^ ( 0.04) ^ ( 0 . 0 4 ) O l T ~ 
EX 97.97 ( 0.10) 5.72 ( 0.02) 9.24 ( 0.04) 9.38 ( 0.04) 0.51 
TS 98.39 ( 0.09) 6.05 ( 0.03) 9.81 ( 0.05) 9.95 ( 0.05) 0.61 
CAO 95.73 ( 0.17) 4.95 ( 0.03) 9.04 ( 0.05) 9.20 ( 0.05) 0.26 
MAS 98.58 ( 0.09) 5.96 ( 0.03) 10.44 ( 0.05) 10.59 ( 0.05) 0.66 
~~SE BJ 9 5 7 4 4 ( 0.14) K79 ( 0.04) ( 0.06) 0 9 ( 0 . 0 7 ) O l s " 
EX 95.23 ( 0.15) 5.70 ( 0.03) 9.20 ( 0.06) 9.34 ( 0.06) 0.14 
TS 96.08 ( 0.14) 6.14 ( 0.04) 9.90 ( 0.07) 10.01 ( 0.07) 0.22 
CAO 95.14 ( 0.33) 5.38 ( 0.06) 9.20 ( 0.08) 9.37 ( 0.09) 0.41 
MAS 98.79 ( 0.11) 7.04 ( 0.09) 11.48 ( 0.12) 11.63 ( 0.12) 0.73 
NM BJ 9 2：6 4 ( 0 . 2 6 ) I A M ( 0 . 1 4 ) ( 0 . 2 4 ) 3 0 ^ ( 0 .25 )OTLT" 
EX 92.27 ( 0.27) 17.69 ( 0.13) 28.95 ( 0.23) 29.51 ( 0.24) 0.10 
TS 94.00 ( 0.25) 19.09 ( 0.13) 31.20 ( 0.24) 31.86 ( 0.26) 0.19 
CAO 95.21 ( 0.27) 14.47 ( 0.06) 28.65 ( 0.17) 29.24 ( 0.19) 0.30 
MAS 99.56 ( 0.08) 20.48 ( 0.08) 36.11 ( 0.20) 36.74 ( 0.24) 0.92 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage 1 = 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ BJ~ 8 3 ^ ( 0.22) S M ( 0.01) I m ( 0.01) ( 0 . 0 2 ) 0 . 8 0 
EX 78.90 ( 0.25) 3.37 ( 0.01) 4.31 ( 0.01) 4.81 ( 0.01) 0.48 
TS 83.85 ( 0.23) 3.67 ( 0.01) 4.69 ( 0.01) 5.22 ( 0.02) 0.81 
CAO 83.42 ( 0.24) 3.64 ( 0.01) 4.67 ( 0.01) 5.20 ( 0.02) 0.75 
MAS 84.97 ( 0.22) 3.73 ( 0.01) 4.76 ( 0.01) 5.33 ( 0.02) 0.85 
~SE BJ ( 0.22) ( 0.02) I M ( 0.02) ^ ( 0.03)~~~089" 
EX 82.88 ( 0.24) 3.37 ( 0.02) 4.31 ( 0.02) 4.81 ( 0.02) 0.75 
TS 86.51 ( 0.23) 3.68 ( 0.02) 4.73 ( 0.02) 5.26 ( 0.03) 0.92 
CAO 84.53 ( 0.30) 3.39 ( 0.02) 4.87 ( 0.03) 5.34 ( 0.03) 0.81 
MAS 87.86 ( 0.25) 3.53 ( 0.02) 5.03 ( 0.03) 5.54 ( 0.03) 0.92 
"ITM BJ 7 O 2 " " " ( 0 . 2 3 ) ~ ~ r T 3 2 ( 0 . 0 6 ) 1 4 3 9 ( 0 . 0 8 ) l O S ( 0 . 0 9 ) O 0 ~ 
EX 75.31 ( 0.22) 10.48 ( 0.05) 13.33 ( 0.07) 14.89 ( 0.08) 0.21 
TS 77.73 ( 0.25) 11.73 ( 0.06) 14.87 ( 0.08) 16.40 ( 0.10) 0.37 
CAO 83.21 ( 0.26) 12.05 ( 0.04) 18.14 ( 0.09) 18.43 ( 0.08) 0.76 
MAS 86.06 ( 0.26) 12.50 ( 0.04) 18.59 ( 0.09) 19.09 ( 0.09) 0.85 
0：^ SN BJ ~ ~ ( 0.12) 4776 ( 0.01) ^ ( 0.02) ^ ( 0 . 0 2 ) O G T " 
EX 94.48 ( 0.13) 4.63 ( 0.01) 5.91 ( 0.02) 6.60 ( 0.02) 0.55 
TS 95.08 ( 0.13) 4.77 ( 0.01) 6.12 ( 0.02) 6.82 ( 0.02) 0.64 
CAO 94.67 ( 0.14) 4.76 ( 0.02) 6.09 ( 0.02) 6.78 ( 0.03) 0.58 
MAS 95.56 ( 0.13) 4.87 ( 0.02) 6.25 ( 0.02) 7.00 ( 0.02) 0.70 
~SE BJ ( 0.16) TIE ( 0.02) ^ ( 0.03) ^ ( 0 . 0 3 ) 0： ^ 
EX 91.78 ( 0.17) 4.63 ( 0.02) 5.92 ( 0.03) 6.60 ( 0.03) 0.24 
TS 94.14 ( 0.15) 5.05 ( 0.04) 6.44 ( 0.04) 7.08 ( 0.04) 0.51 
CAO 95.15 ( 0.17) 4.90 ( 0.04) 7.39 ( 0.06) 7.87 ( 0.06) 0.65 
MAS 96.83 ( 0.11) 5.14 ( 0.04) 7.66 ( 0.06) 8.24 ( 0.06) 0.85 
BJ 84714"""( 0.28) 14 l8~~ ( 0.07) 18^9“―( 0 . 1 0 ) 2 0 0 ( 0 . 1 2 ) O O T " 
EX 83.09 ( 0.28) 14.39 ( 0.07) 18.29 ( 0.10) 20.44 ( 0.11) 0.03 
TS 90.03 ( 0.28) 15.42 ( 0.07) 19.89 ( 0.10) 21.91 ( 0.12) 0.29 
CAO 94.04 ( 0.17) 13.76 ( 0.03) 21.06 ( 0.05) 23.54 ( 0.11) 0.53 
MAS 96.92 ( 0.13) 15.00 ( 0.03) 22.56 ( 0.06) 24.96 ( 0.10) 0.86 
^ 丽 BJ 98.91 ( 0.05) KM ( 0.01) 7^45 ( 0.02) O 2 ( 0 . 0 3 ) 0 7 0 ~ 
EX 98.83 ( 0.06) 5.79 ( 0.01) 7.40 ( 0.02) 8.26 ( 0.03) 0.68 
TS 98.52 ( 0.08) 5.79 ( 0.02) 7.54 ( 0.03) 8.42 ( 0.04) 0.62 
CAO 98.00 ( 0.08) 5.46 ( 0.03) 7.35 ( 0.03) 8.19 ( 0.03) 0.44 
MAS 98.74 ( 0.06) 5.81 ( 0.03) 7.72 ( 0.03) 8.68 ( 0.04) 0.66 
~SE BJ ( 0.11) 5J3 ( 0.03) 7A5 ( 0.04) 0 2 ( 0.04)~~OJT~ 
EX 95.71 ( 0.11) 5.80 ( 0.03) 7.40 ( 0.04) 8.26 ( 0.04) 0.12 
TS 97.19 ( 0.11) 6.36 ( 0.05) 8.23 ( 0.07) 8.99 ( 0.06) 0.35 
CAO 97.98 ( 0.11) 6.01 ( 0.06) 9.73 ( 0.10) 10.29 ( 0.10) 0.54 
MAS 98.97 ( 0.06) 6.79 ( 0.08) 10.54 ( 0.12) 11.20 ( 0.12) 0.74 
NM BJ ( 0.28) I 8 l 2 ~ ~ ( 0 . 0 9 ) 2 3 ； ^ ( 0 . 1 2 ) 2 5 7 7 4 ( 0.14)~~OTT" 
EX 92.71 ( 0.28) 18.01 ( 0.09) 22.89 ( 0.12) 25.58 ( 0.14) 0.16 
TS 97.31 ( 0.18) 18.89 ( 0.09) 24.57 ( 0.13) 27.31 ( 0.16) 0.56 
CAO 97.51 ( 0.11) 14.64 ( 0.03) 22.93 ( 0.06) 27.63 ( 0.11) 0.41 
MAS 99.46 ( 0.05) 17.25 ( 0.04) 25.97 ( 0.08) 30.65 ( 0.12) 0.89 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I = 2 I = 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ BJ ( 0.23) ^ ( 0.01) TSi ( 0.01) ( 0 . 0 1 ) O J ^ 
EX 78.70 ( 0.25) 3.46 ( 0.01) 4.31 ( 0.01) 4.32 ( 0.01) 0.46 
TS 82.25 ( 0.24) 3.68 ( 0.01) 4.57 ( 0.01) 4.59 ( 0.01) 0.71 
CAO 81.65 ( 0.25) 3.65 ( 0.01) 4.54 ( 0.01) 4.56 ( 0.01) 0.68 
MAS 83.58 ( 0.24) 3.74 ( 0.01) 4.68 ( 0.01) 4.68 ( 0.01) 0.80 
~SE BJ ( 0.24) S M ( 0.02) 435 ( 0.02) 4^7 ( 0.02) 
EX 84.51 ( 0.25) 3.46 ( 0.02) 4.32 ( 0.02) 4.34 ( 0.02) 0.83 
TS 86.98 ( 0.23) 3.71 ( 0.02) 4.60 ( 0.02) 4.64 ( 0.02) 0.91 
CAO 81.82 ( 0.38) 3.39 ( 0.02) 4.35 ( 0.02) 4.39 ( 0.02) 0.67 
MAS 86.81 ( 0.31) 3.55 ( 0.02) 4.58 ( 0.02) 4.58 ( 0.02) 0.88 
~lm BJ TTTE( 0 . 2 7 ) 1 X 3 4 — “ ( 0 . 0 6 ) " “ “ I 4 l 9 ( 0 . 0 7 ) l O s ( 0 . 0 7 ) O ^ 
EX 76.65 ( 0.26) 10.75 ( 0.05) 13.54 ( 0.07) 13.60 ( 0.07) 0.31 
TS 79.12 ( 0.28) 11.51 ( 0.06) 14.47 ( 0.07) 14.63 ( 0.08) 0.45 
CAO 81.60 ( 0.30) 12.07 ( 0.04) 13.05 ( 0.03) 13.15 ( 0.03) 0.66 
MAS 86.75 ( 0.27) 12.53 ( 0.05) 13.96 ( 0.04) 13.97 ( 0.04) 0.89 
SW BJ M l b ( 0.13) 4l76 ( 0.01) ^93 ( 0.02) d M ( 0 . 0 2 ) 0 . 5 8 
EX 94.36 ( 0.14) 4.68 ( 0.01) 5.83 ( 0.01) 5.85 ( 0.01) 0.52 
TS 94.52 ( 0.14) 4.77 ( 0.02) 5.94 ( 0.02) 5.99 ( 0.02) 0.56 
CAO 94.04 ( 0.15) 4.76 ( 0.02) 5.92 ( 0.02) 5.94 ( 0.02) 0.50 
MAS 95.25 ( 0.13) 4.89 ( 0.02) 6.13 ( 0.02) 6.13 ( 0.02) 0.65 
~SE BJ 91：^""( 0.17) ZTQ ( 0.02) b M ( 0.03) KM ( 0 . 0 3 ) O ^ 
EX 91.63 ( 0.18) 4.69 ( 0.02) 5.85 ( 0.03) 5.87 ( 0.03) 0.25 
TS 93.10 ( 0.17) 4.88 ( 0.03) 6.05 ( 0.03) 6.12 ( 0.03) 0.41 
CAO 94.02 ( 0.25) 4.91 ( 0.04) 6.01 ( 0.04) 6.07 ( 0.04) 0.60 
MAS 96.99 ( 0.15) 5.19 ( 0.04) 6.41 ( 0.04) 6.39 ( 0.04) 0.86 
BJ 8 O 1 ( 0.29) i A S O ( 0.07) 1 8 ! ^ ( 0 . 0 9 ) ~ ~ ~ ( 0 . 0 9 ) O W 
EX 85.42 ( 0.29) 14.55 ( 0.07) 18.34 ( 0.09) 18.41 ( 0.09) 0.05 
TS 88.82 ( 0.28) 15.12 ( 0.08) 18.93 ( 0.10) 19.20 ( 0.10) 0.17 
CAO 94.10 ( 0.16) 13.78 ( 0.03) 18.02 ( 0.11) 18.37 ( 0.11) 0.53 
MAS 96.67 ( 0.11) 15.06 ( 0.03) 19.20 ( 0.08) 19.16 ( 0.08) 0.86 
^ SN BJ 9 8 . 7 5 ( 0.06) ^ ( 0.01) TTT ( 0.02) ( 0 . 0 2 ) O W 
EX 98.68 ( 0.06) 5.80 ( 0.01) 7.23 ( 0.02) 7.25 ( 0.02) 0.64 
TS 98.25 ( 0.08) 5.77 ( 0.02) 7.23 ( 0.03) 7.31 ( 0.03) 0.53 
CAO 97.62 ( 0.09) 5.46 ( 0.03) 7.10 ( 0.03) 7.14 ( 0.03) 0.39 
MAS 98.55 ( 0.07) 5.83 ( 0.03) 7.55 ( 0.03) 7.55 ( 0.03) 0.63 
~~SE BJ 9 5 3 6 ( 0.12) KM ( 0.03) 7^9 ( 0.04) 731 ( 0 . 0 4 ) O J ^ 
EX 95.26 ( 0.12) 5.81 ( 0.03) 7.25 ( 0.04) 7.27 ( 0.04) 0.10 
TS 96.04 ( 0.12) 5.99 ( 0.04) 7.41 ( 0.04) 7.51 ( 0.05) 0.18 
CAO 97.59 ( 0.17) 6.02 ( 0.06) 7.30 ( 0.06) 7.44 ( 0.06) 0.55 
MAS 99.09 ( 0.06) 6.84 ( 0.07) 8.22 ( 0.07) 8.18 ( 0.07) 0.78 
NM BJ 9 2 . 8 0 ( 0 . 2 5 ) ~ ~ 1 8 3 5 ( 0 . 0 9 ) 2 T S 8 ( 0 . 1 1 ) W M ( 0 . 1 1 ) 0 W ~ 
EX 92.65 ( 0.25) 18.04 ( 0.09) 22.73 ( 0.11) 22.82 ( 0.11) 0.07 
TS 94.46 ( 0.22) 18.45 ( 0.11) 23.13 ( 0.13) 23.36 ( 0.14) 0.14 
CAO 97.66 ( 0.10) 14.67 ( 0.03) 21.97 ( 0.08) 22.08 ( 0.08) 0.42 
MAS 99.48 ( 0.04) 17.29 ( 0.04) 24.41 ( 0.08) 24.38 ( 0.08) 0.88 
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Table B.12: Simulation Results for Model 2 (jp unknown) 
Sample size = 200; # of bootstrap replications = 2999; # of simulation runs = 500 
Joint coverage Interval width 
percentage I = 1 I — 2 I — 3 
Nominal Error 
coverage dist. Method mean (SE) mean (SE) mean (SE) mean (SE) 7 
^ BJ 8 3 ^ ( 0.24) 3 l 5 ( 0.01) b M ( 0.02) ( 0 . 0 2 ) 0 . 7 7 
EX 78.20 ( 0.26) 3.37 ( 0.01) 5.48 ( 0.01) 5.56 ( 0.02) 0.42 
TS 83.13 ( 0.27) 3.73 ( 0.01) 6.08 ( 0.03) 6.17 ( 0.03) 0.73 
CAO 82.80 ( 0.25) 3.67 ( 0.01) 5.94 ( 0.02) 6.02 ( 0.02) 0.74 
MAS 85.06 ( 0.23) 3.76 ( 0.01) 6.20 ( 0.02) 6.29 ( 0.02) 0.86 
~SE BJ 8 7 1 7 ( 0.27) 3^ 66 ( 0.02) ^ ( 0.03) WM ( 0 . 0 3 ) O T " 
EX 85.07 ( 0.29) 3.37 ( 0.02) 5.50 ( 0.03) 5.58 ( 0.03) 0.86 
TS 87.50 ( 0.27) 3.77 ( 0.02) 6.11 ( 0.04) 6.27 ( 0.04) 0.92 
CAO 81.89 ( 0.47) 3.44 ( 0.02) 5.75 ( 0.03) 5.86 ( 0.03) 0.66 
MAS 87.69 ( 0.38) 3.62 ( 0.02) 6.12 ( 0.03) 6.22 ( 0.03) 0.87 
BJ ( 0 .26) " " "UM""" ( 0 . 0 6 ) 1 8 ： 8 2 ( 0 . 1 0 ) ( 0 . 1 0 ) O F " 
EX 81.09 ( 0.26) 10.49 ( 0.05) 17.33 ( 0.09) 17.66 ( 0.09) 0.56 
TS 83.46 ( 0.26) 11.80 ( 0.07) 19.40 ( 0.11) 19.85 ( 0.12) 0.73 
CAO 83.93 ( 0.33) 12.15 ( 0.04) 17.23 ( 0.05) 17.70 ( 0.06) 0.77 
MAS 89.36 ( 0.25) 12.68 ( 0.05) 18.72 ( 0.06) 19.20 ( 0.07) 0.94 
^ ^ BJ M M ~ ~ ( 0.13) 476 ( 0.01) 7 I 5 ( 0.02) ^ ( 0 . 0 2 ) O B T " 
EX 93.95 ( 0.14) 4.61 ( 0.01) 7.50 ( 0.02) 7.61 ( 0.02) 0.48 
TS 92.84 ( 0.19) 4.65 ( 0.02) 7.55 ( 0.04) 7.73 ( 0.04) 0.43 
CAO 94.20 ( 0.15) 4.77 ( 0.02) 7.74 ( 0.03) 7.86 ( 0.03) 0.53 
MAS 95.64 ( 0.13) 4.92 ( 0.02) 8.12 ( 0.03) 8.24 ( 0.03) 0.71 
BJ " " " ( 0.17) Tr f ( 0.02) T78 ( 0.04) 7：^ ( 0.04)~~036~ 
EX 92.23 ( 0.18) 4.62 ( 0.02) 7.53 ( 0.04) 7.64 ( 0.04) 0.31 
TS 92.43 ( 0.20) 4.74 ( 0.03) 7.64 ( 0.05) 7.86 ( 0.05) 0.35 
CAO 93.49 ( 0.34) 4.98 ( 0.04) 7.90 ( 0.06) 8.10 ( 0.06) 0.60 
MAS 96.99 ( 0.21) 5.29 ( 0.04) 8.54 ( 0.06) 8.68 ( 0.06) 0.86 
~ l m BJ 8 O 3 ( 0.23)14；87~~( 0 . 0 7 ) 2 0 7 ( 0 . 1 2 ) ( 0.13)~~ 
EX 87.69 ( 0.23) 14.36 ( 0.07) 23.72 ( 0.12) 24.18 ( 0.12) 0.05 
TS 88.76 ( 0.24) 14.89 ( 0.09) 24.20 ( 0.15) 24.90 ( 0.16) 0.13 
CAO 94.28 ( 0.18) 13.92 ( 0.03) 23.73 ( 0.15) 24.47 ( 0.14) 0.55 
MAS 97.11 ( 0.10) 15.23 ( 0.03) 25.65 ( 0.11) 26.18 ( 0.11) 0.90 
^ SN BJ 9 8 . 7 0 ( 0.06) 5 M ( 0.01) ( 0.03) 9 M ( 0 . 0 3 ) 0 6 ^ 
EX 98.49 ( 0.06) 5.74 ( 0.01) 9.34 ( 0.02) 9.47 ( 0.03) 0.59 
TS 96.27 ( 0.14) 5.41 ( 0.03) 8.77 ( 0.05) 9.01 ( 0.06) 0.25 
CAO 97.67 ( 0.09) 5.46 ( 0.03) 9.29 ( 0.04) 9.44 ( 0.04) 0.41 
MAS 98.70 ( 0.07) 5.89 ( 0.03) 10.00 ( 0.04) 10.16 ( 0.04) 0.67 
BJ 9 5：8 9 ( 0.12) ^ ( 0.03) WM ( 0.05) ^ ( 0 . 0 5 ) O l T " 
EX 95.70 ( 0.12) 5.75 ( 0.03) 9.38 ( 0.05) 9.52 ( 0.05) 0.14 
TS 94.76 ( 0.16) 5.53 ( 0.04) 8.92 ( 0.07) 9.24 ( 0.07) 0.12 
CAO 97.11 ( 0.25) 6.11 ( 0.06) 9.64 ( 0.08) 9.91 ( 0.08) 0.56 
MAS 99.10 ( 0.07) 6.94 ( 0.07) 10.94 ( 0.09) 11.12 ( 0.10) 0.79 
NM BJ ( 0 . 2 1 ) 1 8 ： ^ ( 0 . 0 9 ) ~ ~ ( 0 . 1 5 ) " " " M i l ( 0 . 1 6 ) O s " 
EX 93.10 ( 0.21) 17.89 ( 0.09) 29.56 ( 0.15) 30.13 ( 0.15) 0.06 
TS 92.27 ( 0.24) 17.37 ( 0.12) 28.16 ( 0.20) 29.04 ( 0.20) 0.08 
CAO 97.50 ( 0.11) 14.79 ( 0.03) 28.98 ( 0.11) 29.59 ( 0.11) 0.43 
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