Abstract-Electronically steerable parasitic array radiator (ESPAR) technology enables the implementation of antenna arrays of a number of elements with a single radio frequency (RF) source. Two approaches to achieve stable transmission using an ESPAR antenna (EA) are to increase the self-resistance of an EA or to transmit signals closely approximating the actual signals that keep the EA stable. Both approaches did not take into account the impact of limited power on an EA transmission, which is a practical constraint on power amplifier design. We propose a new transmission scheme to enable an EA to provide stable multiple antenna functionality taking into account the instantaneous total power requirement. This problem is formulated as a non-convex optimization problem and it is solved analytically by coordinate transformation and geometric analysis. The optimal approximate signals are obtained using root finding and interior-point algorithms. Moreover, it is shown through simulations that our proposed scheme achieves similar symbol error rate performance to that of the standard multiple antenna transmitter with multiple RF chains under power limited single-user and multi-user transmission scenarios. Furthermore, it is shown that increasing the self-resistance of an EA to achieve stability is highly power inefficient.
the number of required radio frequency (RF) chains increases linearly with the number of antenna elements, resulting in an increase in the cost and complexity of the device. Moreover, the antenna elements are required to be placed at least half a wavelength apart from each other to minimize the mutual coupling, causing the size of the device to increase [4] .
Electronically steerable parasitic array radiator (ESPAR) has been proposed to reduce the cost and the physical size of multiple antenna devices by providing multi-antenna functionality utilizing a single RF chain [5] . The ESPAR antenna (EA) is composed of a compact array with strong coupling among antenna elements. This coupling causes current to flow through the parasitic antenna elements which are without a RF chain. The overall radiation pattern is shaped by controlling the feeding voltage in the RF chain and varying the impedance of parasitic elements [6] . EA offers several advantages. Due to a single RF chain, the cost of the device as well as the circuit energy consumption is reduced and less heat is dissipated [7] . In addition, lower spacing between antenna elements results in a smaller device size [4] .
Signal transmission using an EA was initially modeled using the beamspace model [8] . Based on the beamspace model, transmission of a Phase Shift Keying (PSK) modulated signal using an EA with 2 antennas was proposed in [9] . Transmission using an EA with multiple antennas was discussed in [10] and [11] . Proof-of-concept experiments were conducted in an indoor environment with a 2.6-GHz EA prototype and the results were presented in [12] . The beamspace model utilized in these works has several weaknesses [13] . For example, the receiver cannot guarantee orthogonality of the basic beam patterns and arbitrary channel-dependent precoding cannot be realised for an arbitrary antenna array. Therefore, an alternate model based on the currents at the ports of the transmit antenna was introduced in [14] , and this model has been further generalized for a single RF chain EA in [4] .
Based on this current model, it was shown that the real part of the input impedance of an EA, also labeled as input resistance, must be positive for reliable transmission [15] . Satisfying this condition is essential because a negative input resistance results in a positive reflection coefficient (dB), which implies that the EA is reflecting power back and exhibiting oscillatory/unstable behaviour [16] . In [15] , an EA design was proposed which remained stable for an arbitrary precoding scheme. First drawback of this EA design is that it is not generalized for arbitrary modulation and precoding schemes. A new EA needs to be designed if the transmission 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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signal scheme changes [17] . Another drawback of this EA design, which will be discussed later, is that it has high self impedance and thus, very high power consumption. In [17] , for arbitrary signal transmission, a different approach was taken and signal approximating the ideal signal in the mean square error (MSE) sense was transmitted using an EA while maintaining stable operation. Benefit of the approach adopted in [17] is that it enables energy efficient transmission for EAs with low self resistance and the EA design does not need to be altered if the transmission precoding scheme is modified. Unlike the standard multiple antenna system where each RF chain has its own power amplifier, in an EA, all the antennas are fed centrally by a single power amplifier. This makes it more probable that the power amplifier has to operate at very high power [4] . In real world systems, power amplifiers normally support a limited peak power and saturate [18] [19] . This implies that for an EA, it is more likely that the power amplifier will reach maximum power during transmission. At saturation the transmitted signal will distort and result in performance degradation. So, it is necessary to make sure that the power amplifier does not saturate when transmitting using an EA. In existing works, signal transmission schemes were proposed for an EA without taking into account the saturation of a power amplifier. In this work, we propose a new transmission signal design for an EA such which ensures stable operation and does not saturate the power amplifier. Considering a constraint on the saturation/peak power, is also useful in the context of wireless sensor networks, internet of things and device-to-device communication which have limited power available for communication [4] . This makes EA utilizing our proposed transmission scheme, a promising candidate for such technologies as it enables multiple antenna functionality with smaller device sizes and at a lower cost.
Following a similar approach to [17] , signals closely approximating the ideal signals, in the MSE sense, are transmitted. Approximate signals are generated taking into account the saturation power of the amplifier. Specifically, in order to obtain the approximate signal, an optimization problem is formulated to minimize the MSE between the ideal and approximate signals ensuring that the power amplifier does not saturate and the EA maintains stable operation. To the authors best knowledge, this approach is new and has not been considered in literature previously. In deriving the approximate signals, it is assumed that the EA transmitter has perfect channel state information. 1 The underlying optimization problem has a quadratic objective function and two non-convex quadratic constraints. This new problem is not convex and challenging to solve the strong duality conditions used in [17] and [20] cannot 1 Channel estimation using an ESPAR antenna is challenging and must be taken into account. In this work, we have considered perfect channel state information which provides a benchmark for performance. One of the issues which arises in ESPAR based systems is that the active antenna elements must work all the time. For standard multiple antenna transmission, one antenna element maybe activated in a time slot and its channel maybe estimated. For ESPAR based transmitter this is not possible. One of the feasible solutions for channel estimation is to use orthogonal training sequences for estimation, in order to estimate the channel from each of the antenna elements. So, a challenge in this case is to design an orthogonal training signal to estimate the channel. Due to space limitation, channel estimation related issues for EA will be considered in a future work. be applied to this problem. 2 Instead coordinate transform and geometric methods are applied to find the best approximate signals. By using coordinate transform and geometric method, semi-definite relaxation was avoided and the actual problem was solved instead of an approximate problem. After solving and simplifying the optimization problem, the approximate transmission signals is shown that these approximate signals can be easily obtained using root finding and interior point algorithms.
The performance of our proposed algorithm is analyzed using EAs which were designed in [14] and [22] . The symbol error ratio (SER) performance of our proposed algorithm is compared with the SER performance of a standard multiple antenna transmitter in various communication scenarios. Specifically, we consider both single-user and multi-user scenarios. For the single-user scenario, as an example, we analyze the SER performance of the proposed algorithm for Alamouti coded transmission and maximum ratio transmission. For the multi-user case, the performance of the proposed algorithm is shown for channel inversion (CI) and regularized channel inversion (RCI) precoder. Our results show that a system employing an EA transmitter and using our proposed algorithm gives similar performance as the system with a standard multiple antenna transmitter. Moreover, in [15] , stable EA transmission was achieved by increasing the self-resistance of the active element. Our results show that if the EA has a large self-resistance, as in [15] , the performance is significantly degraded. Due to a large self-resistance, large amount of power is dissipated at the self-resistance and only limited power is actually transmitted. This results in significantly degraded performance and in order to reduce the SER, the peak power needs to be increased substantially which renders the EA with a large self-resistance highly power inefficient regardless of its improved stability. This shows that it is not an energy efficient approach to improve the stability of an EA by increasing its self-resistance.
The rest of the paper is organized as follows. The EA transmitter is described in section II and the power model is explained in section II-B. The corresponding problem is formulated and discussed in Section III, followed by application in Section IV. Finally, the main results are concluded in the concluding Section V. Fig. 1 shows a block diagram of an EA consisting of a single active element with a RF unit and M − 1 parasitic elements without any RF units. Z m denotes the tunable impedance at 2 The underlying optimization problem maybe solved using SDR. However, we have used a method based on coordinate transformation and geometric methods to solve as it always guaranteed the optimal solution with lower complexity. The worst case complexity of the proposed algorithm is
II. SYSTEM MODEL FOR ESPAR MIMO

A. ESPAR Antenna Transmitter
ξ , where M is the total number of transmitting antenna elements. The SDR problem can be solved with a complexity of O (2M) 4.5 log 1 ξ by counting the arithmetic operations of a specific interiorpoint method in [21] . Thus, complexity of SDR based approach is much higher compared to our proposed method. the m-th parasitic element. The current in the active element, i 0 , is varied by varying the value of the voltage feeding. As the antenna elements are closely spaced, when feeding the active element, the currents are induced on the parasitics elements. The current in the m-th parastic element, i m , can be varied by adjusting the variable impedance, z m . Where as in traditional multiple antenna transmitters with multiple RF chains, the currents are driven by the RF voltage supply of each antenna element through fixed impedances [23] .
An EA, is specified by a mutual coupling matrix, Z ∈ C M×M , which quantifies the mutual coupling between antenna elements and depends on the antenna geometry [24] . A mutual coupling matrix can be expressed as
where Z i j denotes the mutual coupling impedance between the i -th and j -th elements in an EA. Based on circuit theory, the current flowing through the antenna element of an EA can be mathematically expressed as
where
is the impedance matrix composed of z s at the active element and the tunable loads of the parasitic elements at its diagonal entries and T denotes the transpose operator. When current i flows through the antenna elements, the input impedance of an EA, as depicted in Fig. 2 , is given by [15] 
Note that Z in is a function of the MC values Z i j and the currents i m depend on the value of the voltage feeding v 0 and the tunable loads z m .
B. Power Consideration Using an EA
Using the equivalent circuit model of an EA as shown in Fig. 2 , the power delivered to an EA can be mathematically expressed as
where R 0 is self resistance of the active element, {Z in } and {Z in } denote its resistive and reactive components of the input impedance, respectively. In order to guarantee stable transmission, the input power to an EA should be positive, which implies the {Z in } should be positive. If {Z in } is not positive, it means that the EA is reflecting power back and exhibiting oscillatory/unstable behavior [16] .
It is desirable to have a reasonable value of self resistance, not too large and neither too small. The larger the value of R 0 , its more likely that the input impedance will remain positive and the EA will remain stable for most transmission signals. However, it will consume a large amount of power as can be noted from (4) . Small values of R 0 will more likely result the input impedance to become negative for more transmission signals. This implies that, larger the value of R 0 , the EA will remain stable for majority of signals and lower the value of R 0 , the EA will exhibit unstable behaviour for a large set of signals. A more detailed discussion on this is given in [17] .
Let w 2m+1 and w 2m+2 from the vector i denote the real part and the imaginary part of i m . Representing the current values in (3) in terms of w 2m+1 and w 2m+2 and substituting it in (4), the input power to the active element can be simplified as
Following the method proposed in Appendix A in [17] , the input power to the antenna element can be reformulated in the real domain as shown in the following proposition. Proposition 1: The power supplied to an EA from the active element is given as
where 
Using (3) and after some mathematical manipulations, the voltage feeding and load values can be calculated from w as
C. Impedance Matching
For maximum power transfer, impedance matching is necessary. The generator/source impedance needs to be matched to the overall input impedance of the EA. In [15] , a dynamic impedance matching circuit is proposed to compensate the impedance mismatch between the source and input impedance of the EA. The total power supplied by source in the active element is
D. Point-to-Point System Model
Consider a link consisting of a transmitter having an array of M antennas and a receiver having N r antennas. The corresponding signal model is
where y is the received signal at the receiver, H ∈ C N r ×M is the channel matrix, i is the vector of currents flowing through the transmit antennas, and n ∈ C N r ×1 denotes the noise vector. The noise is assumed to be additive white Gaussian noise (AWGN) with zero mean and unit variance.
III. ALGORITHM FOR SIGNAL TRANSMISSION UNDER LIMITED POWER
For signal transmission, the currents at the antenna element need to be varied based on input data symbols. As discussed previously, this variation in current is achieved by varying the loads at the parasitic elements and the voltage feeding at the active element. In some cases, for a certain transmission signal, it is possible that the the voltage feeding and the tunable loads take values which lead to a negative input resistance, causing an EA to exhibit unstable behaviour. For transmission of such signals, it was proposed to transmit signals closely approximating the ideal signal and which keep the EA stable by making sure that the input impedance remains positive for all signals [17] . However, in [17] , no limit on the power of an EA was assumed. So, in that scheme it is possible that the power required by the EA is sufficiently high to saturate the power amplifier. This saturation of a power amplifier can be avoided by generating signals for which the peak power remains below the saturation power of the power amplifier.
The problem to obtain the values of the voltage and the loadings can be formulated as an optimization problem to minimize the MSE between the currents corresponding to the ideal and approximate transmission signals, and is given as (11) , as shown at the top of the next page. whereî denotes the desired current vector corresponding to ideal signal required to be transmitted by the EA, P min S is the minimal transmitted power which ensure the stable work of an EA and P max S is the saturation power of the power amplifier. The objective of this optimization problem is to find the voltage feeding v 0 and the loads z 1 , z 2 , . . . , z M−1 to minimize MSE between the ideal and approximate signal. Constraint (11b) is to guarantee that the input resistance is positive and that the EA does not exhibit unstable behaviour. Constraint (11c) guarantees that the peak power remains below the saturation power of the power amplifier.
A. Problem Reformulation
Let P min = P min S 2 and P max = P max S 2 , the optimization problem can be reformulated and represented in terms of real and imaginary part of current in the antenna elements as
st.
T , wherê w 2m+1 andŵ 2m+2 denote the real part and the imaginary part ofî m , respectively.
The problem in (12) has a quadratic objective function and two quadratic constraints and the number of optimization variables is 2M. Following a similar approach as in Appendix C in [17] , it can be shown that A is an indefinite matrix and its eigenvalues are
where λ 1 , λ 2 , . . . , λ 2M−1 , λ 2M denotes the eigenvalues of the matrix A in ascending order. It can be noted that λ 1 , λ 2 are negative, and λ 3 , λ 4 are positive. Thus, this implies that the optimization problem in (12) is non-convex. Due to the non-convex nature of the constraint set, the strong duality employed in [17] and [20] , cannot be applied to this problem. Instead we use coordinate transform and geometric method to solve the optimization problem.
As A is a real symmetric matrix, it can be diagonalized as 
Proposition 2: The optimization problem in (12) can be reformulated as
The minimum is obtained when e m = g m , for m = 3, 4, . . . , 2M − 2.
Proof: The proof is provided in Appendix A. It can be noted that the optimization problem in (14) is more simplified and has 4 optimization variables instead of 2M.
B. Solution of the Optimization Problem
The optimization problem in (14) can be further simplified using coordinate transformation. Representing the elements ofē andḡ into polar coordinate system as e 1 
. Using this coordinate transformation, the problem can be further reformulated as shown in the following proposition. 
The proof is provided in Appendix B. It can be noted from Proposition 3 that the optimal value of θ a and θ b are obtained. Therefore, the number of optimization variables has been reduce to two and it is required to obtain values of r a and r b which minimizes (15a) under the constraints (15b) and (15c). The constraint set can be written as (16) , as shown at the bottom of the next page. λ 1 r 2 a + λ 2M−1 r 2 b = P min and λ 1 r 2 a + λ 2M−1 r 2 b = P max are two hyperbolas with same asymptotes and different focus points. The constraint set is the area between the hyperbola λ 1 r 2 a + λ 2M−1 r 2 b = P min and hyperbola λ 1 r 2 a + λ 2M−1 r 2 b = P max , which is not a convex set.
Viewing (15) in light of the constraint set S 1 , the optimization problem is to find a point (r a , r b ) ∈ S 1 which is closest to point (r c , r d ) . Thus, the optimization problem in (15) can be restated to find the optimal point (r a , r b ) ∈ S 1 which has minimum Euclidean distance to the point (r c , r d ) as (17) , as shown at the bottom of the next page.
This problem can be subdivided into three sub-optimization problems according to the position of the point r g . 1) Case 1 (r g ∈ S 1 ): If r g ∈ S 1 , then dist r g , S 1 = 0. In this case, r e = r g .
2) Case 2 ( r
This scenario will occur when the ideal signal might cause the EA to become unstable. In this case, r e will be a point on the hyperbola which is nearest to r g . This problem can be reformulated as a second order cone program (SOCP) as given in the following proposition. 
Proof: The proof is provided in Appendix C. The problem in (15) is a standard SOCP program, which can be solved using an interior point algorithm [20] .
3) Case 3 (
This scenario will occur when the ideal signal is such that the peak power constraint is violated. In this case, r e will be a point on the hyperbola which is nearest to r g . This optimization problem can be expressed 
The proof is provided in Appendix D. In order to obtain the optimal value of r e mentioned in Proposition 5, a root is required. Any root finding algorithm can be used. However, in our algorithm, we use the method which combines the bisection and Newton's method [25] , [26] . Firstly, the bisection method is utilised to reduce the search area. Then Newton's method is applied to find the root. The steps are outlined in Algorithm 1.
Once the optimization problem is solved, the optimal approximate signals can be obtained for the EA. The main steps for calculation of the optimal approximate signals are outlined in Algorithm 2.
C. Complexity Analysis of Proposed Algorithm
From Algorithm 2, the solution of the optimization problem is solved from Step 4 to Step 12. If the SDR approach is adopted, it will also apply from (12) and the number of optimization variables is 2M. Below we calculate the complexity of our proposed algorithm. In the proposed algorithm, during the signal transmission, the steps from step 1 to step 3 can be calculated once, and can be used for the subsequent signal transmissions. Only step 4 to step 12 require to be calculated for every transmitted signal.
Step 4:
Step 4 involves a matrix multiplication operation, thus it requires 2n 2 − n = 8M 2 − 2M floating point (flop) operations [27] , [28] .
Algorithm 1 Finding the Projection of r g onto the Hyper
Step 1: Choose the inflection points as the initial data point in canonical coordinates, and calculate inflection point t 0 and the corresponding G(t 0 ).
Step 2 Step 5 to Step 7:
Step 5 to step 7 involves 6 operations of scalar multiplication, 2 operations of scalar division and 2 operations of inverse tangent based on scalars.
Step 8:
Step 8 involves a SOCP and the number of optimization variables has been reduce to two. As the worst-case complexity on the order is O n 3 log 1 ξ for SOCPs [29] and n = 2, the complexity for this step is O 8 log 1 ξ . It is also noted the worst-case complexity on the order of O n 4.5 log 1 ξ for SDPs [29] and the SOCP is more efficient than the SDR in terms of the execution time [29] , [30] . Step 3: Calculate λ 1 , λ 2M−1 , and Q from the eigenvalue decomposition of A.
Step 4: Calculate g by g = Q Tŵ .
Step 5: Calculate r c , r d , θ c and θ d by r c = g 2 1 + g 2 2 , θ c = arctan
Step 6: Calculate e m , for m = 3, 4, . . . , 2M t −2, θ a and θ b by e m = g m , for m = 3, 4, . . . , 2M t − 2, θ a = θ c and θ b = θ d , respectively.
Step 7: Calculate
Step 9; else r e = r g ; Goto Step 10; end;
Step 8: Calculate r a , r b by Proposition 4.
Step 9: Calculate r a , r b by Algorithm 1.
Step 10: Using Proposition 3, θ a = θ c and θ b = θ d .
Step 11: Calculate the elements of s by e 1 = r a cos θ a ,
Step 12: Calculate w from w = Qe.
Step 13: Calculate the corresponding loads z 1 , z 2 , . . . , z M−1 and feeding v 0 as (8).
Step 9:
Step 9 requires calculating the root. The number of optimization variables is one. The complexity of the root finding algorithm is O log 1 ξ [25] , [26] .
Step 10 to Step 11:
Step 10 involves operations of scalar assignment, 4 operations of scalar multiplication, 2 scalar sine operations and 2 scalar cosine operations.
Step 12:
Step 12 involves matrix operations and it requires 2n 2 − n = 8M 2 − 2M flops.
Adding the complexity of each step, the worst case complexity of the proposed algorithm is O 16M 2 − 4M + log 1 ξ .
IV. APPLICATIONS AND NUMERICAL ANALYSIS
In this section, using numerical simulations, we analyse the performance of an EA using our proposed Algorithm 2 in various communication scenarios.
A. Single-User Scenario
Consider a point-to-point link consisting of a transmitter having an array of M antennas and a receiver having N r antennas. The corresponding signal model is given by (7) . In order to radiate the signal, the currents at the antenna element need to be varied based on the transmission signal [14] , [31] , and [32] . Without loss of generality, as we focus on the transmitter scheme with an EA, in our simulations, we assume that the receiver has a single antenna element. The channel is assumed to be Rayleigh faded.
Diversity gain is one of the main advantages of multiple antennas which results in significant performance improvement. There are different approaches to achieve transmit diversity gain depending on the CSI availability at the transmitter [2] .
1) Transmitter Without CSI:
In this case, the diversity gain can be achieved by using Alamouti scheme, which extracts transmit diversity without transmitter CSI. For a two element EA, given a transmission symbol vector [s 0 , s 1 ] T , the ideal cur-
, where P T is transmitted signal power from the EA. The corresponding power consumption for these two symbol periods is
The supported signal vector set [s 0 , s 1 ] T , which can be exactly transmitted using the Alamouti code by a EA, is (21) , as shown at the bottom of the next page.
It can be noted from (20) and (21) that whether a signal can be supported depends on the MC matrix and also the transmission signals which depend on the modulation scheme employed. For example, consider N-PSK modulation scheme. Assume that the signal at the (m + 1)-th element is denoted as s m = exp( j φ m ), where φ m = 2πn m N , n m ∈ {0, 1, ..., (N − 1)} is the phase of the signal at the (m + 1)-th antenna element and N is the order of the PSK signal constellation [9] . In this case, the input power for the combination of N-PSK signals can be expressed as (22) , as shown at the bottom of the next page. The corresponding input power for two signal periods is
Therefore, in order to transmit different N-PSK signals for each antenna element, the MC matrix of the EA is required to satisfy (24) , as shown at the bottom of the next page.
It can be noted that the input power varies with R 0 , R 1 and X 1 (defined by the MC matrix), the required transmitted power and the phases of transmitted signals. When the transmitter uses BPSK, then the MC matrix is required to satisfy that P min <= P T R 0 ±R 1 M <= P max . Note that the power of an EA increases linearly with R 0 . For a transmitter which supports limited power, either due to finite battery or to avoid saturation of the power amplifier, it is undesirable to have a high R 0 . However, as shown in [17] , a higher value of R 0 increases the stability of an EA.
Numerical Simulation: The SER performance of the system where the transmitter employs Alamouti code is shown in Fig. 3 . P T is transmitted signal power from the EA. Noise is assumed to be addictive white Gaussian noise (AWGN) with zero mean and unit variance, therefore, it is equivalent to the transmission SNR. The modulation scheme is 16-QAM and the SER performance of an EA using our proposed algorithm is compared to the SER performance of a standard multiple antenna transmitter. The EA using our proposed algorithm is denoted by EA-P and the standard multiple antenna transmitter is denoted by SMA. For the simulation, we select three practical 2-element EAs with MC matries, Z (1) , Z (2) , and Z (3) , and three MCMs for 2-element ESPAR in the IE3D antenna software are These EAs have been designed using IE3D antenna design software in [15] and [22] . 3 The values of self-resistance for Z (1) , Z (2) and Z (3) are 45.12, 52.81 and 465.4, respectively. The EA with Z (3) has the largest self-resistance designed to overcome the stability problem for an EA transmitter [15] . Without loss of generality P min = 0 and P max = 100, 150. For the EAs with Z (1) and Z (2) , the SER for the EA transmission is slightly higher compared to the SMA system. This can be expected because, unlike the SMA, the EA is transmitting approximate signals instead of the ideal signals. The EA with Z (3) was designed to overcome the stability problem for an EA transmitter in [15] . However, considering the maximal power requirement of EA, 3 The ESPAR antenna with MCM Z (1) and Z (3) were designed in [15] . The authors, in [15] designed an EA with MCM, Z (3) , which has a large self resistance. It was shown that this EA remains stable for arbitrary signal transmission. So this is a benefit of using Z (3) that it remains stable for most signals. The authors in [15] also showed that it achieves similar performance to a SMA system. However, the EA with MCM Z (3) has a large self impedance which implies that it consumes a large amount of power. The ESPAR antenna with MC Z (2) was obtained by IE3D as in [22] and the proposed circuit design was presented in [33] . IE3D from Mentor Graphics is a full-wave, methodof-moments electromagnetic design and verification platform that delivers the modeling accuracy for the combined needs of high-frequency circuit design and signal integrity engineers across multiple design domains. it consumes large power as the self-resistance at the active element is large. Due to this large self-resistance, in order to meet the power constraint the symbol transmission power is reduced which results in significantly degraded performance. This shows that achieving stability by increasing the selfresistance is highly power inefficient approach.
2) Transmitter With CSI: When the transmitter has CSI, transmit diversity can be achieved by employing maximal ratio transmission (MRT). Assuming that symbol s is to be transmitted, the symbols are precoded and mapped to the antenna currents. Let
h m denotes the channel from the (m + 1)-th element of EA transmitter to the signal antenna receiver. h m is a Rayleigh random variable. The ideal port current at the transmitter iŝ i = √ P T h h s. For N-PSK modulation, the corresponding power consumption at the active element can be obtained as
It can be noted that the input power varies with channel and the MC matrix, and that it is independent of the data symbols. This implies that, for the EA, in the case of a block fading channel, in which the channel is constant over a block of symbols, the antenna only needs to be preprocessed once in the beginning of the block.
Numerical Simulation: Considering MRT scheme, the SER performances are compared for EAs with different number of elements and spacings in Fig. 4 and Fig. 5 . In Fig. 4 , it can be observed that the SER performance of EAs with MCM Z 1 and Z 2 is similar to that of the standard multiple antenna transmitter especially at low SNRs. Similar to Fig. 3 as P T increases, the power consumed by the antenna approaches P max and an error floor occurs. However, again, with the maximal power constraint, the EA with Z (3) is unable to achieve SER close to the SER of a standard multiple antenna system.
As shown in Fig. 5 , the mutual coupling matrices for different number of antenna elements are obtained using the induced electromotive force method (IEFM) for different antenna spacing [34] . The SER performance for two different antenna spacing d = 
B. Multi-User Scenario
Next, we investigate the application of the proposed antenna to MU-MIMO systems. We consider the downlink multi-user 
At the base station, the symbol vector for user is precoded and F is the precoding matrix. We consider channel inversion (CI), and regularized channel inversion (RCI) as precoding schemes for downlink transmissions. Denoting the precoding matrix by F ∈ S M×K , we have that
Then the transmit current vector can be expressed asî =
P t R re f
Fs, and the corresponding power consumption for an EA is
Numerical Simulation: In the simulation, EA is employed at the base station and serve two single-antenna users. The MCM is calculated by induced electromotive force method (IEFM) [35] for thin half-wavelength electrical dipoles EA. The antenna spacing is assumed to d = λ/4, where λ denotes the wavelength at 2.6 GHz. The modulation scheme in the simulations is QPSK. The SER performances are compared for EAs with different number of antenna elements in Fig 6 for CI and RCI algorithms. Again, the SER performance of the EA transmitter is similar to that of the standard multiple antenna transmitter at low P T . At high P T , the performance saturates due to limited maximum power. Moreover, RCI gives better performance compared to CI as it takes into account the noise power.
V. CONCLUSION
An EA is unable to transmit all types of signals as some signals lead to unstable behaviour of an EA. Considering limited power availability, we propose a new algorithm to achieve stable signal transmission using an EA. It is shown that the system employing the proposed transmission scheme gives similar performance to that of a standard multiple antenna system, especially at low SNRs. In addition, it is shown that improving the stability by increasing theself-resistance increases the power consumption proportionally and thus, for practical systems with limited power, it is highly power inefficient and infeasible. These results are verified through extensive simulation results of an EA system in various communication scenarios.
APPENDIX A PROOF OF PROPOSITION 2
Proof: As A is a real symmetric matrix and it can be diagonalized as A = Q A Q T , where A is a real diagonal matrix whose elements are eigenvalues of A. The columns of the orthogonal matrix Q are the corresponding eigenvectors. Let e = Q T w, g = Q Tŵ . By substituting them into (12a), the objective function of this optimization problem can be written as
Similarly, the left side of the constraints (12b) and (12c) can be written as
Thus, the optimization problem can be reformulated as
st. e
By substituting the elements of g and e into (31), the objective function can be further reformulated as 
(34) can be expressed in matrix form as in (14) .
APPENDIX B PROOF OF PROPOSITION 3
Proof:
By substituting the polar coordinate forms into (14) , its constraints can be rewritten as 
(37) and (35) give the objective function and constraints of (3), respectively.
APPENDIX C PROOF OF PROPOSITION 4
Proof: The problem can be expressed as 
therefore, it can be reformulated as (1/
APPENDIX D PROOF OF PROPOSITION 5 Proof: When setting r a = sec (θ ), and r b = tan (θ ), the distance from r g and the hyperbola can be expressed as
As F (θ ) is a non-negative, periodic, and differentiable function, it must have a global minimum occurring at an angle for which the first-order derivative is zero,
For the derivative to be zero, the vectors r g −r e and r g must be perpendicular. The vector r g is tangent to the ellipse at r g . This implies that the vector from r g to the closest ellipse point r e is normal to the curve at r g . Using the implicit form of the ellipse, namely, λ 1 r 2 a +λ 2M−1 r 2 b = P max , half of its gradient is a normal vector to the ellipse at 
In order to describe the constraint area, we introduce a auxiliary function G = λ 1 r 2 a + λ 2M−1 r 2 b − P max . By substitute (45) into it to obtain
We know that the closest point in the first quadrant requires 1 + λ 2M−1 t ≥ 0 and 1 + λ 1 t ≥ 0, which implies t ≥ − We have shown that F (t) is a strictly decreasing function for t ∈ (−
) that is initially positive, then becomes negative. Consequently it has a unique root on the specified domain.
