Abstract-High frame rate video (HFV) is an important investigational tool in sciences, engineering, and military. In ultrahigh speed imaging, the obtainable temporal, spatial, and spectral resolutions are limited by the sustainable throughput of in-camera mass memory, lower bound of exposure time, and illumination conditions. To break these bottlenecks, we propose a new coded video acquisition framework that employs K ≥ 2 cameras, each of which makes random measurements of the video signal in both temporal and spatial domains. For each of the K cameras, this multicamera strategy greatly relaxes the stringent requirements in memory speed, shutter speed, and illumination strength. The recovery of HFV from these random measurements is posed and solved as a large-scale 1 minimization problem by exploiting joint temporal and spatial sparsities of the 3D signal. Three coded video acquisition techniques of varied tradeoffs between performance and hardware complexity are developed: 1) framewise coded acquisition; 2) pixelwise coded acquisition; and 3) columnwise-rowwise coded acquisition. The performances of these techniques are analyzed in relation to the sparsity of the underlying video signal. Simulations of these new HFV capture techniques are carried out and experimental results are reported.
I. INTRODUCTION

H
IGH frame rate video (HFV) enables investigations of high speed physical phenomena like explosions, collisions, animal kinesiology, and etc. HFV cameras find many applications in sciences, engineering research, safety studies, entertainment and defense [1] . Compared with conventional (low-speed) cameras, HFV (high-speed) cameras are very expensive. Despite their high costs, HFV cameras are still limited in obtainable joint temporal-spatial resolution, because current fast mass data storage devices (e.g., SSD) do not have high enough write speed to continuously record HFV at high spatial resolution. In other words, HFV cameras have to compromise spatial resolution in quest for high frame rate. For instance, the HFV camera Phantom v710 of Vision Research can offer a spatial resolution of 1280 × 800 at 7530 frame per second (fps), but it has to reduce the spatial resolution to 128 × 128 when operating at 215600 fps. This trade-off between frame rate and spatial resolution is forced upon by the mismatch between ultra-high data rate of HFV and limited bandwidth of in-camera memory. Also, application scenarios exist when the raw shutter speed is restricted by low illumination of the scene. Needless to say, these problems are aggravated if high spectral resolution of HFV is also desired. No matter how sophisticated sensor and memory technologies become, new, more exciting and exotic applications will always present themselves that require imaging of ever more minuscule and subtle details of object dynamics. It is, therefore, worthy and satisfying to research on camera systems and accompanying image/video processing techniques that can push spatial, temporal and spectral resolutions to the new limit. One way of breaking the bottlenecks for extreme imaging of high temporal-spatial-spectral fidelity is to use multiple cameras. In this paper we propose a novel multi-camera coded video acquisition system that can capture a video at very high frame rate without sacrificing spatial resolution. This work advances in the line of our earlier inquiry on the subject [2] . In the proposed system, K component cameras are employed to collectively shoot a video of the same scene, but each camera adopts a different digitally modulated exposure pattern called coded exposure or strobing in the literature. The sequence of target HFV frames is partitioned into groups of T consecutive target frames each. Each of the K component cameras of the system is modulated by a random binary sequence of length T to open and close its shutter, and meanwhile the pixel sensors cumulate charges. The camera only reads out cumulated sensor values once per T target frames. In net effect, this coded acquisition strategy reduces the memory bandwidth requirement of all K cameras by T folds. Every T target frames are mapped by each of the K cameras to a different blurred image that is the result of summing some randomly selected target (sharp) HFV frames. These K blurred images are used to recover the corresponding T consecutive HFV frames by exploiting both spatial and temporal sparsities of the HFV video signal and by solving a large-scale 1 minimization problem. The architecture of the coded HFV acquisition system is depicted in Fig. 1 .
The proposed multi-camera coded video acquisition approach is a way of randomly sampling the video signal independent of signal structures. The objective is to recover an HFV signal from a far smaller number of measurements than the total number of pixels of the video sequence. In this spirit of reduced sampling, the proposed coded HFV acquisition approach is similar to compressive sensing (CS) [3] , [4] . However, our research is motivated not because the spatial resolution of the camera cannot be made sufficiently high, as assumed by CS researchers in their promotion of the "single-pixel camera" concept, rather because no existing mass Fig. 1 . The process of one shot by multiple coded exposure cameras. Each camera is exposed to randomly selected high speed video frames (shown with the arrows going from the frame sequence to each camera) during a shot. The captured image is therefore blurred and contains the information of randomly selected frames.
storage device is fast enough to accommodate the huge data throughput of high-resolution HFV.
A. Contributions
This work represents significant progresses in our earlier research on multi-camera HFV acquisition [2] . In order to shed light on our empirical findings in [2] , theoretical analysis of both the simple frame-wise and the expensive pixel-wise coded video acquisition schemes has been conducted. The resulting theorems explain the large gap in recovery performance between the two schemes, with the latter being much superior to the former. However, the latter requires considerably more complex and expensive control circuitry embedded in the pixel sensor array than the former. Thus we are motivated to strike a good balance between the prowess of the coded exposure scheme and the complexity/cost of the required imaging sensors, and are able to develop a column-row-wise coded acquisition strategy that can match the performance of pixel-wise coded acquisition but at a fraction of the cost [5] . We prove that random measurement matrices of pixel-wise and column-row-wise coded acquisitions satisfy Restricted Isometry Property in the Fourier basis.
The proposed multi-camera HFV acquisition system has many advantages over existing HFV cameras. First, inexpensive conventional cameras can be used to capture high-speed videos. This makes HFV camera systems more cost effective considering that the price differential between a 2000 fps camera and a 30 fps camera of comparable spatial resolution can be as large as one thousand folds. Second, the new system does not compromise the spatial resolution of HFV, thanks to drastic shortening of sensor read-out time amortized over all target frames by coded acquisition. Third, the proposed camera system architecture is highly scalable: more cameras (possibly high-speed ones) can be employed to achieve extremely high frame rate, which is otherwise unobtainable. This is very much analogous to the multiprocessor technology that improves the computation throughput when the speed of a single CPU cannot go any higher. Fourth, the multi-camera coded acquisition system can capture HFV in low illumination conditions, which is a beneficial side effect of using low-speed cameras.
B. Related Works
The idea of using multiple cameras to image high-speed phenomena was pioneered by Muybridge. He used multiple triggered cameras to capture high speed motion of animals [6] . Ben-Ezra and Nayar combined a high spatial resolution still camera and a high-speed but low resolution video camera to achieve high temporal and spatial resolution [7] . Wilburn et al. proposed a multicamera HFV acquisition system [1] . They used a dense array of K cameras of frame rate r to capture high speed videos of frame rate h = r K . The idea is to stagger the start times of the exposure durations of these K cameras by 1/ h. The captured frames are then interleaved in chronological order to generate HFV [1] . In [8] Shechtman et al. developed a super-resolution technique that fuses information from multiple low resolution videos of the same scene to construct a video sequence of high space-time resolution. Agrawal et al. in [9] , proposed a coded sampling technique for temporal super-resolution. K cameras of frame rate r are used, each of which captures a different linear combination of K HFV frames in time duration 1 r . The K HFV frames are then recovered from the K captured frames, by solving a system of linear equations. This linear system is made invertible by employing a sampling strategy based on S-matrices. But this method can achieve a frame rate no higher than r K , just as in [1] . In contrast, the proposed coded acquisition scheme aims to recover HFV signals at frame rate much higher than r K , and it does so with much less motion blur than the method of [8] , thanks to the broad-band property of temporal random sampling.
Prior arts on HFV acquisition also include a class of methods that employ a single camera of coded exposure to acquire and recover HFV. Gupta et al. [10] and Bub et al. [11] adopt a type of random sampling which is classified by this paper as pixel-wise coded exposure; namely, different pixels of the camera are set on and off in time according to different random binary sequences. The two methods are designed to capture HFV signals at expense of lower spatial resolution, and they also allow post-capture trade-off between spatial and temporal resolutions; the trade-off is flexible in [10] and fixed in [11] . Gu et al. [12] proposed a coded rolling shutter architecture for CMOS image sensors that allows spatio-temporal resolution trade-off. The authors used cubic and bidirectional interpolation as well as optical flow estimation to recover HFV signal. Hitmoi et al. [13] and Reddy et al. [14] proposed CS-based HFV acquisition techniques using a single camera of pixel-wise coded exposure, but they improved the performance of the previous methods by exploiting the sparsity of HFV signals more thoroughly. Specifically, data-dependent overcomplete dictionary was used in [13] ; sparse representation of spatial signal in wavelet domain and brightness constancy in temporal domain were used in [14] . Holloway et al. [15] proposed to acquire HFV with a camera that sums up randomly selected frames according to a binary sequence; this is the same approach adopted by the first paper on coded exposure [16] , which we classify as frame-wise coded exposure to contrast with pixel-wise coded exposure. They used two different recovery algorithm: One based on the total variation of the spatio-temporal slices of the video (for higher speed) and the other based on data-dependent over-complete dictionary (for higher reconstruction quality). Unlike the above methods, which use temporal-multiplexing to realize coded exposure, the method [17] by Sankaranarayanan et al. adopts a method of spatial-multiplexing and recovers the HFV signal in two stages. At first stage a simple recovery algorithm is used to generate a low resolution preview signal; the preview signal is then used to estimate the motion of the full resolution video. In the next stage, resulting motion estimates are used to recover the full-resolution video by a CS-based convexoptimization algorithm.
Compared to the multi-camera approach, the above singlecamera HFV acquisition techniques have the advantages of lower cost and no need for image registration. As ingenious as some of these single-camera coded exposure techniques are, their achievable frame rate is inherently limited by the maximum amount of information a single camera can possibly obtain under the hardware constraints, such as readout time, memory bandwidth, minimum exposure time, etc. This is reflected by the fact that the test videos used by the above reviewed papers on single-camera HFV acquisition do not involve extreme high speed phenomena (e.g., explosion, crash). In order to achieve frame rate 1000 Hz and higher, which is the main objective of this research, it is necessary to employ multiple cameras. Properly registering captured frames prior to recovery is one of the challenges for multi-camera HFV acquisition systems. In this paper, it is assumed that different cameras are properly calibrated in time and space, and that the scene is either relatively planar or is far away from the cameras so the captured images can be aligned using projective transforms [9] . When this assumption is not valid more sophisticated registration methods are required.
C. Paper Structure
The remainder of the paper is structured as follows. In the next section we recapitulate the two HFV acquisition systems proposed in [2] and introduce the new coded HFV acquisition scheme of column-row-wise coded exposure. We also prove the RIP of measurement matrices of the three coded exposure schemes in the Fourier basis. In section IV, we formulate the recovery of the HFV signal in the context of sparse analysis model that exploits the temporal and spatial sparsities of the signal. Section V reveals an important side benefit of proposed sparsity-based HFV recovery algorithm and explains how it can be used to add a degree of randomness to the measurements in spatial domain. Simulation results are reported in section VI and we conclude in section VII.
II. MULTI-CAMERA CODED EXPOSURES
In this section, we present three spatio-temporal random sampling strategies for multi-camera coded acquisition of HFV, with different trade-offs between sensor system complexity and HFV recovery capability. Theoretical analysis on the reconstruction performances of these random sampling strategies will be conducted in the next section.
A. Frame-Wise Coded Exposure
In K -camera frame-wise coded acquisition of HFV signals, camera k, 1 ≤ k ≤ K , opens and closes its shutter according to a binary pseudo random sequence
Through the above coded exposure process, camera k produces a coded frame I k out of every T target frames
The coded (blended, blurred) image I k is a function of the corresponding T target (sharp) frames f t 's
Let vector
be the time series of pixels at spatial location (u, v) . Camera k modulates the time signal f u,v with b k , and makes a random measurement
where
where B is the K × T binary measurement matrix made of K binary pseudo random sequences, i.e., row k of matrix B is the coded exposure control sequence b k for camera k, and n is the measurement error vector. Let the width and height of the video frame be N x and N y . For denotation convenience the 3D T × N x × N y pixel grid of T target frames is written as a super vector f, formed by stacking all the T · N x · N y pixels in question. In our design, K synchronized cameras of coded exposure are used to make K ·N x ·N y measurements of f, and let y be the vector formed by stacking all N x · N y K -dimensional measurement vectors y u,v , 1 ≤ u ≤ N x and 1 ≤ v ≤ N y . Then, the K -camera frame-wise coded acquisition of HFV [2] can be stated as
in which B is a K × T matrix whose elements are drawn from i.i.d. symmetric binary distribution. The frame-wise coded exposure is mostly motivated by the ease of hardware implementation; its ability to recover HFV signals is limited because in A f all spatial pixels of a camera share the same temporal modulation sequence and thus have a high degree of correlation.
B. Pixel-Wise Coded Exposure
In order to improve the ability of reconstructing HFV signals by multi-camera coded video acquisition, we proposed to replace the frame-wise coded exposure by the pixel-wise coded exposure [2] . The latter lets temporal random exposure sequences vary in spatial pixel locations and vary for different cameras. The random exposure sequence of length T for camera k and pixel location (u, v) is denoted by b k u,v . In other words, camera k modulates the time signal f u,v with the random binary sequence b k u,v , and generates a random measurement of f u,v
In contrast, the frame-wise coded exposure of (2) imposes the same random exposure pattern b k on all pixels (u, v). In the new pixel-wise coded exposure the measurement vector y u,v of f u,v becomes
where B u,v is the K × T binary measurement matrix made of K binary pseudo random sequences, row k being b k u,v , 1 ≤ k ≤ K . Therefore, the measurement matrix A p for pixelwise coded exposure, where y = A p f + n, is
The above design of multi-camera pixel-wise coded exposure ensures that all acquired pixel values are independent random measurements of the HFV signal f; thus it is superior to frame-wise coded exposure in the reconstruction of f. Rigorous evaluations of the performances of these two schemes can be found in the next section. However, from the frame-wise to pixel-wise coded exposure the granularity of pixel shutter control jumps by O(N x · N y ) folds. This makes the complexity and cost of the latter sensor design drastically higher than the former. In order to drive individual pixels with different random sequences, N x N y separate signal paths are required to connect each pixel to the binary random generator. These signal paths are embedded in CMOS metal layers. Since the CMOS technology allows only a limited number of metal layers, each of which can contain a limited number of signal paths, pixel-wise coded exposure becomes infeasible even for modest spatial resolution.
An alternative is to store the binary random sequence b k u,v of length T at each pixel location. But this approach has two drawbacks: 1) the fill factor of the pixels is greatly reduced and 2) with a fixed b k u,v the camera can only capture HFV signals at frame rate r T , where r is the camera frame rate.
C. Column-Row-Wise Coded Exposure
Next we introduce a new multi-camera random sampling scheme called column-row-wise coded exposure. This new scheme greatly simplifies the shutter control mechanism of pixel-wise coded exposure, while having the same HFV recovery capability in theory and practice, as will be established in sections III and VI. In column-row-wise coded exposure, the temporal random modulation of an N x × N y pixel array is controlled by N x + N y rather than N x N y random binary sequences as required by pixel-wise coded exposure. Specifically, for camera k, N y random binary sequences of length T , denoted by
are used to control N x columns of pixels. The row and column binary control signals jointly produce the binary random coded exposure sequence for camera k at pixel location (u, v):
⊕ is the exclusive OR operator. The measurement vector y u,v of f u,v for the column-row-wise coded exposure is
where u,v is the K × T binary measurement matrix with row k being φ k u,v , 1 ≤ k ≤ K . Therefore, the measurement matrix A cr for column-row-wise coded exposure, where y = A cr f + n, is Fig. 2 is the sketch of a CMOS implementation of the column-row-wise coded exposure by our colleague Dadkhah [5] . In this design, only N x + N y control signals are needed to realize random coded exposures of N x N y pixels. At each pixel only a compact XOR block rather than a T -bit memory is required. This drastically reduces the complexity and increases the fill factor. Moreover, as the external binary random sequences in both row and column directions can vary both in frequency and value, the user can set the capture frame rate at will. We refer the reader to Dadkhah's PhD thesis [5] for the implementation details.
In the next section, we prove that the pixel-wise and column-row-wise coded exposures asymptotically require the same number of random measurements to recover the HFV signal. This theoretical result is corroborated by our simulation results in section VI, further establishing the viability of the multi-camera HFV acquisition system based on column-row-wise coded exposure.
III. PERFORMANCE ANALYSIS OF DIFFERENT CODED EXPOSURES
In this section we evaluate the reconstruction capabilities of frame-wise, pixel-wise and column-row-wise coded exposures in the context of sparse synthesis model of compressive sensing.
Theoretical analysis of the proposed coded exposure schemes requires the entries of the diagonal blocks of the random measurement matrices to be {1/ √ K , −1/ √ K } rather than {0, 1}. This modification can be done by adding another camera to capture the DC component of HFV signal (all entries in the measurement matrix of this camera are set to 1). Subtracting the DC value from two times the measurements taken by K cameras generates the new measurements made by the {−1, 1} random matrices. The scaling can be applied to the measurements vector rather than incorporating in the measurement matrix, i.e., it can be postponed until after random projection has been done. We can now proceed with the theoretical analysis.
The recovery of the original 3D signal f (the T target HFV frames) from the K images of coded exposure is, of course, a severely underdetermined inverse problem and has an infinite number of solutions. Without any additional information about the signal or additional constraint on the measurement process, there is no hope of recovering f from (4). A prior on the HFV signal f is its sparsity or compressibility in the sense that the signal has a small number of large coefficients and many zero or near zero coefficients when represented in an appropriate set of bases. As the frame rate becomes very high, high sample correlation exists in the spatio-temporal domain, hence the 3D Fourier transform of f have most of the entries in x = f be zero or near zero. Indeed, we have examined the power spectra of the HFV signals found on the internet, they all exhibit exponential decay; more than 94 per cent of their Fourier transform coefficients have a magnitude less than 0.0001 after normalization.
The sparse coefficient sequence x can be estimated from y by solving the following 1 minimization problem:
where * is the conjugate transpose of and A stands for any of multiple coded exposure matrices: A f , A p or A cr . Once an estimatex is obtained the HFV signal can be recovered aŝ f = * x .
When the orthobasis is equal to canonical basis, i.e., the signal itself is sparse, we have = I (identity matrix) and x = f. Therefore the optimization problem in (13) changes tô
In such cases an estimate of the sparse signal x can be made from (14) if random measurement matrix A satisfies the following so-called Restricted Isometry Property (RIP) [18] :
holds for all x with x 0 ≤ S where · 0 counts the number of nonzero entries of a vector.
In many applications, including HFV signal acquisition system proposed here, the signal is sparse in an orthobasis other than canonical basis. For such cases the following -RIP notation defined in [19] is more convenient: Definition 2: Let denote an orthobasis in which signal f is sparse. Matrix A satisfies RIP of order S in the basis with isometry constant δ S = δ S ( ) if
holds for all f with f 0 ≤ S. It is known that if measurement matrix A is a dense random matrix with entries chosen from independent and identically distributed (i.i.d.) symmetric Bernoulli distribution, then for any fixed sparsity basis , measurement matrix A satisfies RIP with high probability provided that M ≥ cS log(N/S) where M is the number of measurements, N is the signal length, S is the sparsity level of the signal and c is some constant [18] , [20] .
The measurement matrices of the proposed HFV acquisition systems (A f , A p and A cr ), however, are not fully dense random matrices but random block diagonal ones. Application of such structured measurement matrices is not limited only to our case. As mentioned in [21] there are different signal acquisition settings that require such matrices either because of architectural constraints or in order to reduce computational cost of the system. For video acquisition applying a dense random measurement matrix to the 3D data volume of an entire video incurs both high time and space complexities. A more practical approach is to take random measurements of pixels either in a temporal neighborhood (our case) or a spatial neighborhood (e.g., a fixed frame as in [22] ). In these cases, the random measurement matrix is block diagonal rather than being a dense random matrix. Eftekhari et al. noticed the importance of such structured random measurement matrices and derived the RIP of random block diagonal matrices with repeated blocks and the ones with distinct and independent blocks in [19] . Based on their results, we can derive the RIP of the measurement matrices of frame-wise and pixel-wise coded exposure schemes. Since the results in [19] depend on coherence and block-coherence of the space in which the signals have sparse representation, we first need to evaluate these properties for the 3D Fourier basis (the sparsity basis used here).
The coherence of the 3D Fourier basis is defined as follows
where N = T N x N y and (t, u, v) ((t , u , v )) triplet is the row (column) of matrix that corresponds to the HFV pixel at location (u, v) ((u , v ) ) at time t (t ). The entry of at row corresponding to (t, u, v) triplet and column corresponding to
It is therefore easy to verify that μ( ) = 1.
A few more definitions are required before we can define the block-coherence for . Define u,v ∈ C N×T such that
Now let N = T N x N y and {e n } N n=1 be canonical unit vectors for C N , i.e., n th entry of e n is one and the rest are zeros. The block-coherence of is then defined as
In words, γ ( ) is proportional to the maximal spectral norm when any column of is reshaped into T × N x N y matrix. Since the entries of the first column of equal to 1/ √ N , the entries of X (e 1 , ) also equal to 1/ √ N ; consequently, X (e 1 , ) 2 = 1 and γ ( ) = N x N y . We show that the coherence and block-coherence of 3D Fourier basis are the same as 1D Fourier basis which is used in [19] . Incorporating these results with [19, Th. 1 and 2], we can draw the following conclusions for the measurement matrices of frame-wise and pixel-wise coded exposure schemes:
Theorem 1: Matrix A f satisfies -RIP of order S with isometry constant 0 < δ S < 1 with probability > 1 − 2 exp (−c 1 log 2 S log 2 N) provided that is Fourier basis and M ≥ c 2 · N x N y S log 2 S log 2 N where M = K N x N y , N = T N x N y , S is the sparsity level of the signal; c 1 and c 2 are some constants depending only on δ S .
Theorem 2: With M, N and S defined as above, matrix A p satisfies -RIP of order S with isometry constant 0 < δ S < 1 with probability > 1 − 2 exp(−c 1 log 2 S log 2 N) provided that is Fourier basis and M ≥ c 2 · S log 2 S log 2 N where c 1 and c 2 are some constants depending only on δ S .
Above theorems show that the measurement matrix A p of pixel-wise coded exposure satisfies the RIP with approximately the same number of rows (within log factor) required in a dense random measurement matrix. However, this is not the case for the measurement matrix A f of frame-wise coded exposure; the required number of measurements to satisfy RIP, which ensures the recovery of HFV signal f, is N x N y times greater than the other scheme. The poor performance of the frame-wise coded exposure should be expected because A f consists of repeated blocks.
Next, we examine the RIP of random measurement matrix A cr for column-row-wise coded exposure. Like A p for pixel-wise coded exposure, matrix A cr is a block diagonal matrix with distinct blocks. Here there seemingly is an issue that the diagonal blocks in A cr are not strictly independent of each other, because the four random ele-
} used in camera k have three degrees of freedom instead of four, as a result of the XOR operator (10) . But this correlation is negligibly weak; indeed, out of the total of K T N x N y random elements in A cr , the probability that any randomly drawn four have three degrees of freedom is
which approaches to zero. As such, one can expect that the random measurement matrix A cr performs almost the same as the random measurement matrix A p . Theorem 3, which is proved in the appendix in order not to unduely interrupt the ongoing discussion, affirms the above conjecture. Theorem 3: With M, N and S defined as in Theorem 1, matrix A cr satisfies -RIP of order S with isometry constant 0 < δ S < 1 with probability
provided that is Fourier basis and
where K is the number of cameras and c 1 , c 2 and c 3 are some constants depending only on δ S .
Comparison of the RIP of A cr With A p :
The bound on the probability of success in Theorem 3 is smaller than the one in Theorem 2 by a factor of (1 − 2 exp(−c 2 N y )) K . However, this factor is very close to one. 
IV. SPARSITY-BASED HFV RECOVERY
The recovery model defined in (13) is usually called sparse synthesis model which now has solid theoretical foundations and is a stable field [23] . Alongside this approach there is sparse analysis model which uses a possibly redundant analysis operator ∈ R P×N (P ≥ N) to exploit sparsity of signal f, i.e., signal f belongs to analysis model if f 0 is small enough [24] .
In this section we develop a HFV recovery method based on a sparse analysis model which employs strong temporal and spatial correlations of the HFV signal. If we assume that the object(s) in the video scene has flat surfaces and is illuminated by parallel light source like the sun, then the 2D intensity function f t (u, v) of frame t can be approximated by a piecewise constant function based on the Lambertian illumination model. For the same reason we can use a piecewise linear model of f t (u, v) if the light source is close to the object or/and the objects in the scene have surfaces of small curvature. Assuming that each target frame f t (u, v) is a 2D piecewise linear function, the Laplacian ∇ 2 u,v f t of f t (u, v) is zero or near zero at most pixel positions of the uv plane and takes on large magnitudes only at object boundaries and texture areas. In other words, ∇ 2 u,v f t offers a sparse representation of f t that results from intra-frame spatial correlations.
The other source of sparsity is rooted in temporal correlations of HFV signals. Precisely because of high frame rate, the object motion between two adjacent frames is very small in magnitude so that most pixels will remain in the same object from frame f t to f t +1 . Also, general affine motion can be satisfactorily approximated by translational motion (du, dv) if it is small enough. As long as the small motion (du, dv) does not move a pixel outside of an object whose intensity function is linear, i.e., f t (u, v) = au + bv + c, we have
This means that the first-order difference ∇ t f t (u, v) in time remains constant in the intersection region of an object segment across two adjacent frames. By considering ∇ t f t as a 2D function in the uv plane, it follows from (17) that ∇ t f is piecewise constant. Therefore, the total variation of the 2D function ∇ t f, namely ∇ u,v (∇ t f), is another sparse representation of f. Using the two sparsity models described above we can now define the redundant analysis operator, of size where σ is the variance of the measurement error. In general, sparse synthesis model defined in (13) and above sparse analysis model are different. In a special case where is orthonormal, the two models are the same with = −1 [24] . Although a large number of applications for (18) are found, theoretical study of sparse analysis model is not as thorough and well established as sparse synthesis model in the compressive sensing literature. Recently, Li in [23] addressed this gap by introducing the following generalized RIP.
Definition 3: Measurement matrix A satisfies generalized RIP of order S with isometry constant 0 < δ S < 1 if
holds for all f which are S-sparse after transformation of , i.e., f 0 ≤ S. Li shows that if measurement matrix A satisfies generalized RIP with δ 2S < √ 2−1, it is guaranteed that the sparse analysis model defined in (18) can accurately recover signal f which is sparse in arbitrary overcomplete and coherent operator . It is also shown that nearly all random matrices satisfying RIP satisfy generalized RIP as well. However to the best of our knowledge, no theoretical results are known on generalized RIP for the type of random measurement matrices used in this paper. However, the experimental results (section VI) show that, given the number of cameras, the quality of recovered HFV signals using (18) is better than the quality of recovered HFV signals using the sparse synthesis model defined in (13) .
V. SYSTEM ATTRIBUTES
The proposed sparsity-based HFV recovery algorithm from random measurements has an important side benefit: the relative simplicity of cameras assembly and calibration compared with other multicamera systems such as the one in [1] . After the K cameras are compactly mounted, the relative displacements among these cameras can be measured by imaging a calibration pattern. But there is no need for precise spatial registration of all the K cameras.
As illustrated in Fig. 3 , once the relative positioning of the cameras in the image plane is determined and given the point spread function (PSF) of the cameras, each of the K N x N y random measurements of the HFV signal f can be viewed, via coded acquisition, as a random projection of the pixels in a cylindrical spatial-temporal neighborhood.
The pixel value recorded by camera k at location (x, y) and time t is
where h(·, ·) is the PSF of the camera with convolution window W . By forming a super vector g out of all the K T N x N y pixels captured by the K cameras the same way as in f, we can write (19) in matrix form as g = Hf (20) where 
Using super vector g, we can also represent (21) in the matrix form as
where B is the K N x N y × K T N x N y binary matrix made of K N x N y binary pseudo random sequences as follows
We can combine the operations (20) and (22) and express the K N x N y random measurements in the following matrix form y = Bg + n = BHf + n = Af + n where A is the K N x N y ×T N x N y random measurement matrix, which can be determined once the relative positioning of the K cameras is measured via the calibration of camera assembly. Experiments show that the above fractional pixel registration does not degrade the quality of recovered HFV signals.
The ability of the proposed multi-camera system to acquire very high speed video with conventional cameras is at the expense of very high complexity of the HFV reconstruction algorithm. In this system aspect, the new HFV acquisition technique seems, on surface, similar to compressive sensing. But the former can be made computationally far more practical than the latter, thanks to a high degree of parallelism in the solution of (18) . Recalling from the previous discussions and Fig. 3 , a random measurement of the 3D signal f made by coded exposure is a linear combination of the pixels in a cylindrical spatial-temporal neighborhood. Therefore, unlike in compressive sensing for which the signal f has to be recovered as a whole via 1 minimization, our inverse problem (18) can be broken into subproblems; a large number of W × H × T 3D sample blocks, W < N x , H < N y , can be processed in parallel, if high speed recovery of HFV is required.
Separately solving (18) for W × H × T blocks does not compromise the quality of recovered HFV as long as the 2D image signal is sparse in the W × H cross section of the block. On the contrary, this strategy can improve the quality of recovered HFV if overlapped domain blocks are used when solving (18) . If a pixel is covered by m such domain blocks, then the solutions of the multiple instances of linear programming, one per domain block, yield m estimates of the pixel. These m estimates can be fused to generate a more robust final estimate of the pixel.
VI. SIMULATION RESULTS AND DISCUSSIONS
In this section, we report simulation results of the proposed multi-camera HFV acquisition schemes with sparse analysis and synthesis models. Our schemes are compared with a multicamera HFV acquisition system but without coded exposure, in which component cameras open its global shutter continuously for half a frame duration but at different times [8] . In this case, the pixel value is the result of temporal box filter. Therefore, the HFV reconstruction becomes a problem of temporal deconvolution with multiple smooth kernel constraints. This scheme was also used by Agrawal et al. as a comparison reference to evaluate their multi-camera HFV acquisition system using coded exposure.
Simulation Setup: The above mentioned multi-camera HFV acquisition methods are tested with a group of simulated cameras that are registered allowing fractional pixel offsets between them, as described in Section V. The cameras are assumed to have a 12-bit A/D conversion precision and a known Gaussian point spread function. A white Gaussian noise of standard deviation of 5 is added to each measurement. Six test video sequences of high-speed scenes are used: "Airbag Explosion 1 (airbag1)" with frame size 240 × 544, "Breaking Windscreen (screen)" with frame size 336 × 496, "Car Crash (car)" with frame size 512 × 960, "Cutting Apple (apple)" with frame size 240 × 480, "Airbag Explosion 2 (airbag2)" with frame size 512 ×512 and "Water Drop (drop)" with frame size 448 × 480. The first three HFV signals were captured at frame rate 1000 fps and the rest were captured at frame rate 2000 fps. In all simulations, the frame rates of all cameras are set to 60 fps. As discussed in Section V, the HFV signals are recovered in 16 × 16 × T overlapped 3D sample blocks, which are processed in parallel to speed up the recovery. Table I tabulates the PSNR results of different multi-camera HFV acquisition methods on the six high-speed test videos and for different numbers of cameras. In the table, abbreviations DCV, PW and CRW stand for deconvolution [8] , pixel-wise and column-row-wise coded exposure schemes; "A-" and "S-" indicate whether the HFV reconstruction is based on sparse analysis model or on sparse synthesis model. We also report the average recovery time for serial and parallel implementation. The parallel implementation uses eight CPU cores to recover eight blocks simultaneously. Since PW and CRW coded exposure schemes perform virtually the same, we only report the results of CRW coded exposure for the sparse synthesis based recovery in Table I .
As demonstrated in Table I , PW and CRW coded exposures perform almost the same and both outperform significantly deconvolution. Table I also shows that the sparse analysis recovery performs better than the sparse synthesis recovery by around 2 dB on average.
The proposed PW and CRW coded exposure schemes can recover individual HFV frames uniformly well, but the same cannot be said for temporal deconvolution method. The PSNR values vs. frame indices are plotted in Fig. 4 for two sample HFV signals (one at frame rate 1000Hz and the other at frame rate 2000Hz), when they are recovered by the above three methods and by different numbers of cameras. As can be observed, the proposed coded HFV acquisition schemes obtain stable reconstruction quality on individual frames; in contrast, the recovery quality of the temporal deconvolution method is rather unstable with PSNR values varying wildly between adjacent frames. Fig. 5 plots the relation of average PSNR of the A-CRW scheme vs. subsampling ratio (M/N, i.e., the number of random measurements over signal length) for five sample HFV signals of different frame rates. As shown in the figure, the PSNR curves of recovered HFV signals of higher frame rate are above those of lower frame rate. In other words, given the subsampling ratio, higher the frame rate, the better the reconstruction quality. This is because as the frame rate increases, the correlation between adjacent frames becomes higher; consequently, the HFV signal becomes more sparse and it requires fewer random measurements to be recovered to a given fidelity.
In a change of perspective, we plot in Fig. 6a the average PSNR of recovered HFV signals as a function of the target frame rate with fixed subsampling ratio of 50% for two HFV signals "Airbag Explosion 2" and "Cutting Apple". As expected, for a given high-speed scene the quality of the recovered HFV signal increases in frame rate if the subsampling ratio is kept a constant. This also means that given a reconstruction fidelity the number of cameras required by the proposed HFV acquisition system does not increase linearly in the target frame rate (the length of the HFV signal).
Next let us discuss how the proposed multicamera HFV acquisition system performs with respect to the target frame rate. In Fig. 6b the PSNR averaged over all frames is plotted against the target frame rate. The simulation results are obtained by capturing two high-speed events, airbag explosion and cutting apple, with six and eight cameras of random coded exposure, respectively. For a fixed number of cameras (i.e., a fixed number of random measurements), the subsampling ratio decreases as the target frame rate (i.e., the signal length) increases. One would expect the average PSNR of recovered frames to drop in the target frame rate simply because a signal of increasing length is to be recovered by a fixed number of measurements. But this intuition is not always true. If the HFV video signal is of very high frequency in temporal dimension, which corresponds to very fast motions in the captured scene (e.g., airbag explosion), then the per frame performance of the proposed HFV acquisition system may first increase in the target frame rate, peak at an intermedium rate and then decline as the frame rate becomes too high (refer to the PSNR curves of the recovered airbag sequence in Fig. 6b ). The reason for the above observations is that the degree of sparsity of the HFV signal can increase rapidly when the target frame rate changes from low to relatively high. The advantage to the HFV recovery brought by the rapidly increased level of sparsity can more than offset the burden of increased signal length. To see this we plot in Fig. 6c the sparsity ratio versus the frame rate, where the sparsity ratio is measured by the number of zero DFT coefficients after quantization over the signal length. The quantization is carried out such that the dequantized HFV signals have the same 2 fidelity. As illustrated in this figure, the sparsity ratio of HFV signals increases in frame rate. The above discussions bring about a future research topic: how to choose the frequency of the coded exposure sequences for the best possible per frame reconstruction of HFV with respect to a given number of cameras (i.e., a fixed number of random measurements).
Finally, to assess visual quality of the proposed multicamera HFV acquisition system, we present some snapshots of reconstructed high-speed scenario of airbag explosion in Fig. 7 and Fig. 8 , for frame rates of 1000Hz and 2000Hz respectively. The frames recovered by the proposed HFV acquisition system consisting of ordinary cameras are compared with those produced by 1000Hz and 2000Hz cameras and with those reproduced by temporal deconvolution using the same number of cameras as in the proposed system. For the new system the recovery results based on both sparse analysis and synthesis models are presented in the figure. As indicated by their virtually same PSNR performances, the column-row-wise and pixel-wise acquisitions obtain visually indistinguishable HFV frames, and they reproduce much sharper images of less artifacts than the ones recovered by temporal deconvolution.
VII. CONCLUSIONS
We have studied a new methodology of acquiring high frame rate video using multiple cameras of random coded exposure. The objective of our research is to capture videos of both high temporal and spatial resolutions by inexpensive conventional cameras. This is made possible by exploiting the sparsity of the video signal in time and space. Three designs of multi-camera coded video acquisition with different costperformance tradeoffs are discussed and their performance analyzed. Simulation results are promising and they demonstrate the efficacy and potential of the new high-speed video acquisition methodology.
APPENDIX PROOF OF THE RIP FOR MEASUREMENT MATRIX
OF COLUMN-ROW-WISE CODED ACQUISITION In this appendix we prove the RIP for random measurement matrix of column-row-wise coded acquisition (Theorem 3 in Section II). In what follows, c, c 1 , c 2 , · · · are some positive constants. The proof here resembles that of Eftekhari et al. [19] which applies a powerful theorem in [25] .
First, we represent an special case of this theorem to facilitate our proof.
Theorem 4: Let A ⊂ C M×N be a set of matrices, and let c be a Rademacher vector, whose entries are i.i.d. random variables that take the values ±1 with equal probability. Denote by . F and . 2 Frobenius and spectral norms of a matrix. Set
where E is the expectation of a random variable. The term γ 2 (A, · 2 ) is γ 2 -function of A which is a geometrical property of A and is widely used in the context of probability in Banach spaces [26] , [27] .
To prove RIP for random measurement matrix of columnrow-wise coded acquisition we need to express the problem in the context of Theorem 4. To do so, let M = K N x N y and N = T N x N y . For all x ∈ C N , let f(x) = * x where * is the conjugate transpose of . Also define
. Now, by defining the set of all S-sparse signals with unit norm as S = x ∈ C N : x 0 ≤ S, x 2 = 1 , we can write the restricted isometry constant in Definition 2 as
where we used the fact that with x 2 = 1 we have
. It can be easily verified that
is the random vector of length T K N x representing random coded exposure of columns of K cameras anḋ
In (23), vector c ∈ R T K N x is a Rademacher vector whose entries are i.i.d. random variables that take the values ±1 with equal probability and the index set of the random process is A = {Ḟ(x) : x ∈ s }. Note that the conversion from {0, 1} to {−1, 1} of random variables for columns and rows of K cameras allows the XOR operation to be replaced by standard multiplication. Also, the choice of index set allows analyzing the randomness of the row sequences of K cameras, i.e. r k v , to be postponed to later in the proof. With above definitions, the RIP of column-row-wise coded acquisition is now completely expressed in the settings of Theorem 4.
The next step is to estimate the quantities involved in Theorem 4. We start this part by estimating Ḟ (x) 2 :
where {e n } N n=1 ∈ C N are canonical basis. In passing from (24) to (25) we used the linearity ofḞ k u (.), passing from (25) to (26) follows from triangle inequality and (27) is the result of Holder inequality.
The next step is to estimate Ḟ k u (e n ) 2 . LetḞ k u (e n )(t, v) be the entry of matrixḞ k u (e n ) at row t and column v. It is easy to verify thaṫ Let R * = max k R k 2 . Using above result in (28), gives 
For d 2 (A) we have
where (31) follows because for x ∈ s we have x 2 = 1 and x 0 = S. Eftekhari et al. used Lemma 6 in [19] to calculate an upper bound for γ 2 function of random block diagonal matrices with distinct blocks. SinceḞ(x) in (29) satisfies the hypothesis of Lemma 6 in [19] with κ = R * / √ T , we can take similar steps as in [19] to calculate the following upper bound for γ 2 (A, · 2 ):
Assume M ≥ δ −2 R 2 * T −1 S log 2 S log 2 N. Using (30), (31) and (32) we can compute E 1 , E 2 and E 3 in Theorem 4: Letting t = δ and definingδ = (c 1 c 3 + 1)δ, we finally get Pr δ S ≥δ ≤ 2 exp −c 5 log 2 S log 2 N .
We now want to bound the random variable R * . We have P R * = Pr R * ≤ c 6 N y = Pr 
where (38) comes from the definition of joint probability and (36). Given R * ≤ c 6 N y we have
which let us use the probability bound in (34) for the right factor in (38). Plugging (34) and (36) 
