Abstract. A dynamical atomistic chain to simulate mechanical properties of a one-dimensional material with zero temperature may be modelled by the molecular dynamics (MD) model. Because the number of particles (atoms) is huge for a MD model, in practice one often takes a much smaller number of particles to formulate a coarse-grained approximation model. We shall consider a coarsegrained approximation based on the local quasicontinuum or virtual internal bond method. It is also a special case of more complicated quasicontinuum method (e.g. hot-QC) with a finite temperature. We shall mainly consider the consistency of such models with respect to the grained (mesh) size through either a space average of the coarse-grained MD solutions or their viscous approximations of the corresponding continuum equation (a nonlinear wave equation of mixed type), so as to provide a justification to the goodness of such approximation models. We also briefly study the instability of the dynamical chain and the solution of the Riemann problem of the continuum model which may be related to the defect of the atomistic chain under a large deformation in certain location.
Introduction
Modelling and simulation of material motion play an important role in understanding and predicting material defect behaviors, such as dislocation and dynamic fracture [15, 16, 46, 5, 34] . An atomistic level model is needed since the atomistic bond is a crucial factor in such behaviors. However, a full atomistic system is too large to handle even using most powerful computers available. This is where coarse-grained methods are particularly useful. Most problems in this area are very challenging to analysts and many are new in the sense that not much study has been done. Most theoretical studies so far are for steady state models. In this paper, we shall consider a dynamical atomistic model and its coarse-grained approximation.
Several approaches have been studied in recent years, most notably the quasicontinuum method [46, 39, 30, 29, 36] , the virtual internal bond method [15, 16, 48, 26] , the coarse-grained molecular dynamics [32, 33, 4, 51, 34, 50, 25, 24] , the heterogeneous multiscale method [10, 13, 12, 11, 9] , and the bridging scale method [47, 27] . Finite temperature coarse-grained one-dimensional model was studied in [2] to provide a possible efficient computational strategy for ensemble averages. The hot-QC method, which allows for quasistatic simulation at finite temperature, was introduced in [8] and [45] . By applying local harmonic approximation, hot-QC achieves its own effective hamiltonian at finite temperature, along with a correction to obtain a second order accuracy in temperature. Hyper-QC method [23] couples the hot-QC method with hyperdynamics to deal with much larger time scale problems. In [49] , a generalized Irving-Kirkwood formulism, which provides a way to compute continuum mechanics quantities at certain location in terms of molecular variables, is proposed to systematically incorporate with spacial and temporal average. Related approaches have also been proposed for simulations involving stochastic systems [3, 21, 22] , but in this paper, we consider only on deterministic, dynamic atomistic (or so-called molecular dynamics (MD)) model. However, because the number of atoms under consideration is huge, in practice, people often take a relatively small number of particles to formulate a coarse-grained model in simulation. The question is whether the simulation result is consistent with respect to the grain (or mesh) size and whether such coarse-grained model could still possible to catch macroscopic properties of a material. A continuum model associated with the atomistic or coarse-grained model may also be of help to understand this problem.
We will consider the coarse-grained model (based on local quasicontinuum or virtual internal bond method) as in [46, 39, 25, 15] and [16] that arises the coarsemeshed or coarse-grained continuum model by selecting a reduced set of so-called "representative atoms" (based on so-called Cauchy-Born rule). The principal idea of local quasicontinuum method is that in the region where no serious defect occurs, the material is modeled at the macroscopic (coarse-grained) scale. The virtual internal bond model is intended as an attempt to integrate the macroscopic view of cohesive surfaces dispersed in a continuum background with the "atomistic" view of interatomic bonding.
It is pointed out in [15] and [16] that the prospects for this type of model in numerical simulations of material properties are highly promising. There are not many theoretical studies available. As an early attempt for theoretical justification, we analyze a one-dimensional model with the nearest neighbor interaction. It is believed that considering the interaction of one atom with its nearest neighbors is a good approximation to the original finite-range interaction problem. We will see that fundamental mathematical problems associated to this simple case are still far from being solved.
We also consider the continuum model associated with the atomistic or coarsegrained model where the Cauchy-Born rule is used for calculating strain energy density. The model is developed from the Hamilton principle and it is a nonlinear wave equation whose unknown function is the position of an atom or a particle φpX, tq at time t; φ is a continuous function of X over an interval, say, r0, 1s for any fixed t. One main difficulty of the PDE model is that in the case of large deformation, its type may change from hyperbolic to elliptic. When there is a large deformation at some point, the corresponding one dimensional linear constant coefficient equation is equivalent to Cauchy-Riemann equations for which the initial value problem is ill-posed as in [35] . Fortunately, a defect under a larger deformation may be related to a proper formulation to a Riemann problem of the PDE. Therefore techniques in analyzing the Riemann problem of conservation laws of mixed type can possibly be used. Owing to the sign change, the shock behavior is different from that of standard nonlinear hyperbolic equations.
The spatial discretization of the PDE coincides with the molecular dynamics model (see 3.2 later) if the mesh size is equal to the atomic lattice scale ε. So the PDE model can serve as a framework to study the relationship between solutions with coarse or fine mesh sizes since they are nothing but discretization approximations of the PDE with different mesh sizes. We will study and demonstrate the relationship between the PDE and the discrete models with various mesh sizes so as to investigate the consistency of the coarse-grained solutions. According to [1] we may find that the characteristic frequencies of these discrete models are different at different scales. So the continuum limit of the discrete model may not be an approximation to the solution of the continuum model since at the macroscopic scale (or continuum model) we do not usually see high frequency oscillation. In [18] , the weak limits are determined by a suitable space average. It is also expected that the kinetic energy corresponding to the oscillation is transferred into other energy. Thus an energy dissipation term needs to be added to the atomistic chain in order to approximate the continuum model. In other words, by erasing the high frequency oscillation the discrete model with a larger mesh size (coarse-grained model) may possibly be an approximation to that with a smaller mesh size in either the sense of space average [18] or in the sense of its viscous approximation to the continuum model in order to catch a macroscopic property of the material. In the latter sense, one possible energy dissipation may be considered according to the usual understanding in shock solution simulation where a viscous term is added to the discrete PDE in order to avoid the oscillation and to obtain the correct continuous solution near a shock.
The nonlinear wave PDE may have a wrong sign at a point of larger deformation which implies instability of the system (i.e., a small error in the data causes a exponentially increasing error in the solution as t increases). Any discrete models would fail due to such instability. In § 4 we will examine an example and find that for the linearization of the model, the error will indeed grow to infinity exponentially for any small perturbation. However, this is not the case for the original nonlinear model because for any bounded perturbations, we can obtain the boundedness of the solution by obtaining the boundedness of the total energy. That is, the instability of the nonlinear model is controlled to some extent.
In § 2 and § 3 we will introduce the continuum PDE and analyze the steady state and dynamic solution of the PDE. We will also study dynamic solution of the spatial discretization of the PDE in § 4. We will analyze and numerically demonstrate the consistency of the coarse-grained models with different mesh sizes in the sense of space average of the coarse-grained MD solutions and the sense of viscous approximation to the continuum model. We conclude our results in § 5.
Continuous description and equilibrium solutions
We define φ : r0, 1s ÝÑ R to be a mapping describing the chain deformation x " φpXq (cf. Figure 1) . Let F pXq " φ 1 pXq ą 0, where F is the deformation gradient and is always positive because φ is assumed to preserve orientation. Let Φ ij pr ij q denote the interaction energy of atoms i and j, where r ij " |x i´xj |. We assume that the energy functions Φ ij between any two atoms are identical and denote it as Φ. As is conventional in application of this aspect, we adopt the socalled Lennard-Jones potential.
where r 0 is the minimal point of the potential function and A is a positive scaling constant. Figure 1 . Deformation function φ maps the fixed configuration to current configuration and φp0q " 0, φp1q " a.
The continuum potential energy from the local quasicontinuum approximation (Cauchy-Born rule) is
where ΘpF pXqq " ΦpF pXq, 1q (2.3) represents the energy density of our model. This can also be obtained from virtual internal bond modeling ideas in one dimension [15, 26] .
Hence the equilibrium configuration can be obtained from F P arg min tE cont pF qu . (2.4) subject to boundary conditions:
5) The Lennard-Jones potential ΘpF q " ΦpF, 1q and its derivatives are almost zero for relatively large F , say, F ě z cut . So we are only interested in the region 0 ď F ď z cut , (2.6) and assume that the material is broken down as F ě z cut . [20] studied elastic bars and their static theory. In order that the description of the total energy makes sense F pXq " φ 1 pXq must exist almost everywhere and be measurable. Still, some possibilities of the function space are left open, depending upon the weakness of the derivative. It is indicated in [20] that the best alternative seems to be the class of absolutely continuous functions. For each absolutely continuous φpXq, there is an integrable function F pXq such that φpXq "
F pXq exists almost everywhere. Also, F pXq is integrable a.e. The Euler equationto find the minimizer for the total energy E cont pφq under the class of absolutely continuous functions are given in [20] 
where c is the integration constant. It will produce the equilibrium configuration or steady-state solution φpXq. Now we solve the equilibrium equation (2.7). Note that
and denote c max " max F ě0 Θ 1 pF q. By the definition of z cut , Θ 1 pz cut q is almost zero. For simplicity we let Θ 1 pz cut q " 0 and denote
The graph of the function is shown in Figure 2 . Let l˘" meastX : F " b˘u. l˘can be obtained from the equations
It is easy to see from the graph of σ that b˘ě 1. So, from (2.10),
Now for given c P r0, c max s b˘are determined and from (2.10) we can have
Because a P pb´, b`q, c can be further constrained (cf. figure 2 ) to 0 ď c ď σpaq (2.13)
for any given a ě 1. There are infinitely many solutions satisfying the boundary conditions φp0q " 0 and φp1q " a for any given a ě 1 and the following relations F pXq " " b´, X P a set whose measure " l´ď 1; b`, X P a set whose measure " l`" 1´l´ď 1, (2.14)
where σpb˘q " c and c can be chosen between 0 and σpaq.
II. The case´8 ă c ă 0
In this case, F " b ă 1. Also b¨1 " a. Thus we should have
There is a unique solution for this case:
F pXq " a, or φpXq " aX, X P r0, 1s. (2.16)
Next we briefly mention the stability of the equilibrium solution in the sense of energy minimization. In [20] a stability concept (which was called metastability) was introduced. It corresponds to the local stability in the dynamical system context. That is, an equilibrium solution ψ is called metastable or locally stable if
where φ is absolutely continuous and
Note that ǫ X should be sufficiently small so that ψ 1 pXq`ǫ X ď z cut and ψ 1 pXq`ǫ X ě 0.
If further we have E cont pψq ă E cont pφq for all φ belonging to our function class, then the equilibrium solution ψ is called absolutely stable. Absolute stability corresponds to the global stability in the dynamical system context. An equilibrium solution ψ is unstable if it is not locally stable. A necessary condition is given in [20] , that is (noting σ " Θ 1 ),
wpv, uq is called Weierstrass excess function. A necessary and sufficient condition for wpv, uq ě 0 (see [20] ) is that the area under the graph of σp¨q from u to v exceeds the area of the rectangle of base pv´uq and height σpuq. From this criterion, we can obtain that for ψ 1 pXq P rr 0 , z cut s, the solution ψ is unstable. For ψ 1 pXq P p0, r 0 q, the solution should be locally stable. As for the equilibrium solution ψ obtained in the case of 0 ď c ď c max , if l`‰ 0 then ψ is unstable; otherwise, the solution should be locally stable. [14] established a sharp criterion for the regime of validity, which is analogous our results here for one dimensional equations, with some regularity assumptions on the solutions.
According to the explanation of phase transition phenomena in [1] , two states bȋ n the case of 0 ď c ď c max do not cause phase transition since one of the states is not locally stable.
Dynamical model
In the dynamic sense, the total energy of the atomic chain with the nearest neighbor interaction is thus,
where N a is the total number of atoms of the chain, m is the mass of an atom. The molecular dynamics model is obtained from Hamilton's equations
2) To simulate dynamical defect movement of materials that we are interested in the dynamical model [15] associated with that static model discussed in the previous section is:
satisfying boundary conditions (2.5) and initial conditions
Here the density ρ 0 " m{r 0 and φ is not only a function of X but also a function of t. This is the same as the virtual internal bond model given in [15] . We should note that σ 1 " Θ 2 could change sign where a deformation is large enough. Therefore the dynamical continuum equation is of mixed type and there is almost no mathematical analysis available in general. The equation changes its type from hyperbolic to elliptic depending on the sign of σ 1 . There are some discussions on existence and uniqueness for this type of equation in the sense of the measure-valued solutions in the case that Θ is close to quadratic and φ satisfies homogeneous boundary conditions [7, 28] .
Remark 3.1. In some finite temperature dynamical models, for example in [2, 45] and [23] , consider the coarse-grained potential energy, the Hamiltonian has the form
(3.5) with kinetic energy for continuum region being introduced in Equation (53) in [45] ,
where M i is the lumped-mass for the uniform coarse-grained mesh. The coarse-grained potential energy could be obtained from in Equation (2.32) in [2] , and has the form
where n elem " N´1 is the number of elements, K B is the Boltzmann's constant. T stands for temperature, ν e is the number of atoms associated with element e, F e is the deformation gradient in element e. Consider zero-temperature only, i.e. T " 0. In this case, our Hamiltonian is,
The corresponding dynamics model is thus
We could see that (3.2) is a special case of (3.9) with ∆X " ε.
On the other hand, in simulating dynamical properties of the material, we are particularly interested in the cases when the material bar has some larger deformation (or roughly called "defect" in this paper) in the middle. If we assume that the defect are uniform in certain region then the problem can be simplified to the Riemann problem of the nonlinear continuum equation (3.3) . In this case, techniques for the Riemann problem of conservation laws (cf. [43] and [15] ) and of conservation laws of mixed type (cf. [37, 40] and [19] ) can be used. Previous discussions of conservation laws of mixed type were mainly for applications in the phase transition theory of elastic bars with a double-well potential (see, e.g., [20, 37] and [1] ) or in the van der Waals fluid (see, e.g., [40] and [42] " F´1). Without loss of generality, we also let ρ 0 " 1. Hence, the system (3.3) can be written as
where t ą 0 and 0 ď X ď 1. Consider the system (3.10) or (3.11) satisfying the boundary condition (2.5). We assume the following Riemann initial condition
Here η stands for the initial defect with respect to the stable configuration F " 1 appearing in the small middle region of the material. The initial condition for F is physically reasonable since a material would usually be in its stable configuration (i.e., F " 1 where its potential energy reaches the minimum) until some defect is initially forced by external effects. For a solid material, it is also reasonable to assume that the velocity is initially the same at any part of the material, i.e., v l pX, 0q " v m pX, 0q " v r pX, 0q. Without loss of generality, we assume v l pX, 0q " v m pX, 0q " v r pX, 0q " 0. Note that (3.10) or (3.11) is a system of conservation laws of mixed type since σ 1 pF q ă 0 when F ą r 0 . Next we consider the solution of the Riemann problem based on the ideas of admissible conditions given in [37, 19, 43] . Whenever σ 1 pF q ě 0, we use the notation cpF q " pσ 1 pF1{2 ě 0. (3.13) The characteristic values for (3.10) or (3.11) are λ˘"˘cpF q, with associated eigenvectors r`pF q " p1,´cpFand r´" p1, cpF qq, respectively. The system is strictly hyperbolic in the region D 1 " tF : F ă r 0 u where the characteristic values are real and distinct, and elliptic in the region D 0 " tF : F ě r 0 u where the characteristic values are purely imaginary. Obviously, U l or U r P D 1 and
A point U l may be joined to a point U by a (centered) shock wave with constant shock speed s if and only if U l " pF l , v l q, U " pF, vq and s are related by the Rankine-Hugoniot conditions (cf. [43] ):
(3.14)
The function
U if x ą st is the shock solution of the system. It is well known that to have a unique solution, a certain type of admissibility criterion 1 needs to be satisfied; for example, the entropy criterion or the viscosity criterion for strictly hyperbolic systems. For problems of mixed type, we adopt the generalized viscosity criterion discussed in [19] for the double-well potential (see also [37] ), which generalizes the usual viscosity criterion for strictly hyperbolic systems and constrains the speed of shock solutions wherever shock speeds are defined [19, 31] . The criterion is, for all w between F l and F , either Eliminating v´v l in (3.14), we obtain
So as pointed in [37] , no two points within the elliptic region D 0 may be joined by a shock.
From the admissible criteria (3.15)-(3.17) and the Rankine-Hugoniot conditions (3.14) we can define the following sets or curves. For our Riemann problem, we have that U l belongs to the hyperbolic region D 1 . The set of states which can be connected to the state U l by a 1-shock with U l on the left must lie in the curve
19) The set of states which can be connected to the state U l by a 2-shock with U l on the left must lie in 20) whereF pF l q is defined by σpF q " σpF l q if F l P p1, r 0 s andF pF l q " z cut if F l ď 1 (The dash curve connected R 1 and z cut in Figure 3 describes the values ofF pF l q ). It can be easily verified that
where s "˘apσpF q´σpF l qq{pF´F l q, s ă 0 on the curve S 1 and s ą 0 on the curve S 2 . We now consider rarefaction-wave solutions of (3.10) or (3.11). Rarefaction wave is a continuous solution of (3.11) of the form U " Upx{tq. There are two families of rarefaction waves, corresponding to either characteristic family λ´or λ`(called 1-rarefaction waves or 2-rarefaction waves, respectively). According to [43] , Let ξ " x t , with the chain rule, (3.11) will bé ξU ξ`P pUq ξ " 0 or
ake the 1-rarefaction waves for an example, ξ is the eigenvalue of the above equation, we obtainˆ´λ´´1
hile F ξ ‰ 0, by the above equation, we have v ξ {F ξ "´λ´, then if a state U l is to be joined to a state U by a (centered) rarefaction wave, with the state U on the right of the wave, it is necessary and sufficient that U lies on the integral curve of dv dF "´λ¯pF q "˘cpF q (3.23) and that λ¯pF q is increasing along this curve from F l to F . By integrating (3.23) through a fixed point U l , the set of points U, to which U l may be joined by a rarefaction wave, forms two sets or curves R 1 (1-rarefaction waves) and R 2 (2-rarefaction waves), i.e., 24) and
We could also obtain
We
We can put all of these curves together in the v-F plane to obtain a picture as depicted in Figure 3 . Figure 3 . Illustration of curves S 1 pU l q, S 2 pU l q, R 1 pU l q and R 2 pU l q Remark 3.2. From Figure 2 and (3.18) , s turns to zero while F approaching z cut . Then from (3.21), we obtain dv dF "´s 2´σ
for σ 1 pF q is negative from Figure 2 when F is close to z cut . Using notations from [43] , we define
For a fixed U l P R 2 , we consider the family of curves
We need a result about the curves F .
Lemma 3.3. For U l " p1, 0q, the curves in F smoothly fills a part of v-F plane without gaps or self-intersections.
Proof. LetŪ lies in W 1 pU l q. Each curve is the solution of a smooth ordinary differential equation with initial valuesŪ varying smoothly. By the continuous dependence of the ODE solution on the initial data and the transversality of the curve W 1 pU l q with curves in F there are no gaps. The proof of no-self-intersection depends on the position of connecting state U. If U lies in hyperbolic region then it has been proved (cf. [43] ). If U lies in the elliptic region E (see Figure 3) , we proceed as follows. Suppose that there are two curves both passing through U P E starting from U 1 " pF 1 , v 1 q P W 1 pU l q and U 2 " pF 2 , v 2 q P W 1 pU l q, respectively. Without loss of generality let v 1 ă v 2 and F 1 ă F 2 since the curve W 1 pU l q is strictly increasing. Then the vertical difference of these two curves
where s`pp 1 , p 2 q "
is the square root of the slope of the chord connecting points p 1 and p 2 on the curve of σ and F ě r since U P E. From the graph of the function σ, it is easy to see that s`pF 1 , F q ą s`pF 2 , F q for F ě r 0 . Hence all terms in the expression of dpU 1 , U 2 q are negative and no self-intersection is possible.
Based on Lemma. 3.3, through each state U "ˆF 0˙, 1 ď F ď z cut , there passes exactly one curve W 2 pŪ q of F . Hence, the solution to the Riemann problem is given as follows: we connectŪ 1 to U l on the right by a 1-(shock, or rarefaction) wave, and connect U toŪ 1 on the right by a 2-(shock, or rarefaction) wave. The particular type of occurring waves depends on the position of U. In our case, U " U m is on F axis. The solution of the Riemann problem is illustrated in Figures 4 (η ą 0) and 5 (η ă 0) (see [43] ). an interaction of shocks at X " 1{2 after time t 0 (see Figure 4) . We consider only the time interval 0 ď t ă t 0 in this paper.
Coarse-grained model -a spatial discretization of the PDE
We have analyzed the continuum model (3.3) in the previous section. In this section, we consider a typical spatially discretized model of it under a uniform mesh:
and
2) where ∆X " 1{M. Such a discrete model with ∆X " ε corresponds to a mass-spring chain (cf. [1] ) or the molecular dynamics model (3.2). Compared with the function σ " Θ 1 in (2.8), the discrete PDE (4.1) is actually the same as the nearest neighbor interaction molecular dynamics model (3.2) since 1 ε σ`r ε˘" Φ 1 pr, εq if ∆X " ε. So we can have that the nearest neighbor interaction molecular dynamics model is a discretization of the PDE with a very fine mesh size ε.
There are two things we want to mention here. One is that the PDE (3.3) is of mixed type since the sign of Θ 2 or σ 1 may change at a larger deformation gradient F " φ X . This may happen to the discretization (4.1) as well when φ j´φj´1 ∆X is larger. With this sign change, the spatial operator or the matrix for the discrete problem would have positive eigenvalues. This fact implies that the linearized problem would be unstable, i.e. an exponentially increasing solution with respect to time t. Any numerical method would fail. Fortunately, in practice either the solution would stay in the elliptic region very shortly or the positive eigenvalue would be very small because the negative σ 1 would be very small. Also in § 4.1 we will show that this exponential increase is only related to the linearization of the problem. For the original nonlinear problem, the situation is better -its solution is always bounded.
The second thing is whether the discrete model with a large mesh size (or coarsegrained model) of (4.1) is a good approximation to the molecular dynamics model. If the coarse-grained model is a good approximation to that with a small mesh size, then perhaps the coarse-grained model would be a good approximation to the molecular dynamics model. Unfortunately, this is not usually the case. As pointed out in [1] , if we look at the discrete model as a chain of mass-spring elements in a fixed length r0, as and assume the spring has constant static stiffness, then the stiffness k of each spring is proportional to the number of mass-spring elements, say M, in the chain, and the mass m of each element is inversely proportional to M. Therefore the characteristic frequency ω is proportional to M:
Thus the solution of the coarse-grained model is generally not a good approximation of the solution with a small mesh size, for example, in the maximum norm, since the characteristic frequencies of them may be largely different (See [17] for some related computations). From the viewpoint of shock capturing, the solution of the coarse-grained model is not a good approximation to that of the PDE either. The discrete model is a central difference scheme which is not recommended in finding the shock solution since it would cause oscillations near the shock discontinuity that would ultimately destroy the solution. To show this, consider the model with ρ 0 " 1 and 3A " 0.25 and solve the semi-discrete differential equation by MATLAB built-in ODE solver ODE45. We choose the following initial value On the other hand, as M Ñ 8 (continuum limit) the characteristic frequency goes to infinity. The high-frequency oscillation becomes "invisible" in the limit. This suggests that to discuss the coarse-grained approximation, the oscillation should be got rid of in the measure. We consider two types of such measure in the paper.
One type is that as indicated in [18] , we may determine the weak limits of F and v by suitable space average. Convoluting F as a function of X with a mollifier g ǫ , we obtain the average values of F denoted as F avg ,
where
0, otherwise The value of ǫ is determined experimentally to make the support of g ǫ small with respect to 1, and large with respect to ∆X.
From Figure 6 we could see the oscillation propagates near shocks as time increases, where we take s 1 " 1 and s 2 " 1.1 for the initial φ. The exact solutions illustrated by Figure 4 are computed by (3.25) and (3.26) as in [26] . We choose δ " 0.1 and 0.05 ă t 0 to ensure the correctness of exact solution. From the plots, the space average solutions for various ∆X indeed have a limit and the limit actually captures the motion of the exact solution in this case at least numerically.
Another type as indicated in [1] is that we can interpret this as the kinetic energy corresponding to high-frequency oscillations is transferred into heat. So to reach the continuous solution, some energy-dissipative term may be added to erase oscillations. According to [19] , the admissible criterion of shock we adopted is derived from the relatively simple viscous system
This kind of viscous term is also used in [28] in discussing other nonconvex potential energies. We thus add spatial discretization of µ B 3 φ BtBX 2 as a dissipative term to the discrete (coarse-grained) model, that is,
We refer to [40, 37, 41] and [6] for other choices of the dissipative term, or refer to [2, 45] and [23] ] and Remark 3.1 to consider constructing a dissipative term depending on T . The rest of the section is organized as follows. In § 4.1, we consider the effect of the sign change of Θ 2 or σ 1 to the discrete model. § 4.2 is devoted to the dynamical case and numerical experiments are given to demonstrate that the discrete model with a standard additional viscous term (4.8) and the spacetime average of the coarse-grained solution of (4.1) are both consistent. Then we can conclude that under certain conditions, the coarse-grained model would be a good approximation to the discrete model with very small mesh size, such as the nearest neighbor interaction molecular dynamics model. Some macroscopic material properties such as the location of a fracture may be captured by the coarse-grained approximation. Then the computation can possibly be largely reduced.
4.1. Stability effects with large deformation. We have noticed that σ 1 pF q " Θ 2 pF q could be negative for F ą r 0 . This "wrong" sign may cause a stability problem for the discrete model (4.1), i.e., a small error in the data might cause an exponential increase in the solution. We will use an example here to show that this exponential increase indeed happens for the linearized problem. For the original nonlinear problem, the situation is better and can possibly be controlled.
We now linearize the discrete problem (4.1) at a time dependent state
Let E j ptq " φpx j , tq´φptq represents the error, the following equation is satisfied
Notice that the right hand side of (4.10) should be the truncation error Opp∆Xq 2 q. We freeze the variable coefficient σ 1 pF j q to study the stability. Let
So ff σ 1 ă 0, the error is exponentially increasing to infinity as t increases. Fortunately, in practice, if a fracture is caused by a defect (larger deformation gradient F ą r 0 ), the fracture time may not be very long and during the process, the deformation gradient F becomes larger and larger or σ 1 becomes smaller and smaller. This would make the exponential growth of an error less serious. In addition, for the original nonlinear semi-discrete problem (4.1), we would not see any exponential growth of error taking place. [26] gave the same results for discretization with dissipative term (4.8).
The reason is that the original nonlinear semi-discrete problem is a Hamiltonian system and we will show below that the energy is bounded for the perturbed problem and then its solution is bounded. So the error is at least not exponentially growing.
Consider (4.1) with boundary conditions (4.2) and the perturbed initial conditions about the equilibrium solution aX i :
(4.12)
For perturbations which are not small, the following argument holds as well. We consider the Opǫq perturbation only for the purpose of the comparison with the linearized case. Multiplying (4.1) by pφ j q t and then summing the equations from 1 to M´1, we have (noting σ " Θ 1 )
Hence, the energy E d does not increase with respect to the time t or
Here φ h " pφ 1 ,¨¨¨, φ M´1 q T and φ h t " ppφ 1 q t ,¨¨¨, pφ M´1 q t q T . Hence the energy E d is bounded for all t. The following theorem gives the bound and also the global existence of the solution of problem (4.1) based on the above energy conservation.
Theorem 4.1. For the solution of (4.1) with boundary conditions (4.2) and initial conditions (3.4), we have
15)
and Θ min represents the minimum value of Θ (see the figure of Θ below). Hence there exists a global solution φ j ptq P C 1 of (4.1), (4.2), (3.4).
Proof. The bound for }v h } 2 results immediately from the definition of E d , the energy estimate (4.14) and´Θ ď |Θ min |. For the boundedness of φ j , we only need to show that the atoms do not cross one another since if so, φ j will stay between two end atoms; i.e., between φ 0 " 0 and φ M " a. Indeed, if there is a crossing, say φ i 0 " φ i 0´1 , then from the expression of the energy E d pφ h , v h q, we easily see that it goes to 8 at the crossing point. This is a contradiction with the boundedness (4.14). So 0 ď φ j ď a. This proves the boundedness of }φ h } 8 . We then conclude that there exists a global solution φ j ptq P C 1 for all t ą 0 2 since the solution must go to infinity if it cannot expand at some time t (cf. [44] Theorem 2.1.4]). 2 The justification of C 1 is that Θ P C 1 if φ j , j " 0, 1,¨¨¨, M , do not cross each other. Figure 7 . The graph of ΘpF q.
So unlike the linearized problem, the solution of the original nonlinear problem will not grow to infinity.
4.2.
Dynamical properties of the coarse-grained approximation to the molecular dynamics (MD) model. We consider in this subsection the coarsegrained model (4.8) satisfying boundary conditions (4.2) and initial conditions (3.4), where ∆X " 1{M. We will see the agreement between the solution of the coarsegrained model and that of the molecular dynamics (in comparison with the continuum model analyzed in § 3).
Similarly to § 4.1, we can derive an energy estimate of (4.8) and then use it to obtain the boundedness of the solution which implies the global existence of the solution. Multiplying (4.8) by pφ j q t and summing the equations from 1 to M´1, we have
Hence, the energy E d decreases with respect to the time t or
The following theorem is completely analogous to Theorem 4.1. It gives the bound and then the global existence of the solution based on the above energy estimate. 
Hence there exists a global solution φ j ptq P C 1 of (4.8), (4.2), (3.4) . Also, the boundedness of the solution implies that the exponential growth phenomenon showed in § 4.1 for the linearized model will not occur for this discrete model.
According to an error analysis for a linearized problem in [26] we introduce
as a measure of error with E j ptq " φpx j , tq´φptq.
[26] offered an error estimate
where constant C is independent of ∆X, but depends on z 2 cut , number of atoms at which σ 1 ă 0, and the time when F stays in the elliptic region. Next we demonstrate that the coarse-grained approximation under two different measures (space average or viscous approximation as described at the beginning of § 4. We also compare the coarse-grained solution with the continuous solution given in § 3. We simply choose ρ 0 " 1, 3A " 0.25, and M P t16, 32, 64, 128u. The initial values of Riemann problem are of the form (4.3). Figures 8-17 show the shock propagation in F " φ X and v and the decreasing of H d in (4.20) with increasing M. In Figures 8-9 , we choose s 1 " 1 and s 2 " 1.1 and U " pF, vq is always located in the hyperbolic region, the coarse-grained solutions get closer to the continuous solution in both measures as illustrated in Figures 10-11 . In Figures 12-13 , we choose s 1 " 1 and s 2 " 1.15, which is slightly great then r 0 , and the initial U is in elliptic region when X P r 1 2´δ , 1 2`δ s. We see that the solution goes quickly from the elliptic region to the hyperbolic region and then stays in the hyperbolic region. In these two cases, both measures obtained better performence with increasing M (cf. Figures  14-15) . In Figures 16-17 , we choose s 1 " 1 and s 2 " 1.3. The initial value of U is in elliptic region and σps 1 q « σps 2 q. We can see that an approximately stationary shock occurs. All these numerical results agree with the analysis conducted in § 3. These results indicate that if initial deformation gradient is not significantly larger than r 0 , the coarse-grained approximation captures the MD solution pretty well. However, where the deformation is much larger, this coarse-grained approximation is unreliable. Remark 4.3. We could also reach a static solution by (2.4)-(2.5). These static solutions have l`" 0 as analyzed in § 2. The stable dynamic solutions such as one with s 2 " 1.1 and δ " 0.2, converge to the static solutions, while t Ñ 8 as illustrated in Figure 18a . While the unstable solutions do not have this property (Figure 18b ). However, Figure 18c describes the convergence for the solution with s 2 " 1.3 and δ " 0.03, hence, the convergence of solution to the static solution under the viscous approximation is related not only to the initial strain, but also to the length of the deformed interval.
Conclusion
In this paper, we consider a coarse-grained approximation based on the local quasicontinuum or virtual internal bond method. We focus especially on the consistency of the coarse-grained approximations with respect to the grain (or mesh) size. Since Figure 9 . v vs. X in the space-average sense (top line) and with viscous approximation (bottom line) for t " i∆t, i " 1,¨¨¨, 4, and ∆t " 0.01 with s 1 " 1 s 2 " 1.1, and δ " 0.1.
a defect under a larger deformation may be related to a Riemann problem of the PDE (a nonlinear wave equation of mixed type) model, the PDE model is served as a framework to study the consistency of the coarse-grained solutions through a standard additional viscous term (4.8). The consistency in the sense of the space average of the coarse-grained solutions of (4.1) is also studied. , M P t16, 32, 64, 128u at t " i∆t, i " 1,¨¨¨, 4 with s 1 " 1, s 2 " 1.1, and δ " 0.1.
According to our numerical results, the coarse-grained approximation in either space average sense or viscous approximation sense seem to be a good approximation of the Molecular Dynamics model in the relative small deformation (F ă r 0 ) with sufficient large M, but in a larger deformation (F ě r 0 ), there is no good Figure 13 . v vs. X in the space average sense (top line) and with viscous approximation (bottom line) for t " i∆t, i " 1,¨¨¨, 4, and ∆t " 0.01 with s 1 " 1 s 2 " 1.15, and δ " 0.1.
approximation to the MD model in either the space average sense or the viscous damping sense. This opens an avenue for further mathematical and numerical analysis for longer range interactions, atomistic to continuum coupling model, and higher dimensional , M P t16, 32, 64, 128u at t " i∆t, i " 1,¨¨¨, 4 with s 1 " 1, s 2 " 1.15, and δ " 0.1. , M P t16, 32, 64, 128u at t " i∆t, i " 1,¨¨¨, 4 with s 1 " 1, s 2 " 1.15, and δ " 0.1.
problems. Especially the coupling model that couples the nonlinear wave equation in the small deformation region (hyperbolic region) to an atomistic region that allowed for larger deformation (elliptic region) to simulate the fracture dynamics. Figure 18 . }φ static´φdynamic } l 2 vs. t " i∆t, i " 1,¨¨¨, 100, ∆t " 0.02 and M " 128.
