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On Error-Rate Characteristics of Oversampled 
A/D Conversion 
Zoran Cvetkovid and Martin Vetterli 
Abstract- Accuracy of simple A/D conversion1 can be 
improved by refining either sampling interval or quanti- 
zation step. Although the  former is more convenient for 
implementation reasons, t he  la t ter  seems to  be more effi- 
cient. When the  quantization s tep  tends to  zero for a fixed 
sampling interval, t he  expected value of the  quantization 
error decays exponentially as a function of the  bit-rate B, 
E(e(t)’) = O(exp(-2aB)). On the  other hand, if the  over- 
sampling ratio is increased for a fixed quantization s tep the  
error behaves as E(e(t)’) = O(l/B).  We show tha t  this infe- 
rior error-rate performance of oversampled A/D conversion 
is a consequence of inadequate reconstruction and encoding, 
and propose an  efficient scheme for lossless encoding of qu- 
antized samples. With this encoding scheme the  error of 
oversampled A/D conversion decays exponentially with the  
bit-rate. 
I.  INTRODUCTION 
Analog to digital (A/D) conversion requires discre- 
tization of an analog signal in both time and amplitude. 
Discretization in time is implemented as sampling with a 
sampling interval r , while the discretization in amplitude 
amounts to quantization of these samples with a quanti- 
zation step q. The commonly used linear reconstruction 
restores the analog signal from the digitally encoded repre- 
sentation by low-pass filtering a pulse train modulated by 
the sequence of quantized samples (see Figure 1). If the 
considered analog signal f ( t )  is bandlimited and r is smal- 
ler than the Nyquist sampling interval, T N ,  the discretiza- 
tion in time is a reversible operation. However, the ampli- 
tude discretization introduces an irreversible loss of infor- 
mation. Hence, a reconstructed signal f,.(t) is generally dif- 
ferent from the original f(t). The-error e( t )  =-f,.(t) - f(t) 
is denoted as quantization error. 
Fig. 1. Block diagram of simple A/D conversion followed by classical 
reconstruction. Input a-bandlimitedsignal f ( t )  is first sampledat 
a frequency fs = 1/r, which is above the Nyquist frequency. The 
sequence of samples f[n] is then discretized in amplitude with a 
quantization step q. Classical reconstruction gives a signal fp (t), 
which is obtained as a low-pass filtered version of some signal 
having the same digital version as the original f ( t ) .  
A common way to study the quantization error is sta- 
tistical analysis that models e ( t )  as a uniformly distributed 
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‘Considerations in this paper are restricted to simple A/D conver- 
sion as opposed to EA modulation. 
white noise independent o f  the input. Assuming the white 
noise model, one can show that the mean squared error is 
given by 
which agrees with measured data under conditions such as 
having a large number of quantization levels and a small 
quantization step compared to the input amplitude range 
[l]. This result demonstrates that conversion accuracy can 
be improved by refining either quantization or sampling. 
Since the quantization step size is constrained by the cir- 
cuit complexity and the precision of analog components, 
high accuracy of modern A/D converters is usually based 
on oversampling. However, if we consider the error as a 
function of the bit-rate, quantization refinement outper- 
forms oversampling. As a n  illustration, consider the case 
when the quantization step is halved. This reduces the 
mean squared error by a factor of four, at the expense of 
an additional bit per sample. In order to achieve the same 
error reduction by refining the sampling interval, the over- 
sampling ratio R = T N / T ,  should be increased four times, 
and consequently the total number of bits increases by the 
same factor. 
This reasoning gives the following results. If the qu- 
antization step is decreased for a fixed sampling interval r ,  
the error decays exponentially with the bit-rate B. Preci- 
sely, 
where A denotes signal amplitude range. On the other 
hand if the sampling is successively refined, r -+ 0, for a 
fixed quantization step q,  
(3) 
or in other words the mean squared error decays only line- 
arly with the bit-rate. 
These results are obtained with linear reconstruction 
(low-pass filtering) and a, pulse code modulation (PCM) 
scheme for lossless encoding of the quantized samples. The 
point of this paper is to demonstrate that the inferior per- 
formance of oversampling with respect to quantization re- 
finement is a result of inadequate reconstruction and co- 
ding. We show that if an efficient encoding scheme is used 
together with an optimal reconstruction, the quantization 
error decays in the squared norm as 
(4) 
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when r + 0 for a fixed quantization step.’ The factor 
/? in (4) is of the same order of magnitude as the Nyquist 
sampling interval, so that we have performance comparable 
to that when the quantization step tends to zero, and signi- 
ficant improvement compared to traditional results. 
Not at ion 
In this paper, the term bandlimited signals will re- 
fer to both periodic bandlimited signals and a-bandlimited 
signals, unless otherwise stated. A signal f ( t )  is said to be 
a-bandlimited if it  is square integrable, f ( t )  E L2(R), and 
its Fourier transform, f ( w ) ,  satisfies If(w)l = 0, IwI > a. 
The norm of the a-bandlimited signal f ( t )  is given by 
Ilf(t)ll’ = jW lf(t>I2dt. 
-W 
A space of periodic bandlimited signals, with a period T ,  
is the space of trigonometric polynomials 
N 
f ( t )  = a0 + (aicos(2ait/T) + bisin(2wit/T)) . 
a = l  
The dimension of the space of periodic bandlimited signals 
given by this expression is 2N + 1. The norm of a signal 
f ( t )  in this space is given by 
Ilf(t)ll’ = /’‘ If(t)l”t. 
0 
The Nyquist sampling interval, T N ,  in the space of periodic 
bandlimited signals with a period T and dimension 2N + 1 
is equal to TN = T / ( 2 N + 1 ) .  In the space of a-bandlimited 
signals it is given by TN = a/a. 
11. ERROR REDUCTION WITH CONSISTENT 
RECONSTRUCTION 
Information contained in the digital representation, 
generated as the result of A/D conversion, allows for re- 
construction of the input analog signal with an error e ( t )  
which behaves in the squared norm as lle(t)11’ = O(?). 
This fact was first pointed out for the case of periodic 
bandlimited signals [a ] ,  and later also proven for bandli- 
mited signals in L2(R) [3]. Recall that the traditional re- 
sult, which pertains to linear reconstruction, asserts that 
the mean squared quantization error behaves as E ( e ( t ) ) 2  = 
O(r ) .  The improved performance can be achieved with so 
called consistent reconstruction. This term denotes an al- 
gorithm which always gives a reconstructed bandlimited 
signal which after A/D conversion produces the digital se- 
quence which is identical to the sequence produced by the 
original. In the context of consistent reconstruction, qu- 
antization error is studied using deterministic analysis [a] ,  
[3], and for that reason error bounds in this section are 
given with respect to its squared norm rather than its va- 
riance. Note that in the case of sampling at the Nyquist 
II . II. 
2Please see the notation part below for the definition of  the norm 
rate, linear reconstruction is also consistent, however this 
need not be true if some oversampling is introduced. Algo- 
rithms for consistent reconstruction were proposed in [ a ] ,  
[5], and were based on alternating projections onto sets of 
convex constraints defined by the digital representation. 
In order to achieve reconstruction of a bandlimited 
signal f ( t )  with an error e ( t )  bounded as 
it is essential that samples taken at points of quanti- 
zation threshold crossings of f ( t )  provide complete and 
stable description of the corresponding class of bandlimited 
signals [2] ,  [3], [4]. If a space of periodic bandlimited signals 
is considered, this condition is satisfied by any set of points 
as long as its cardinality is greater than or equal to the di- 
mension of the space. The constant of proportionality K 
in (5) depends on the norm of f ( t )  in the respective space, 
and also on the distribution of its quantization threshold 
crossings [2] ,  [3]. It is important to note that if f ( t )  is a 
periodic bandlimited signal, its digital representation al- 
lows for reconstruction with an error which either tends to 
zero with increased oversampling as lle(t)112 = O ( r 2 ) ,  or 
does not approach zero at all. The latter occurs when f ( t )  
does not have a sufficient number of quantization threshold 
crossings. The situation with a-bandlimited signals is much 
more subtle [3]. However, if the reconstruction error is to 
converge to zero as r +- 0, then the samples taken at quan- 
tization threshold crossings of the considered signal should 
provide a complete and stable description of signals in the 
given space of a-bandlimited functions, and in that case 
lle(t)ll’ = 0 ( r 2 ) .  
111. AN EFFICIENT ENCODING SCHEME 
An efficient scheme for lossless encoding of the digital 
representation follows from the observation that for suffi- 
ciently fine sampling the quantized values of signal samples 
can be determined from the corresponding sequence of qu- 
antization threshold crossings. Consider a bandlimited 
. time 
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Fig. 2. Quantization threshold crossings. Two bandlimited signals 
f ( t )  and g ( t ) ,  having the same pattern of quantization threshold 
crossings, also have the same quantized values of corresponding 
samples. 
signal f ( t )  and suppose that its quantization threshold 
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crossings are separated, that is there is an E > 0 such 
that no two quantization threshold crossings are closer than 
E .  Note that a bandlimited signal of a finite energy f(t) 
has a bounded slope so there is always an €1 > 0 such 
that f ( t )  can not go through more than one quantization 
threshold on any interval shorter than €1. The condition 
for separated quantization threshold crossings requires in 
addition that intervals between consecutive crossings thro- 
ugh the same threshold are limited from below away from 
zero. For a sampling interval smaller than E all quantiza- 
tion threshold crossings of f ( t )  occur in distinct sampling 
intervals. Under this condition, quantized samples of f ( t )  
are completely determined by the sequence of quantization 
threshold crossings of f ( t )  (see Figure 2). Another effect of 
high oversampling is that quantized values of consecutive 
samples differ with a small probability. In this case, an eco- 
nomical digital representation would encode incidences of 
data changes, that is sampling intervals where quantization 
threshold crossings occur, rather than quantized samples 
themselves. One such encoding scheme is described below. 
+time 
T 
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Fig. 3. Quantization threshold crossings encoding. Quantization 
threshold crossings are grouped on intervals o f  a length T .  Re- 
fining the sampling interval by a factor 2k requires additional 
k bits per quantization threshold crossing to  encode its position 
inside the interval T .  
Quantization threshold crossings can be grouped on 
consecutive time intervals of a given length T .  For each of 
the crossings at  most 1 +loga(T/.r) bits are then needed to  
record its position inside the interval T .  The height of the 
threshold crossing can be given with respect to the previous 
one, so that for this information only one additional bit is 
needed, to denote the direction of the crossing (upwards 
or downwards). Hence, for recording of the information 
on quantization threshold crossings on an interval where Q 
of them occur, less than Q (2 + log,(T/.r)) bits are needed 
(see Figure 3). The bit-rate is then bounded as 
B 5 T (2+10g2 (:)), 
where Qm denotes the maximal number of the crossings on 
an interval of length T .  If this efficient coding is used to- 
gether with consistent reconstruction, then it follows from 
(5) and (6) that the error-rate characteristics of the over- 
sampled A/D conversion become 
lle(t)112 = 161C!'22-2kB, (7) 
or Ile(t)l12 = 0 (exp(-2/3B)), where /3 = T/Q,. 
I v .  AN ESTIMATE OF FACTOR p
Considerations in this subsection pertain to bandlimi- 
ted signals in L 2 ( R ) ,  since corresponding derivations for 
the case of periodic bandlimited signals are straightfor- 
ward. In order to estimate the factor T/Qm in (7), we 
consider again the two types of quantization threshold cros- 
sings, denoting them as d-crossings and s-crossings, with 
the following meanings. A quantization threshold crossing 
is said to be a d-crossing if it is preceded by a crossing 
of a different quantization threshold, or s-crossing if it is 
preceded by a crossing of the same threshold (see Figure 
4). The total number of quantization threshold crossings 
Fig. 4. Quantization threshold crossing types. A quantization 
threshold crossing can be immediately preceded by a crossing of 
the same quantization threshold, as illustrated by the crossings 
at points xn and xn+l. These are denoted as s-crossings, and 
each of them is preceded by a point where the consider signal 
assumes an extremum. The other type o f  quantization threshold 
crossings, d-crossings, are those which occur after a crossing o f  a 
different quantization threshold. The threshold crossing at xn+2 
is o f  this type. 
of a a-bandlimited signal ,f(t) on an interval T is the sum 
of numbers of these two types of crossings. The count of 
d-crossings, Q d ,  depends on the slope of f(t) as well as the 
quantization step q. The slope of f ( t )  can be bounded as 
which gives 
(9) 
For the count of s-crossings, Q,, we can investigate 
some average density. A sequence of points {A,} on the 
real axis is said to have uniform density d if there exist two 
numbers 6 > 0 and L < 00 such that 
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TABLE I 
Error-rate characteristics of oversampled A/D conversion, as the 
sampling interval tends to zero, for the four different combinations 
of reconstruction and encoding. The quantization error, e(t), is 
expressed as a function of the bit-rate, B. 
Efficient Encoding 
I 
Efficient Encoding 
Linear Reconstruction 
E(e(t)2) = o ($) 
Consistent Reconstruction 
Each of the s-crossings of f ( t )  is preceded by a point where 
f ( t )  assumes a local extremum. If s-crossings constitute a 
sequence of a uniform density d ,  then a subset of zeros of 
f’(t) also constitutes a sequence of uniform density d. Ac- 
cording to results on nonharmonic Fourier expansions by 
Duffin and Schaeffer [6], d 5 IJ/T except in a degenerate 
case when f’(t) is identically equal to zero. If we assume 
that the sequence of quantization threshold crossings of 
f(t) is a realization of an ergodic process, then as the in- 
terval T grows 
Q s  U 
- + e < - .  T a 
Hence the error rate characteristics are given by 
where a1 5 ( 1  f 11u$/q and a 2  5 u/a. Recall that for A/D 
conversion with a fixed sampling frequency fs, fs 2 u/a, 
and q -+ 0, the error-rate characteristics have the form 
E(e(tI2) = 0 ( 2 - S B > ,  
where a = fs. 
It is interesting to find the error-rate characteristics of 
oversampled A/D conversion for the four combinations of 
reconstruction and encoding, i.e. linear versus consistent 
reconstruction, and PCM versus quantization threshold 
crossings encoding. These are given in Table 1. The re- 
sults in Table 1 demonstrate the importance of appropriate 
lossless encoding of the digital representation. We can 
see that with consistent reconstruction and quantization 
threshold crossings encoding, error-rate characteristics of 
oversampled A/D conversion are significantly improved, 
and that for attaining an exponential decay efficient en- 
coding is crucial. 
V. CONCLUSION 
This paper was concerned with error-rate characte- 
ristics of simple oversampled A/D conversion. An efficient 
scheme for lossless encoding of digital sequences produced 
in oversampled A/D conversion was introduced. It was 
shown that the error-rate characteristics of oversampled 
A/D conversion can be remarkably improved if consistent 
reconstruction and efficient coding are used, giving an er- 
ror which behaves as lle(t)112 = 0 (exp(-2/3B)) rather than 
E(.@))’ = 0 (l/B), which is the classical result. 
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