A novel meta-regression method, PET-PEESE, predicts and explains recent high-profile failures to replicate in psychology. The central purpose of this paper is to identify the limitations of PET-PEESE for application to social/personality psychology. Using typical conditions found in social/personality research, our simulations identify three areas of concern. PET-PEESE performs poorly in research areas where: there are only a few studies, all studies use small samples, and where there is very high heterogeneity of results from study to study. Nonetheless, the statistical properties of conventional meta-analysis approaches are much worse than PET-PEESE under these same conditions. Our simulations suggest alterations to conventional research practice and ways to moderate PET-PEESE weaknesses.
. Where i dˆ is the estimated effect size, is its standard error, and m is the number of estimates in the research record.
Equation (1) is estimated by weighted least squares (WLS), using 1/ 2 i SE as the weights.
The conventional t-test of  (H0: =0) in the WLS estimate of equation (1) provides a statistical test for a genuine empirical effect beyond the reach of selective reporting bias, called the 'precision-effect test' or PET (Stanley, 2008) . As i SE approaches 0, studies become objectively better and better, and meta-regression (1) implies that estimated effect sizes approach , on average. Simulations of estimated regression coefficients demonstrate that PET is often a powerful test for the presence of an authentic effect beyond selective reporting bias (Stanley, 2008) . However, 0  from (1) tends to underestimate the true effect when there is a nonzero treatment effect. In these cases, Stanley and Doucouliagos (2014)  from (2) is the precision-effect estimate with the standard error (PEESE).
To reduce the bias in estimating the 'true' average effect from either meta-regression model (1) or (2), Stanley and Doucouliagos (2014) recommend a conditional estimator. When there is evidence of a genuine treatment effect, PEESE from equation (2) should be used; otherwise, the corrected effect is best estimated by 0  from equation (1). For the purpose of deciding which meta-regression accommodation for selective reporting bias to employ, we recommend testing H0: < 0 at the 10% significance level.
Conventional meta-analysis
The role of conventional meta-analysis estimators, 'fixed'-and 'random-effects', is to integrate and summarize all comparable estimates found in the research record. They assume that the individual reported effect sizes, i dˆ, are randomly and normally distributed around some common overall mean effect, . Each estimates  using a weighted average,  is the estimated heterogeneity variance.
An alternative weighted average-WLS
The unrestricted weighted least squares weighted average, WLS, makes use of the multiplicative invariance property implicit in all weighted least squares approaches (Stanley and Doucouliagos, 2015) . It is calculated by running a simple meta-regression, with no intercept, of t-statistics vs. precision: (Stanley and Doucouliagos, 2015) . Ordinary least squares using any standard statistical software will calculate this WLS weighted average, ˆ, its standard error and confidence interval.
Comprehensive simulations demonstrate that the unrestricted weighted least squares estimator's statistical properties are as good as and often better than random-effects when the random-effects model is true (Stanley and Doucouliagos, 2015) . When there is no selective reporting (or publication) bias, WLS's properties are practically equivalent to RE. However, if there is selective reporting, WLS has consistently smaller bias than RE. The simulations reported in this paper do not report fixed-effect (FE) to conserve space and because WLS gives the exact same point estimate but always has superior standard errors when there is heterogeneity.
Simulations
We simulate randomized controlled experiments over a wide variety of conditions typically found in social/personality psychological research. Past simulations of PET and PET-PEESE concerned estimated regression coefficients from observational studies (Stanley, 2008; Stanley and Doucouliagos, 2014) . Thus, the properties of these meta-regression methods may differ when applied to standardized mean differences from social/personality experiments. In particular, the well-known dependence of the standard error of Cohen's d upon the value of Cohen's d may cause special difficulties for the FAT-PET meta-regression model (1).
Design
The average reported Cohen's d in social psychology is approximately .4 (Richard and Bond, 2003) . We round this up to .5 in our simulations to allow for potential 'medium'-size effect, as defined by Cohen's guidelines. Because there is evidence of selective reporting in at least some areas of social/personality psychology, 'true' effects are likely to be smaller. While replicating 100 psychological experiments, the Open Science Collaboration (2015) found that average effects were one-half the magnitude as those reported in the original studies. Such a 100% 'research inflation' has also been found in a survey of over 6,700 studies in economics (Ioannidis et al., 2016) . Combining this 100% selective reporting bias with Richard and Bond's (2003) survey suggests that a 'true' effect of d=.2 may be more representative of social/personality psychology. We also investigate d=0 to bracket typical effect sizes.
Our simulation experiments allow different numbers of studies in different areas of research, m = {10, 20, 40, 80}. For those few areas of research which have more than 80 comparable estimates, the relative statistical properties reported below will differ little from what we find for m=80.
To be more specific, these simulations first involved the generation of individual subject outcomes as:
for individuals in the control group; where cj u~ N(0, 50 2 ) and xcj ~ N(300, 86.6 2 ). Outcomes in the experimental group are generated in the exact same, yet independent, manner, with the single exception that they add the treatment effect, Past simulation studies found that the magnitude of excess heterogeneity is the most important research dimension that drives selective reporting bias and the statistical properties of alternative meta-analysis methods (Stanley, 2008; Stanley et al., 2010; Stanley and Doucouliagos, 2014; Stanley and Doucouliagos, 2015; Stanley and Doucouliagos, 2016) .
Following these other studies, we investigate a wide range of heterogeneity by varying the standard deviation of random between-study heterogeneity, effect size. Instead, there is a distribution of 'true' effects that are normally distributed around their mean, d = {0.0, 0.2, 0.5}. This heterogeneity causes the relative measure of observed heterogeneity, I 2 , to vary from near 0 to over 95% (Higgins and Thompson, 2002 Cohen's d and its standard error are calculated for each simulated study. This is repeated m={10, 20, 40, 80} times to represent one meta-analysis, and everything is again repeated 10,000 times to calculate various averages and statistics across 10,000 meta-analyses.
We simulate areas of research that do not have any selective reporting (Table 2) and others in which half of the reported results have undergone a process of selection to be statistically significant and positive (Tables 1, 3 and 4) . For the remaining 50%, each randomly generated result is reported, statistically significant or not. This choice of 50% selective reporting is chosen to reflect what is generally seen in the psychological research record. The simulations results reported in Table 1 for the 50% selective reporting case correspond quite closely to what the Open Science Collaboration (2015) and Richard and Bond's (2003) broad surveys find. Table 1 reveals that when the true mean effect is d = .2 and there is 50% selective reporting, the average reported effect will be .4046, quite close to the average effect found in social psychology by Richard and Bond (2003) .
Results
Tables 1-4 report the average biases of random-effects (RE), the unrestricted weighted least squares (WLS) and the conditional meta-regression estimator PET-PEESE. The last three columns of these tables report the observed frequency in which RE, WLS, and PET reject the null hypothesis of no effect (H0: d=0). When the mean true effect is zero (i.e., d =0), these proportions represent the observed frequency of a type I error (aka 'size'). About one-third of the way down Tables 1-4, the average 'sizes' are displayed in the last three columns. When the true effect is not zero (i.e., d =.2 or d =.5), these proportions represent the power of these alternative estimators to identify a nonzero overall effect. At the bottom of Tables 1-4, the average powers are displayed along with the average biases and average I 2 .
The simulations revealed in Only the precision-effect test (PET) has acceptable type I error rates (3.5% on average), which is less than the nominal 5% level used by all of these simulations. Likewise, the related PET-PEESE conditional meta-regression estimator successfully reduces average bias to practical insignificance (.0175). Also, the average of absolute bias of PET-PEESE remains practically insignificant-.0382. But PET and PET-PEESE too has their limitations-see the 'Discussion and Comments' below.
Both RE and WLS have quite high power to reject H0:d=0 when there is either a small (d=.2) or a medium-size effect (d=.5). However, this is neither surprising nor meaningful, because both have very high rates of falsely rejecting H0:d=0, when there is no genuine effect (i.e., d=0). Only PET has acceptable size, so only its statistical power is relevant. For a small effect, d=.2, PET's power reaches 50% if there are 40 or more estimates. However, when there is a medium-size effect, d=.5, PET's power is almost always greater than 80%. The only exceptions to this positive evaluation of PET and PET-PEESE for these typical social/personality psychology conditions (Table 1 ) occur when there is very high heterogeneity. See 'Discussion and Comments' below for the meaning of these limitations and how they might be mitigated.
Simulations reported in Table 2 calculate the same statistics for the exact same design parameters as those that generate Table 1 's results, except that none of the simulated study results have been selected for statistical significance. When there is no selective reporting bias, all three meta-analysis approaches have practically insignificant bias, small type I errors and large powers. All three have average rates of type I errors 1 to 3% higher than the nominal 5% level, with RE closest to 5%. All three generally have high power to detect a genuine nonzero effect, but their powers decrease at the highest levels of heterogeneity. PET's power is the lowest of the three, when there is no selective reporting, and, as before, PET's power can be rather low for small meta-regression samples and small effects-see Table 2 . PET-PEESE has a small negative bias at the highest level of heterogeneity. Although PET-PEESE's underestimate is worthy of note, it is not large enough to be practically relevant. In all cases, RE's has superior properties when there is no publication or selective reporting bias. Unfortunately, researchers can never rule out the potential presence of selective reporting bias in practice, because all tests for publication bias have low power (Egger, 1997; Stanley, 2008) .
To explore other weaknesses of these meta-analysis methods, we also simulate cases where the studies in the primary research literature use different distributions of sample sizes.
The simulation results reported in Tables 3 and 4 are identical in every way to those reported in Table 1 , except they rely on a different distribution of sample sizes in the primary literature. The simulations displayed in Table 3 assume that the sample size, n, in each group is either: 32, 64, 125, 250 or 500. Larger sample sizes with greater dispersion between studies are quite common in other areas of research, especially economics and medical research (e.g., Stead et al., 2008; Stanley and Doucouliagos, 2014) . Overall, the results are quite similar to those reported in Table   1 . With these larger samples sizes, average selective reporting bias decreases along with the biases of both RE and WLS. Nonetheless, notable biases will still persist, on average, when there is no overall true effect (d =0). Average selective reporting bias =.2093, RE's average bias is .1847, and WLS has an average bias of .1550. Here too, only PET produces type I error rates even close to their nominal 5% level. With access to these larger studies, PET's power improves. Table 3 shows that PET has high power to detect even small effects when there are sufficient estimates. Both PET and PET-PEESE dominate RE and WLS and have generally desirable
properties. However, as before, both PET and PET-PEESE have difficulties at the highest levels of heterogeneity-see Discussion and Comments below.
The simulations displayed in Table 4 assume yet another sample size distribution, n={10, 18, 25, 33, or 40} per group. We believe that these small sample sizes represent the worst-case scenario for all meta-analysis methods. Nonetheless, these sample sizes are found in at least one psychological meta-analysis on the transfer of working memory to fluid intelligence (Au et al, 2015; Boggs and Lasecki, 2015) . As before, when there is selective reporting bias, there are large biases for conventional meta-analysis, and their type I error rates are unacceptably large, 93%
and 87% for RE and WLS, respectively. Although PET's type I errors are very low, .001, its power to detect nonzero effects is now unacceptably low, .1241 on average. Also, PET-PEESE consistently underestimates true average effect when it has access to only small sample studies.
When all research studies use small samples and if some results are selected to be statistically significant, all meta-analysis methods have unacceptable statistical properties.
Discussion and Comments
The central purpose of this study is to identify limitations of recently developed meta-regression methods to accommodate and reduce publication bias-PET and PET-PEESE. These simulations succeed in uncovering several important limitations and weaknesses. First, the precision-effect test (PET) sometimes has low power in identifying a genuine nonzero effect when there are only 10 or 20 estimates available in an area of research. This is especially true if the true effect is small (i.e., d =.2)-recall When applied to these simulation results, PET-PEESE would not be calculated for many of the instances where heterogeneity is at its highest level, h  =50. As a result, most of the worrisome cases for PET-PEESE and PET would be eliminated, and the average power/type I error for PET improves-.7257 and .0135 for average power and size, respectively, for the simulations reported in Table 1 . However, as discussed above, when observed heterogeneity is higher than 80%, the very meaning of social/personality psychological phenomenon is questionable. With a typical true effect of d=.2 and a very high level of heterogeneity ( h  =50), the true effect will have the opposite sign as d over one-third of the time (.3446).
The third limitation of PET-PEESE and PET revealed by this study is that the viability of these meta-analysis methods depends on the distribution of sample sizes (or statistical powers)
found among the primary studies in the social/personality psychological research literature. For typical sample sizes found in social/personality psychology (Fraley and Vazire, 2014) , these methods work rather well with the exceptions of small meta-analysis sample sizes and very high heterogeneity, as discussed above. However, in those rare cases where an entire research literature contains very small studies, PET becomes virtually impotent, unable to identify a genuine effect should it exist. In this worst-case scenario, the average power is only .1241, but the type I error rate is practically zero, .001-see Table 4 . When reviewers observe that all the sample sizes in a research literature are small, PET's statistical properties would improve notable if a one-tail test with alpha of 10% were used rather than the conventional two-tail test at 5%.
Nonetheless, great caution should be used in interpreting any meta-analysis, regardless of the methods used when all studies are underpowered, because the research record contains little genuine information.
It is important to put PET-PEESE's limitations in context. First, in all these cases where the use of PET-PEESE is compromised, conventional meta-analysis (RE and FE) is much worse.
In all three cases: small meta-analysis samples, high heterogeneity and research literatures comprised of only small-sample studies, RE and WLS are much worse than PET-PEESE. Thus, the limitations identified by our simulations are not challenges for PET-PEESE alone but apply to all meta-analysis methods.
Furthermore, meta-analysis's limitations may alternatively be regarded as inadequacies of the research record. If all studies in an area of social/personality psychology research are greatly underpowered, this can only be seen as weakness of that area of research. For over 30 years, psychologists have been acutely aware of the critical importance of statistical power (Cohen, 1988; Fraley and Vazire, 2014) ). Without adequate power, "the published literature is likely to contain a mixture of apparent results buzzing with confusion. . . . Not only do underpowered studies lead to a confusing literature but they also create a literature that contains biased estimates of effect sizes" (Maxwell, 2004, p.161) . Meta-analysis can effectively increase statistical power by combining several underpowered primary results only if they are known to be unbiased. With selective reporting bias, some adequately-powered studies are required to distinguish the genuine signal from bias and noise. Small meta-analysis samples are another limitation that stems from the primary research record. If an area of research is relatively new and/or under-researched, then there will insufficient research knowledge to be confident about the phenomenon in question. Lastly is the issue of very high levels of heterogeneity. The source of such a confused effect is not meta-analysis, but rather some combination of the social/personality psychological phenomenon and the research methods used to study it. In some cases, social/personality psychological effects may vary greatly by socio-economic status, age, gender, culture, or the passage of time. Or, the instruments used to measure social/personality psychological effects may have low reliability and biases, causing the appearance of heterogeneity in reported outcomes. Before meta-analysis can reliably reduce ubiquitous selective reporting biases, the research record must contain some adequately powered studies.
Conclusion
We investigate the statistical properties and limitations of the PET-PEESE approach to identifying a genuine effect in the presence of selective reporting bias. Our simulations reveal that these meta-analysis methods are valid for the typical social/personality psychological area of research, but they do have important limitations. First, very large heterogeneity (I 2 >80%) can reduce power and raise the probability of a type I error. Second, their reliability and statistical power depends on the distribution of sample sizes found in the research record in question. If all studies are small, PET-PEESE is almost powerless to identify a genuine empirical effect. Third, recent or sparse areas of research which have only a few studies may also pose a challenge to PET-PEESE because this approach is based upon regression. Thus, reviewers and meta-analysts should use caution when applying these meta-regression methods. Nonetheless, even under these unfavorable conditions, PET-PEESE is likely to be more reliable than conventional metaanalysis, which is almost always invalid when there is selective reporting (or publication) bias.
