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Abstract
A one-factor asset pricing model with an Ornstein–Uhlenbeck pro-
cess as its state variable is studied under partial information: the mean-
reverting level and the mean-reverting speed parameters are modeled as
hidden/unobservable stochastic variables. No-arbitrage pricing formulas
for derivative securities written on a liquid asset and exponential utility
indifference pricing formulas for derivative securities written on an illiq-
uid asset are presented. Moreover, a conditionally linear filtering result
is introduced to compute the pricing/hedging formulas and the Bayesian
estimators of the hidden variables.
Keywords: Commodity futures/forward, Conditionally linear model,
Partial information, Stochastic convenience yield, Utility indifference pric-
ing.
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1 Introduction
Employing an Ornstein–Uhlenbeck process as the state variable is a simple and
tractable way to model a commodity price process. For example, in Schwartz
(1997) a one-factor model for a commodity spot price process (St)t≥0 is consid-
ered,
St = e
Yt , dYt = −k(Yt − l)dt+ σdWt, Y0 = logS0 ∈ R, (1.1)
where k,l, and σ ∈ R++(:= (0,∞)) are constant parameters, and W := (Wt)t≥0
is a 1-dimensional Brownian motion on a filtered probability space (Ω,F ,P, (Ft)t≥0).
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The probability P may be regarded as the physical (i.e., real-world) probabil-
ity or as the pricing (i.e., risk-neutral) probability. Also, in Schwartz (1998) a
one-factor model with time-dependent volatility,
St = e
Yt , dYt =
{
r − c− σ(t)
2
2
}
dt+ σ(t)dWt, Y0 = logS0 ∈ R (1.2)
is studied under risk-neutral probability, where r ∈ R+(:= [0,∞)),
c :=α− σ
2
2
2κ2
+
ρσ1σ2
κ
,
σ(t) :=
√
σ21 + (σ
2
2 − 2ρσ1σ2)
1− eκt
κ
with α, κ, σ1, σ2 ∈ R++ and ρ ∈ [−1, 1]. Here, the constant r is interpreted as
the risk-free interest rate, and the constant c is interpreted as the convenience
yield. Hence, the futures (or forward) price process (Ft)t∈[0,T1], delivering at
T1 ∈ R++, is given by
Ft := Ste
(r−c)(T1−t),
or, equivalently,
dFt = Ftσ(t)dWt, F0 = S0e
(r−c)T1 .
In the present paper, inspired by Carmona and Ludkovski (2006), we aim to
treat one-factor models such as (1.1) and (1.2) under partial information setting.
As in Carmona and Ludkovski (2006), where a general commodity forward price
model is treated under partial information, our model has the following features:
(i) A futures (or a forward) is regarded as a liquid asset.
(ii) The spot is regarded as an illiquid asset, and so the convenience yield is
regarded as a hidden stochastic variable.
(iii) Because of (ii), the pricing and hedging of derivatives written on the spot
is regarded as an incomplete market problem that contains the hidden
variable.
In particular, we are interested in a simple, specific, “conditionally linear” exam-
ple that was not studied in Carmona and Ludkovski (2006). Under the physical
probability, the state-variable (of a spot/futures price process) is given by
dYt = {f(t) + Θ0 −Θ1Yt} dt+ σ(t)dWt. (1.3)
Here, f and σ are deterministic functions, and both the parameter Θ0, which is
interpreted as the convenience yield, and the mean-reversion speed parameter
Θ1 are unobservable (hidden) random variables that are estimated dynamically
in a “Bayesian” way. The model has the following interesting tractability and
flexibility characteristics:
(a) For pricing derivatives written on a liquid futures, Black–Scholes pricing
formula is applied (see Proposition 3.1 and Corollary 3.1).
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(b) For pricing derivatives written on an illiquid spot, closed-form formulas
of indifference prices are provided (see Proposition 3.2, Remark 4.3, and
Proposition 5.1, followed by Remark 5.2).
(c) Under the physical probability measure, the log-price process of a futures
or spot is a mean-reverting “OU-like” process with a stochastic mean-
reverting level/speed. Explicit formulas of the Bayesian estimators (i.e.,
filters) of these parameters and the convenience yield are provided (see
Proposition 4.1 and Remark 4.2).
(d) Under the physical probability measure, the model can be non-Gaussian
in nature (see Proposition 6.1 and 6.2).
The organization of the present paper is as follows. The model is introduced
in the next section, and the pricing and hedging of derivatives is discussed in
Section 3. In Section 4, we introduce a filtering result, with which the dynamics
of prices (of both futures and spots) and the convenience yields are described
using physical probability. In Section 5, we compute the trivariate probability
density function of the three-dimensional Markovian state in a “semi-explicit”
form under risk-neutral probability, which is useful for pricing/hedging compu-
tations. In Section 6, we compute the cumulants of the marginal distribution
of the logarithmic futures price under physical probability, and in Section 7, we
conclude. All necessary proofs are collected in the appendix.
2 Model
Let (Ω,F ,P) be a complete probability space endowed with a one-dimensional
Brownian motionW := (Wt)t≥0 and the two-dimensional random variable Θ :=
(Θ0,Θ1)
⊤, where Θ is independent ofW ((·)⊤ denotes the transpose of a vector
or a matrix). Let (Ft)t≥0 be the filtration which is defined by
Ft := σ (Wu; u ∈ [0, t]) ∨ σ(Θ) ∨ N ,
where N is the totality of the null sets. For T1, F0 ∈ R++, consider the solution
(Yt)t∈[0,T1] to the following stochastic differential equation:
dYt = {f(t) + Θ0 −Θ1Yt} dt+ σ(t)dWt, Y0 := logF0 (2.1)
on (Ω,F ,P, (Ft)t∈[0,T1]), where f, σ : [0, T1] → R are continuous functions, so
that σ(·) ≥ ǫ with ǫ > 0. We define (Ft)t∈[0,T1] by
Ft := e
Yt ,
and call this the T1-delivering futures (or forward) price process of a commodity.
By Itoˆ’s formula, we see that
dFt = Ft {µ(t, Yt,Θ)dt+ σ(t)dWt} ,
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where we set
µ(t, y,Θ) := f(t) +
σ(t)2
2
+ Θ0 −Θ1y.
Regarding Θ0 as the convenience yield, we define the spot price process (St)t∈[0,T1]
by
St := Fte
−(r−Θ0)(T1−t). (2.2)
As mentioned in the introduction, we assume that the futures F is a liquid asset
and that the spot S is an illiquid asset. An agent’s information flow is given by
the filtration (FFt )t∈[0,T1], where
FFt :=σ (Fu; u ∈ [0, t]) ∨ N
=σ (Yu; u ∈ [0, t]) ∨N ,
which is generated by the liquid futures price process. So, the convenience
yield Θ0 and the mean-reverting speed parameter Θ1 of F are hidden random
variables for the agent and are estimated via the information flow (FFt )t∈[0,T1].
We introduce a measure change, which we will use later. Let
λ(t, Yt,Θ) :=
µ(t, Yt,Θ)
σ(t)
be the market price of risk at time t. Using this, we define the probability
measure P˜ on (Ω,FT1) by
dP˜
dP
∣∣∣∣
Ft
= Zt(Θ),
where
Zt(Θ) := exp
{
−
∫ t
0
λ(u, Yu,Θ)dWu − 1
2
∫ t
0
λ(u, Yu,Θ)
2du
}
.
This is actually well-defined because the martingale property of (Zt(Θ))t∈[0,T ]
follows from the linear-growth property of λ(t, Yt,Θ) with respect to Yt. See
Lemma 4.1.1 of Bensoussan (1990), for example. By the Cameron-Martin-
Maruyama-Girsanov theorem, the process
W˜t := Wt +
∫ t
0
λ(u, Yu,Θ)du, t ∈ [0, T1],
is a (P˜,Ft)-Brownian motion, and the P˜-dynamics of F is expressed as
dFt = Ftσ(t)dW˜t, F0 ∈ R++. (2.3)
Moreover, we see the following.
Lemma 2.1. (1) It holds that
FFt = σ
(
W˜u; u ∈ [0, t]
)
∨ N , t ∈ [0, T1].
So, the process W˜ is also a (P˜,FFt )-Brownian motion.
(2) W˜ and Θ are independent under P˜. The law of Θ under P˜ is equal to that
under P.
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Proof. See Appendix.
3 Pricing and Hedging of Derivatives
Let T ∈ R++ (T ≤ T1) be a time horizon. Consider an agent who dynami-
cally trades the futures F in a self-financing way. The cumulative gain process
(Gt(π))t∈[0,T ] of the agent is given by
dGt(π) = πt
dFt
Ft
+ rGt(π)dt, G0(π) = 0. (3.1)
Here, r ∈ R+ is the risk-free interest rate and π := (πt)t∈[0,T ] is a dynamic
trading strategy where πt represents the amount of money invested in the futures
at time t (see Section 4.5 of Duffie and Richardson, 1991, for example). Let
AT :=
{
(pt)t∈[0,T ]; FFt -progressively measurable, and E˜
∫ T
0
p2tdt <∞
}
be the space of admissible investment strategies. Combining (3.1) with (2.3),
we see that, for π ∈ AT ,
Gt(π) = e
rt
∫ t
0
e−rsπsσ(s)dW˜s, t ∈ [0, T ],
and that
G˜t(π) := e
−rtGt(π) =
∫ t
0
e−rsπsσ(s)dW˜s, t ∈ [0, T ]
is a (P˜,FFt )-martingale.
3.1 Derivatives on Futures
Consider the derivative security whose payoff at the maturity date T ∈ R++ is
given by
H ∈ L2(P˜,FFT ). (3.2)
Noting Lemma 2.1, we apply the Brownian martingale representation theorem
to see that there exists πH ∈ AT such that
E˜[e−rTH |FFt ] = E˜[e−rTH ] + G˜t
(
πH
)
t ∈ [0, T ], (3.3)
where E˜[·] and E˜[·|·] denote expectation and conditional expectation, respec-
tively, for P˜; thus, we can find the pair (xH , πH) ∈ R×AT such that
H = erTxH +GT
(
πH
)
. (3.4)
Here, the first term of the right-hand side of (3.4) is the T -value of the ini-
tial replication cost xH with continuously compounded interest rate r, and the
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second term of the right-hand side of (3.4) is the cumulative gain of the fu-
tures trading up-to time T . We then apply a standard argument of no-arbitrage
pricing theory regarding complete markets to obtain the following.
Proposition 3.1. For the derivative security (3.2) maturing at T , the following
assertions are valid.
(1) E˜[e−r(T−t)H |FFt ] is the no-arbitrage price of the derivative security at
time t ∈ [0, T ].
(2) The initial cost xH := E˜[e−rTH ] and the trading strategy πH ∈ AT that
satisfies (3.4) is the hedging strategy with the minimal hedging cost.
When we consider a derivative security with the payoff
H := h(FT ) ∈ L2(P˜,FFT ) (3.5)
at maturity T , we obtain the following Black–Scholes pricing formula.
Corollary 3.1. For the derivative security (3.5) maturing at T , the following
assertions are valid.
(1) E˜[e−r(T−t)H |FFt ] = V H(t, Ft), where
V H(t, x) :=e−r(T−t)
∫ ∞
−∞
h
(
xeΣ(t,T )z−
1
2Σ(t,T )
2
) 1√
2π
e−
z2
2 dz,
Σ(t, T ) :=
√∫ T
t
σ(s)2ds.
(2) The relation (3.3) holds with
E˜[e−rTH ] = V H(0, F0), π
H
t = ∂xV
H(t, Ft)Ft, t ∈ [0, T ).
3.2 Indifference Pricing and Optimal Hedging
We next consider a derivative security with the payoff
H = h(YT ,Θ), where
h(y, θ) : R× R2 → R is bounded and Borel-measurable (3.6)
at maturity date T ∈ R++. A typical example is the following.
Example 3.1 (European derivative on spot). Consider
H = h˜(ST ),
where h˜ : R++ → R is bounded and Borel-measurable. Here, ST is the spot
price at time T . By (2.2), we can write that
H = h˜
(
FT e
−(r−Θ0)T
)
= h(YT ,Θ),
where
h(y, θ) := h˜
(
ey−(r−θ0)T
)
.
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Since the derivative security (3.6) is not replicable in general, that is, there
does not exist a pair (xH , πH) ∈ R × AT , which satisfies the relation (3.4) in
general, we cannot apply the no-arbitrage pricing theory in a complete market.
Instead, we employ the exponential utility indifference price for the derivatives.
Let
U(x) := −e−γx
be the exponential utility function with risk-aversion parameter γ > 0 and
consider
V (x,H) := sup
pi∈AT
EU
(−H + erTx+GT (π)) .
Recall that we can write that
V (x,H) =− inf
pi∈AT
E exp
{−γ (−H + erTx+GT (π))}
=− exp (−γerTx) inf
pi∈AT
E exp {γ (H −GT (π))} . (3.7)
The indifference price pˆH of the derivative H at time 0 is defined by the relation
V (x + pˆH , H) = V (x, 0). (3.8)
Combining (3.8) with (3.7), we see that
pˆH =
e−rT
γ
{
inf
pi∈AT
logE
[
eγ(H−GT (pi))
]
− inf
pi∈AT
logE
[
e−γGT (pi)
]}
. (3.9)
We call the strategy πˆH ∈ AT that satisfies
V (x,H) = EU
(−H + erTx+GT (πˆH)) (3.10)
the optimal hedging strategy. We obtain the following.
Proposition 3.2. For the derivative security (3.6), let
Hˆ
(γ)
T :=
1
γ
logE
[
eγH
∣∣ FFT ] , (3.11)
H˜
(γ)
T :=
1
γ
log E˜
[
ZT (Θ)
−1eγH
∣∣ FFT ] . (3.12)
Then, the following assertions are valid.
(1) The utility indifference price is equal to the no-arbitrage price of Hˆ
(γ)
T :
pˆH = E˜
[
e−rT Hˆ
(γ)
T
]
.
(2) The replicating strategy of H˜
(γ)
T , that is, the πˆ
H ∈ AT that satisfies
E˜
[
e−rT H˜
(γ)
T
∣∣ FFt ] = E˜ [e−rT H˜(γ)T ]+ G˜t (πˆH) , t ∈ [0, T ], (3.13)
is the optimal hedging strategy, which satisfies (3.10).
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Proof. We can compare this with the results in Section 4 of Carmona and Lud-
kovski (2006) and also with Becherer (2003) and Henderson (2002) cited therein.
For completeness, we give a direct proof in the appendix.
Remark 3.1. A related study, Mellios and Six (2011), should be mentioned.
Mellios and Six (2011) employ an unobservable stochastic convenience yield
model and studies an optimal hedging problem for a fixed commodity spot
position using a commodity futures and a zero-coupon bond as the hedging
instruments. In contrast with our setting, the information flow for the hedger
is generated by the commodity spot price process in the study.
4 A Conditionally Linear Filtering
Hereafter, we assume that
f and σ are constants (4.1)
for simplicity. In this section, we introduce filtering results for the hidden/unobservable
random variable Θ. For g : R2 → R, which is bounded and Borel measurable,
let
ĝ(Θ)t := E
[
g(Θ)|FFt
]
.
By Bayes’ rule, we see that
ĝ(Θ)t =
E˜
[
Zt(Θ)
−1g(Θ)
∣∣ FFt ]
E˜
[
Zt(Θ)−1
∣∣ FFt ] . (4.2)
Computing the right-hand side of (4.2), we obtain the following.
Proposition 4.1. It holds that for t ≥ 0,
Z−1t (Θ) = Λ(Θ; t, Yt, Pt, Qt),
where we define
Pt :=
∫ t
0
Yudu, Qt :=
∫ t
0
Y 2u du,
and
Λ(θ; t, y, p, q) := exp
[
1
σ2
(θ0 + α,−θ1)
(
y − logF0 + σ22 t
1
2
(
y2 − logF 20 − σ2t+ σ2p
))
− 1
2σ2
(θ0 + α,−θ1)
(
t p
p q
)(
θ0 + α
−θ1
)]
with α := f + σ2/2. So, from (4.2), it follows that
ĝ(Θ)t =
∫
R2
g(θ)ρt(dθ),
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where we write the posterior probability as
ρt(dθ) :=
Λ(θ; t, Yt, Pt, Qt)ν(dθ)∫
R2
Λ(θ; t, Yt, Pt, Qt)ν(dθ)
and denote the prior distribution of Θ by ν.
Proof. See Appendix.
Remark 4.1. Proposition 4.1 can be interpreted as a specific example of a
conditionally almost linear filtering result; this is explored in Haussmann and
Pardoux (1988) in a general setting.
Remark 4.2. For t ≥ 0, we can write the Bayes estimator E[Θi|FFt ] of Θi
(i ∈ {0, 1}) as
Θˆi(t) := E[Θi|FFt ] =
∫
R2
θiΛ(θ; t, Yt, Pt, Qt)ν(dθ)∫
R2
Λ(θ; t, Yt, Pt, Qt)ν(dθ)
= : Θ¯i (t, Yt, Pt, Qt) .
Then, we note that the filtered convenience yield (Θˆ0(t))t∈[0,T ] is a stochastic
process, which is FFt -adapted. Here, we may assume that the support of ν is
bounded, for example. We can describe the (P,FFt )-dynamics of the process Y
as
dYt =
{
f + Θ¯0
(
t, Yt,
∫ t
0
Yudu,
∫ t
0
Y 2u du
)
−Θ¯1
(
t, Yt,
∫ t
0
Yudu,
∫ t
0
Y 2u du
)
Yt
}
dt+ σdBt
on (Ω,F ,P, (FFt )t∈[0,T1]). Here, (Bt)t∈[0,T1] is the (P,FFt )-Brownian motion
(the so-called innovation process) defined by
Bt :=
1
σ
[
Yt − Y0 −
∫ t
0
{
f + Θˆ0(s)− Θˆ1(s)Ys
}
ds
]
.
Remark 4.3. From Proposition 4.1, the random variables Hˆ
(γ)
T and H˜
(γ)
T , given
by (3.11) and (3.12), respectively, can be represented as
Hˆ
(γ)
T =
1
γ
[
log
∫
R2
eγh(YT ,θ)Λ(θ, T, YT , PT , QT )ν(dθ)
− log
∫
R2
Λ(θ, T, YT , PT , QT )ν(dθ)
]
= : Hˆ(γ)T (YT , PT , QT ) ,
H˜
(γ)
T =
1
γ
log
∫
R2
eγh(YT ,θ)Λ(θ, T, YT , PT , QT )ν(dθ)
= : H˜(γ)T (YT , PT , QT ) .
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With the three-dimensional (P˜,FFt )-Markovian process
Yt := logF0 − σ
2
2
t+ σW˜t, Pt :=
∫ t
0
Yudu, Qt :=
∫ t
0
Y 2u du,
the indifference price is written as
pˆH = E˜
[
e−rT Hˆ(γ)T (YT , PT , QT )
]
,
and the optimal hedging strategy πˆH ∈ AT is computed as
πˆHt = ∂yV˜H(t, Yt, Pt, Qt), t ∈ [0, T ), (4.3)
where we let
V˜H(t, y, p, q) := E˜
[
e−r(T−t)H˜(γ)T (YT , PT , QT )
∣∣ Yt = y, Pt = p,Qt = q]
and assume that V˜H(·, ·, ·, ·) is smooth enough to apply Itoˆ’s formula.
Example 4.1 (Stochastic convenience yield and constant mean-reverting speed).
Suppose that
ν(dθ0, dθ1) = ν0(dθ0)⊗ δθ¯1(dθ1),
where ν0 is the law of Θ0 and δθ¯1 with θ¯1 ∈ R is a Dirac measure. That is, the
convenience yield is a hidden stochastic random variable with prior distribution
ν0 and constant mean-reverting speed Θ1 ≡ θ¯1. Then, the expression of the
posterior probability is simplified. Indeed, we see that
Λ(θ0, θ¯1; t, y, p, q) = Λ¯(θ0; t, y, p) exp
{
− θ¯1
2σ2
(
y2 − logF 20 − σ2t+ σ2p
)− θ¯21
2σ2
q
}
,
where we define
Λ¯(θ0; t, y, p) := exp
{
(θ0 + α)
σ2
(
y + θ¯1p− logF0 + σ
2
2
t
)
− (θ0 + α)
2
2σ2
t
}
.
So, applying Proposition 4.1, we see that
ρt(dθ) =
Λ¯(θ0; t, Yt, Pt)ν0(dθ0)∫
R
Λ¯(θ0; t, Yt, Pt)ν0(dθ0)
⊗ δθ¯1(dθ1),
where the terms containing Qt have been canceled. Similarly, the indifference
price of the derivative with payoff H := h(YT , θ0) at maturity T is simplified to
pˆH = E˜
[
e−rT Hˆ(γ)T (YT , PT )
]
,
where
Hˆ(γ)T (YT , PT ) :=
1
γ
[
log
∫
R
eγh(YT ,θ0)Λ¯(θ0;T, YT , PT )ν0(dθ0)
− log
∫
R
Λ¯(θ0;T, YT , PT )ν0(dθ0)
]
.
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5 Trivariate Density
In this section, we are interested in computing the trivariate density φt : R
2 ×
R+ → R+ with
φt(y, p, q)dydpdq := P˜ (Yt ∈ dy, Pt ∈ dp,Qt ∈ dq) .
This density is useful for computing the indifference price and the optimal hedg-
ing strategy studied in Section 3. Indeed, from Remark 4.3, we have an integral
representation of the indifference price
pˆH = e−rT
∫
R2×R+
Hˆ(γ)T (y, p, q)φT (y, p, q) dy dp dq
and
V˜H(t, y, p, q)
= e−r(T−t)
∫
R2×R+
H˜(γ)T (y + y1, p+ p1, q + q1)φT−t(y1, p1, q1)dy1 dp1 dq1,
using which the optimal hedging strategy πˆH ∈ AT is represented as (4.3). We
obtain the following.
Proposition 5.1. (1) For (t, y, p, q) ∈ R+ × R× R× R+, it holds that
φt(y, p, q) =
1
σ4
exp
{
−1
2
(y − logF0)− σ
2
8
t
}
× ψt
(
y − logF0
σ
,
p− (logF0)t
σ
,
q − 2σ(logF0)p− (logF0)2t
σ2
)
,
where we define
ψt(x, y, z) dx dy dz := P
(
Wt ∈ dx,
∫ t
0
Wsds ∈ dy,
∫ t
0
W 2s ds ∈ dz
)
.
(2) We write
ψt(x, y, z) = ψ
(1)
t (x, y)ψ
(2)
t (z|x, y),
where
ψ
(1)
t (x, y) dx dy :=P
(
Wt ∈ dx,
∫ t
0
Wsds ∈ dy
)
,
ψ
(2)
t (z|x, y)dz :=P
(∫ t
0
W 2s ds ∈ dz
∣∣∣Wt = x,
∫ t
0
Wsds = y
)
.
Then, the following assertions are valid.
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(i) It holds that
ψ
(1)
t (x, y) =
1
2π
√
det(A1(t))
exp
{
−1
2
(x, y)A1(t)
−1
(
x
y
)}
, (5.1)
where
A1(t) :=
(
t t
2
2
t2
2
t3
3
)
.
(ii) It holds that
Γt(α|x, y) :=
∫ ∞
0
e−
α2
2 zψ
(2)
t (z|x, y)dz
=
√
det(A1(t))
det(A2(t, α)) cosh(αt)
× exp
[
−1
2
(x, y)
{
A2(t, α)
−1 −A1(t)−1
}(x
y
)]
, (5.2)
where we define
A2(t, α) :=
(
tanh(αt)
α
1−sech(αt)
α2
1−sech(αt)
α2
αt−tanh(αt)
α3
)
for α > 0 (5.3)
and set
A2(t, 0) := lim
α↓0
A2(t, α) = A1(t). (5.4)
Proof. See Appendix.
Remark 5.1. Since we have not been able to find formula (5.2) in the existing
literature, we introduce a proof of it in the appendix for the sake of completeness.
Formula (5.2) may be considered as an extension of
E
[
exp
(
−α
2
2
∫ t
0
W 2udu
) ∣∣∣∣Wt = x
]
=
√
αt
sinh(αt)
exp
[
−x
2
2t
{αt coth(αt)− 1}
]
,
which is seen in (2.5) of Mansuy and Yor (2008), and 1.9.7 in p.168 of Borodin
and Salminen (2002), for example.
Remark 5.2. The explicit representation (5.2) of the conditional moment gen-
erating function is useful for (approximately) computing the conditional density
ψ(2)(z|x, y): we can apply Gram-Charlier expansion, Edgeworth expansion, or
the saddle-point approximation (see Hall (1992) and Jensen (1995), for exam-
ple), at least formally. Or, we may define, in an appropriate way, the conditional
Laplace transform
Γ˜t(β|x, y) = Γt
(
(2β)
1
2
∣∣ x, y)
for β ∈ C to (numerically) compute the inverse Laplace transform:
ψ
(2)
t (·|x, y) = L−1
[
Γ˜t(·|x, y)
]
.
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6 Cumulants
In this section, we observe a non-Gaussian nature in the logarithmic futures
price Yt (t ∈ [0, T1]) under the physical probability measure by analyzing its
cumulants. For simplicity, we assume that
(Θ0,Θ1) are bounded random variables, and
Θ1 > ǫ > 0 almost surely with some ǫ > 0.
(6.1)
The logarithmic futures price process, given by (2.1), is rewritten as
dYt = −Θ1
(
Yt − Θ0 + f
Θ1
)
dt+ σdWt, Y0 = logF0 (6.2)
on (Ω,F ,P, (Ft)t≥0). The conditional cumulant generating function
Ks,t(α) = logE
[
eαYt
∣∣ FFs ] ,
where 0 ≤ s ≤ t ≤ T1, is computed as
Ks,t(α) = logE
[
E
[
eαYt
∣∣ Fs] |FFs ]
=E
[
exp
{
αmt−s(Θ) +
α2
2
vt−s(Θ)
} ∣∣∣∣ FFs
]
,
where we use the Gaussian property of Yt under the conditional probability
P( · |Fs), and
mt−s(Θ) :=E[Yt|Fs] = e−Θ1(t−s)Ys + Θ0 + f
Θ1
(
1− e−Θ1(t−s)
)
, (6.3)
vt−s(Θ) :=V[Yt|Fs] = σ
2
2Θ1
(
1− e−2Θ1(t−s)
)
(6.4)
with the notation V[ · | · ] for the conditional variance (under P). So, from Propo-
sition 4.1, we see that
Ks,t(α) =
∫
R2
exp
{
αmt−s(θ) +
α2
2
vt−s(θ)
}
ρs(dθ).
Then, by setting s = 0, the unconditional cumulant generating function is writ-
ten as
K0,t(α) =
∫
R2
exp
{
αmt(θ) +
α2
2
vt(θ)
}
ν(dθ), (6.5)
where ν ≡ ρ0 is the prior distribution of Θ. For the unconditional cumulants
κn(t) := ∂
n
αK0,t(α)|α=0, n ∈ N,
we see the following.
13
Proposition 6.1. It holds that, with (6.3) and (6.4),
κ1(t) =E[mt(Θ)],
κ2(t) =E[vt(Θ)] + V[mt(Θ)],
κ3(t) =E
[
(mt(Θ)− κ1(t))3
]
+ 3C[mt(Θ), vt(Θ)], and
κ4(t) =E
[
(mt(Θ)− κ1(t))4
]
+ 3
{
V[vt(Θ)]− V[mt(Θ)]2
}
+ 6C
[
mt(Θ)
2, vt(Θ)
] − 12E[mt(Θ)]C [mt(Θ), vt(Θ)] ,
where V[·] denotes variance and C[·, ·] denotes covariance.
Proof. Direct calculations from (6.5).
When we consider the long-time limit κn(∞) := limt→∞ κn(t) of cumulants,
the dependence of the prior distribution of Θ on the cumulants becomes simpler
and clearer, as follows.
Proposition 6.2. In addition to (6.1), assume that the mean-reversion speed
Θ1 and the mean-reversion level
Θ2 :=
Θ0 + f
Θ1
of (6.2) are independent. It then holds that
K0,∞(α) := lim
t→∞
K0,t(α) = K
(1)
(
α2σ2
4
)
+K(2)(α),
where we define
K(1)(α) := logE exp
(
αΘ−11
)
,
K(2)(α) := logE exp (αΘ2) .
Further, it follows that, for n ∈ N,
κ2n−1(∞) =κ(2)2n−1,
κ2n(∞) =(2n− 1)!!
(
σ2
2
)n
κ(1)n + κ
(2)
2n
with
κ(i)n := ∂
n
αK
(i)(α)
∣∣
α=0
i = 1, 2.
Proof. See Appendix.
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7 Conclusion
In this paper, we have studied a one-factor commodity pricing model under
partial information. Concretely, the state variable of the model is an Ornstein–
Uhlenbeck process in which the mean-reverting level and the mean-reverting
speed parameters are modeled as hidden, unobservable random variables. Us-
ing the model, we have provided no-arbitrage pricing formulas for derivative
securities written on a liquid commodity futures and the exponential utility
indifference pricing formulas for derivative securities written on an illiquid com-
modity spot. Also, we have introduced a related conditionally linear filtering
result, which is useful for computing the pricing/hedging formulas and Bayesian
estimators of the hidden variables.
Studying a multifactor generalization would be an interesting and impor-
tant future research topic related with this work. Indeed, multifactor mod-
eling is more natural and suitable for describing a rich term structure of fu-
tures/forwards. We refer interested readers to the following as a starting point:
Gibson and Schwartz (1990), Schwartz (1997), Yamauchi (2002), Akahori, Ya-
sutomi and Yokota (2005), Casassus and Collin-Dufresne (2005), Carmona and
Ludkowski (2006), Mellios and Six (2011), Shiraya and Takahashi (2012), and
the references therein. A straightforward generalization of our model is the fol-
lowing: let Y := (Yt)t≥0 be the n-dimensional observable state variable governed
by
dYt = {f(t) + Θ0 − Θ1Yt} dt+ σ(t)dWt, Y0 ∈ Rn
on (Ω,F ,P, (Ft)t≥0), endowed with the n-dimensional Brownian motion W :=
(Wt)t≥0, and the n-dimensional Θ0 and n × n-dimensional Θ1, both of which
are random variables independent of W . Here, P is regarded as the physical
probability measure,
Ft := σ(Wu;u ≤ t) ∨ σ(Θ0,Θ1),
and both f : R+ → Rn and σ : R+ → Rn×n are deterministic functions. Using
this state variable, them futures price processes F i := (F it )t∈[0,Ti] (i = 1, · · · ,m,
m ≤ n, with Ti the delivery date), are given by
F it := e
Y it , i = 1, · · · ,m.
We employ the filtration
FYt := σ(Yu;u ∈ [0, t]) t ≥ 0
as the information flow of an agent and regard (Θ0,Θ1) as a hidden/unobservable
variable that is estimated in by Bayesian methods. We note that the mod-
els fitting this multifactor formulation with the conditionally linear Gaussian
state variable Y include the models employed in Gibson and Schwartz (1990),
Schwartz (1997), Yamauchi (2002), Casassus and Collin-Dufresne (2005), and
Shiraya and Takahashi (2012) by setting (Θ0,Θ1) as constants and choosing
linear Gaussian state variables.
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A Collected Proofs
A.1 Proof of Lemma 2.1
(1) The assertion follows from the relations
Yt =Y0 −
∫ t
0
σ(u)2
2
du +
∫ t
0
σ(u)dW˜u,
W˜t =
∫ t
0
dYu
σ(u)
−
∫ t
0
σ(u)
2
du.
(2) Since W˜ is a (P˜,Ft)-Brownian motion, we see that, for any 0 = t0 < t1 <
· · · < tn = T1, the increments W˜ti − W˜ti−1 (i = 1, . . . , n) are independent of
F0 = σ(Θ) ∨ N . Hence, W˜ and Θ are independent. Also, we see that
E˜[h(Θ)] = E[Z0(Θ)h(Θ)] = E[h(Θ)]
for any bounded measurable function h.
A.2 Proof of Proposition 3.2
For π ∈ AT , we see that
logE
[
eγ{H−GT (pi)}
]
= log E˜
[
ZT (Θ)
−1eγ{H−GT (pi)}
]
= log E˜
[
E˜
[
ZT (Θ)
−1eγH
∣∣ FFT ] e−γGT (pi)]
= log E˜
[
eγ{H˜
(γ)
T
−GT (pi)}
]
≥γE˜
[
H˜
(γ)
T −GT (π)
]
= γE˜
[
H˜
(γ)
T
]
, (A.1)
where we use Jensen’s inequality to derive the inequality in (A.1). By the
Brownian martingale representation theorem, we see that there exists πˆH ∈ AT
that satisfies (3.13). The strategy satisfies
log E˜
[
e
γ
(
H˜
(γ)
T
−GT (pˆi
H)
)]
= γE˜
[
H˜
(γ)
T
]
. (A.2)
Combining (A.1) and (A.2), we have that
inf
pi∈AT
E
[
eγ(H−GT (pi))
]
= E
[
eγ(H−GT (pˆi
H))
]
= eγE˜[H˜
(γ)
T
]. (A.3)
From (3.9) and (A.3), we deduce that
pˆH =
e−rT
γ
E˜
[
log E˜
[
ZT (Θ)
−1eγH
∣∣ FFT ]− log E˜ [ZT (Θ)−1 ∣∣ FFT ]]
=E˜
[
e−rT Hˆ
(γ)
T
]
,
where we use Bayes’ rule.
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A.3 Proof of Proposition 4.1
Recalling that
dYt = σdW˜t − σ
2
2
dt, dW˜t =
dYt
σ
+
σ
2
dt
and that
YtdYt =
1
2
(
dY 2t − σ2dt
)
,
we see that, letting α := f + σ2/2,
logZt(Θ)
−1
=
1
σ
∫ t
0
(α+Θ0 −Θ1Yu) dW˜u − 1
2σ2
∫ t
0
|α+Θ0 −Θ1Yu|2 du
=
1
σ2
∫ t
0
(α+Θ0 −Θ1Yu)
(
dYu +
σ2
2
du
)
− 1
2σ2
∫ t
0
|α+Θ0 −Θ1Yu|2 du
= log Λ(Θ; t, Yt, Pt, Qt).
From this, using Lemma 2.1, we obtain the expression for the posterior proba-
bility ρt(dθ).
A.4 Proof of Proposition 5.1
(1) Recall that
Yt = logF0 − σ
2
2
t+ σW˜t.
So, writing y0 = logF0, we deduce that
φt(y, p, q)dydpdq
=P˜
(
Yt ∈ dy,
∫ t
0
Ysds ∈ dp,
∫ t
0
Y 2s ds ∈ dq
)
=E
[
exp
(
−σ
2
Wt − σ
2
8
t
)
1{y0+σWt∈dy,∫ t0 (y0+σWs)ds∈dp,∫ t0 (y0+σWs)2ds∈dq}
]
=exp
{
−1
2
(y − y0)− σ
2
8
t
}
× P
(
y0 + σWt ∈ dy,
∫ t
0
(y0 + σWs)ds ∈ dp,
∫ t
0
(y0 + σWs)
2ds ∈ dq
)
=exp
{
−1
2
(y − y0)− σ
2
8
t
}
× ψt
(
y − y0
σ
,
p− y0t
σ
,
q − 2σy0p− y20t
σ2
)
dy
σ
dp
σ
dq
σ2
,
where we use the Cameron-Martin-Maruyama-Girsanov formula.
(2) The truth of assertion (i) is easy to see. To show assertion (ii) is true, we
use a lemma.
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Lemma A.1. For t, α ≥ 0 and β1, β2 ∈ R, it holds that
Lt(α, β1, β2) :=E exp
(
β1Wt + β2
∫ t
0
Wsds− α
2
2
∫ t
0
W 2s ds
)
=
1√
cosh(αt)
exp
{
1
2
(β1, β2)A2(t, α)
(
β1
β2
)}
,
where we use (5.3)-(5.4).
Proof. If α = 0 then the assertion is seen to be true from (5.1) and (5.4).
Next, suppose α > 0. We see that
Lt(α, β1, β2) =E exp
{
−
∫ t
0
(
αWs − β2
α
)
dWs − 1
2
∫ t
0
(
αWs − β2
α
)2
ds
}
× exp
{
α
2
(W 2t − t) +
(
β1 − β2
α
)
Wt +
1
2
(
β2
α
)2
t
}
=exp
[
1
2
{(
β2
α
)2
− α
}
t
]
E
[
exp
{
α
2
X2t +
(
β1 − β2
α
)
Xt
}]
,
where we use the Cameron-Martin-Maruyama-Girsanov formula and set
dXt = dWt −
(
αXt − β2
α
)
dt, X0 = 0.
Setting
mt :=EXt =
β2
α2
(1 − e−αt),
vt :=E(Xt −mt)2 = 1
2α
(1− e−2αt),
we have that
E
[
exp
(α
2
X2t + βXt
)]
=
1√
1− αvt exp
{
β2vt + 2βmt + αm
2
t
2(1− αvt)
}
.
Hence,
logE
[
exp
{
α
2
X2t +
(
β1 − β2
α
)
Xt
}]
=− 1
2
log(1 − αvt) + 1
2(1− αvt)
{(
β1 − β2
α
)2
vt + 2
(
β1 − β2
α
)
mt + αm
2
t
}
=− 1
2
log(1 − αvt)
+
1
2(1− αvt)
{(
β1 − β2
α
)2
vt +
2β2
α2
(
β1 − β2
α
)
(1− e−αt) + β
2
2
α3
(1− e−αt)2
}
=− 1
2
log(1 − αvt) + 1
2(1− αvt)
[
vtβ
2
1 −
vt
α2
β22 +
(1− e−αt)2
α2
β1β2
]
.
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So,
logLt(α, β1, β2) =− α
2
t− 1
2
log(1− αvt) + vt
2(1− αvt)β
2
1
+
1
2α2
(
t− vt
1− αvt
)
β22 +
(1− e−αt)2
2α2(1− αvt)β1β2.
Recalling that
1− αvt =e−αt cosh(αt),
vt
1− αvt =
1
α
tanh(αt),
(1− e−αt)2
(1− αvt) =2 (1− sech(αt)) ,
we deduce that
logLt(α, β1, β2) =− 1
2
log cosh(αt) +
1
2α
tanh(αt)β21
+
1
2α3
{αt− tanh(αt)} β22 +
1
α2
{1− sech(αt)} β1β2,
and this completes the proof.
We are now in a position to show that assertion (ii) is true. We deduce that
Lt(α, β1, β2)
=
1
2π
1√
det(A2(t, α)) cosh(αt)
×
∫
R2
exp
{
(β1, β2)
(
x
y
)
− 1
2
(x, y)A2(t, α)
−1
(
x
y
)}
dx dy
=
√
det(A1(t))
det(A2(t, α)) cosh(αt)
×
∫
R2
exp
[
(β1, β2)
(
x
y
)
− 1
2
(x, y)
{
A2(t, α)
−1 −A1(t)−1
}(x
y
)]
ψ
(1)
t (x, y) dx dy
=
∫
R2
eβ1x+β2yΓt(α|x, y)ψ(1)t (x, y) dx dy.
A.5 Proof of Proposition 6.2
We see that
m∞(Θ) := lim
t→∞
mt(Θ) = Θ2,
v∞(Θ) := lim
t→∞
vt(Θ) =
σ2
2
Θ−11 .
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So, using the dominated convergence theorem, we deduce that
K0,∞(α) = logE exp
{
αm∞(Θ) +
α2
2
v∞(Θ)
}
=K(1)
(
α2σ2
4
)
+K(2)(α).
Further, we deduce that
∂nαK0,∞(α)
∣∣
α=0
=
{
κ
(2)
2m−1 if n = 2m− 1,
(2m− 1)!!
(
σ2
2
)m
κ
(1)
m + κ
(2)
2m if n = 2m,
and that κn(t) := ∂
n
αK0,t(α)
∣∣
α=0
is represented as a sum of products of the
expected values of some polynomials of mt(Θ) and vt(Θ). Therefore, we can
apply the dominated convergence theorem to see that
κn(∞) = lim
t→∞
∂nαK0,t(α)
∣∣
α=0
= ∂nαK0,∞(α)
∣∣
α=0
.
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