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ABSTRACT
Moment-type Nonparametric Estimation
in Some Direct and Indirect Models
Fairouz M.Ali Elmagbri
In this research, several approximantions of the probability density
function, cumulative distribution function in some direct and indirect
models are proposed. They are based on the knowledge of the mo-
ments and the scaled Laplace transform of the target functions. The
upper bounds for the uniform rate of approximations as well as the
mean squared errors are established. Two cases when the support of
underlying function is bounded and unbounded from above are stud-
ied.
Proposed constructions provide new nonparametric estimates of the
distribution and the density functions in right censored, current status,
mean residual life time and length biased models. Simulation study
justifies the consistency of the proposed estimates.
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Chapter 1
Introduction
Survival analysis is an important statistical topic in many areas such
as engineering and medicine. Many statistical methods for data sur-
vival time have been presented and developed rapidly over the past
few decades. The classical moment problem is the most important
one. In this thesis we are intersted in estimating the unknown proba-
bility density function (pdf) and comulative distribution function (cdf)
based on their sequence of moments and scaled Laplace transform. The
scaled Laplace transform was suggested by Mnatsakanov [38]. The ap-
proximation rate of the inversion Laplace transform mentioned above
is mainly used in the framework of the Hausdorff moment problem,
when the target function F has a compact support.
Mnatsakanov [38] modified the scaled version of the moment-recovered
(MR) Laplace transform inversion that enables us to apply it in the
case of the Stieltjes moment problem as well, i.e.,when T = ∞. The
1
moment-determinacy of probability distributions and their framework
approximation of inverse moment problem are investigated in [34],
[35] and [36].
This dissertation is intended to investigate the asymptotic properties of
the density estimation in several statistical models. It is worth men-
tioning that the moments of underlying distribution are related in a
simple manner to the moment of the sampled ones. Hence, the method
of moments provides a relatively simple and alternative method of es-
timation in corresponding models. A rough classification according
to the difficulty of indirect estimation problems. Let us outline sev-
eral relationships between the moments of the underlying function and
the sampled ones, see [37]. We assume that each of F is determined
uniquely in terms of its moments. According to the deffinition, if for
two distributions F and G we have
∫
x jdF =
∫
x jdG for all j = 1,2, ...,
then F and G coincide. In this case we say that the moment prob-
lem has a unique solution and F is called M-determinate. The unique
determinate has been studied in [43].
1.1 Complete models
An interesting problem in a direct model is estimating the pdf or cdf
of a random variable X . There are several well known techniques for
complete data, e.g. Lejeune and Sarda [29] worked on local linear esti-
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mator. Jones [12] and Jones and Forster [19] investigated the boundary
kernel, Muller [39] studied the smooth optimum kernel, and Marron
and Ruppert [31] used a transformation approach. To solve the bound-
ary bias problem for the nonnegative data, Chen [11] considered the
gamma kernel estimator. Jones [18] and Chen [11] showed that the
local linear estimator achieves better results than the boundary kernel
estimator of Muller [39]. Bouezmarni and Rolin [6] derived the exact
asymptotic constants of uniform and L1-errors for the kernel density
estimator with Beta kernel. Moreover, recovering the cumulative dis-
tribution function of a positive random variable via the scaled Laplace
transform has been studied by Mnatsakanov and Sarkisian [38]. We
use the scaled Laplace transform Lt( f ) =
∫ ∞
0 e
−ctx f (x)dx to estimate
and derive the asymptotic properties of pdf.
Assuming that X is a continuous random variable with survival
function S(x), the mean residual life time (MRLT) function m(x) is
defined by (see [26], [23], and [16])
m(x) = E(X− x|X > x) =
∫ ∞
x S(u)du
S(x)
(1.1)
The MRLT function, also known as the expected remaining life func-
tion. The MRLT function has been studied by various authors. Chaubey
and Sen [12] introduced the smooth estimator of the mean residual life.
The limiting properties of the mean residual life time have been studied
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by Meilijson [32] and Balkema and de Hann [3]. Some other literature
proposed the nonparametric estimators of m(x). For example, Ruiz and
Guillamo`n [40] estimated
∫ ∞
x S(u)du in m(x) by a recursive kernel esti-
mate and used the empirical survival function to estimate S(x). Belka-
cem and Alexandre [4] use the local linear fitting technique to estimate
the mean residual life time function that depends on the classical kernel
smoothing method. We introduce a new approximation to recover m(x)
by using the scaled Laplace transform Lt(F), t ∈ Nα ,α = 0,1,2, .. of
lifetime variable X .
1.2 Incomplete models
The special cases of incomplete models that we concentrate on in this
work are restricted to right censoring, current status, and weighted
(length baised).
In the right censoring model, censoring occurs when we have some
information about individual survival time, but sometimes we do not
know the survival time exactly. In fact, we have X ∼ F , C∼G, and we
only observe the pair (Z,δ ), where Z =min(X ,C), and δ = I{X ≤C},
and I is indicator function. In this construction our task is estimating
the density f = F
′
.
As a simple example of censoring, consider leukemia patients fol-
lowed until they go out of remission. If for a given patient, the study
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ends while the patient is still in remission (i.e., doesn’t get the event),
then that patient’s survival time is censored. We know that, for this
person, the survival time is at least as long as the period that the per-
son has been followed, but if the person goes out of remission after
the study ends, we do not know the complete survival time. There are
generally three reasons why censoring may occur: (1) a person does
not experience the event before the study ends; (2) a person is lost to
follow-up during the study of period; (3) a person withdraws from the
study because of death (if the death is not the event of interest) or some
other reason (e.g., adverse drug reaction or other competing risks)[27].
Kaplan and Meier [25] proposed a classical method for nonparametric
models for right censoring survival function Sˆ(x). Since then the non-
parametric methods had been applied extensively in statistical survival
analysis of missing data.
A fixed symmetric kernel density with bounded support and band-
width parameters is the most well known method for estimating the
density function. The properties of this estimator have been studied
by Fo¨ldes et al.[13]; Mielniczuk [33] or Zhang [49] and others. The
previous literature showed that the bandwidth has more impact than
the kernel on the resulting estimate. Therefore, the order of bais of
the standaerd kernel density estimator is larger near the endpoints.
The problem of bias is also known as the edge effect. Bouezmarni,
5
El Ghouch and Mesfioui [7] studied another estimator, based on the
gamma kernels for the density function, that is free of bias. This esti-
mator achieves the optimal rate of convergence in terms of integrated
mean square error.
In current status data is also known as case 1 interval censroing.
In this model the target function is the time of occurrence of some
event, but observations are limited to indicators of whether or not the
event has occurred at the examination time. Basically, let T be a ”life
time” of some disease with unknown cumulative distribution function
(cdf) FT . In this model, we are not able to observe the survival time
T . Instead, we observe the pair (X , I{T ≤ X}). In epidemiology, these
censoring schemes also arise for instance in AIDS studies or more gen-
erally in the study of infectious diseases when the infection time is an
unobservable event. The asymptotic properties of estimators for non-
parametric models with current status data have drawn considerable
attention from statistical researchers. The first studies of nonparamet-
ric likelihood estimation (NPMLE) with current status data by Ayer et
al.[1] Van Eeden [45] and [46]. Groeneboom [14], Groeneboom and
Wellner [15], and Huang and Wellner [24] investigated the asymptotic
properties of a nonparametric maximum likelihood estimator. Geer
[44] showed the NPMLE of survival function converges at rate n−1/3
in L2-norm. Brunel and Comte [8] studied the projection methods to
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estimate cdf. In contrast to the NPMLE, Yang [48] proposed the locally
linear smoother may not be monotone, but has a better convergence rate
than the NPMLE when the density f is smooth and the kernel function
and bandwidth are properly chosen.
A special case of a weighted model is the length-biased model. The
data of these models arises mostly from biomedicine, quality control
or epidemiology. We are interested in estimating the pdf f and cdf F of
a positive random variable X , but we observe a random variable Y with
density g(y) = w(y)W f (y). Where the weight function w and the total
wieght W =
∫ ∞
0 w(x) f (x)dx may not be known. Gill, Vardi, and Well-
ner [17] examine the large sample behavior of the NPMLE Fn of the
common underlying disribution F. The theoretical properties of kernel
density estimation in the context of length-biased data was proposed
by Borrajo et al. [9]. Vardi( [47]) derives the maximum likelihood es-
timator of the distribution function under weighted sampling and that
the estimation of the mean is
√
n consistent. Estimating a probability
density function f that is based on g, deriving the asymptotic normal-
ity and the rate of convergence in mean squared error (MSE) by using
a sequence of moments proved by Mnatsakanov and Ruymgaart [37].
Jones [20] proposed a kernel density estimator for length biased data,
and he showed that this estimator has better asymptotic properties. The
multivariate case of this kernel density estimator was intorduced by
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Ahmad [2]. Two Fourier series based on kernel density estmation were
investigated by Jones and Karunamuni[21].
1.3 Moment recovery of density estimation
In this work we assume that the probability density function defined
on R+ is unique determinate by it’s moment (M-determinate). The
functions with conditions either M-determinate or M-indeterminate is
a classical mathematical problem and investigated by many authors ,
see, for example,[28], [30], [41], and [42]. We consider two approx-
imations of the Laplace transform inversions recovering cdf F and its
derivetive f . Where the cdf F is considered to be an absolutely continu-
ous function that has a support in R+ = [0,∞). Let f be its probability
density function (pdf) with respect to the Lebesgue measure on R+.
Suppose that a random variable X is distributed according to F.
Assume that we are given the sequence L(F) = {Lt(F), t ∈ Nα} de-
fined by the scaled Laplace transform of F:
Lt(F) =
∫ ∞
0
e−ctx dF(x), t ∈ Nα ,Nα = {0,1,2, ...,α}. (1.2)
To simplify the notation let us assume in (1.2) that the scale value
c = ln(b) for some 1 < b≤ exp(1).
Let us denote the pdf of β (p,q) distribution by
β (u, p,q) =
Γ(p+q)
Γ(p)Γ(q)
up−1(1−u)q−1,0 < u < 1,
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where the shape parameters p,q > 0, where p = [αb−x] + 1 and α −
[αb−x]+1, and let
β ∗α,x(·) = β (·, [αb−x]+1,α− [αb−x]+1)
with mean
η∗α =
[αx]+1
α+2
and variance
σ∗α =
([αx]+1)(α− [αx]+1)
(α+2)2(α+3)
.
Consider the following approximations of cdf F and pdf f , respec-
tively, introduced in Mnatsakanov and Sarkisian [38].
For each x ∈ R+, define
K−1α L(F) = 1−
[αb−x]
∑
k=0
α
∑
j=k
(
α
j
)(
j
k
)
(−1) j−kL j(F). (1.3)
(B−1α L(F))(x) =
lnb[αb−x]
α
Γ(α+2)
Γ([αb−x]+1)
α−[αb−x]
∑
m=0
(−1)mL(m+[αb−x])(F)
Γ(m+1)Γ(α− [αb−x]−m+1).
(1.4)
We suggest to use these formulas as a basic construction for estimation
problem in the models that are mentioned below.
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1.4 Organization of dissertation
We organize this dissertation as follows. In Chapter 1 we introduced
the methods and problems that will be discussed and investigated in
this thesis. In Chapter 2, two complete models are considered: (a)
direct model (b) Mean residual life time. The proposed construction
of the distribution and density functions is based on the knowledge of
the sequence of moments of scaled Laplace transform inversion LF up
to order α. We derive the local asympototic properties of mean square
error (MSE) of the underlying denstiy function of direct model.
Chapter 3 examines different kinds of the incomplete models such
as: (a) right censoring (b) current status (c) length baised models. In the
right censoring model, we extract the estimation of the density func-
tion with unbounded support based on its moments. We also explain
the mean square error with of the density function and conduct a simu-
lation study based on the average of L2 error. Two cases of recovering
distribution function are investigated in the current status model: (a)
the distribution of the variable X is known and (b) the distribution of X
is unknown. We investigate the upper bound for uniform rate as well
as the MSE. In the length baised model we estimate the probability
density function of unbounded support based on wieghted observation
by using their sequence of moments.
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In all the chapters some simulation study and comparisons with
other different costructions are conducted. Illustrations via graphs and
tables with the values of errors of estimated functions are also pro-
vided. Furthermore, we studied the asymptotic behavior of the error
between the estimated and theoretical functions.
The outlines and conclusions related to this work and some future
work is explained in Chapter 4.
11
Chapter 2
Complete Model
In this chapter we are going to implemant the applications of moments
that were reviwed in chapter 1. This implementaion was used in order
to estimate the probability density function and derive the asympototic
properties. Also, it was uesd to approximate the mean residual life
function. The simulation study will be presented as well.
2.1 Direct model
Consider a sequence of independent and identically distributed (iid)
random variables X1,X2, ...,Xn with probability density function f . As-
suming that supp{ f}= R+, we propose the following estimate of f :
f˜α,b(x) =
(
B−1α L˜F(t)
)
(x), x ∈ R+, (2.1)
where L˜F(t) is the estimated Laplace transform of F . For example,
one can take
L˜F(t) =
∫
R+
e−ctxdF˜(x), (2.2)
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with F˜ to be any consistent estimate of F . One such estimator is the
empirical distribution function Fˆn of the sample X1,X2, ...,Xn drawn
from F. If such a sample is available, then after applying the normaliz-
ing factor α/(α+1),we obtain the following estimate of f :
our construction (1.4) will produce the estimate:
fˆα,b(x) =
α
α+1
(B−1α L̂(F))(x), x ∈ R+. (2.3)
Here
L̂t(F) =
∫
R+
e−ctxdF̂n(x) =
1
n
n
∑
i=1
e−tcXi, (2.4)
for some fixed b > 1 and c= lnb. The later construction can be rewrit-
ten in the following form:
fˆα,b(x) =
( α
α+1
)[αb−x] ln(b)Γ(α+2)
α Γ([αb−x]+1)
1
n
n
∑
i=1
α−[αb−x]
∑
m=0
(−1)mb−(m+[αb−x])Xi
m!(α− [αb−x]−m)!
=
[αb−x] ln(b)Γ(α+2)
(α+1)Γ([αb−x]+1)
1
n
n
∑
i=1
α−[αb−x]
∑
m=0
(−b−Xi)m(b−Xi)[αb−x]
m!(α− [αb−x]−m)!
=
[αb−x] lnb
α+1
1
n
n
∑
i=1
β (b−Xi, [αb−x]+1,α− [αb−x]+1)
=
[αb−x] lnb
α+1
1
n
n
∑
i=1
β ∗α,x(b
−Xi), x ∈ R+, (2.5)
2.1.1 Mean squared error
In this section we will study the local properties of estimator fα,b(x).
Without explicit reference, it will be assumed that the following condi-
tions are satisfied. Namely, assume that the underlying density satisfies
13
conditions:
f ∈C(2)(R+) with Ck, f = sup
x∈[0,∞)
|bkx f ′(x)|< ∞, k = 1,2 ,
C3, f = sup
x∈[0,∞)
|b2x f ′′(x)|< ∞, C4, f = sup
x∈[0,∞)
|bx f (x)|< ∞,
C5, f = sup
x∈[0,∞)
|b2x f (x)|< ∞ (2.6)
The following theorem provides the upper bound for Mean Square
Error (MSE) of fˆα,b. Note that
MSE{ fˆα,b(x)}= E| fˆα,b(x)− f (x)|2 := var{ fˆα,b(x)}+
(
E fˆα,b(x)− f (x)
)2
(2.7)
Theorem 1. If conditions (2.6) are satisfied, then for MSE of fˆα,b(x)
we have:
MSE{ fˆα,b(x)} ≤ n−4/5
[(
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
)2
+
f (x) lnb√
pi (bx−1)
]
+o(n−4/5) (2.8)
provided that we choose α = α(n)∼ n2/5,n→ ∞.
The proof of Theorem 1 is based on investigating the asymptotic
behavior of the bias and variance terms of the MSE of fˆα,b:
MSE{ fˆα,b(x)} := E| fˆα,b(x)− f (x)|2 = var{ fˆα,b(x)}+
(
Bias{ fˆα,b(x)})2,
where Bias{ fˆα,b(x)}= fα,b(x)− f (x) and fα,b(x) := E( fˆα,b(x)).
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Lemma 2. (i): fα,b(x) converges uniformly to f (x) as α→∞, and for
each x > 0, the absolute value of the bias term of fˆα,b(x) is estimated
from above as follows:
|Bias{ fˆα,b(x)}|≤ 1α+1
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}
+o
( 1
α
)
as α → ∞.
(ii): For each x > 0, the asymptotic expression for variance of fˆα,b(x)
we have
var{ fˆα,b(x)}=
√
α
n
f (x) lnb√
pi(bx−1) +o
(√α
n
)
,
as
√
α/n→ 0,α,n→ ∞.
Proof of Lemma 2. Because fˆα,b = (α/(α+1))B−1α Lˆ(F) has repre-
sentation (2.5), we have
E fˆα,b(x) =
[αb−x] lnb
α+1
1
n
n
∑
i=1
Eβ (b−Xi, [αb−x]+1,α− [αb−x]+1)
=
lnb Γ(α+1)
Γ([αb−x])Γ(α+[αb−x]+1)
∫ ∞
0
(b−u)[αb
−x](1−b−u)α−[αb−x] f (u)du.
(2.9)
15
Change of variable under integral in (2.9) with τ = b−u gives
E fˆα,b(x) =
lnbΓ(α+1)
Γ([αb−x])Γ(α+[αb−x]+1)
∫ 1
0
τ [αb
−x](1− τ)α−[αb−x] f (− logb τ)
τ lnb
dτ
=
Γ(α+1)
Γ([αb−x])Γ(α+[αb−x]+1)
∫ 1
0
τ [αb
−x]−1(1− τ)α−[αb−x] f (− logb τ)dτ
=
∫ 1
0
β (τ, [αb−x],α− [αb−x]+1)q(τ)dτ, (2.10)
where q = f ◦ φ denotes the composition of functions f and φ(x) =
− logb(x). Therefore for expected value of fˆα,b we have
fα,b(x) = E fˆα,b(x) =
∫ 1
0
βα,x(τ)q(τ)dτ, q(τ) = f (− logb τ). (2.11)
Here, βα,x(·) := β (·, [αb−x],α− [αb−x]+1). To complete the proof of
Lemma 1 (i) one can proceed in a similar way as it is done in Mnat-
sakanov et al. (2015). Namely, let us mention that the first and second
derivatives of q with respect to τ can be written as
q′(τ) = ( f ′ ◦φ)(τ)φ ′(τ) (2.12)
q′′(τ) = ( f ′′ ◦φ)(τ)φ ′′(τ)+( f ′ ◦φ)(τ)φ ′′(τ). (2.13)
Evaluation of q′ and q′′ at τ = b−x gives: q′(b−x)= b
x f ′(x)
lnb and q
′′(b−x)=
b2x f ′(x)
ln2 b
+
bx f ′′(x)
lnb . Now, note that the sequence {βα,x(·),α = 1,2, . . .}
represents the sequence of δ -functions with the mean and variance
specified as follows:
ηα :=
∫ 1
0
τβα,x(τ)dτ =
[αb−x]
α+1
(2.14)
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σ2α :=
∫ 1
0
(τ−ηα)2βα,x(τ)dτ = [αb
−x](α− [αb−x]+1)
(α+1)2(α+2)
<
1
α+1
,
(2.15)
and
|ηα −b−x| ≤ 2α+1. (2.16)
To derive the asymptotic form of the Bias{ fˆα,b(x)} = fα,b(x)− f (x)
let us write
fα,b(x)− f (x) =
∫ 1
0
βα,x(τ){q(τ)−q(b−x)}dτ. (2.17)
Applying the Taylor expansion of q(τ) around τ = b−x we get:
Bias{ fˆα,b(x)}=
∫ 1
0
βα,x(τ)
{
(τ−b−x)q′(b−x)+ 1
2
(τ−b−x)2q′′(τ˜)
}
dτ
(2.18)
Now adding and subtracting ηα from the first and second terms in the
right hand side of (2.18) we obtain the upper bound for the absolute
value of Bias{ fˆα,b(x)}∣∣∣∣∫ 10 βα,x(τ)(τ−ηα)q′(b−x)dτ+(ηα −b−x)q′(b−x)
∫ 1
0
βα,x(τ)dτ
+
1
2
∫ 1
0
βα,x(τ)(τ−ηα)2 q′′(τ˜)dτ+ 12 (ηα −b
−x)2
∫ 1
0
βα,x(τ)q
′′
(τ˜)dτ
∣∣∣∣
≤ |ηα −b−x||q′(b−x)|+ 12 σ
2
α ||q
′′||+ 1
2
(ηα −b−x)2 ||q′′||. (2.19)
Now taking into account the bounds for σ2α and |ηα −b−x| mentioned
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in (2.15) and (2.16), respectively, we obtain for the bias of fˆα,b:
|Bias{ fˆα,b(x)}| ≤ 1α+1
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}
+o(
1
α
)
(2.20)
as α → ∞. The uniform convergence of fα,b to f follows from (2.20)
and conditions (2.6).
Now, consider the variance of fˆα,b. Taking into account (2.5) and
(2.11), we obtain:
var{ fˆα,b(x)}= 1n
{[αb−x] lnb
α+1
}2
var{β ∗α,x(b−X1)}
=
1
n
{[αb−x] lnb
α+1
}2
Eβ ∗2α,x(b
−Xi)− 1
n
{[αb−x] lnb
α+1
}2
(Eβ ∗α,x(b
−X))2.
(2.21)
At first let us investigate the asymptotic behavior of the first term in
(2.21). We have
1
n
{[αb−x] lnb
α+1
}2
Eβ ∗2α,x(b
−Xi) =
1
n
{[αb−x] lnb
α+1
}2∫ ∞
0
β ∗2α,x(b
−u) f (u)du
=
1
n
( lnbΓ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
)2∫ ∞
0
(b−u)2[αb
−x](1−b−u)2α−2[αb−x] f (u)du
=
1
n
( lnbΓ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
)2∫ 1
0
τ2[αb
−x]−1(1− τ)2α−2[αb−x]q(τ) dτ
lnb
= ξα(x)
∫ 1
0
β (τ,2[αb−x],2α−2[αb−x]+1)q(τ)dτ. (2.22)
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Here
ξα(x)=
lnb
n
(
Γ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
)2 Γ(2[αb−x])Γ(2α−2[αb−x]+1)
Γ(2α+1)
.
and according to Lemma 2 (i):∫ 1
0
β (τ,2[αb−x],2α−2[αb−x]+1)q(τ)dτ → f (x) as α → ∞,
uniformly with the rate of 1/α . The order of magnitude of ξα(x) in
(2.25) is specified as follows: for each x > 0 we have
ξα(x)∼ lnb√pi
α1/2
n
(
b−x
1−b−x
)1/2
, α,n→ ∞. (2.23)
Hence, for the first term in the right-hand side of (2.21) we can write:
1
n
{[αb−x] lnb
α+1
}2
Eβ ∗2α,x(b
−X1) =
√
α
n
f (x) lnb√
pi(bx−1) +o(
√
α
n
), (2.24)
as α,n→ ∞. Consider the second term of (2.21):
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1
n
{ [αb
−x] lnb
α+1
}2(Eβ ∗α,x(b−X))2 =
1
n
{[αb
−x] lnb
α+1
}2
×
(
Γ(α+2)
Γ([αb−x]+1)Γ(α− [αb−x]+1)
)2
×
(∫ ∞
0
(b−u)[αb
−x](1−b−u)α−[αb−x] f (u)du
)2
=
1
n
(
lnbΓ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
)2(∫ 1
0
τ [αb
−x]−1(1− τ)α−[αb−x]q(τ) dτ
ln(b)
)2
=
1
n
(∫ 1
0
βα,x(τ)q(τ)dτ
)2
=
1
n
(
f (x)+O(
1
α
)
)2
, as α → ∞.
(2.25)
Finally, from (2.21), (2.24), and (2.25) we obtain
var{ fˆα,b(x)}=
√
α
n
f (x) lnb√
pi(bx−1) +o(
√
α
n
), (2.26)
as
√
α/n→ 0,α,n→∞. 
Proof of Theorem 1. Combining the statements (i) and (ii) of Lemma
2 we obtain:
MSE{ fˆα,b(x)} ≤ 1
(α+1)2
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}2
+
√
α
n
f (x) lnb√
pi(bx−1) +o(
√
α
n
). (2.27)
Finally, taking α ∼ n2/5 in (2.27), we arrive at (2.8). 
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2.1.2 Simulation
In this section we simulated the underlying density function of the de-
sign which variable is chosen to be X ∼ Gamma(a,b). We have gen-
erated n = 800 independent random sample of Xi’s from Gamma dis-
tribution with a = 3 and b = 1/2 to estimate the density function of
the direct model fα,b. The Figure 2.1 displays the estimated density
function when α = 80 and b = 1.26, and the sample size n = 500.
Figure 2.1: fˆα,b (dashed curve) and f (solid curve) when α = 80 and b = 1.26.
In addition, the Average L2-errors are computed for different values
of α,b, and n, as it shown in Table 3.1.
From this table we identify the optimal values of b as follows: b ∈
(1.23,1.29)when α = 80,100, and 120, respectively. Figure 2.2 shows
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Table 2.1: Records of the Average L2-errors, when X ∼ Gamma(3,1/2)
dα,b n=300 n=500 n=800
b α=80 α=100 α=120 α=80 α=100 α=120 α=80 α=100 α=120
1.05 0.154 0.1153 0.0969 0.1492 0.1213 0.0998 0.1507 0.1209 0.0948
1.15 0.0404 0.0294 0.0227 0.0397 0.0257 0.0179 0.0404 0.0269 0.0196
1.21 0.0235 0.0158 0.0125 0.0219 0.0154 0.0084 0.0244 0.0154 0.0119
1.23 0.0219 0.0140 0.0104 0.0217 0.0134 0.0090 0.0232 0.0147 0.0081
1.25 0.0167 0.0111 0.0091 0.0166 0.0105 0.0092 0.0177 0.0109 0.0127
1.26 0.0147 0.0104 0.0087 0.0175 0.0103 0.0120 0.0158 0.0111 0.0101
1.27 0.0156 00103 0.0082 0.0145 0.0103 0.0104 0.0168 0.0096 0.0119
1.28 0.0144 0.0099 0.0093 0.0144 0.0099 0.0102 0.015 0.0094 0.0117
1.29 0.0139 0.0101 0.0136 0.0159 0.0101 0.0122 0.0158 0.0269 0.0095
1.30 0.013 0.0984 0.0107 0.0123 0.0098 0.0106 0.0137 0.0095 0.0099
1.50 0.0097 0.0063 0.0061 0.0089 0.0063 0.0064 0.0106 0.00752 0.00590
1.80 0.0079 0.0039 0.0055 0.0073 0.0039 0.0058 0.0068 0.0042 0.0025
1.90 0.0079 0.0049 0.0069 0.0057 0.0049 0.0021 0.0053 0.0037 0.0017
2.0 0.0058 0.0071 0.0052 0.0051 0.0071 0.0039 0.0051 0.0039 0.0030
2.01 0.0054 0.0046 0.0022 0.0066 0.0046 0.0031 0.0054 0.0040 0.0047
the optimal α and b when X ∼ Exponential(2/3), n=500.
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Figure 2.2: fˆα,b ( dashed curve) and f (solid curve) when α = 80 and b = 1.26,n =
500.
Now let us compare the expressions of the main terms of MSE for
fˆα,b(x) and the KDE fˆh(x).
For the direct model where Xi ∼ Gamma(3,1/2), and compared with
kernel density function using Gaussian and h= n−1/5×σˆ×1.06 where
h is the bandwidth and σˆ is the standard deviation of the sample.
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Figure 2.3: fˆα,b(x) curve (dashed), KDE fˆh curve (dotted), and f curve (solid) when
α = 100,b = 1.26, and n = 500.
Table 2.2: Comparison of Average L2-errors of fˆα,b and the KDE fˆh when b = 1.23
n fˆ80 fˆ100 fˆ120 fh h
300 0.01004 0.0097 0.01071 0.01108 0.289
500 0.0084 0.0088 0.0083 0.0088 0.263
From Table 3.2 we conclude that the performances of fˆα,b when b =
1.23, and the KDE fˆh (with h = 0.289, 0.263) are similar to each other
when X ∼ Gamma (3, 1/2).
2.2 Mean residual life time
In this section we consider the problem of approximating the mean
residual life function (mrlf) using the scaled Laplace transform defined
in (1.2). The mrlf of lifetime variable X with finite expectation is de-
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fined as :
m(x) = E(X− x|X > x) =
∫ ∞
x S(t)dt
S(x)
:=
Q¯(x)
S(x)
. (2.28)
To approximate m(x) let us first approximate the numerator Q¯(x) using
the scaled Laplace transform:
Lt(Q) =
∫ ∞
0
e−ctxdQ(x). (2.29)
After integration by part in (2.29) we arrive at:
Lt(Q) =
1
t lnb
(1−Lt( f )), (2.30)
where Lt( f ) =
∫ ∞
0 e
−ctx f (x)dx. The following approximation of Q¯ is
suggested:
Q¯α,b(x) = (K−1α L(Q))(x) (2.31)
with
(K−1α L(Q))(x) =
[αb−x]
∑
k=0
α
∑
j=k
(
α
j
)(
j
k
)
(−1) j−kLt(Q). (2.32)
The denominator of (2.28) can be approximated and estimated by:
Sα,b(x) = (K−1α L( f ))(x) and Sˆα,b(x) = (K
−1
α Lˆ( f ))(x), (2.33)
respectively. Finally, we arrive at the following approximated and esti-
mated versions of m(x):
mα,b(x) =
Q¯α,b(x)
Sα,b(x)
and mˆα,b(x) =
ˆ¯Qα,b(x)
Sˆα,b(x)
, (2.34)
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respectively. Here ˆ¯Qα,b =K−1α Lˆ(Q¯).
Now, let us assume that supp{ f}=R+, and the follwing conditions
are satisfied:
Ck,S = sup
0<x<∞
|bkxS(x)|< ∞, k = 1,2
C3,S = sup
0<x<∞
|b2xS′(x)|< ∞ (2.35)
In the following theorem the upper bound of mα,b(x) is derived.
Theorem 3. If functions f and f ′ are bounded, the conditions (2.6)
and (2.35) are satisfied, and S(x)> 0 for each x > 0, then∣∣∣∣mα,b(x)−m(x)∣∣∣∣≤ 1S(x)− C fα
(
CS
α+1
+
m(0)C f
(α+1)S(x)
)
+o(
1
α+1
),
(2.36)
as α → ∞.
Proof
For each x > 0 we can write the following inequality:∣∣∣∣Q¯α,b(x)Sα,b(x) − Q¯(x)S(x) + Q¯(x)Sα,b(x)− Q¯(x)Sα,b(x)
∣∣∣∣= ∣∣∣∣Q¯α,b(x)− Q¯(x)Sα,b(x) + Q¯(x)(S(x)−Sα,b(x))S(x)Sα,b(x)
∣∣∣∣
≤ 1|Sα,b(x)|
∣∣∣∣Q¯α,b(x)− Q¯(x)∣∣∣∣+ ∣∣∣∣Q¯(x)Sα,b(x)−S(x)Sα,b(x)S(x)
∣∣∣∣
≤ 1|Sα,b(x)|
(
|Q¯α,b(x)− Q¯(x)|+ Q¯(x)S(x) |Sα,b(x)−S(x)|
)
.
(2.37)
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Mnatsakanov and Sarkisian in [38] derived the uniform upper bound
for |Sα,b(x)−S(x)|:
|Sα,b(x)−S(x)| ≤ 1α+1
{
C4, f
ln2 b
+
C5, f
2lnb
+
C2, f
2ln2 b
}
+o(
1
α
) (2.38)
To estimate |Q¯α,b(x)−Q¯(x)|we can apply similar steps used in Lemma
2 and obtain:
|Q¯α,b(x)− Q¯(x)| ≤ α
(α+1)2
C1,S
lnb
+
α(α+2)
2(α+1)3
(
C2,S
ln2 b
+
C3,S
lnb
)
+o(
1
α
). (2.39)
On the other hand, for sufficiently large values of α we have |Sα,b(x)−
S(x)| ≤ C fα , where C f is the constant from the hand right side of (2.38).
Hence, Sα,b(x) > S(x)− C fα . Finally, note that the function Q¯(x) is
bounded by
∫ ∞
x S(t)dt ≤
∫ ∞
0 S(t)dt = m(0).

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Example 1. Let us consider the model with X ∼ gamma(2,1). Cor-
responding survival function of X has the form S(x) = xe−x+e−x. The
Figure 2.4 displays mα,b(x) evaluated with optimal values of α and b
specified by the records from Table 2.3.
Figure 2.4: Approximation curve (blue dots) mα,b(x) with α = 100,b = 1.15, the
true m(x) = x+2x+1 (orange dots).
Records of errors in sup-norm of approximation for mˆα,b are shown
in the table below. From these records we specify the smallest error
that corresponds to values of α = 100 and b = 1.15.
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Table 2.3: Records of the errors in sup-norm, when X ∼ Gamma(2,1)
dα,b
b α=20 α=25 α=30 α=80 α=100
1.05 0.1773 0.1541 0.1352 0.0959 0.0487
1.15 0.0871 0.0719 0.0613 0.0260 0.0231
1.21 0.0704 0.0577 0.0496 0.0281 0.0250
1.27 0.0662 0.0573 0.0511 0.0296 0.0265
1.30 0.0667 0.0579 0.0518 0.0302 0.0271
1.31 0.0669 0.0581 0.0519 0.0304 0.0273
1.50 0.0686 0.0602 0.0544 0.0331 0.0298
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Chapter 3
Incomplete Models
In chapter 3, we concentrate on the models when missing some infor-
mation about our data. Some motivation about right censoring model,
when using scaled Laplace transform is given in section 3.1. In sub-
section 3.1.1 we study the local properties of the estimated pdf. In sub-
section 3.1.2, we investigate the finite sample properties of the right
censoring estimators. Recovering the cdf of current status model is
demonstrated in Section 3.2. Moreover, in order to achieve this task
two separate cases are investigated in this (a) the distribution of X is
known (b) the distribution of X is unknown. The upper bounds for the
uniform rate of convergence for the cdf is derived. Also, we investi-
gate the asymptotic behavior of cdf. The estimation of the pdf of length
baised model is introduced in Section3.3.
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3.1 Right censored model
Suppose X1,X2, ...,Xn is a sequence of independent, non-negative ran-
dom variables with common continuous distribution F . Let C1,C2, ...,Cn
be another sequence of independent, non-negative random variables
with common right continuous distribution function G, which is known,
and G¯ = 1−G. Also, assume {Xi}n1 and {Ci}n1 are mutually inde-
pendent. We will refer to Xi as observed times and Ci as censoring
times. Under the random censorship model, we are only able to ob-
serve the smallest value among Xi and Ci and an indicator that Xi is
smaller or equal to Ci. Namely, the data represents the sequence of bi-
variate random variables (Zi,δi), i = 1, . . . ,n with Zi = min(Xi,Ci), and
δi = I{Xi ≤ Ci} for i = 1,2, ...,n. Such model is known as the right-
censored (R-C).
Let us denote by H the cdf of non-censored (Zi,δi)’s, that is,
H(u) = P(Zi ≤ u,δi = 1) =
∫
P(Xi∧Ci ≤ u,Xi ≤Ci | Xi = y)dF(y).
(3.1)
Since Xi’s are independent from Ci’s, we can write
H(u)=
∫
P(y∧Ci≤ u,y≤Ci)dF(y)=
∫ u
0
P(Ci≥ y)dF(y)=
∫ u
0
G¯(y)dF(y).
By differentiating both sides of previous equation, we obtain
dH(u) = G¯(u)dF(u)
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i.e.,
dF(u) =
dH(u)
G¯(u)
. (3.2)
Consider the estimated Laplace transform of F that is based on the
estimated H˜ in the right hand side of (3.2). Namely, let:
µ˜ j(F) =
∫
R+
e− jcu
dH˜(u)
G¯(u)
. (3.3)
Now, for each x ∈ R+, the following estimator for f is suggested:
f˜ RCα,b(x) =
α
α+1
(B−1α µ˜(F))(x). (3.4)
Here B−1α is defined according to (2.3).
Remark 1. Note, that if Fˆ is the empirical distribution function
based on the Xi’s, i.e., Fˆ(x)= 1n∑
n
i=1 I(Xi≤ x). Since we do not observe
all Xi’s, the corresponding version of the empirical Laplace transform
Lˆ j(F) is:
Lˆ j(F) =
∫
R+
e− j(lnb)tdFˆ(t) =
1
n
n
∑
i=1
e− j(lnb)Xi, (3.5)
On the contrary, we can evaluate
µˆ j(F) =
∫
R+
e− jct
dHˆ(t)
G¯(t)
=
1
n
n
∑
i=1
e− jcZi
I{Xi ≤Ci}
G¯(Zi)
, (3.6)
where Hˆ is the empirical distribution function of (Zi,δi)’s when δi = 1,
i.e. when Xi’s observed.
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Actually, the suggested estimator fˆ RCα,b obtained by plugging-in the
expression (3.6) instead of µ˜(F) into the right-hand side of (3.4) is:
fˆ RCα,b(x) =
α
α+1
(B−1α µˆ(F))(x), x ∈ R+.
After some algebra we can write:
fˆ RCα,b =
[αb−x] lnb
α+1
1
n
n
∑
i=1
β (b−Zi, [αb−x]+1,α− [αb−x]+1)I{Xi ≤Ci}
G¯(Zi)
.
(3.7)
3.1.1 Mean sequared error
In this subsection we are going to investigate the MSE of estimator
fˆ RCα,b(x) denote by Λ(x) = f (x)/G¯(x). The following statement is true.
Theorem 4. Under the assumption (2.6), we have
MSE{ fˆ RCα,b(x)} ≤ n−4/5
((2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
)2
+
lnbΛ(x)√
pi(bx−1)
)
+o(n−4/5), (3.8)
provided that we choose α = α(n)∼ n2/5, as n→ ∞.
At first, let us investigate the asymptotic behavior of the bias and
variance terms of fˆ RCα,b defined in (3.7). The following statement is
true.
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Lemma 5. For each x ∈ (0,∞), for the bias and variance terms of
fˆ RCα,b(x) we have, respectively:
|Bias{ fˆ RCα,b(x)}| ≤
1
α+1
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}
+o
( 1
α
)
,
(3.9)
and
var{ fˆ RCα,b(x)}=
√
α
n
Λ(x) lnb√
pi(bx−1) +o
(√α
n
)
, (3.10)
as α → ∞.
Proof of Lemma 4:
Note that using the representation (3.7) we have for the expected value
of fˆ RCα,b(x):
E{ fˆ RCα,b}(x) =
[αb−x] lnb
(α+1)
E
{
β ∗α,x(b
−Zi)
I{Xi ≤Ci}
G¯(Zi)
}
=
lnbΓ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
∫ ∞
0
(b−t)[αb
−x](1−b−t)α−[αb−x] f (t)G¯(t)
G¯(t)
dt.
(3.11)
After changing the integration variable in (3.11) we obtain
f RCα,b(x) := E{ fˆ RCα,b(x)}=
∫ 1
0
βα,x(τ)q(τ)dτ, (3.12)
i.e., the mean and the bias of fˆ RCα,b(x) have the same forms as that of
fˆα,b(x) (see (2.17)). Hence we obtain
|Bias{ fˆ RCα,b(x)}| ≤
1
α+1
{
bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}
+o
( 1
α
)
,
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as α → ∞.
Similarly, combining (3.7) and (3.12), and applying the same argu-
ment used in derivations of (2.22)-(2.25) we will have, respectively:
1
n
{ [αb
−x] lnb
(α+1)
}2E
{
β ∗2α,x(b
−Z1)
I{X1 ≤C1}
{G¯(Z1)}2
}
=
1
n
{ [αb
−x] lnb
(α+1)
}2
(
Γ(α+2)
Γ([αb−x]+1)(α− [αb−x]+1)
)2
×
∫ ∞
0
(b−y)2[αb
−x](1−b−y)2α−2[αb−x] f (y)
G¯(y)
dy
= ξα(x)
∫ 1
0
β (τ,2[αb−x],2α−2[αb−x]+1) q(τ)
G¯(φ(τ))
dτ, (3.13)
and
1
n
([αb−x] lnb
α+1
)2(
Eβ ∗α,x(b
−Z1)
I{X1 ≤C1}
G¯(Z1)
)2
=
1
n
(
lnbΓ(α+1)
Γ([αb−x])Γ(α− [αb−x]+1)
)2(∫ 1
0
τ [αb
−x]−1(1− τ)α−[αb−x]q(τ) dτ
ln(b)
)2
=
1
n
(∫ 1
0
βα,x(τ)q(τ)dτ
)2
=
1
n
(
f (x)+O(
1
α
)
)2
, as α → ∞.
Again, since {β (·,2[αb−x],2α−2[αb−x]+1),α ∈N} in (3.13) repre-
sents a δ -sequence at b−x, and the value of q(τ)/G¯(φ(τ)) at τ = b−x
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is Λ(x) = f (x)/G¯(x), we arrive at
var{ fˆ RCα,b(x)}=
√
α
n
Λ(x) lnb√
pi(bx−1) +o(
√
α
n
) (3.14)
as
√
α/n→ 0,α,n→∞. 
Finally, we can get the upper bound for MSE of fˆ RCα,x(x):
MSE{ fˆ RCα,b(x)} ≤
1
(α+1)2
(
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
)2
+
√
α
n
Λ(x) lnb√
pi(bx−1) +o(
√
α
n
) (3.15)
as
√
α/n→ 0,α,n→ ∞. Choosing in (3.15) parameter α ∼ n2/5, we
derive (3.8).

3.1.2 Simulation
To evaluate the finite sample performance of the proposed probability
density of right censored model, f RCα,b, the survival time follows known
distribution, and the censoring times generated from different known
distribution. We consider two different sample sizes n = 200,500 with
different order of α and b. We analyze the average of L2- and sup-
norms, as a measure of errors of the estimator. They are defined as
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follows:
dα,b =
1
R
R
∑
r=1
(
1
m
m
∑
j=1
( fˆ RCα,b(x j)− f (x j))2
)1/2
,
d∗α,b =
1
R
R
∑
r=1
max
j≤m
| fˆ RCα,b(x j)− f (x j)|,
respecively, where the number of replication R= 50 and {x j, j= 1, . . . ,m}
represents the partition of support of f . Moreover, in this section we
will compare the performance of density estimate f RCα,b with the kernel
density estimation fˆh constructed by means of the so-called Kaplan-
Meier estimator FKM of F (see [5], [13], [25], and [33]):
fˆh(x) =
1
h
∫ ∞
−∞
K(
x− y
h
)dFKM(y) (3.16)
Here the Kaplan-Meier estimator FKM is defined as follows:
1−FKM(u)
Πi:Z(i)≤u
(
n−i
n−i+1
)δ(i)
,u < Z(n)
0 ,u≥ Z(n)
and Zi = min(Xi,Ci), δi = I{Xi ≤ Ci} for i = 1,2, ...,n. In the above
formula δ(i) is the mark corresponding to Z(i). Besides, we evaluate the
performance of our construction based on the scaled Laplace transform
inversion, and compare with gamma kernel density estimator studied
in [7]. Corresponding Average L2-error is defined in a similar way as
dα,b from (3.16):
dh =
1
R
R
∑
r=1
(
1
m
m
∑
j=1
( fˆh(x j)− f (x j))2
)1/2
.
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Example 2. We have generated different samples of independent
random samples of Xi’s and Ci’s, where X ∼ Lognormal(1,1) and C ∼
Gamma(3,3). For example, we considered n= 200,500, and estimated
the density function f by means of using the empirical Laplace trans-
form µˆt(F) defined in equation (3.6).
(a) (b)
Figure 3.1: Estimated fˆα,b (dashed curve) with (a) α = 40, b = 1.30, (b) with α =
80,b = 1.13, The true f (solid curve).
In Table 3.1 we recorded the Average L2-errors dα,b (×102), when
X ∼ Log-normal (1, 1) and C ∼ Gamma(3, 3) for different choices of
α, b, and sample sizes n = 200,500. From this table we can say that
the optimal values of b are: b = 1.30,1.13, and 1.10 when α = 40,80,
and 100, respectively.
The Figure 3.1 displays the estimated density function fˆ RCα,b when
α = 40,80 and b = 1.13,1.30 and the sample size n = 500.
Example 3. In this example in order to prove the the optimal re-
sult that was obtained from Table 3.1. We validate the optimal α
and b in several graphs. In Figure 3.2 X ∼ Exponential(2/3) and
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Table 3.1: Records of Average L2-errors dα,b (×102), when X ∼ Log-normal (1, 1)
and C ∼ Gamma(3, 3)
n=200 n=500
b α=40 α=80 α=100 α=40 α=80 α=100
1.03 2.87 1.81 1.61 3.92 1.81 1.89
1.10 1.64 1.52 1.45 1.29 1.03 1.09
1.13 1.49 1.66 1.61 1.50 0.97 1.16
1.23 1.53 1.85 1.95 1.23 1.17 1.23
1.30 1.60 2.17 1.82 1.06 1.20 1.32
1.80 1.71 2.14 2.22 1.27 1.34 1.27
C ∼ Exponential(1/4). Using these parameters we will have about
25 percent of censored observations.
Figure 3.2: Estimated fˆ RCα,b (orange) and the true function f (blue) with (b= 1.30,α =
40), n=500.
In Figure 3.3 X ∼ Lognormal(1,2) and C∼ Exponential(2/3) with
the same parameters as in previous Figure. Here we will have about 25
percent of censored observations.
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Figure 3.3: Linearly interpolated estimate fˆ RCα,b (orange), and the true function f
(blue) with (b = 1.30,α = 40), n=500.
Example 4. As a continuation of Example 2 we compared our fˆ RCα,b
with kernel density using Kaplan-Meier estimator for right censored
data defined in (3.16). Here we consider the Gaussian kernel. Figure
3.4 displays the true density f , fh, and fˆ RCα,b based on the bandwidth
h∼ n−1/5 and the optimal b = 1.10 and α = 100.
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Figure 3.4: Estimates fˆ RCα,b (dashed), fˆh (dotted), true curve f (solid) with (b =
1.10,α = 100).
Table 3.2 records the errors in sup-norm of estimator fˆ RCα,b evaluated
in the case when X ∼ Lognormal(1,1) and C ∼ Gamma(3,3). Here,
the optimal b = 1.13 and three different values of α are considered.
Table 3.2: The Records of Average-errors in sup-norm for fˆh and fˆ RCα,b when b= 1.13
Error
n α = 80 α = 100 α = 120 dh h
300 0.0252 0.0173 0.0159 0.0572 0.531
500 0.02962 0.0201 0.01429 0.0489 0.501
Example 5. In this example we compare our density with right
censored data with Gamma kernel density proposed by [7] In Table
3.3 we took the optimal b and α which are (1.13,30) and sample
sizes n = 125,250,500 and compared with gamma density estima-
tor (G) by using models presented in [7], where the survival times
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and censoring times generated from Weibull distribution. Such that,
X ∼Weibull(1.2,2) and for 10 percent C∼Weibull(1.2,12.5), 25 per-
cent C ∼Weibull(1.2,4.9), and 50 percent C ∼Weibull(1.2,2).
Table 3.3: Records the Average L2-errors (×102) of fˆ RCα,b (with α = 30,b= 1.13) and
G-estimate proposed in [3]
n=125 n=250 n=500
cens G fˆ RCα,b G fˆ
RC
α,b G fˆ
RC
α,b
10 1.08 2.62 0.76 2.43 0.58 2.32
25 1.65 2.75 1.56 2.51 1.5 2.34
50 3.08 3.58 3.04 2.9 3.02 2.71
In Table 3.3 we evaluated the Average L2-norm as a measure of
errors of the estimates. , The results were obtained using 1000 repli-
cations. By comparing the two estimators, our estimator was slightly
better when the degree of censoring increased. For example, when
n = 500, degree of censoring 50 percent, our recored was 2.71.
Example 6.
Let us generate n = 1000 independent copies of X ∼ Gamma(1,2)
and C ∼ Gamma(1,10). Consider the estimated survival function:
SˆRCα,b(x) = (K
−1
α Lˆ(S))(x), (3.17)
where K−1α is defined in (1.3), and Lˆt(S) = 1n∑
n
i=1
e−tcZi I{Xi≤Ci}
S(Zi)
is the
estimated Laplace transform, Zi = min(Xi,Ci). Denote by SˆKM the
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Kaplan-Meier estimate of S introduced in [25]. Figure 3.5 shows the
curves of two estimators montioned above.
Figure 3.5: Estimation of S (blue) by SˆRCα,b (red) and Sˆ
KM (black) when α = 80,b =
1.55, and n = 1000
3.2 Current status model
Let (T1,X1),(T2,X2), ...,(Tn,Xn) be n iid pairs of random variables. For
each i, Ti distributed as FT , Xi is distributed as PX and Ti is indepen-
dent of Xi. Also, FT ,PX are continuous on the positive half line. We
can think of n individuals with Ti being the survival/ failure time and
Xi is the observation time for i-th individual. For i-th individual we
observe (Xi, I{Ti ≤ Xi}). A function of our interest is the distribution
of FT . First, let us approximate function h related to FT according to
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the following equation:
h(x) = FT (x)p(x). (3.18)
To approximate h one can use the construction based on the moment
of h:
m1( j) = E(I{T ≤ X}X j) j = 0,1,2, ...,α
=
∫
x jFT (x)p(x)dx
=
∫
x jh(x)dx (3.19)
Namely, consider hα =B−1α m1 where m1 = {m1( j), j = 0, ...,α} and
(B−1α m)(x) =
Γ(α+1)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) jm1( j+[αx])
j!(α− [αx]− j)! , x ∈ [0,1].
(3.20)
We suggest Fα,T =
hα(x)
p(x)
3.2.1 Distribution of X is known
In this subsection we concentrate on the approximation of FT (x) when
X has known distribution. Also, we assume FT (x) has finite support,
i.e, supp{FT} = [0,L], 0 ≤ L < ∞. For simplicity we consider L =
1. In section 3.2.2 we explain the process when X follows uniform
distribution. To derive the upper bound for the approximation rate let
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us denote by ∆(h,δ )= sup|τ−x|≤δ |h(τ)−h(x)|,0< δ < 1, the modulus
of continuity of h.
Theorem 6. If inf0<x<1 p(x) = γ > 0, then Fα,T −→u FT and
‖ Fα,T −FT ‖≤ ∆(h,δ )γ + 2γ(α+2)
‖h‖
δ 2 .
To prove Theorem 6 we need the following lemma.
Lemma 7. If h is continuous on [0,1], then hα −→u h, and
‖ hα −h ‖≤ ∆(h,δ )+ 2‖h‖δ 2(α+2)
Proof
For approximated function hα we can write:
hα(x) =
Γ(α+2)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) jE(I{T < X}X j)
j!(α− [αx]− j)!
=
Γ(α+2)
Γ([αx])
α−[αx]
∑
j=0
(−1) j
j!(α− [αx]− j)!
∫ 1
0
E(I{T < X}x j+[αx]|X = u)p(u)du
=
Γ(α+2)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) j
j!(α− [αx]− j)!
∫ 1
0
u j+[αx]E[I{T ≤ u}]p(u)du
=
Γ(α+2)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) j
j!(α− [αx]− j)!
∫ 1
0
u j+[αx]FT (u)p(u)du
=
Γ(α+2)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) j
j!(α− [αx]− j)!
∫ 1
0
u j+[αx]h(u)du (3.21)
Changing the order of the summation and integration we get:
hα(x) =
∫ 1
0
β (u, [αx]+1,α− [αx]+1)h(u)du (3.22)
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By splitting the integration of (3.22) into two parts we obtain:
‖hα −h‖=
∣∣∣∣∫ 10 {h(u)−h(x)}β (u, [αx]+1,α− [αx]+1)du
∣∣∣∣
≤ sup
0≤x≤1
(∫
|u−x|≤δ
+
∫
|u−x|>δ
)
|h(u)−h(x)|β (u, [αx]+1,α− [αx]+1)du
≤ ∆(h,δ )+Rα (3.23)
Where 0 < δ < 1, and by using Chebyshev’s inequality we get the
following upper bound of Rα .
Rα ≤ 2 ‖ h ‖ sup
0≤x≤1
∫ 1
0
β (u, [αx]+1,α− [αx]+1)du≤ 2 ‖ h ‖
δ 2(α+2)
(3.24)

By combining (3.23) and (3.24) the proof is complete. Now, we can
proof theorem 6.
|hα(x)−h(x)|
|p(x)| ≤
∆(h,δ )
γ
+
2
γ(α+2)
‖ h ‖
δ 2
(3.25)
3.2.2 Model 1: X ∼ p(x) = I(0,1)(x)
Suppose X ∼U(0,1), and consider (3.19) the approximation of FT is
based on Fα,T = hα
In the following Lemma we are going to prove the upper bound of
FT .
Lemma 8. If X has uniform distribution then the upper bound of FT
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given by:
‖ hα −h ‖≤ ∆(h,δ )+ 2 ‖ h ‖δ 2(α+2) (3.26)
Example 7. Consider X ∼U(0,1) and T ∼ Beta(1,3).
The moment m1( j) = 1j+1+B( j+1,4). The form of the approximation
hα follows the equation (3.20).
Figure 3.6: Approximed Fα,T (orange curve) with α = 80, the true FT (black curve).
In Table 3.4 the record of errors in sup-norm of Fα,T is presented.
We can say as α increases the error decreases.
Table 3.4: Records of errors in sup-norm for Fα,T
Fα,T sup−norm
20 0.0965055
40 0.0600518
60 0.0430906
80 0.0335348
100 0.0274312
120 0.0232015
140 0.0200994
200 0.0143418
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3.2.3 Model 2: X ∼ p(x), p(x) is known
Let us assume that X follows some known distribution with density
function p. Assume p has finite support, supp{p} = [0,1]. Given the
sequence m1, consider the approximation:
Fα,T (x) =
1
p(x)
(B−1α m1)(x), (3.27)
where B−1α is defined in (3.20), and the theorem 6 disscued the prper-
ties about Fα,T .
Example 8. Assume FT (x) = x2 and p(x) = 6x(1− x). In this case:
m1( j) =
6
j+4
− 6
j+5
(3.28)
Figure 3.7 illustrate the approximation Fα,T and true curve FT .
Figure 3.7: Approximed Fα,T (dashed curve ) with α = 350, the true FT (solid curve).
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3.2.4 Model 3: X ∼ p(x), with supp{p}= R+
In this subsection we assume that the support of p to be a positive
half real line. Let us assume the following moment sequence m0 =
{m0( j), j = 0, ...,α} is given. Here
m0( j) = E(I{T ≤ X}e−cx j), c = lnb. (3.29)
To approximate unknown FT we suggest to use Fα,T defined as follows:
Fα,T (x) =
1
p(x)
(B−1α m0)(x). (3.30)
Example 9. Assume X ∼ Exp(λ ) with λ = 2, and the cdf of T
is also exponential with parameter λ1 = 2. The momemnt sequance
m0( j) given by:
m0( j) =
λ
λ + j
− λ
λ +λ1+ j
.
The Figure 3.8 represents the behavior of FT and Fα,T with parame-
ters α = 40 and b = 2.748. From the graph one can observe that the
approximated curve Fα,T coinsides with the true FT curve.
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Figure 3.8: Approximed curve (orange) Fα,T with α = 40,b = 2.748, the true FT
(dashed black).
We construct the Table 3.5 by using the sup-norm error, and we find
out the smallest error occure at 0.1307, when α = 40 and b = 2.748
Table 3.5: Records of sup−norm-errors dα,b
Error
b,α 30 40 50 80 100
1.53 15.1726 14.7917 14.5129 14.3020 14.2125
2.5 0.7551 0.6651 0.5794 0.5108 0.6695
2.7 0.9989 0.9994 0.9996 0.9998 0.9999
2.756 0.2333 0.13402 0.1699 0.5414 0.6754
2.748 0.2300 0.1307 0.1715 0.5417 0.6755
2.8 0.9986 0.9992 0.9994 0.9997 0.9998
3.0 0.9978 0.9987 0.9991 0.9996 0.9997
3.2.5 Distribution of X is unknown
In this section we assume that the distribution of X is unknown, and
supp{p} = [0,L], L ≤ ∞. To approximate FT , assume for simplicity
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of notations that L = 1, and consider two moment sequences mk =
{mk( j), j = 0, ...,α},k = 1,2, where
m1( j) = E(I{T ≤ X}X j)
and
m2( j) = E(X j).
Given the sequence m2, the unknown p can be recovered by:
pα(x) = (B−1α m2)(x).
Therefore, the approximation Fα,T of FT will have the form:
Fα,T (x) =
hα(x)
pα(x)
, x ∈ [0,1]. (3.31)
Example 10. Assume that X ∼ Beta (3,2) and FT (t) = t3, t > 0. In
this case:
m1( j) =
12
j+6
− 12
j+7
and
m2( j) =
12
j+3
− 12
j+4
.
The Figure 3.9 displays the curve of approximation Fα,T and the true
distribution FT .
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Figure 3.9: Approximion Fα,T (orange curve) with α = 100, the true FT (dotted
curve).
3.2.6 Estimation
This subsection studies the local properties of the estimated Fα,b where
the supp{F} is finite , twice differentiable, and p(x) is known. We
consider the empirical moment which is have the form:
mˆ1( j) =
1
n
n
∑
i=1
X ji I{Ti ≤ Xi} j = 0,1, ...,α. (3.32)
Therefore,
Fˆα,T (x) =
hˆα(x)
p(x)
=
(B−1α mˆ1)(x)
p(x)
, (3.33)
where
hˆα(x) =
Γ(α+1)
Γ([αx]+1)
α−[αx]
∑
j=0
(−1) jmˆ( j+[αx])
j!(α− [αx]− j)! (3.34)
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Also, remember that β (u, [αx]+1,α− [αx]+1), forms a δ -sequance
as α → ∞ with mean
η∗α =
[αx]+1
α+2
and variance
σ∗α =
([αx]+1)(α− [αx]+1)
(α+2)2(α+3)
≤ 1
α+2
such that η∗α − x = 1−2xα+2 +∆1(x) and σ∗α − x = x(1−x)α+1 +∆2(x) where.
∆k(x)≤ 2(α+2)2 ,k = 1,2 (Johnson et al. [22], Chen [10]).
Theorem 9. If p(x)> 0 for x∈ (0,1), then the bias and MSE of Fˆα,T (x)
have representations:
bias{Fˆα,T}(x) = 1p(x)(α+2)
(
h
′
(x)(1−2x)+ 1
2
h
′′
(x)x(1− x)
)
+o(
1
α
), α → ∞,
(3.35)
and
MSE{F̂α,T}(x) = n−4/5
{(
1
p(x)
h
′
(x)(1−2x)+ 1
2
h
′′
(x)x(1− x)
)2
+
h(x)
p2(x)
√
pix(1− x)
}
+o(n−4/5), (3.36)
if we choose α = α(n)∼ n2/5, as n→ ∞.
Proof:
To derive the equations (3.35) we need to find 1p(x)|Ehˆα(x)−h(x)|.
Ehˆα(x) = hα(x) =
∫ 1
0
β (u, [αx]+1,α− [αx]+1)h(u)du (3.37)
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Therefore, the bais of estimated hα can be evaluated as :
bais{hˆα(x)}= E{hˆα(x)}−h(x) = hα(x)−h(x)
=
∫ 1
0
β (u, [αx]+1,α− [αx]+1)h(u)du−h(x) (3.38)
=
∫ 1
0
β (u, [αx]+1,α− [αx]+1){h(u)−h(x)}du (3.39)
Again using Taylor expansion for h around x and experssions of η∗α
and σ2∗α we obtain (3.35).
Since F̂α,T (x) = 1np(x)∑
n
i=1 I{Ti ≤ Xi}β (Xi, [αx]+ 1,α − [αx]+ 1),
then
var{F̂α,T}= 1np2(x)var{I{T1 ≤ X1}β (X1, [αx]+1,α− [αx]+1)}
But,
1
n
E(I2{T ≤ X}β 2(X1, [αx]+1,α− [αx]+1)) =
=
1
n
∫ 1
0
β 2(u, [αx]+1,α− [αx]+1)h(u)du
= ξ ∗α(x)
∫ 1
0
β (u,2[αx]+1,2α−2[αx]+1)h(u)du
Here, ξ ∗α(x)= 1n
(
Γ(α+2)
Γ([αx]+1)Γ(α−[αx]+1)
)2
Γ(2[αx]+1)Γ(2α−2[αx]+1)
Γ(2α+2) .Because∫ 1
0 β (u,2[αx]+1,2α −2[αx]+1)h(u)du→ h(x) as α → ∞. For each
x > 0 the order of magnitude ξ ∗α(x) is
ξ ∗α(x) =
√
α
n
√
pix(1− x)
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Thus,
E(I2{T ≤ X}β 2(X1, [αx]+1,α− [αx]+1)) =
√
α
n
√
pix(1− x)h(x)+o(
√
α
n
),
(3.40)
as α → ∞. Now, consider
1
n
(E(I{T ≤ X}β (X , [αx]+1,α− [αx]+1)))2 =
=
1
n
(∫ 1
0
β (u, [αx]+1,α− [αx]+1)h(u)du
)2
=
1
n
(
h(x)+O(
1
α
)
)2
,as α → ∞
(3.41)
Finally, From (3.40) and (3.41) we obtain
var{F̂α,T}=
√
α
n
√
pix(1− x)
h(x)
p2(x)
+o(
√
α
n
), (3.42)
as
√
α/n→ 0,α → ∞.
At this point we can write the MSE of F̂α,T as:
MSE{F̂T (x)}= 1p2(x)(α+2)2
(
h
′
(x)(1−2x)+ 1
2
h
′′
(x)x(1− x)
)2
+
√
α
n
√
pix(1− x)
h(x)
p2(x)
+o(
√
α
n
) (3.43)
For the optimal rate, we may take
α = α(n)∼ n2/5.
By substituting α = n2/5 in (3.43), we find (3.36).

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3.2.7 Simulation
Example 11. In this example we have generated a random sample of
X from Uniform distribution, and T from Beta distribution with param-
eters p = 3 and q = 3. We use the empirical moment defined in (3.32)
and fˆα,T (x) =
hˆα(x)
p(x) =
(B−1α mˆ1)(x)
p(x) . The plot 3.10 shows the estimated
Fα,T .
Figure 3.10: Estimation curve (orange) Fα,T with α = 100, the true FT (dotted blue).
Example 12. In this example we made a comparison between our
estimator Fα,T with the estimator (ΨT ) introduced by [8]. As we have
seen in Table 3.4 as α increases our model become more stable,so,
we consider α = 250. Considering X ∼ β (4,6) and T ∼ β (4,8) and
generating different sizes of random samples n = 60,200,500,1000.
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Table 3.6: Comparison using MSE
n MSEFα,T MSEΨT
60 1.34 1.92
200 0.39 0.83
500 0.18 0.40
1000 0.09 0.20
In Table 3.6 the values of MSE are recorded. For our calculation
we used the grid with points u1,u2, ...,uJ from [a,b], a=0, b=0.5 and
J=500. Namely, For MSE we use the following expression:
MSE =
b−a
J
J
∑
j=1
[F(u j)− FˆT (u j)]2,
where the number of replications R= 100. The records form this Table
3.6 we can say that the proposed estimator performance better in terms
of MSE.
3.3 Length-biased model
In this model the pdf f and cdf F of a positive random variable X is of
actual interest, but one observe a random variable Y with density
g(y) =
1
W
w(y) f (y); y≥ 0 (3.44)
where the weight function w and the total weight
W =
∫ ∞
0
w(x) f (x)dx (3.45)
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may not be known. In this chapter we assume we are given the empir-
ical sequence of scaled Laplace transform by:
LˆF(t) =
∫ ∞
0
e−ctxdFˆn(x) =
W
n
n
∑
i=1
e−ctYi
w(Yi)
(3.46)
If we substitute (3.46) in (1.4). After some algebra we get:
fˆ LBα,b(x) =
[αb−x] ln(b)Γ(α+2)
(α+1)Γ([αb−x]+1)
W
n
n
∑
i=1
α−[αb−x]
∑
m=0
(−1)mb−(m+[αb−x])Yi
m!(α− [αb−x]−m)!
1
w(Yi)
(3.47)
If W is unknown one can estimated as follows:
Wˆ =
(
1
n
n
∑
i=1
1
w(Yi)
)−1
, (3.48)
and plug it into (3.47).
3.3.1 Mean Squared Error of f LBα,b
In this section we investigate the bias, variance, and MSE of estimated
f LBα,b. For simplicity assume that w(y) is the identity function.
Theorem 10. Under the assumption 2.6 the bais and MSE of fˆ LBα,b sat-
isfies:
|Bias{ fˆ LBα,b(x)}|≤
1
α+1
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}
+o
( 1
α
)
as α → ∞.
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MSE{ fˆ LBα,b(x)} ≤ n−4/5
((
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
)2
+
W
x
f (x) lnb√
pi (bx−1)
)
+o(
1
α
) (3.49)
provided we choose α = α(n)∼ n2/5, as n−→ ∞.
Proof:
E{ fˆ LBα,b}(x) =
[αb−x] ln(b)
α+1
Γ(α+2)
Γ([αb−x]+1)
n
∑
m=1
(−1)mE(b−(m+[αb−x])Y )
m!(α− [αb−x]−m)!
W
y
=W
[αb−x] ln(b)
α+1
Γ(α+1)
[αb−x]+1
∫ ∞
0
α−[αb−x]
∑
m=0
(−1)mb−(m+[αb−x])y
m!(α− [αb−x]−m)!
g(y)
y
dy
(3.50)
After changing the order of summation and integration and some steps
of algebra we obtain:
E{ fˆ LBα,b(x)}=
[αb−x] ln(b)
α+1
∫ ∞
0
W
y
β (b−y, [αb−x]+1,α− [αb−x]+1)g(y)dy
(3.51)
Changing variables in (3.51) the expected of fˆ LBα,b will have the follow-
ing form:
E{ fˆ LBα,b(x)}= f LBα,b(x). (3.52)
Note that the bias of fˆ LBα,b and fˆα,b defined in (2.20) of Chapter 2 coin-
cide. For the variance of fˆ LBα,b using the similar steps applied in Chapter
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2 we get the following form:
var{ fˆ LBα,b(x)}=
√
α
n
W
x
f (x) lnb√
pi(bx−1) +o(
√
α
n
), (3.53)
as
√
α/n→ 0,α,n→ ∞.
Therefore, the MSE of fˆ LBα,b we have:
MSE{ fˆ LBα,b(x)} ≤
1
(α+1)2
{
2bx| f ′(x)|
lnb
+
b2x| f ′(x)|
2 ln2 b
+
bx| f ′′(x)|
2 lnb
}2
+
√
α
n
W
x
f (x) lnb√
pi(bx−1) +o(
√
α
n
). (3.54)

Example 13. We simulated n = 1000 copies of length-biased r.v.’s
from gamma with (4,1) parameters, α = 25 and b = 1.56. The Figure
3.11 shows the estimated is closer to the true curve.
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Figure 3.11: Estimated f LBα,b (dashed curve) and the true f (solid curve), when α =
25,b = 1.25, and n = 1000.
In Tabel 3.7 we generated n = 1000 observations of Y ′i s, where y∼
gamma(4,1). From this table we identify the optimal value of α and b
are 25 and 1.15 respectively.
Table 3.7: Records of errors in sup-norm
Error
b,α 25 30 32 34 36
1.15 0.3582 0.3598 0.3621 0.3622 0.3607
1.25 0.3259 0.3320 0.3348 0.3349 0.3385
1.56 0.8864 0.9312 0.9408 0.9436 0.9468
1.6 0.9526 1.003 1.012 1.0142 1.0205
1.7 1.109 1.1715 1.1801 1.1811 1.1956
1.9 1.4575 1.5174 1.5231 1.5196 1.5416
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Chapter 4
Conclusion and FutureWork
Several applications of the moment problem were considered in this
dissertation. The methodology proposed in ([34],[38]) were applied to
recover functions and distributions in defferent direct and indirect mod-
els. In this dissertation, several new moment-recovered estimations and
approximations are proposed. In particular,the right censored, current
status, length biased, and mean residual life time models are studied.
Multiple examples were used to demonstrate the performance of the
proposed methods. In some models, the better results were achieved if
compared with other traditional approches.
In Chapter 2, the estimation of the density function (the direct case)
is investigated along with the asymptotic behavior of MSE in Section
2.1. Comparison of our estimates that are based on (1.4) with the tra-
ditional kernel density estimation is conducted. It is shown via the
numerical and graphical evaluations the superiority of the former one.
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Also, the error of approximation of the mean residual life time function
is studied.
In Chapter 3, the questions of approximation and estimation of the
density and cumulative distribution functions in several incomplete
models are studied. Namely, we considered: (a) right censorship (Sec-
tion 3.1), (b) current status data (Section 3.2), and (c) length-biased
models (Section 3.3).
In right-censored model we were able to derive the rate of con-
vergence in terms of MSE for the density estimation. The simulation
study was conducted to compare the proposed estimator with the one
introduced in [7], as well as with smoothed kernel density construction
based on Kaplan-Meier method.
In the model with Current Status Data, the approximation and esti-
mation problem of underlying distribution function is investigated. The
upper bound for approximation rate is derived. Two cases when the
support of underlying function is bounded and unbounded from above
are considered. Besides, two separate cases when the testing distribu-
tion is known and unknown are investigated. A simulation study was
conducted to make the comparison with the method proposed in [8]. It
is shown that our estimator performs better in terms of MSE.
The mean squared error of the estimated density function in the case
of length biased model is derived.
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In the future work we will be concentrated on estimation of the
mean residual life time function when the data is right-censored and
length-biased. We will continue our work on nonparametric estima-
tion in right-censored model when the distribution of censoring time is
unknown. Also, we are planning to study the current status model in
more complicated case when the observations are marked.
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