A feature-based, nonrigid image registration method using a Hausdorff distance-based matching measure is presented. The proposed method is robust to outliers and missing features, as no correspondence is established between the features. Utilizing a B-splinebased, nonrigid deformation model, the proposed method is able to handle nonrigid deformations between the images to be registered. A gradient descent-based optimization procedure is developed to maximize the matching measure under the nonrigid transformation model. With adaptively adjustable step sizes, the optimization procedure works in a coarse-to-fine manner so that first large nonrigid deformations are compensated and then the transformation parameters are gradually refined. In addition, two acceleration techniques are devised to greatly speed up the registration method, making it more practical for real applications. The performance of the proposed method is validated in various experiments from synthetic image registration to hand-drawn Chinese character registration and brain outline registration. The limitation of the method is also analyzed and exemplified. To partly alleviate the limitation of the method, we incorporate landmark information into the method and achieve promising results.
Introduction
Image registration is an important step for a great variety of applications such as remote sensing, medical imaging, and multisensor fusion-based target recognition. Its purpose is to overlay two or more images of the same scene taken at different times, from different viewpoints and/or by different sensors. 1 Image registration methods can be categorized in different ways according to different perspectives. According to the information used for registration, they can be grossly classified into the area-based and the feature-based. 2 Feature-based methods utilize extracted features including regions, 3, 4 lines or curves, 5, 6 and points 7, 8 to estimate the registration parameters. In contrast to featurebased methods, area-based methods use the whole image content to estimate the registration parameters. The most popular similarity measures for these methods are the sum of squared differences ͑SSD͒, 9 correlation coefficients ͑CC͒, 10 and mutual information ͑MI͒. 11, 12 Which type of method should be chosen is mainly subject to the particular application. Generally speaking, if features in the images to be registered are distinctive and easily detectable, featurebased methods are usually preferred. 2 From another point of view, image registration methods can also be grouped into rigid methods and nonrigid ͑or elastic in some references͒ ones. The former can handle only rigid transformations between the images to be registered, whereas the latter can solve for nonrigid transformations by adopting a suitable nonrigid deformation model. Generally, the nonrigid deformation models fall into two basic categories. 13 The first type is nonparametric ones that can be expressed using partial differential equations. 14, 15 The second type is parametric models that use a moderate number of parameters to approximate the deformation fields. A kind of widely used parametric models is splines, including the thin-plate splines ͑TPS͒ 16, 17 and B-splines. 13, 18 A large majority of nonrigid registration methods in the literature are area-based ones for medical image registration applications. These methods will not be discussed here, and the interested reader is referred to Ref. 19 for a review. In this paper our focus is on feature-based methods. Compared with the large quantity of area-based methods, feature-based, nonrigid methods are sparse. The iterative closest point ͑ICP͒ algorithm 20 proposed by Besl and McKay can be used for nonrigid registration. 21 However, the ICP method degenerates quickly with increasing outliers. 22 In Rouet et al.'s genetic algorithm ͑GA͒ based algorithm, the global elastic transformation is approximated by a 24-element tri-linear transformation. 23 In this method the distance between each sample feature point of one point set and its nearest counterpart in the other point set is computed, and the similarity measure is based on the sum of exponentials of these distances. Obviously, outliers will bias this similarity measure. Also, the degree of freedom of this transformation is very limited. Recently, Chui and Rangarajan proposed a point matching algorithm for nonrigid registration, 22 which establishes correspondences between the matching points by a soft-assign technique. By using a fuzzy correspondence matrix rather than a binary one, it is robust to outliers and noise. This method describes the nonrigid spatial mapping between the corresponding points by a thin-plate splines-based model, in which each template point has a global influence on the transformation. This global influence characteristic is sometimes unfavorable to modeling more local deformations. We will demonstrate this limitation in Section 6.1.2. Due to the existence of noise and the disparity of dissimilar imaging modalities, outliers and missing features are inevitable in feature extraction, which means establishing feature correspondence is generally no easy task. So it might be beneficial for us to solve for the spatial transformation while not having to establish a feature correspondence relationship. One alternative is the Hausdorff distance-based methods. These methods have been successfully applied to rigid registration problems [24] [25] [26] [27] and are robust to outliers and missing features. However, such methods cannot be easily extended to the case of nonrigid transformations. One main reason is that the number of parameters of a nonrigid transformation is usually much greater than that of a rigid one, which poses a great challenge to the searching strategies of these rigid methods that work well when the dimension of the transformation parameter space is low.
The contribution of this paper is twofold. First, we propose a method that extends the Hausdorff distance to nonrigid registration. This is achieved by combining a Hausdorff distance-based similarity measure with a B-splinebased, nonrigid transformation model and a coarse-to-fine optimization routine. Compared with some other nonrigid methods, such as the ICP method and the GA-based method, the adoption of a Hausdorff distance-based similarity metric enables the proposed method to be more robust to outliers and missing features. With a B-splinebased, nonrigid transformation model, the choice of the transformation's degree of freedom is flexible-the degree of freedom of the proposed method is 2M, where M is the number of control points used in the transformation model. In contrast to a thin-plate spline-based transformation model as used in Ref. 22 , the B-splines are approximate at the control points and have a limited support in the neighborhood of each control point. This characteristic benefits the modeling of more local deformations. Second, we propose a fast technique that avoids the repeating computation of the distance transform of the transformed source image ͑Section 4.1͒, thus prominently speeding up the proposed method.
The rest of the paper is organized as follows. Some preliminaries of the Hausdorff distance and a B-spline-based, nonrigid transformation model are given in Section 2. In Section 3 the similarity measure and optimization procedure of the proposed method are described in detail. Section 4 gives some acceleration techniques for speeding up the proposed method. Section 5 analyzes the complexity and storage requirement of the proposed method. Experimental results are presented in Section 6, and conclusions and discussions are given in Section 7.
Preliminaries
Let I T and I S be the target and source images, respectively; I S will be registered to I T . Both I T and I S are images of features ͑edges, interest points, etc.͒. Given a fraction f ͑0 Ͻ f ഛ 1͒, the directed partial Hausdorff distance h f ͑I S , I T ͒ from I S to I T is defined as
where P I S and Q I T are feature points and where fth xX g͑x͒ denotes the fth quantile value of g͑x͒ over the set X, for some value of f between 0 and 1. 29 ʈP − Qʈ is the Euclidean distance between the points P and Q. The physical explanation of h f ͑I S , I T ͒ is that there is at least a fraction f of the feature points in I S such that the distances from these feature points to their nearest neighbors in I T will not exceed h f ͑I S , I T ͒. Nevertheless, it does not establish a oneto-one correspondence between the features in I S and I T . This characteristic is especially useful for outlier rejection. Note that the partial Hausdorff distance definition is directed and asymmetric. A directed partial Hausdorff distance h f ͑I T , I S ͒ from I T to I S can be analogously defined. In this paper we call h f ͑I S , I T ͒ the forward ͑from source to target͒ partial Hausdorff distance and h f ͑I T , I S ͒ the backward ͑from target to source͒ partial Hausdorff distance.
A definition dual to the Hausdorff distance is the Hausdorff fraction. Given a distance , the forward Hausdorff fraction HF ͑I S , I T ͒ from I S to I T is defined as
where #͕ ͖ means the cardinality of set ͕ ͖ ͑the number of elements in the set͒. It is immediately known from this definition that at least HF ͑I S , I T ͒ * # ͕I S ͖ of I S 's feature points can find, within the distance from them, their nearest neighbors in I T . The backward Hausdorff fraction HF ͑I T , I S ͒ from I T to I S is defined analogously. The nonrigid deformation model adopted in our paper is a B-spline-based one, 28 which has been successfully applied in some area-based, nonrigid registration methods. 13, 18 Suppose as a n x ϫ n y lattice of control points
over the source image I S . For simplicity the lattice can be represented by a vector ⌽:
where T denotes transposition, i,j = ͓ h , h+1 ͔ T , h = 2͑i + jn x ͒, and N = 2n x n y .
With the deformation model, a feature point ͑x , y͒ T I S is mapped to a location ͑x Ј , y Ј ͑⌬x,⌬y͒ 
· ͑5͒

Method Description
Generally speaking, a nonrigid image registration algorithm has three main components: a similarity matching measure; a nonrigid spatial transformation model; and an optimization procedure that extremalizes the similarity matching measure. The nonrigid transformation model has been discussed in Section 2, and in this section we will discuss the remaining two components.
A Hausdorff Distance-based Similarity Measure
While in rigid registration it is usually sufficient to consider only the forward partial Hausdorff distance 24, 27 or only the forward Hausdorff fraction, 25 it might not be the case in nonrigid registration. The reason is that in rigid registration the deformation is global while in nonrigid registration the deformation is more local. An example of nonrigid registration by maximizing the forward Hausdorff fraction HF ͑I S , I T ͒ only is given in Fig. 1 . In Fig. 1 both the target and source images contain two concentric circles. Fig. 1͑c͒ is the overlay of the target and source. The four circles are concentric, and no global rigid transformation can register them. Fig. 1͑d͒ is a possible registration result using the forward Hausdorff fraction only. In this case the two concentric circles of the source image merged and registered to the inner circle of the target image, which we do not prefer. However, using the sum of the forward and backward Hausdorff fractions ͑see ahead͒, led to a satisfactory registration result ͓Fig. 1͑e͔͒.
Our similarity measure is based on the Hausdorff fractions. Not only do we consider the forward Hausdorff fraction, but also we take the backward Hausdorff fraction into account. Particularly, we propose maximizing both HF ͑I S , I T ͒ and HF ͑I T , I S ͒ to achieve registration. However, the maximization of each item separately is difficult because they are interdependent. To compromise we define a similarity matching measure DHF ͑I S , I T ͒ between I T and I S as the sum of the two Hausdorff fractions:
To account for the nonrigid transformation ⌽, Eq. ͑6͒ is rewritten as
where HF ⌽ ͑I S , I T ͒ and HF ⌽ ͑I T , I S ͒ are the forward and backward Hausdorff fractions between I T and the transformed version of I S , respectively. It can be easily inferred from Eq. ͑2͒ that 0 ഛ DHF ⌽ ͑I S , I T ͒ ഛ 2, where 0 denotes no matching between the feature sets and 2 denotes a complete registration. The process of registration is, in essence, the process of seeking the ⌽ that brings about the maximization of DHF ⌽ ͑I S , I T ͒. During registration we would prefer that the value of DHF ⌽ ͑I S , I T ͒ become larger as the process continues, and meanwhile the distances between the matching feature points of I S and I T become shorter, as they are thus getting closer to each other. The two purposes can both be achieved in a coarse-to-fine optimization manner described in the next subsection.
The Optimization Procedure
With a large quantity of parameters ͑up to several hundreds͒ to be solved for the transformation model, existing searching strategies for rigid Hausdorff distance-based methods are no longer applicable. Some methods that are powerful when there are only a few transformation parameters ͑up to a couple of parameters͒, e.g., the Powell's routine, 30 are not taken into consideration. We are interested in gradient-based methods that update all the parameters in an iteration. These methods include the MarquardtLevenberg method, 12 Newton's method, 9, 10 and the gradient descent method. 13, 18 In this section we develop a gradient descent method in which the step size is adaptively adjustable. Fig. 2 gives the pseudo code of the optimization procedure. A rigid registration of I S and I T is assumed prior to the nonrigid registration. Fig. 1 Example of nonrigid registration using different Hausdorff distance-based similarity metrics: ͑a͒ target image ͑120 ϫ 120 pixels͒. The two circles share the same center ͑60, 60͒ and are depicted by ͑x = 60+ 55 cos t, y = 60+ 55 sin t͒ and ͑x = 60 + 45 cos t, y = 60+ 45 sin t͒, respectively ͑0 ഛ t ഛ 2͒; ͑b͒ source image ͑120ϫ 120 pixels͒. The two circles share the same center ͑60, 60͒ and are depicted by ͑x = 60+ 48 cos t, y = 60+ 48 sin t͒ and ͑x = 60+ 42 cos t, y = 60+ 42 sin t͒, respectively ͑0 ഛ t ഛ 2͒; ͑c͒ overlay of ͑a͒ and ͑b͒. Red points denote points from ͑a͒ and blue points denote points from ͑b͒; ͑d͒ a possible registration result using the forward Hausdorff fraction only. Pink points denote perfect registration; ͑e͒ registration result using the sum of the forward and backward Hausdorff fractions. Pink points denote perfect registration. ͑Color online only.͒ It can be seen from Fig. 2 that the optimization procedure consists of two loops. The inner loop is the implementation of the gradient descent method to achieve the maximum of DHF ⌽ ͑I S , I T ͒ at a given , and the outer loop adaptively adjusts the value of . We exit the inner loop if the DHF ⌽ ͑I S , I T ͒ begins to deteriorate ͑its increment
The implementation details of the optimization procedure are as follows:
1. The computation of HF ⌽ ͑I S , I T ͒ and HF ⌽ ͑I T , I S ͒. Before computing HF ⌽ ͑I S , I T ͒, the distance transform DT I T of I T is computed first:
DT I T ͑xЈ , yЈ͒ is the distance between the point ͑xЈ , yЈ͒ T and the nearest feature point of I T . To compute HF ⌽ ͑I S , I T ͒, one just needs to count the number of the feature points of I S that fall into the image plane of I T under the nonrigid transformation ⌽ ͓us-ing Eq. ͑4͔͒, and the number of the transformed feature points ͑xЈ , yЈ͒ T that satisfy DT I T ͑xЈ , yЈ͒ ഛ . The ratio of the latter to the former is HF ⌽ ͑I S , I T ͒. In this process if the coordinates of ͑xЈ , yЈ͒ T are nonintegers, ͑xЈ , yЈ͒ T should be rounded to the nearest integer point. The computation of HF ⌽ ͑I T , I S ͒ is similar to that of HF ⌽ ͑I S , I T ͒. This time, the distance transform DT I S ⌽ of I S ⌽ is first computed. * Note that DT I T only needs to be computed once, whereas DT I S ⌽ needs to be recomputed whenever ⌽ changes. 2. The computation of ٌDHF. ٌDHF is computed by finite differences. For example, the kth ͑0 ഛ k Ͻ 2n x n y ͒ element of ٌDHF is computed as
The adaptive adjustment of . In the optimization procedure, the role of is twofold. First, it is a parameter of the similarity measure DHF ⌽ ͑I S , I T ͒. Second, it also acts as the step size of the optimization procedure. Large helps capture the initially large nonrigid deformations between the images to be registered, while small assists in yielding finer results of ٌDHF. Therefore, the proposed optimization procedure works in a coarse-to-fine optimization manner in which is initially set to a relatively large value and then gradually decreased so that, as the procedure continues, large nonrigid deformations are first compensated and then ⌽ is gradually refined. In this paper we utilize the forward partial Hausdorff distance and Hausdorff fraction to reset :
Each time the inner loop is finished, we get a new ⌽ and hence a new HF ⌽ ͑I S , I T ͒. From Eqs. ͑1͒ and ͑2͒
The extent of alteration of is controlled by f, which is called the convergence factor in our paper because it controls the convergence rate of the optimization procedure. Generally speaking, the larger the value of f, the less
͑and ͒, and therefore the slower the convergence of the optimization procedure will be. Conversely, the smaller the value of f, the faster the convergence of the optimization procedure will be. However, in the latter case the accuracy of registration might not be guaranteed in that drastic changes of are disadvantageous to the refinement of ⌽. Generally, f is taken in the range 0.7-0.95. In addition, to guarantee convergence,
where ␤ is a positive scalar.
Through the experiments in our paper, ␤ = 0.5.
The optimization procedure can be combined with a multiresolution strategy as in Refs. 18 and 32. That is, the registration is achieved by deforming a sequence of control point meshes ⌽ 1 , ⌽ 2 , . . . , ⌽ L using multilevel B-splines. 31 The resolutions of the control point meshes are gradually increased by halving the spacing ␦ between each control point. The multiresolution strategy allows for more localized and intrinsically less smooth deformations.
Acceleration Techniques
The optimization procedure of Section 3.2 is timeconsuming and can be accelerated by two techniques. In *I S ⌽ is the transformed version of I S by ⌽. I S ⌽ shares the same coordinate system with I T . In our implementation, I S ⌽ is padded with zero pixels or clipped to have the same size as I T . this section we first analyze the factors that influence the speed of the optimization procedure and then give corresponding techniques to alleviate them.
Fast Calculation of HF
The first factor is the requirement of recomputing DT I S ⌽ when ⌽ changes. It is the heaviest computational load for the optimization procedure. To circumvent this problem, we propose a technique based on two histograms developed in this paper.
First, we scan I T from left to right and top to bottom and index all the feature points ͑the indexes start from 0͒. A lookup table LUT T is constructed to store the coordinates of the indexed feature points. Then we establish two histograms, RNH and LNH. RNH 
ͮ ͑9͒
From Eq. ͑9͒ it can be seen that RNH͑xЈ , yЈ͒ is the index of the nearest feature point of I T that is horizontally right to ͑xЈ , yЈ͒ T , or −1 if no such feature point can be found; LNH͑xЈ , yЈ͒ is the index of the nearest feature point of I T that is horizontally left to ͑xЈ , yЈ͒ T , or −1 if no such feature point can be found. A simple example of RNH and LNH is given in Fig. 3 .
In Fig. 3 , assume that the jth row of I T contains 10 elements ͑indexed from 0 to 9͒, of which 4 are feature points ͑denoted as 1, indexed from 0 to 3͒. RNH j and LNH j are the jth rows of RNH and LNH, respectively. The establishment of RNH and LNH enables us to quickly locate the feature points in any arbitrary segment of a row of I T . Suppose that the two ends of a segment of the jth row are, respectively, ͑i 1 , j͒ T and ͑i 2 , j͒ T ͑i 2 ജ i 1 ͒; then if neither RNH j ͑i 1 ͒ nor LNH j ͑i 2 ͒ is −1 and LNH j ͑i 2 ͒ ജ RNH j ͑i 1 ͒, the indexes of the feature points of I T contained in this segment ͓including the two ends ͑i 1 , j͒ T and ͑i 2 , j͒ T ͔ begin with RNH j ͑i 1 ͒ and end with LNH j ͑i 2 ͒; otherwise, no feature points of I T are contained in this segment. For example, in Fig. 3 RNH j ͑3͒ = 1, LNH j ͑8͒ = 3, and we immediately know that between and including elements 3 and 8 of the jth row are the 1st, 2nd, and 3rd feature points of I T .
RNH and LNH only need to be computed once. After that we construct a feature map FM that is the same size as I T . FM is a two-dimensional array that is special in that each of its elements is an expandable one-dimensional array. Fig. 4 is the pseudo code for computing FM . At the start each element FM ͑xЈ , yЈ͒ is initialized to an empty array. After the process of Fig. 4, FM ͑xЈ , yЈ͒ contains the indexes of the feature points of I T that are within the distance to the location ͑xЈ , yЈ͒ T . Using FM ͑xЈ , yЈ͒ we can fast calculate HF ⌽ ͑I T , I S ͒ in the following way: ͑1͒ initialize an accumulator to zero; ͑2͒ construct a status array whose number of elements is equal to the number of feature points of I T . Each element of the status array corresponds to a feature point of I T . Initialize the status of each array element to false ͑unvisited͒. ͑3͒ For each of the transformed feature points ͑xЈ , yЈ͒ T of I S that satisfies DT I T ͑xЈ , yЈ͒ ഛ , scan the elements of FM ͑xЈ , yЈ͒. If some feature point of I T is contained in FM ͑xЈ , yЈ͒ and its status is unvisited, set its status to true ͑visited͒ and increase the accumulator by one. ͑4͒ After all the transformed feature points ͑xЈ , yЈ͒ T of I S are traversed, the final value of the accumulator divided by the total of the feature points of I T is HF ⌽ ͑I T , I S ͒. In fact, the above process is carried out simultaneously with the process of calculating HF ⌽ ͑I S , I T ͒. FM ͑xЈ , yЈ͒ needs to be re-computed only when changes, which is in sharp contrast to the original way of calculating HF ⌽ ͑I T , I S ͒ in Section 3.2, where DT I S ⌽ needs to be recomputed whenever ⌽ changes. In the whole registration process ⌽ changes much more frequently than does; therefore, the proposed technique of calculating HF ⌽ ͑I T , I S ͒ is much faster than the original one. ͑Fig. 5͒ is the pseudo code of the optimization procedure with the technique of fast computing HF ⌽ ͑I T , I S ͒.
Active Control Points
Recall from Section 3.2 that ٌDHF is calculated by finite differences. Thus, the more control points in ⌽, the heavier the computational load of ٌDHF will be. Therefore, one possible way to reduce the computational load of ٌDHF is to reduce the number of control points in ⌽. At first glance it appears that this is impossible since the number of control points cannot be arbitrarily reduced once the uniform spacing ␦ is given. However, fortunately, we can achieve the purpose by considering only part of the control points, called active control points. This idea is inspired by Schnabel et al., who proposed to divide the control points of the B-spline-based deformation model into the active ones and the inactive ones. 32 However, in their paper the division was devised for an area-based method and cannot be directly used here.
Define the supporting region
SR i,j is the area in which i,j exerts its influence. In this paper a control point i,j is marked inactive if it satisfies one of the following two conditions, otherwise, it is marked active. The first condition is that no feature point of I S is contained in its supporting region SR i,j . This condition is easily understood, as no feature points of I S will be influenced by i,j in this case. The second condition is that the local parts of I S and I T in the area of SR i,j are already well aligned prior to nonrigid registration. Let I S SR i,j and I T SR i,j denote the local parts of I S and I T in the area of SR i,j , respectively. We define the "well-aligned" criterion as: more than 95% of the feature points in I S SR i,j are matched to I T SR i,j and vice versa; meanwhile the maximum distance from the matched feature points to their counterparts in the other image is no larger than two pixels and the average distance is less than one pixel. Only active control points are considered in computing ٌDHF, that is, the gradient components corresponding to inactive control points are set to zero.
Complexity and Storage Requirements
In this section we analyze the complexity of our algorithm and the storage required for keeping the arrays that are accessed by the algorithm. In the following analysis, we assume that the total of the control points is M = n x n y ͑where n x and n y are the control points' densities in the horizontal and vertical directions, respectively͒, that the images I T and I S have R rows and C columns, and that I T has Q feature points and I S has P feature points. We also assume that all the control points are active. Thus, we need two one-dimensional double-precision arrays of length 2M to store ⌽ and ٌDHF.
The distance transform. The distance transform is calculated using the second algorithm in Ref. 33 . This algorithm has a complexity of O͑RC͒. We require an R ϫ C-sized two-dimensional array of double-precision values to store the distance transform of I T , DT I T . We need an extra twodimensional array of the same size in case the computation of the distance transform of I S ⌽ , DT I S ⌽, is required ͓without the fast calculation of HF ⌽ ͑I T , I S ͔͒. The computation of Eq. (4). Eq. ͑4͒ will be computed many times in updating ⌽. In our implementation, we use one one-dimensional integer array of length C to store the values of i = x / ␦ − 1 for each 0 ഛ x Ͻ C, and one one- and/or addition/subtraction operations. The construction of LUT T , RNH, and LNH. We need one 2 ϫ Q-sized two-dimensional integer array to store LUT T and two R ϫ C-sized two-dimensional integer arrays to store RNH and LNH. The three arrays can be constructed by three scans of each row of I T : a first left-to-right scan to partly construct LUT T ; a second left-to-right scan to construct each row of RNH; and a third right-to-left scan to construct each row of LNH. The complexities for constructing the three arrays are all O͑RC͒.
The construction of FM . The memory required for FM is dependent on as well as the distribution of the feature points in I T . Generally, the larger the parameter or the denser the distribution of the feature points, the more storage is required for FM . As to the complexity of constructing FM , we will focus on the "DT I T ͑xЈ , yЈ͒ ഛ " case as we can see from Fig. 4 that most computations involved in constructing FM concentrate on this case. Let us assume that of all the RC cases ͑recall that the size of FM is R ϫ C͒ ␣ of them satisfy DT I T ͑xЈ , yЈ͒ ഛ . Further, for any case of DT I T ͑xЈ , yЈ͒ ഛ , we assume that each row of the ͑2 + 1͒ ϫ ͑2 + 1͒-sized area centered by ͑xЈ , yЈ͒ T -contains an average of ␤ feature points of I T . From these assumptions we can derive that the complexity for constructing FM is O͑␣ ͑2 + 1͒␤ ͒. Generally, the larger the parameter , the larger ͑2 + 1͒, ␣ , and ␤ will be.
The computation of DHF ⌽ ͑I S , I T ͒. DHF ⌽ ͑I S , I T ͒ is computed by summing HF ⌽ ͑I S , I T ͒ and HF ⌽ ͑I T , I S ͒. Computing HF ⌽ ͑I S , I T ͒ requires P times application of Eq. ͑4͒ to get the transformed positions of the feature points of I S , P rounding operations on the transformed positions, and P comparisons between the corresponding DT I T entries and . Thus, the complexity for computing HF ⌽ ͑I S , I T ͒ is O͑P͒. The complexity of HF ⌽ ͑I T , I S ͒ varies with the different ways of computation. In the original way of computing HF ⌽ ͑I T , I S ͒, we need to construct one R ϫ C-sized twodimensional array I S ⌽ to accommodate the transformed positions of the feature points of I S followed by a distance transform of I S ⌽ . Q comparisons between the corresponding DT I S ⌽ entries and are then performed. The complexities for constructing I S ⌽ and computing DT I S ⌽ are both O͑RC͒. Since generally Q Ӷ RC, the complexity of computing HF ⌽ ͑I T , I S ͒ is O͑RC͒. With the fast technique of computing HF ⌽ ͑I T , I S ͒, we need to construct one one-dimensional Boolean array of length Q to label the statuses of the feature points of I T . Let us assume that there are PЈ͑ഛP͒ transformed feature points ͑xЈ , yЈ͒ T of I S satisfying DT I T ͑xЈ , yЈ͒ ഛ and that the average length of the corresponding one-dimensional arrays FM ͑xЈ , yЈ͒ is ␥ . Then we will scan a total of PЈ␥ feature points of I T , incrementing an accumulator according to their statuses. Thus, the complexity for the fast technique of computing HF ⌽ ͑I T , I S ͒ is O͑PЈ␥ ͒. Most operations involved in this process are memory access and logical operations; therefore, it is faster than computing DT I S ⌽, which involves O͑RC͒ multiplications, additions, and square root operations. This is especially the case when is small ͑because at the time ␥ is also small͒.
The computation of ٌDHF. Recall from Section 3.2 that ٌDHF is computed by finite differences. The computation of each element of ٌDHF involves twice the computation of DHF ⌽ ͑I S , I T ͒. As ٌDHF has 2M = 2n x n y elements, one computation of ٌDHF requires 4n x n y computations of DHF ⌽ ͑I S , I T ͒. Thus, the complexity is O͑n x n y ͒. The inner loop and the outer loop. The inner loop updates ⌽ at a given . In the worst case, it computes ٌDHF ITER times. Assuming that changes times from max to min in the outer loop, then the whole algorithm needs to compute ٌDHF ITER times ͑in the worst case͒. The complexities and memory requirements are summarized in Table 1 .
Experimental Results
We implemented the proposed method in Visual Cϩϩ® 6.0 and tested it in quite a number of experiments on a desktop PC ͑3.0-GHz Pentium® IV CPU, 512 MB RAM, Windows® 2000 personal operating system͒. For simplicity in the following text, we use ONR and FNR to respectively denote the original proposed method and the speeded method with the fast technique of calculating HF ⌽ ͑I T , I S ͒. In both methods only active control points are considered when updating ⌽.
Synthetic Image Registration Experiments
Performance of ONR and FNR
In this subsection we demonstrate the effectiveness of ONR and FNR. Since the only difference between the two methods is the way of computing HF ⌽ ͑I T , I S ͒, ONR and FNR have the same performance but FNR is much faster than ONR. In view of this fact, we give an experiment to show this difference in speed, and in the following experiments we will only use FNR. Fig. 6͑a͒ and 6͑b͒ show the target and source images, respectively, each containing an ellipse and a rectangle. Some features are missing in the source image and some noises were arbitrarily added to it. Fig. 6͑c͒ is the direct overlay of Fig. 6͑a͒ and 6͑b͒ . In this experiment as well as in the following experiments in the paper, we use red and blue points to represent the features from the target and source images, respectively. ͑Color online only.͒ Obviously the spatial transformation between the target and source images is nonrigid. The parameters used for the registration are ␦ = 20, n x = 11, n y = 9, max = 10, min = 0.1, = 10 −4 , ITER = 100, and f = 0.4, 0.7, 0.9. Fig. 6͑d͒-6͑f͒ are the registration results. The registration partly failed for f = 0.4 as it can be seen that only the ellipses are registered. However, the registration results for f = 0.7 and 0.9 are similar. Table  2 compares the speeds of FNR and ONR for different values of f.
It can be seen that FNR was much faster than ONR. It can also be seen from Table 2 that the smaller the value of f, the faster changes and the less time required for convergence. Another rule that can be observed is that for almost all the f, initially changed relatively fast at the beginning stage of the registration, then the change was slowed down as ⌽ approached the true value. To further quantitatively measure the influence of f on the registration accuracy, we calculated DHF ⌽ ͑I S , I T ͒ with = 0 , 1 , ͱ 2 for f = 0 , 0.4, 0.7, 0.9, 1 and depicted the results in Fig. 6͑g͒ . It can be seen that as f increases, generally the registration improves. However, this improvement trends to slow down when f reaches some value.
To further test the robustness of the proposed method to different configurations of parameters, we varied ␦ in the 
O͑RC͒
Computed in the original way. See item ͑7͒ at the bottom of the table.
Assume that ͑1͒ the total of control points is M = n x n y and all the control points are active. ͑2͒ the images I T and I S both have R rows and C columns. ͑3͒ I T has Q feature points and I S has P feature points. ͑4͒ ␣ entries of DT I T satisfy DT I T ͑xЈ , yЈ͒ ഛ ; for any case of DT I T ͑xЈ , yЈ͒ ഛ , each row of the ͑2 + 1͒ ϫ ͑2 + 1͒-sized area centered by ͑xЈ , yЈ͒ T contains an average of ␤ feature points of I T .
͑5͒ there are P Ј ͑ഛP͒ transformed feature points ͑xЈ , yЈ͒ T of I S satisfying DT I T ͑xЈ , yЈ͒ ഛ and that the average length of the corresponding one-dimensional arrays FM ͑xЈ , yЈ͒ is ␥ .
͑6͒ the number of maximum iterations for the inner loop is ITER; the worst case is that the iterations reach ITER. ͑7͒ changes times from max to min .
range ͕20, 10, 5͖ and max in the range ͕20, 10, 5͖. Combining each different case of ␦ and max , we have 3 ϫ 3 = 9 configurations of ␦ and max . To make sure the control point lattice can wholly cover the source image, we chose ͕n x = 11, n y = 9͖, ͕n x = 21, n y = 16͖, and ͕n x = 40, n y = 31͖ for ␦ = 20, ␦ = 10, and ␦ = 5, respectively. For each configuration of ␦ and max , we used min = 0.1, = 10 −4 , ITER = 100, f = 0.9, and a generated ⌽ to register the target and source images. The elements of ⌽ are random numbers normally distributed with mean zero and standard deviation one. The registration was repeated 10 times, each time with a newly generated ⌽. Thus, we had 90 registration results for the varied ␦, max , and ⌽.
We have found from these experiments that ͑1͒ the speed of convergence is mainly dependent on ␦. The average time for running the FNR method for ␦ = 20, ␦ = 10, and ␦ = 5 is respectively 37.3, 82.7, and 245 s, ͑2͒ although the registration results were visually similar ͓see Fig.   7͑a͒ -7͑c͔͒, ␦ actually has an impact on the registration accuracy ͓Fig. 7͑d͔͒. Generally speaking, decreasing ␦ will increase the number of control points, and the supporting region ͓see Eq. ͑10͔͒ of each control point will also shrink. This effect is beneficial to modeling more local deformations and gives rise to the increased registration accuracy. However, this will also require more time to run the algorithm. From Fig. 7͑d͒ it can be seen that the registration accuracy of ␦ = 10 is a little lower than ␦ = 5 but requires only about one third of the running time of the latter. For this reason, in most of our experiments we use ␦ = 10; ͑3͒ the proposed method is robust to max . In these experiments, max = 5 is sufficient to capture the nonrigid deformations. If max was larger than 5 ͑ max = 10 and max = 15͒, the optimization procedure quickly responded through adaptive adjustment of , and the speed as well as the registration accuracy of the method were not seriously influenced; and ͑4͒ the proposed method is robust to ⌽. For each configuration of ␦ and max , we used 10 different ⌽'s and all the registration results were acceptable.
Large deformations
In this subsection we give an example where FNR was used to register images between which large nonrigid deformations exist. Fig. 8͑a͒ and 8͑b͒ are the target and source images, respectively, where the target contains a heart shape and the source contains a circle. Fig. 8͑c͒ is the direct overlay of Fig. 8͑a͒ and 8͑d͒ . We also tested the TPS-RPM method 22 on this example, and the result is shown in Fig. 8͑e͒ . The MATLAB® written source code of the method is available at http:// www.cise.ufl.edu/ϳanand/students/chui/research.html. It can be seen that the registration result was partially successful. The partial failure is due to the global impact of each point in the thin-plate spline model.
Robustness to noise and missing features
In this subsection we test the robustness of FNR to noise and missing features. Fig. 9͑a͒ and 9͑b͒ are the target and source images, respectively. The target contains two squares, and the source is composed of sinusoids. The sinusoids corresponding to the large and small squares are respectively, y = 7 sin͑x / 6͒ and y = 5 sin͑x / 5͒, Fig. 9͑c͒ is the direct overlay of Fig. 9͑a͒ and 9͑b͒ . We randomly discarded 70% of the feature points from Fig. 9͑a͒ and 9͑b͒ , respectively, and got Fig. 9͑d͒ and 9͑e͒ . The registration result of Fig. 9͑d͒ and 9͑e͒ using FNR with f = 0.9 is shown in Fig. 9͑f͒ . It can be seen that the result is acceptable. Then, we randomly chose a certain percent p of feature points from Fig. 9͑a͒ and 9͑b͒ , respectively. For each image, this was done by first indexing the feature points, then randomly permuting the indexes, and from them choosing the first p percent indexes. After that, we randomly scattered these feature points in the nonfeature space ͑the aggregate of zero pixels͒ of respective images in an analogous way; meanwhile, we filled the original locations of these feature points with zero pixels. In this way, we perturbed each image by transforming some feature points into nonfeature points, and vice versa. Fig. 9͑g͒-9͑i͒ are the registration results of the perturbed target and source images for p = 10%, 15%, and 20%, respectively, using FNR with f = 0.9. It can be seen that as p increased, the registration result deteriorated. The other parameters used for the experiment are ␦ = 10, n x = 17, n y = 17, max = 10, min = 0.1, = 10 −4 , and ITER = 100.
A failure example
In this subsection we give an example where our method failed and discuss the limitation of our method. Fig. 10͑a͒ and 10͑b͒ are the target and source images, respectively, each containing four circles numbered 1-4 and 1Ј -4Ј. Fig.  10͑c͒ is the direct overlay of Fig. 10͑a͒ and 10͑b͒. Before registration we had expected that the circles would be registered correspondingly, i.e., circle 1 would be registered to circle 1Ј, and so on. The registration result of Fig. 10͑a͒ and 10͑b͒ using FNR with f = 0.9 is shown in Fig. 10͑d͒, and Fig. 10͑e͒ is the deformed source image.
The other parameters used for the experiment are ␦ = 10, n x = 16, n y = 16, max = 10, min = 0.1, = 10 −4 , and ITER = 100. After analyzing the registration process, we found out that the failure was attributed to two main reasons. The first reason is that our method seeks for the ⌽ that maximizes DHF ⌽ ͑I S , I T ͒ but inherently does not establish a fea- Fig. 8 Heart-shape and circle registration experiment: ͑a͒ target image ͑150ϫ 150 pixels, 339 feature points͒; ͑b͒ source image ͑150ϫ 150 pixels, 407 feature points͒; ͑c͒ overlay of ͑a͒ and ͑b͒; ͑d͒ registration result of FNR for f = 0.9; ͑e͒ registration result using the TPS-RPM method.
Fig. 9
Noise and missing features registration experiment: ͑a͒ target image ͑160ϫ 160 pixels, 724 feature points͒; ͑b͒ source image ͑160ϫ 160 pixels, 1195 feature points͒; ͑c͒ overlay of ͑a͒ and ͑b͒; ͑d͒ target image with 70% features missing; ͑e͒ source image with 70% features missing; ͑f͒ registration result of ͑d͒ and ͑e͒ using FNR for f = 0.9; ͑g͒ registration result of perturbed target and source images ͑p = 10% ͒ by FNR for f = 0.9; ͑h͒ registration result of perturbed target and source images ͑p = 15% ͒ by FNR for f = 0.9; ͑g͒ registration result of perturbed target and source images ͑p = 20% ͒ by FNR for f = 0.9.
ture correspondence and, as a result, some part of the source image might be registered to their nearest features of the target image. For example, a part of the features of circle 3Ј is registered to circle 1 rather than to circle 3. The second reason is linked to the local minima property of the gradient descent method. In fact, DHF ⌽ ͑I S , I T ͒ is not a one-to-one function, that is, the maximum of DHF ⌽ ͑I S , I T ͒ might be mapped to more than one ⌽. However, the gradient descent method finds just one of such ⌽ rather than the optimal one. So if the sought ⌽ severely deviates from the expected one, then in the next round of optimization with decreased, the new ⌽ sought by the gradient descent method might be further away from the true value. Our method is likely to fail in such ambiguous cases where a part of the features in the source image is nearer to a prominent number of noncorresponding features in the target image than to their corresponding ones.
Handwritten Simplified Chinese Character
Registration Experiments We tested our method on the registration of handwritten simplified Chinese characters. Before the experiments, we invited two individuals to handwrite some selected Chinese characters with a pen on some printed grids. We did not put much restriction on the way they wrote, except asking them to write as legibly as they could. Each grid is 2.5 ϫ 2.5 cm 2 in physical size, and the number of Chinese characters is 140. Then, we scanned the grids and obtained the digital images of the Chinese characters, with each grid being 87ϫ 87 pixels ͑Fig. 11͒.
Before applying our method, we used the Branch and Bound method of Ref. 24 to rigidly register each character pair. After that we applied our FNR method on these character pairs with parameters f = 0.95, max = 5, min = 0.1, = 10 −4 , and ITER = 100. To account for more localized deformations, the control point mesh had two resolutions: at the coarser resolution, ␦ = 10, n x = 10, and n y = 10; at the finer resolution, ␦ = 5, n x = 19, and n y = 19. The FNR method first worked at the coarser resolution and then shifted to the finer one.
After the nonrigid registration was finished, we asked the two individuals to evaluate the results: for each pair of characters, if both individuals were satisfied with the registration result, we classified the result as acceptable; otherwise, we classified the result as unacceptable. Among the 140 character pairs, 129 registration results of them were acceptable while 11 registration results were unacceptable. Some acceptable and unacceptable examples are given in Figs. 12 and 13, respectively.
Analyzing the acceptable cases, we found that corresponding strokes of the characters were successfully registered. The reason for the failure of the unacceptable cases can be attributed to the limitation of our method, as we found out that some strokes of these source images were registered to noncorresponding strokes of their counterpart target images.
The acceptable rate of all the experiments reaches 92.1%, indicating that our method is promising in registering such "well-written" Chinese characters. 
Medical Image Registration Experiments
In this subsection, we tested the performance of our method in some segmented medical images.
Registration of brain outlines of different
subjects In this experiment, we used the FNR method to register the outlines of segmented brains of two subjects. The segmented brain images come from the IBSR ͑Internet Brain Segmentation Repository͒ real image database ͑http:// www.cma.mgh.harvard.edu/ibsr/͒. Although the database aims to provide researchers with a platform to develop and compare medical image segmentation methods, we have been authorized to use the images in our nonrigid registration work.
We picked the segmented brain images of two subjects, denoted as 11គ3 and 111គ2, from the "20 normal MR brain data sets and their manual segmentations ͑20NormalsគT1គseg.tar.Z͒" of the IBSR. The images are segmentations of two coronal 3-D T1-weighted spoiled gradient echo MRI scans. The MRI scans were positionally normalized by imposing a standard three-dimensional brain coordinate system on each 3-D MR scan and resliced. Each segmented brain image sequence contains 58 slices, with each slice being 256ϫ 256 pixels in size. We extracted 53 slices, slices 4-56, from each sequence to form 53 image pairs. Before applying the FNR method, we used the GVF ͑gradient vector flow͒ snake model 34 to extract the outlines of the segmented brains.
All 53 pairs of outlines were successfully registered using the FNR method, in terms of the high DHF ⌽ ͑I S , I T ͒ achieved. Nevertheless, in medical image registration cases, we would expect that after registration not only would the DHF ⌽ ͑I S , I T ͒ be high, but also corresponding parts would be registered. However, as has been mentioned before, by nature our method does not establish such a correspondence relationship. To partly alleviate this limitation, we adapted our method by incorporating landmark information. This idea was proposed in Ref. 13 .
We invited an expert to select S pairs of corresponding landmarks, z i and x i ͑i = 1 -S͒, in a pair of target and source images, respectively. Then we rewrote our new similarity measure SC as
where
In Eq. ͑12͒ x i ⌽ is the transformed position of x i by ⌽, and the ␣ i 's are weighting factors that control the influence of the particular landmark pairs. With the landmark information, our method goes to seek the ⌽ that maximizes SC instead of DHF ⌽ ͑I S , I T ͒. A compromise should be made in choosing the suitable ␣ i 's: if the ␣ i 's are too small, the influence of the landmark pairs will be trivial and the algorithm may fail to converge to the right solution; or if ␣ i 's are too high, the influence of the landmark pairs is overwhelming and forces the solution to the landmark positions that is perhaps not sufficiently precise either. We adjusted the values of the ␣ i 's experimentally in registering eight image pairs with landmarks and achieved satisfactory results when the ␣ i 's take their values between 0.05 and 0.1. Fig. 14 compares some examples incorporating and not incorporating landmark information. It can be seen that by incorporating landmark in- 12 Some acceptable examples ͑from left to right͒: ͑a͒ first column: target images ͑87ϫ 87 pixels͒; ͑b͒ second column: source images ͑87ϫ 87 pixels͒; ͑c͒ third column: overlay of ͑a͒ and ͑b͒; ͑d͒ fourth column: affine registration result of ͑a͒ and ͑b͒; ͑e͒ fifth column: nonrigid registration result using FNR.
Fig. 13
Some unacceptable examples ͑from left to right͒: ͑a͒ first column: target images ͑87ϫ 87 pixels͒; ͑b͒ second column: source images ͑87ϫ 87 pixels͒; ͑c͒ third column: overlay of ͑a͒ and ͑b͒; ͑d͒ fourth column: affine registration result of ͑a͒ and ͑b͒; ͑e͒ fifth column: nonrigid registration result using FNR.
formation, corresponding points were registered as expected. The parameters used for the experiments are ␦ = 10, n x = 27, n y = 27, max = 10, min = 0.1, = 10 −4 , f = 0.95, and ITER = 100.
A more complex example
In this part we give a more complex example. The medical image as the target ͓Fig. 15͑a͔͒ in this experiment is a T1-weighted MRI image from the BrainWeb. 35 The source image ͓Fig. 15͑b͔͒ was obtained by nonrigidly deforming the target image using the thin-plate splines ͑TPS͒.
36 Fig. 15͑c͒  and 15͑d͒ are the edges from ͑a͒ and ͑b͒, respectively, obtained by the Canny edge detector. Fig. 15͑e͒ is the direct overlay of ͑c͒ and ͑d͒. Fig. 15͑f͒ is the registration result of FNR ͑without landmarks͒. The parameters used for the registration are ␦ = 10, n x = 23, n y = 20, max = 10, min = 0.1, = 10 −4 , f = 0.95, and ITER = 100. Most edges are well registered, but there are also exceptions. Fig. 15͑g͒ is the zoomed image of a part enclosed by a white rectangle in Fig. 15͑f͒ . It can be seen that the edges in this part are not well registered, because that the edges of the source and target images in this part are "tangled up" and our method does not know the correspondence relationship between them. Area-based methods might outperform our method in dealing with such complex cases.
Conclusions and Discussions
A feature-based, nonrigid image registration method is presented in this paper. It proposes using a Hausdorff distance- based matching measure, the sum of the forward and backward Hausdorff fractions, for nonrigid registration of features. To work with the similarity measure and the nonrigid transformation model, an optimization procedure whose step size is adaptively adjustable is developed. Moreover, two techniques that prominently speed up the registration method are devised so that the method is much more practical for real applications. The effectiveness and the limitation of the proposed method are demonstrated in various experiments. We also attempted to overcome the limitation of our method by incorporating landmark information.
Although the proposed method involves the choice of a few parameters, it is worth pointing out that in fact the choice is not a difficult matter: ⌽ is initialized to 0, assuming that the images have been rigidly registered; ITER is set to some relatively large positive integer ͑e.g., ജ100͒ and is set to some relatively small positive scalar ͑e.g., ഛ10
−4 ͒; min is set to a small value near 0; a large value can be set to max . In fact, even if max is larger than expected, the optimization procedure can quickly respond through adaptive adjustment of and the speed of the method will not be seriously influenced. The choice of n x and n y is dependent on ␦ and is subject to the requirement that the control point lattice can wholly cover the source and target images.
The future work will include ͑1͒ investigating better optimization procedures, ͑2͒ extending the method to 3-D cases, and ͑3͒ studying how to better combine landmark information with the method to tackle more complex problems, such as the medical image registration. Fig. 15 A more complex example: ͑a͒ target intensity image ͑217ϫ 181 pixels, 0-255 gray levels͒; ͑b͒ source intensity image ͑217ϫ 181 pixels, 0-255 gray levels͒; ͑c͒ edge image of ͑a͒; ͑d͒ edge image of ͑b͒; ͑e͒ overlay of ͑c͒ and ͑d͒; ͑f͒ registration result of FNR; ͑g͒ zoomed part of ͑f͒ where the registration is unsuccessful.
