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I. INTRODUCTION
The structure, dynamics, and function of biomolecular systems are crucially influenced by the interaction between the biomolecules and their aqueous environment. Such interactions can be described efficiently by implicit-solvent models [1] [2] [3] [4] , in which the solvent molecules and ions are treated implicitly and their effects are coarse-grained. These models are complementary to the more accurate but computationally expensive explicit-solvent models, such as molecular dynamics and Monte Carlo simulations, which often provide sampled statistical information rather than direct descriptions of thermodynamics.
A large class of existing implicit-solvent models are based on various kinds of predefined solute-solvent interfaces, such as the van der Waals surface (vdWS), solvent-excluded surface (SES), or solvent-accessible surface (SAS) [5] [6] [7] [8] [9] . In these models, the solvation free energy is approximated by the sum of two parts. One is the interfacial energy which is often taken to be proportional to the surface area. The other is the electrostatic free energy which is often determined by the Poisson-Boltzmann 10-14 or Generalized Born 15-18 theory in which a vdWS, SES, or SAS is used as a dielectric boundary. While such fixed-surface, implicit-solvent approaches have been successful in many cases, their accuracy and general applicability are still questionable. It is believed that one of the main issues here is the decoupling of surface energy, dispersion, and the electrostatic interaction. Moreover, an ad hoc definition of vdWS, SAS, or SES can often lead to inaccurate free-energy calculations. It is additionally well established by now that cavitation free energies do not scale with surface area for high curvatures [19] [20] [21] [22] , a fact of critical importance in the implicit-solvent modeling of hydrophobic interactions at molecular scales [23] [24] [25] [26] [27] .
In recent years, a new class of surface based, implicit-solvent models-the variational implicit-solvent model (VISM)-have been developed 28, 29 . Coupled with the robust level-set numerical method, such models allow an efficient and quantitative description of molecular solvation [30] [31] [32] [33] [34] [35] [36] . Central in the VISM is a mean-field free-energy functional of all possible solute-solvent interfaces, or dielectric boundaries, that separate the continuum solvent from all solute atoms. In a simple setting, such a free-energy functional consists of surface energy, solute-solvent van der Waals interaction energy, and continuum electrostatic free energy. 30, 32, 33, 35 . In general, a stable equilibrium solute-solvent interface determined by the level-set VISM can be quite different from a vdWS, SES, or SAS, particularly when it comes to the description of hydrophobic interactions 20, 27, 37 . Perhaps the most significant feature of VISM is that its free-energy functional exhibits a complex energy landscape with multiple local minima corresponding to different equilibrium states.
In this work, we develop a phase-field VISM, often abbreviated as P-VISM, as an alternative to the original VISM that uses a sharp-interface formulation, to the solvation of charged molecules. The phase-field theory and method have been widely used in studying interface problems arising in many scientific areas, such as materials physics, complex fluids, and biomembranes, cf. e.g., [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] and the references therein. In a phase-field model, an interface separating two regions is represented by a continuous function that takes values close to one constant in one of the regions and another constant in the other region, but smoothly changes its values from one of the constants to another in a thin transition region.
(We choose these constant values to be 0 and 1, respectively.) It is in this way that a phase field defines a diffuse interface. Both the sharp-interface and the diffuse-interface approaches have their own advantages and disadvantages. For instance, in phase-field computations, explicit tracking of moving boundaries is avoided. But an extra fit-parameter, a numerical constant that characterizes the size of transition layer, is introduced. We have two particular reasons to develop a phase-field VISM. First, existing studies have shown that interfacial fluctuations can be described in a phase-field approach [50] [51] [52] . Such fluctuations are particularly crucial in the transition of one equilibrium conformation to another in a biomolecular system. It seems, however, the direct inclusion of fluctuations in a sharp-interface model is not straight forward. Second, a phase field can describe well the transition from solute to solvent. With some modeling refinement, such a field can likely be used to describe the hydration shell in the framework of implicit-solvent modeling.
Fundamental in our phase-field variational approach to the implicit solvation of charged molecules is a mean-field free-energy functional of all possible phase fields. Minimization of the free-energy functional determines the minimum free energies as well as the stable equilibrium conformations of an underlying biomolecular system. In our previous work 53 , we proposed such free-energy functionals and proved mathematically that they "converge"
to the sharp-interface VISM functional. As in the original VISM, our phase-field free-energy functional couples all the surface energy, the solute-solvent van der Waals interactions, and the electrostatic interactions through a phase field. The surface energy is taken to be proportional to the surface area. In the free-energy functional of phase field φ = φ(x), the approximation of the surface area is given by
where ξ > 0 is a small parameter characterizing the width of transition layer and W is a properly chosen double-well potential. If a phase field φ has a low free energy, then the W -term forces the phase field φ to be close to the two wells of W , partitioning the underlying solvation region into the solute and solvent regions, while the gradient term penalizes such partitioning. As the parameter ξ becomes smaller and smaller, the transition layer characterized by a phase field becomes thinner and thinner, and the corresponding integral value approaches the interfacial area [53] [54] [55] . This well established mathematical theory is the foundation of the phase-field approach. As in the sharp-interface version of VISM, we model the solute-solvent van der Waals interaction by the sum of Lennard-Jones potentials of pair-wise interactions between all the solute particles and solvent molecules that are now treated as a continuum. We also describe the electrostatic part of the solvation free energy by the Coulomb-field approximation that we have developed recently 35, 36 .
Much of our work is devoted to the design, implementation, and test of accurate and efficient numerical methods for solving the gradient-flow (i.e., the steepest descent) partial differential equations of relaxing our phase-field free-energy functional. We use a semiimplicit scheme for the time discretization. In each time step, we use the spectral method for the spatial discretization and use the fast Fourier transformation to solve the linear system of equations of the discretization.
We also apply our theory and method to several charged molecular systems of different complexity. First, we consider the hydration of some single ions and compare our phasefield calculations with experiment. Our second system consists of two hydrophobic plates for which we calculate the potential of mean force with the plate-plate distance as the reaction coordinate. The last system is the two-domain protein BphC. For this system, we compare our results with those of molecular dynamics simulations 26 and the sharp-interface variational implicit-solvent modeling 36 .
We notice that several related issues, such as coupling the solvent boundary to the optimization of overall energy, the curvature effect to surface energy, and dewetting transition, have been discussed in literature 25, [56] [57] [58] . Other related models and methods have also been proposed 4, [59] [60] [61] [62] . A similar solvation model is proposed in 62 , where the surface energy is approximated by the integral of γ|∇S| with γ being the surface energy density and S a field similar to our φ. However, there are no terms in the total free-energy functional G total (cf.
Eq. (7) in 62 ) that can keep the field S to be close to two distinct values so that the system region can be partitioned into the solute and solvent regions by the field S. Unless an equilibrium boundary or field S is a priori known, the minimization of the total free-energy functional will smooth out the field S to reduce the surface energy.
The rest of the paper is organized as follows: In Section II, we present our phase-field VISM for molecular solvation. In Section III, we describe our computational methods for solving the partial differential equation of the gradient-flow of the phase-field free-energy functional. In Section IV, we apply our theory and methods to the solvation of single ions, a two-plate system, and the two-domain protein BphC. Finally, in Section V, we draw conclusions of our studies.
II. THEORY
We consider a system of molecular solvation that occupies a finite region Ω in R 3 . The system consists of solute atoms located at x 1 , . . . , x N in Ω together with the solvent that is treated as a continuum with a uniform density ρ w . Let ξ > 0 be a small parameter with units in length. In the framework of variational implicit-solvent model (VISM), we consider the following free-energy functional of any phase field φ = φ(x) (x ∈ Ω):
In the first term of the free-energy functional (1), P is the difference between the pressure inside and outside solute region. For a field φ with a low free energy, the integral in the first
is the volume of the solute region defined by φ ≈ 1. Therefore, the first term describes the volumetric contribution to the immersion of a solute molecule into the solvent.
The second term of the free-energy functional (1) is the effective surface energy of the solute-solvent interface. Here and below, γ 0 is an effective macroscopic surface tension of the solute-solvent interface. It can be different from that for a flat solute-solvent interface.
The function W = W (φ) is a double-well potential. As usual, we choose
where the pre-factor 18 is so chosen such that the integral in the γ 0 -term in (1) approximates the surface area as ξ becomes small.
We note that in the sharp-interface VISM free-energy functional, the surface energy 
For a single ion, Γ is a sphere. We can thus use the ionic van der Waals radius and τ = 1
A to get an estimate for γ 0 from γ flat . In general, γ 0 is still a fit-parameter.
The third term of the free-energy functional (1) describes the solute-solvent interaction that includes both the short-range repulsion due to the excluded volume effect and the long-range attraction. Here the potential U = U (x) is given by
where
LJ is the Lennard-Jones potential defined by
The parameters ε i (in units k B T ) and σ i (in unitsÅ) can vary.
The last term in the free-energy functional (1) is the electrostatic part of the solvation free energy. Its sharp-interface version is derived in our previous work 35 based on the Coulombfield approximation. In this term, ε 0 is the vacuum permittivity, ε m and ε w are the relative permittivities of the solute and solvent, respectively, and Q i is the partial charge of the ith solute atom located at x i (i = 1, . . . , N ). To reduce the error in approximating the electrostatic energy caused by using a finite region Ω, we replace the region of integral Ω in the last term in (1) by the entire space R 3 . Since the region outside Ω is filled with solvent where φ = 0, this is equivalent to adding the quantity
In our recent work 53 , we have proved mathematically that the family of functionals
parameterized by ξ > 0 converge in certain sense (Γ-convergence) to the sharp-interface
where 
III. COMPUTATIONAL METHODS
To minimize the free-energy functional (1), we solve numerically for a steady-state solution of the partial differential equation of the gradient-flow (i.e., the steepest descent) of the free-energy functional (1):
, where ∂ t denotes the partial derivative with respect to t and δ φ denotes the variational derivative with respect to φ. By routine calculations we can obtain the variational derivative δ φ F ξ [φ]. The resulting equation for the phase field φ = φ(x, t) is
We solve this equation together with some initial condition φ(x, 0) = φ 0 (x) for some given φ 0 (x) and the periodical boundary condition.
We use several kinds of initial phase fields φ 0 (x) in the initial condition for solving the evolution equation (6) . The first one corresponds to a tight wrap: a surface that is close to the van der Waals surface of the solute atoms. The second one is a loose wrap: a surface that looselyencloses all the solute atoms. An example of such a loose wrap is a sphere of large radius. The third one is a combination of tight and loose wraps.
We choose our computational domain to be Ω = (−L, L) 3 with a given L > 0 and cover it by a uniform grid of N 3 s grid points for some integer N s > 1. We label all the threedimensional grid points by (i, j, k) with i, j, k = 0, 1, . . . , N s . We also choose a time step ∆t > 0 and set t n = n∆t (n = 0, 1, . . . ). For a given function u = u(x, t), we denote by u (n) (x) an approximation of u(x, t n ) at time t n and by u n i,j,k an approximation of u(x i,j,k , t n ) at the grid point x i,j,k and time t n . We use a semi-implicit scheme for the time discretization of the equation (6) . We treat implicitly the terms −2P φ and γ 0 ξ∆φ in the right-hand side of (6), and treat the other terms explicitly. As a result, we obtain the time discretization
For each n ≥ 0, we use the Fourier spectral method to solve the above elliptic equation with periodic boundary condition to obtain
the free-energy values of two consecutive iterates φ (n) and φ (n+1) is smaller than a tolerance (e.g., 10 −6 ), then we stop the computation and use φ (n+1) as the steady-state solution.
To evaluate the electrostatic energy, we need to compute E(Ω) defined in (4). We notice
Therefore, we have by Green's identity that for any i and j with 1
where ∂/∂n denotes the normal derivative along the boundary ∂Ω of Ω and n(x) is the unit normal to ∂Ω at x pointing from inside to outside of Ω. If i = j then we have a symmetric
Consequently,
We now test our theory and method on a one-particle system (N = 1). We place a single point charge Q at the origin immersed in water. As the one-particle system is radially symmetric, the phase-field free-energy functional (1) reduces to that of radially symmetric phase fields φ = φ(r) (N = 1 and Q 1 = Q):
where U (r) is given by (3) with N = 1, ε 1 = ε, and σ 1 = σ. Instead of solving the corresponding time-dependent, gradient-flow equation (6), we minimize the functional by solving the corresponding Euler-Lagrange equation
We use the adaptive solver BVP4C in MATLAB to solve this ordinary differential equation together with some boundary conditions in the range 0 ≤ r ≤ R ∞ with R ∞ = 25Å.
We compare our results of phase-field computations for the one-particle system with those of the sharp-interface implementation. For a one-particle system, the sharp-interface freeenergy functional (5) is a one-variable function of the radius R of the solute sphere centered at the origin. It is given by
This one-variable function can be minimized numerically with a very high accuracy.
We use the following parameters: We use both of the sharp-interface and phase-field models to calculate the optimal radius R min , the total minimum free energy F tot , and the corresponding surface energy F surf , solutesolvent van der Waals interaction energy F vdW , and the electrostatic energy F elec , respectively. For our phase-field calculations, we use different values of the numerical parameter ξ (in unitsÅ). Table I shows our computational results. It is clear that as ξ becomes smaller, the result of the phase-field model is also closer to that of the sharp-interface model.
IV. APPLICATIONS
We now apply our phase-field variational implicit-solvent model (P-VISM) to a few single ions, a two-plate system, and the two-domain protein BphC. For each of these systems, we use the following parameters: ξ = 0.5Å, P = 0 bar, T = 300K, ρ w = 0.0333Å −3 , ε 0 = 1.4321×10 −4 e 2 /(k B T ·Å), ε m = 1, and ε w = 80. All the effective surface tension γ 0 , the Lennard-Jones parameters ε i and σ i (1 ≤ i ≤ N ), and the partial charges Q i (1 ≤ i ≤ N ) will be specified later. In all of our computations, we set the computational box to be
with L = 20Å and use a grid with 256 × 256 × 256 grid points to cover Ω. We also set the time step ∆t = 0.1. After the final steady-state solution φ is reached, we compute the 1/2-level set of φ, i.e., {x ∈ Ω : φ(x) = 1/2}, as the sharp solute-solvent interface. In calculating the electrostatic part of the solvation energy for single anions, we use a new phase field rescaled from our P-VISM equilibrium phase field, effectively shrinking the dielectric boundary 35 .
A. Single Ions
We use our P-VISM to calculate the solvation free energy for each of the single ions K + , Na + , Cl − , and F − . As in the sharp-interface VISM 35 , we calculate the electrostatic part of the solvation free energy for anions Cl − and F − using a shifted dielectric boundary that is obtained by shrinking the optimal solute-solvent boundary obtained by our P-VISM by 1Å, which is the length of the water OH bond, to include the asymmetry effect 29, 35, 36 . Specifically, we first compute a free-energy minimizing phase field φ. We then calculate its 1/2-level set which is approximately a sphere, and also calculate the radius r 0 of this sphere. We further define a new phase field φ * (x) = φ(r 0 x/(r 0 − 1)) and use it for calculating the electrostatic part of the free energy. Note that the 1/2-level set of φ * is a sphere approximately of radius r 0 − 1, which is the shifted dielectric boundary.
In Table II , we display the solvation free energies for each of the four ions by our P-VISM, the sharp-interface VISM (marked VISM) 35 , and experiment 66 (converted from kJ/mol to k B T ). In the sharp-interface VISM calculations, the Tolman coefficient is τ = 1Å. We see that a good agreement among our P-VISM, VISM, and experiment is reached. In particular, a smaller value of the effective surface tension provides a better estimate of the solvation free energy. Different effective values of the surface tension γ 0 (k B T /Å 2 ) are used in the P-VISM calculations reported in the fourth and fifth columns, respectively. The percentages in these two columns are the relative errors compared with the experiment.
Ions ε σ P-VISM (γ 0 = 0.175) P-VISM (γ 0 = 0.0583) VISM Experiment We now consider the system of two parallel molecular plates that has been studied by the molecular dynamics simulations 68 and by the sharp-interface VISM 35 . To study the charge effect to the wetting and drying of the plates, we fix the plates with the plate-plate separation d = 12Å and assign partial charges (q 1 , q 2 ) = (0 e, 0 e), (0.2 e, 0.2 e), (−0.2 e, 0.2 e), respectively. For each pair of partial charges, we numerically relax our P-VISM functional using a loose initial. In Figure 2 , we show the three final, stable, equilibrium conformations of the two plates. We see that if the plates are equally likecharged, then a stable capillary bubble remains but with a tighter surface when compared to the uncharged case q 1 = q 2 = 0 e. This is because the oppositely directed electrostatic field cancels out in the void and the water distribution is hardly affected. If the plates are where φ(x, t) solves Eq. (6). In these computations, the plate-plate separation is fixed to be d = 16
A and the partial charges are fixed to be (q 1 , q 2 ) = (0.1 e, 0.1 e). In each row from left to right, the first is the initial surface and the last is the corresponding final, steady-state surface.
charged oppositely, capillary evaporation is suppressed and the final state is wet. This is because the strong electric field between the plates drags the polar water into the void.
Overall, the charging suppresses the capillary evaporation, showing the sensitive coupling between electrostatics and hydrophobicity in aqueous solvation. We note that the P-VISM equilibrium surfaces obtained with tight initials are all very similar to the right one in Figure 2 , regardless how charges are distributed.
We now study the potential of mean forces (PMF) with the reaction coordinate being the Outside the red region is the solvent region. Each red surface is defined as the 1/2-level set of a phase-field function {x : φ(x, t) = 1/2} at some relaxation time t, where φ(x, t) solves Eq. (6).
The plate-plate separation is fixed to be d = 12Å. From left to right, the partial charges are (q 1 , q 2 ) = (0 e, 0 e), (0.2 e, 0.2 e), and (−0.2 e, 0.2 e), respectively.
As in 35, 36 , we define the (total) PMF by
Here a quantity at ∞ is understood as the limit of that quantity at a coordinate d ′ as d ′ → ∞, and U i,j is the Lennard-Jones interaction potential between x i and x j . A quantity at ∞ can be calculated by doubling that of a single plate. 
C. The Protein BphC
We now apply our phase-field variational implicit-solvent model (P-VISM) to biphenyl-2,3-diol-1,2-dioxygenase (BphC), a key enzyme of biphenyl biodegradation pathway in Pseudomonos sp. The functional unit of this protein is a homo-octamer, and each subunit consists of two domains. This system has been carefully studied by molecular dynamics simulations and by the sharp-interface VISM 35, 36 . These studies indicate a strong interplay between hydrophobic and electrostatic contributions to the structure of protein-water interface. Our study here is close to that by the sharp-interface VISM 35, 36 . We choose several values of the domain separation d for which d = 0 is the native configuration in crystal structure (PDB code: 1dhy). For each fixed d value, we apply our P-VISM to compute the solvation free energy and the equilibrium BphC surface.
In Figure 6 we show our P-VISM computational results of six BphC surfaces at three different domain separations with and without atomic partial charges. In these calculations, we set the effective surface tension to be γ 0 = 0.13 states of wet and dry for the two-plate system and the protein BphC. Such multiple states exist generally in other biomolecules in solution. They lead to the system hysteresis and fluctuations. But they are hard to be described by implicit-solvent models of fixed-surface type. Further, we have found from two plates to a complex protein that charges impact strongly on the process of hydration and dehydration. These results are in parallel to those obtained by our previous studies using a sharp-interface VISM 35, 36 . In addition, we have found that by using an effective surface tension, we can provide relatively good estimates of the solvation free energies. The variation of effective surface tension can change the conformation of a nonpolar molecule. Such variation, however, affects little to a charged molecule.
We now compare our P-VISM with the previously developed sharp-interface VISM. First, in a real molecular system, a solute-solvent interface fluctuates 69 , and hence is really a diffuse interface. A phase-field description of such an interface seems to be more reasonable. However, such a description introduces a fit-parameter, the numerical parameter ξ, that needs to be adjusted. Second, in our current P-VISM, we do not have the curvature correction in the surface energy. Such correction can be included in the sharp-interface VISM. Sometimes, this curvature correction is crucial in providing an accurate estimate of the solvation free energy. As we have found, such curvature correction can be achieved by using an effective surface tension. Moreover, the variation of such surface tension does not strongly affect a charged molecular system. Third, both the sharp-interface VISM implemented by the levelset method and our current P-VISM are similar in terms of accuracy and efficiency. For the phase-field implementation, one cannot choose the numerical parameter ξ to be too small, as otherwise one will need to have many more grid points to resolve the interface. This will then lead to the computational system to be too large, if one does not use local adaptivity which itself may slow down the computation. Finally, the most important reason that we develop our current P-VISM is that fluctuations of solute-solvent interfaces, critically important in biomolecular conformational changes, are in general hard to describe through a sharp-interface description.
As in many phase-field applications, we have treated the parameter ξ as a purely numerical parameter. (In the literature of phase filed, ε is often used to denote this numerical parameter.) In general, this parameter ξ describes the interfacial thickness. In the context of molecular solvation, such thickness of a solute-solvent interface can be curvature dependent.
It is determined by molecular roughness and the interfacial fluctuations [69] [70] [71] . In this work we select this parameter ξ to be a fraction of oneÅngstrom for the molecular roughness. It is interesting to further study how the interfacial fluctuations can change such a thickness and how such changes can be incorporated in our phase-field model.
We are currently working to incorporate the Poisson-Boltzmann equation into our P-VISM to better describe the electrostatic interaction. We are also developing a method to include system fluctuations through a phase-field description. In future it is possible to combine our P-VISM with molecular dynamics simulations to describe hydration shells, the distribution of water molecules, and other more detailed molecular properties of a solvation system.
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