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Embedded Lossless Audio Coding Using Linear Prediction and 
Cascade Coding
Kevin Adistambha, Christian H. Ritz, Jason Lukasiak
A b s t r a c t
Embedded lossless audio coding is a technique for 
embedding a perceptual audio coding bitstream 
within a lossless audio coding bitstream. This paper 
provides an investigation into a lossless embedded 
audio coder based on the AAC coder and utilising 
both backward Linear Predictive Coding (LPC) and 
cascade coding. Cascade coding is a technique for 
entropy coding o f  large dynamic range integer se­
quences that has the advantage o f simple implemen­
tation and low complexity. Results show that em­
ploying LPC in an embedded architecture achieves 
approximately an 8% decrease in the coding rate. 
The overall compression performance o f cascade 
coding closely follows Rice coding, a popular en­
tropy coding method for lossless audio. It is also 
shown that performance can be further improved by 
incorporating a start o f  the art lossless coder into the 
proposed embedded co d e r.
I. In t r o d u c t io n
Lossless audio coding has received attention re­
cently with M PEG ’s effort in standardizing MPEG-4 
Audio Lossless Coding (MPEG-4 ALS) [1], How­
ever, little attention has focused on researching em­
bedded lossless coding. In this scheme, depicted in 
Fig. 1, a lossless enhancement layer is appended to 
an embedded lossy layer, resulting in both a lossy 
and lossless bitstream. The lossy layer is useful for 
transmission or reviewing purposes, whereas the full 
lossless signal would be more suitable for archival or 
high quality transmission purposes.
In Figure 1, the input signal, s(n) is coded with a 
perceptual coder to produce a synthesized version, 
s ’(n) and a bit stream, bp. The residual signal, r(n), is 
found as:
r{ri) = s(n) — s ’ (n) (1)
The resulting residual is first decorrelated to pro­
duce a new signal, r ’(n) which is then encoded with 
an entropy coder to produce bit stream bc(n). In the 
decoder, the received bitstreams are decoded to pro­
duce signals s ’(n) and r ’(n). The decoded signal, 
r ’(n) is then re-correlated to produce r(n) and the 
original signal losslessly recovered as described in 
expression (2).
Fig. 1. Diagram of an embedded lossless audio coder.
s(n) = s' (n) + r(n) (2)
Existing approaches to embedded lossless coding 
include using AAC as the lossy layer [2], and using 
a method based on scalable image coding [3], Work 
performed in [4] analyzed the characteristics o f em­
ploying an AAC coder as a lossy base layer and loss­
lessly coding the difference between the lossy base 
layer and the original signal (the lossless enhance­
ment layer) using established lossless compression 
schemes such as gzip (based on Lempel-Ziv com­
pression [5]) and M onkey’s Audio [6],
In the field o f  entropy coding for audio, which is 
the final step in achieving lossless compression in 
Fig. 1, Rice coding (which is a special case o f  Huff­
man coding) is the de-facto standard [7]. It is used in 
many pure lossless compression algorithms such as 
Shorten [8], Free Lossless Audio Coder (FLAC) [9], 
M onkey’s Audio (MAC) [6], and more recently in 
MPEG-4 ALS [1],
This paper examines the performance o f a lossless 
coder based on the one described in Fig. 1. The paper 
extends the research described in [4] to include a 
decorrelation stage (based on Linear Predictive Cod­
ing (LPC)) and an entropy coding stage based on 
cascade coding [10, 11].
Section II will describe the embedded lossy coder 
adopted in this work, Section III will describe and 
present results for the decorrelation stage based on 
LPC and Section IV will provide an overview o f the 
entropy coding stage based on cascade coding. Sec­
tion V details the resulting overall compression per­
formance o f the proposed lossless coder and Section 
VI provides conclusions and future directions.













Fig. 2. LPC gain plot for backward LPC of order 1-40.
I I .  E m b e d d e d  L o s s y  C o d e r  
For the coder described in Fig. 1, the AAC coder 
[12] is used as the lossy coder or base layer. The 
AAC coder provides high quality audio at low bit 
rates [12], The difference between the AAC synthe­
sized signal and the original signal is denoted the 
AAC residual.
To achieve embedded coding, we examined the re­
sults from [4] which show the feasibility o f AAC to 
function as the base layer o f an embedded coder. 
Based on these results, it was decided to use AAC at 
the bitrate where it achieves a good trade-off be­











Fig. 3. SFM comparison for backward LPC order 1-40. 
AAC residual, which is at 96 kbps mono [4],
III. D e c o r r e l a t io n  o f  t h e  AAC R e s id u a l  
S ig n a l
The AAC scheme aims to produce a perceptually 
transparent version o f the original audio rather than 
an exact reproduction. As such, there may still be 
periodic components and hence correlation in the 
AAC residual signal, which is defined as difference 
between the original and synthesised audio signals. 
In order to enhance the performance o f the entropy 
coding stage, further whitening o f  the AAC residual 
may be needed. For this purpose, linear prediction 
coding (LPC) was chosen.
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Fig. 4. One frame of an AAC residual histogram before 
and after LPC order IS.
A. Decorrelation via Backward LPC
Whereas pure lossless coders such as MPEG-4 
ALS [1] (which is the state o f the art in lossless cod­
ing) employ forward adaptive LPC due to its per­
formance benefits, this work concentrates on the use 
o f  backward adaptive LPC in the embedded coding 
structure. In addition, the LPC filtering is conducted 
on the AAC residual signal rather than the original 
audio signal.
Backward adaptive LPC estimates the LPC coeffi­
cients using the previous frame and uses these to 
predict the current frame. The most obvious disad­
vantage o f  backward adaptive LPC is the mismatch­
ing prediction model for the current frame, making 
the prediction gain sub optimal. However, an advan­
tage is not having to quantize and transmit the LPC 
coefficients, thus reducing bitrate overhead. This 
allows one to increase the prediction order without 
increasing the bitrate overhead [13].
The LPC process uses floating point operations, 
which creates rounding errors and upon resynthesis 
to 16 bit audio may not enable perfect reconstruction 
o f  the original signal. In order to eliminate this prob­
lem, a rounded backward adaptive LPC process was 
used:
Analysis: E  = S  - f ix (S )  (3)
Synthesis: S  = E  + fix(S)
m = f ia,sIM
(4)
(5)
W here S is the original signal, E is the LPC resid­
ual and fix(-) is rounding to the nearest integer to­
ward zero.fix(-) operation is used to restrict the LPC 
residual to integer values.
The frame length used for LPC analysis is 1024 
samples, which was primarily chosen to coincide 
with the frame length used by the AAC coder. The 
LPC window used is the hybrid window described in 
[14], which consists o f half o f  a Hamming window 
and a quarter o f a cosine window where the cosine 
section o f  the window comprises 5% o f the overall 
window length, e.g. in a window o f length 1280 
samples, the Hamming part is 1216 samples long and 
the cosine part is 64 samples long. As this window 
function is more heavily weighted toward the most 
recent samples in the window, it is far more suitable 
to backward LPC analysis than a symmetric window 
function (such as a Hamming window) as typically 
used in forward LPC [13]. To minimize the impact o f 
mismatching prediction models, backward LPC 
analysis is performed with a lA  frame overlap, or 256 
samples in the case o f  a frame size o f 1024 samples, 
and four updates o f the LPC coefficients per frame.
B. Decorrelation Results
The test signals used in this work are extracted 
from the Q-Music database [15]. Thirty second ex­
cerpts o f  20 files, consisting o f  5 files each from the 
electronic, pop, rock and classical music genres, 
were downmixed to mono by taking the left channel 
and discarding the right channel. Audio signals in 
this database are sampled at 44.1 kHz and are quan­
tized to 16 bits. The signals are then encoded using 
the Nero AAC encoder [16] and decoded back to 
PCM  audio. The difference between the original sig­
nal and the AAC decoded signal is then called the 
AAC residual signal. This AAC residual signal is 
then processed with lossless backward LPC process­
ing.
A thorough testing o f  the performance o f  LPC 
analysis on the AAC residual for the test set was con­
ducted. For comparative purposes, the performance 
o f  LPC was measured using two metrics; prediction 
gain and spectral flatness. The calculation o f these 
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Fig. S. Operation of cascade coding at the n'h stage
In expressions (6) and (7), G is the prediction 
gain, S is the original signal, E is the LPC residual, 
SFM is the Spectral Flatness Measure, Gm and Am 
are the geometric mean and arithmetic mean o f the 
LPC residual power spectrum. An SFM value close 
to zero indicates that the signal is noiselike. A sum­
mary o f  the LPC analysis results are shown in Figs 2 
and 3.
Fig. 2 shows that the performance o f LPC on rock, 
electronic and pop signals has a knee point at LPC 
order 5, whereas the LPC gain on classical signals 
has a knee point o f around order 15-20. The spectral 
flatness curves o f Fig. 3 show similar knee points to 
those o f  Fig. 2. Hence, based on these results, an 
LPC order o f 15 is a good choice to ensure that all 
signals in the test database are adequately decorre­
lated.
C. Statistical Characteristics o f  the LPC Residual
As outlined in many papers such as [8] and [17], 
the residual o f an LPC process roughly follows a 
Laplacian distribution, where it has zero mean and 
has a larger probability o f  a small magnitudes com­
pared to large magnitudes. A Laplacian distribution 
is desirable for lossless coding purposes because it 
reduces the dynamic range o f the signal and centres 
the distribution o f  samples around 0. Fig. 4 shows 
typical histograms o f AAC residual frames before 
and after 15th order LPC processing.
In Fig. 4, the AAC residual before LPC has a 
mean value o f  0.332 whereas the AAC residual after 
15th order LPC processing has a mean value of 0.108. 
In addition, the probability o f  a zero magnitude has 
increased. Hence, it is shown that the LPC process 
moves more values in the residual toward zero.
IV . E n t r o p y  C o d in g  U s i n g  C a s c a d e  C o d in g
A. Entropy Coding Theory
Equation (6) is the first order approximation o f  en­
tropy as defined by Shannon [5] and provides the 
absolute minimum bits per sample required to code 
an independently and identically distributed (iid) 
stream o f data into its binary representation.
#  = lo§2 7L (8)
X
In (8), H  is the entropy o f a signal in bits per sam­
ple and p(x) is the probability o f  a symbol occurring 
in a stream, which can be estimated from a histogram
4 bit 2  bit 1 bit
Residue Residue Residue
T* stage J * stage
I Coda | Coda Code
1 output f  output ^output
0 0 0 0  0 0
I_____________________ I______________________ I 0 0 0 0 0 0 1
Binary output
Fig. 6. Example of cascade coding of a three stages cascade 
coder and an input of 11
o f the signal. Coding a given stream o f symbols into 
binary taking into account the probability o f each 
symbol occurring is typically called entropy coding. 
The performance of a given entropy coder can be 
measured by comparing the resulting compression 
rate with the entropy o f the signal.
B. Cascade Coding
Cascade coding processes an input integer with a 
series o f cascading stages, with each stage using a 
previously allocated number o f  bits to code a portion 
o f the input integer. I f  a given input integer over­
flows the current stage, the difference between the 
maximum integer magnitude possible to be coded in 
the current stage and the input integer is then passed 
on (cascaded) to the next stage. This difference is 
called the cascade residual. The binary output o f  the 
current stage is then set to all zeros, denoting that the 
input overflows the current stage. This process then 
repeats itself for subsequent stages, until the cascade 
residual can be fully coded in a stage without over­
flow.
Fig. 5 shows the operation o f  one stage of a cas­
cade coder, with the equations representing the vari­
ables represented in (9) and (10) [10].
» •„ ,.= * „ -(2 * "-1) (9)
o  =  f ° ’ 'n>2i"_1 ( 10)
*  h  -  2 " ”  - 1
Where i„ is the input o f the n**1 stage, o„ is the bi­
nary code output o f the stage and h„ is the bit alloca­
tion for the stage. I f  i„-]>0 then it is cascaded into the 
next stage.
Decoding works in reverse, by observing if  the
current stage has an output o f  all zeros. I f  that is the
case, then the maximum value o f the current stage is 
then added to the value o f the next stage. The decod­
ing process stops when a stage with a non zero out­
put is encountered, with the output as the cumulative 
sum o f the values of all stages used.
Fig. 6 is an example of a 3 stage cascade coder 
with bit allocation o f [4 2 1] and 11 as the input. The 
output o f the first two stages are zeros, and the out­
put o f the third stage is 1, thus the final output bit­
Compression Rate (bits/sample)
Genre No LPC LPC order 15 MAC on 
residualCacsade Rice Entropy Cascade Rice Entropy
Classical 6.08 5.93 5.63 4.97 5.00 4.66 4.81
Electronic 8.50 7.94 7.42 8.13 7.58 7.12 7.46
Pop 8.17 7.66 7.27 7.75 7.24 6.87 7.11
Rock 8.76 8.17 7.68 7.99 7.42 7.04 7.31
Table 1: Comparison o f cascade coding and Rice coding performance and the entropy of the signal with the compression performance 
of Monkey’s Audio (MAC) operated on the AAC residual signal.
stream o f the coder is 0000001. As another example, 
for the input o f -8, the output bitstream will be 
100001 with the third stage unused.
A binary output o f  all zeros for all stages means 
that the input integer is the maximum magnitude 
possible to be coded for a given set o f  bit allocations. 
Therefore, a binary output o f all zeros for all stages 
does not denote that the input integer is zero. In order 
to decode the bitstream correctly when zero is the 
input, we need to intentionally overflow the input 
integer so that integer zero denotes the maximum 
magnitude:
k | = K |  +  1  >Sn SO ( n )
For encoding, and:
k k k h 1 >s * * °  (12)
For decoding, where s(n) is the input to the cas­
cade encoder or decoder.
In this work, cascade coding is used to code the 
15th order LPC prediction residuals described in Sec­
tion HI. The performance o f cascade coding is highly 
efficient for integer sequences which have a prob­
ability distribution function with zero mean with 
steeply descending probabilities o f  larger values. 
Such a distribution is similar to a Laplacian distribu­
tion, which is known to be a good approximation o f 
the distribution of LPC residual sequences [8].
C. Frame Adaptive Cascade Coding
To minimise the coding range, finding the optimal 
bit allocation for each o f the stages o f  the cascade 
coder is o f  utmost importance. It was proposed in 
[10] to use a curve-fitting recursive equation to find 
an allocation that is close to optimal. In [10] it is sug­
gested that calculating a new set o f  cascade parame­
ters for each file (or sequence) to be coded, results in 
good compression performance. This adaptation is 
suitable for stationary sequences, however, due to the 
time varying nature o f audio, adapting the cascade 
parameters across an entire audio file may not yield 
the most efficient results. Therefore, in order to 
maximize efficiency, we propose a frame adaptive 
cascade coding technique that adapts the cascade 
parameters for each audio frame. As a comparison, 
for one signal o f the classical genre, the average 
compression rate using frame adaptive cascade cod­
ing is 5.52 bits/sample, whereas not adapting the 
cascade coder allocation for each frame results in 
9.00 bits/sample, a significant performance increase.
D. Codebook-based cascade coding
Adapting the cascade coder on a frame basis re­
quires transmission o f the coder bit allocation for 
each audio frame. However, sending the exact bit 
allocation for each stage results in a significant bi­
trate overhead as the decoder must be notified o f 
both the length o f each stage and the number o f 
stages. To reduce this excessive overhead, we pro­
pose a codebook based approach to transmit the bit 
allocation to the decoder.
Reference [10] details optimal bit allocations for 
integer sequences o f  various magnitudes compiled by 
coding a Gaussian random sequence and determining 
the best allocation. We propose, as a preliminary 
study on how cascade coding performs with AAC 
residual signals, using the allocations described in 
[10] as a 15 entry codebook. Thus our implementa­
tion o f the cascade coder transmits the coder configu­
ration, via a 4 bit codebook index for each coded 
audio frame.
The codebook consists o f  entries with a descrip­
tion of the bit allocation and the maximum magni­
tude o f integers that can be coded with the given 
allocation. The codebook entry to be used is deter­
mined by examining the maximum magnitude o f  the 
integer sequence to be coded and choosing the corre­
sponding entry in the codebook.
V . L o s s l e s s  C o d in g  R e s u l t s
For comparison, we performed experiments o f  en­
tropy coding o f the decorrelated AAC residual (de­
scribed in Section III) using the aforementioned cas­
cade coding structure and Rice coding. Rice coding 
was chosen as it is known as the de-facto standard 
for entropy coding o f a Laplacian distribution o f val­
ues with high efficiency and simple implementation 
[7], The results o f  these experiments are shown in 
Table 1.
The results in Table 1 indicate that LPC process­
ing appears to offer an overall benefit. The entropy 
o f  the signals to be coded reduces by approximately 
8 % on average, with a similar reduction in the aver­
age compression rates required for either coder when 
LPC processing is employed.
From Table 1, for specific signals such as classi­
cal, the performance of cascade coding surpasses 
Rice coding by 0.03 bits per sample. However, for 
other genres, Rice coding results in an average sav­
ing o f  approximately 0.5-0.6 bits per sample com­
pared with cascade coding. Overall, the compression 
rate o f  cascade coding lagged 0.36 bits per sample 
behind that o f Rice coding.
An explanation o f the poorer performance o f  cas­
cade coding when applied to genres other than clas­
sical could be explained by referring to the entropy 
of the resulting signals. For classical signals, the en­
tropy is much lower than for the other genres. In 
[10], the performance (in terms o f compression rate) 
o f the designed cascade coders (which are used here) 
significantly decrease as the entropy o f  the samples 
increase. Hence, the designed cascade coders are 
suboptimal for higher entropy signals.
It is also important to note that the codebook en­
tries described in [10] and implemented in this paper 
are not the optimal set o f allocations for an LPC re­
sidual signal, since the entries were designed using a 
Gaussian distribution instead o f  a Laplacian distri­
bution. From the performance o f Rice coding, which 
is designed specifically for coding a Laplacian distri­
bution, we can conclude that the LPC residual o f an 
AAC residual signal has a Laplacian like distribu­
tion. This observation is also confirmed in Fig. 4.
It should be noted that the side information re­
quired to decode the transmitted signal is not shown 
in Table 1. However for both coders this overhead is 
only 4 bits per frame or approximately 0.004 addi­
tional bits/sample.
From Table 1, the bits/sample rate o f  M onkey’s 
Audio (MAC) is the lowest o f  all the methods tested, 
although the entropy o f the decorrelated AAC resid­
ual signal is below the M onkey’s Audio compression 
rate. W ithout using backward LPC however, the en­
tropy o f the AAC residual is higher than the 
bits/sample result o f M onkey’s Audio. This suggests 
that backward LPC o f order 15 removes the majority 
o f sample-to-sample correlation.
VI. C o n c l u s io n s  &  F u t u r e  w o r k
This paper has proposed an embedded lossless 
coding structure based upon an AAC lossy layer ap­
pended with a lossless layer consisting o f  an LPC 
stage and an entropy coding stage. Results presented 
indicate that performing LPC processing is beneficial 
in terms o f  lowering the entropy values o f  the AAC 
residual signal, which translates directly to bitrate 
savings o f approximately 8% in the subsequent en­
tropy coding stage. Furthermore, it is concluded that
using backward adaptive LPC processing o f  order 15 
results in the best overall performance for all music 
genres tested.
Frame adaptive cascade coding using a codebook 
approach as an entropy coding technique that also 
shows promising results for coding the LPC residual 
signal, as shown in Section V. However, since the 
cascade coding codebook used in this paper was not 
primarily designed to code a high magnitude integer 
sequence such as an LPC residual signal, the overall 
performance can potentially be improved by design­
ing a new codebook specifically for target signals 
described in this paper. In particular, this will require 
an investigation into appropriate optimization tech­
niques for the design o f  the cascade coder for these 
signals.
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