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METRIC DIOPHANTINE APPROXIMATION WITH CONGRUENCE
CONDITIONS
EREZ NESHARIM, RENE RU¨HR, RONGGANG SHI
Abstract. We prove a version of the Khinchine–Groshev theorem for Diophantine ap-
proximation of matrices subject to a congruence condition. The proof relies on an ex-
tension of the Dani correspondence to the quotient by a congruence subgroup. This
correspondence together with a multiple ergodic theorem are used to study rational ap-
proximations in several congruence classes simultaneously. The result in this part holds
in the generality of weighted approximation but is restricted to simple approximation
functions.
1. Introduction
For positive integers m and n, let Mm,n(R) denote the space of real m× n-matrices. Let
‖·‖ denote the maximum norm on Rk for any positive integer k. An approximation function
is a function ψ : N → (0,∞). One of the main theorems in Metric Number Theory is the
following:
Theorem 1.1 (Khinchin–Groshev Theorem). Let ψ be a non-increasing approximation
function. If
(1)
∞∑
n=1
ψ(n) =∞
then for almost every θ ∈ Mm,n(R) there are infinitely many (p,q) ∈ Z
m × Zn satisfying
(2) ‖θq+ p‖m ≤ ψ (‖q‖n) .
Here and later in this note vectors are denoted by bold letters and if x ∈ Rk its coordinates
are denoted by x1, . . . , xk. Note that if (m,n) 6= (1, 1) then Theorem 1.1 holds without the
monotonicity assumption, see [3]. Our first theorem is a variation of Theorem 1.1 in which
solutions subject to coordinate-wise congruence conditions. Set d = m+ n.
Theorem 1.2. Let ψ be a non-increasing approximation function, and fix N ∈ Nd and
v ∈ Zd. If ψ satisfies (1) then for almost every θ ∈ Mm,n(R) there are infinitely many
(p,q) ∈ Zm × Zn satisfying (2) such that pj = vj mod Nj for every 1 ≤ j ≤ m and
qj = vm+j mod Nm+j for every 1 ≤ j ≤ n.
Diophantine approximation with congruence conditions was first studied by Hartman–
Szu¨sz [8]. They proved a special case of Theorem 1.2 where m = n = 1 and the congruence
condition on p is trivial (i.e. N2 = 1) using the Duffin–Schaeffer Theorem. Nontrivial
congruence restrictions on p were first considered by Harman [7] who proved Theorem 1.2
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in the case m = n = 1 using Harmonic Analysis. See also the more recent work of Adiceam
[1].
Since a countable intersection of full measure sets has full measure, it follows from The-
orem 1.2 that almost every matrix has infinitely many approximations in every congruence
class. Our next theorem reveals a new connection between approximations in several congru-
ence classes for approximation functions of the form ψ(n) = ε
nδ
where ε > 0 and δ ∈ (0, 1].
Theorem 1.3. Assume c > 0, δ < 1, ℓ ∈ N, and let Ni ∈ N
d and vi ∈ Z
d for every
1 ≤ i ≤ ℓ. Then for almost every θ ∈ Mm,n(R) there exist infinitely many Q ∈ N such that
there exists a collection {(pi,qi)}1≤i≤ℓ ⊆ Z
m × Zn that satisfy the following:
• ‖qi‖ ≤ Q for every 1 ≤ i ≤ ℓ.
• ‖θq1 + p1‖
m ≤ cQ−n.
• ‖θqi + pi‖
m ≤ cQ−δn for every 2 ≤ i ≤ ℓ.
• pi,j = vi,j mod Ni,j and qi,r = vi,m+r mod Ni,m+r for all 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m and
1 ≤ r ≤ n.
The proofs of Theorem 1.2 and Theorem 1.3 use a translation of Diophantine conditions
on a matrix into dynamical properties of a certain trajectory in a homogeneous space. This
method, initiated by Dani [5], was explored further by Kleinbock–Margulis [10] who gave
a dynamical proof of Theorem 1.1. We develop this method further to study Diophantine
approximations with congruence conditions.
A crucial ingredient for the proof of Theorem 1.3 is the pointwise multiple ergodic theorem
proved in [14]. The generality dealt with in [14] allows us to obtain a similar result for
Diophantine approximation with weights. A k-dimensional weight is a probability vector in
R
k with positive entries. If α ∈ Rk is a weight denote the quasi-norm associated with α by
‖ · ‖α and define it by
‖x‖α = max
{
|xj |
1
αj : 1 ≤ j ≤ k
}
for every x ∈ Rk. Diophantine approximation with weights from the homogeneous dynamics
viewpoint were considered in [13], and studied further e.g. in [11] and [12]. Theorem 1.3 can
now be refined as follows:
Theorem 1.4. Assume ε > 0, ℓ ∈ N, and Ni ∈ N
d, vi ∈ Z
d for every 1 ≤ i ≤ ℓ. Let
αi ∈ R
m and βi ∈ R
n be weights for every 1 ≤ i ≤ ℓ. Assume that κ1, . . . , κℓ are positive
real numbers that satisfy
(3) κi (αi,βi)− κi−1
(
αi−1,βi−1
)
> 0 for all 2 ≤ i ≤ ℓ.
Then for almost every θ ∈ Mm,n(R) there exist arbitrarily large Q ∈ R such that for every
1 ≤ i ≤ ℓ there exists (pi,qi) ∈ Z
m × Zn that satisfy:
• ‖θqi + pi‖αi ≤ εQ
−κi and ‖qi‖βi ≤ εQ
κi .
• pi,j = vi,j mod Ni,j for every 1 ≤ j ≤ m and qi,j = vi,m+j mod Ni,m+j for every
1 ≤ j ≤ n.
Proof of Theorem 1.3. Apply Theorem 1.4 with
(αi,βi) = (1/m, . . . , 1/m, 1/n, . . . , 1/n)
for every 1 ≤ i ≤ ℓ, ε = c2n , κ1 = 1 and any distinct κ2, . . . , κℓ ∈ (δ, 1), and take ⌈Q⌉ ∈ N
for Q > 1 as in the conclusion of Theorem 1.4. 
Remark 1.5.
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(i) It follows from a general zero-one law [2] that if Theorem 1.4 holds for ε = 1 then it
holds for every ε > 0. However, during the course of its proof in § 3 it will be evident that
it is more natural to state it in this form.
(ii) The conclusion of the theorem does not in general hold when all weights are equal and
(3) is removed: Indeed, for m = n = 1, any θ ∈ R and any positive Q ∈ R, all the solutions
(p, q) ∈ Z2 to |θq + p| < Q−1 and |q| < Q are integer dilations of a single solution. With
more effort it is possible that our method could be applicable to certain shrinking targets,
replacing ε with a function of Q that decays slower then an exponential function.
(iii) In the case that all the weights are distinct it remains an interesting problem to decide
whether or not (3) is a necessary condition.
2. Dani correspondence with congruence condition
In this section Dani correspondence is refined to encode a congruence condition. Let N
be a positive integer. Let G = SLd(R) be the group of real d × d-matrices of determinant
one and Γ = SLd(Z) be the subgroup of all integer matrices in G. It is well-known that the
homogeneous space X = G/Γ can be naturally identified with the set of unimodular lattices
in Rd through the map gΓ ∈ X 7→ gZd.
Let α ∈ Rm and β ∈ Rn be weights, and let ‖ · ‖α,β be the weighted quasi-norm on R
d
defined by
‖v‖α,β = max (‖x‖α, ‖y‖β) ,
where v = (x,y) and x ∈ Rm,y ∈ Rn. For any t ∈ R let
aα,β(t) = diag
(
etα1 , . . . , etαm , e−tβ1, . . . , e−tβn
)
.
For each θ ∈ Matm,n(R) associate a matrix
(4) u(θ) =
[
Idm θ
0 Idn
]
in G.
Recall that a vector v ∈ Zd is said to be primitive if it is nonzero and the greatest
common divisor among its coefficients is one. Let Ẑd denote the set of primitive vectors of
Z
d. For every v ∈ Ẑd let
PN (v) =
{
w ∈ Ẑd : w = v mod N
}
.
It is not hard to see that Ẑd is a disjoint union of PN (v) for v taken over a set of
representatives of Ẑd mod N .
Let
ΓN = {γ ∈ Γ : γe1 = e1 mod N} ,
where e1 = (1, 0, . . . , 0) ∈ Z
d, and set XN = G/ΓN . Note that ΓN is a finite index subgroup
of Γ. The group Γ acts transitively on Ẑd and the coset decomposition of Γ/ΓN corresponds
to the congruence decomposition of Ẑd, namely
γΓNe1 = PN (γe1) for all γ ∈ Γ.
Let K = SOd(R) be the subgroup of all orthogonal matrices in G, let U be the upper
triangular unipotent subgroup, and for any ε > 0 let
Aε = {diag (s1, . . . , sd) ∈ G : s1 < ε, sj > 0 for all 1 ≤ j ≤ d} .
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The Iwasawa decomposition of the group G implies that KAεU is a nonempty open subset
of G. Therefore, the set defined by
XεN = {gΓN : g ∈ KAεUΓN}
is a nonempty open subset of XN .
Lemma 2.1. Suppose 0 < ε < 1 and γ ∈ Γ. If gγΓN ∈ X
ε
N , then there exists v ∈ PN (γe1)
such that ‖gv‖α,β < ε.
Proof. Since gγΓN ∈ X
ε
N , there exists γ˜ ∈ ΓN such that gγγ˜ ∈ KAεU . Let v = γγ˜e1 ∈
PN (γe1). Then
‖gv‖α,β = ‖gγγ˜e1‖α,β = ‖kaue1‖α,β,
where k, a, u belong to K,Aε, U , respectively. Suppose a = diag(s1, . . . , sd), then kaue1 =
s1ke1 so its Euclidean norm is less than ε according to the definition of Aε. Hence, ‖gv‖ < ε.
Since α and β are weights, then 1/αj and 1/βj are greater than one for all 1 ≤ j ≤ m and
1 ≤ j ≤ n, respectively. Therefore, ‖gv‖α,β < ε. 
Corollary 2.2. Let γ ∈ Γ, θ ∈ Mm,n(R), t > 0 and 0 < ε < 1. If aα,β(t)u(θ)γΓN ∈ X
ε
N ,
then there exists (p,q) ∈ PN (γe1) where p ∈ Z
m and q ∈ Zn such that
(5) ‖θq+ p‖α < εe
−t and ‖q‖β < εe
t.
Proof. According to Lemma 2.1, there exists v = (p,q) ∈ PN(γe1) such that
(6) ‖aα,β(t)u(θ)γv‖α,β < ε.
A direct calculation shows that (6) is equivalent to (5). 
3. A proof of Theorem 1.4
The proof is an application of the following special case of Theorem A.1 from [14].
Theorem 3.1. Let ℓ ∈ N, let αi ∈ R
m and βi ∈ R
n be weights for every 1 ≤ i ≤ ℓ and
assume that κ1, . . . , κℓ are real numbers that satisfy (3). Let N ∈ N and let µ denote the
probability Haar measure on XN . Then for any ϕ1, . . . , ϕℓ ∈ C
∞
c (XN ) and g1, . . . , gℓ ∈ G,
one has for almost every θ ∈ Mm,n(R)
(7) lim
T→∞
1
T
ˆ T
0
ℓ∏
i=1
ϕi
(
aαi,βi (κit)u(θ)giΓN
)
dt =
ℓ∏
i=1
µ (ϕi) .
Proof of Theorem 1.4. Without loss of generality assume that there exists N such that
N = Ni,j for all 1 ≤ i ≤ ℓ, 1 ≤ j ≤ m. Otherwise, replace each Ni,j with N =
lcm (N1,1, . . . , Nℓ,d).
Similarly, without loss of generality assume that gcd (vi, N) = 1 for every 1 ≤ i ≤ ℓ.
Otherwise, replace vi with
vi
gcd(vi,N)
for every 1 ≤ i ≤ ℓ and replace ε with εNr , where
r = max
i,j
{1/αi,j , 1/βi,j} .
For every 1 ≤ i ≤ ℓ choose γi ∈ Γ such that
γie1 = vi mod N.
Recall that the setXεN is a nonempty open subset ofXN . Therefore, there exists a compactly
supported smooth function ϕ : XN → [0,∞) such that µ(ϕ) > 0 and the support of ϕ is
contained in XεN .
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Now suppose that θ ∈ Mm,n(R) satisfies (7). Then there exists a strictly increasing
sequence of integers {tk}
∞
k=1 such that
ϕ
(
aαi,βi (κitk) u(θ)γiΓN
)
> 0
for all 1 ≤ i ≤ ℓ and any k ∈ N. Since the support of ϕi is contained in X
ε
N , this implies
that
aαi,βi (κitk)u(θ)γiΓN ∈ X
ε
N .
for all 1 ≤ i ≤ ℓ and any k ∈ N. Hence, by Corollary 2.2, for every k and every 1 ≤ i ≤ ℓ
there exists (pi,qi) ∈ PN (γie1) such that
‖θqi + pi‖α < εe
−κitk and ‖qi‖β < εe
κitk .
Moreover, since (pi,qi) ∈ PN (γie1), it satisfies (pi,qi) = vi mod N . Therefore, setting Q =
etk proves that there are arbitrarily large Q ∈ R satisfying the conclusion of Theorem 1.4.

4. A proof of Theorem 1.2
In this section it is shown how Theorem 1.2 falls into the framework of Kleinbock–Margulis
[10]. As their theorems are rather general, a simplified and self-contained exposition is
possible.
Given N ∈ Nd and v ∈ Zd as in the statment of Theorem 1.2, it is enough to consider
a single modular level N (i.e. all Ni = N) as was done in the beginning of the proof of
Theorem 1.4 and that v is primitive.
Now specify γ ∈ Γ such that γe1 = v. For an approximation function ψ and any γ ∈ Γ
define x = gΓN ∈ XN to be γ-congruence-ψ-approximable if there exists (v,w) ∈ gγΓNe1
with arbitrarily large ‖w‖ such that ‖v‖m ≤ ψ(‖w‖n). Hence our task is to show that for
any γ ∈ Γ, almost every θ ∈Mm,n(R), u(θ)ΓN is γ-congruence-ψ-approximable.
Denote xγ = gγΓN and define the function ∆ on XN by
∆(gΓN ) = max
v∈gΓNe1
log
(
1
‖v‖
)
.
Note that ∆−1([T,∞]) = XεN for ε = e
−T so that
Ψ∆(T ) = µ
(
∆−1([T,∞])
)
= µ
(
Xe
−T
N
)
.
Let
a(t) = diag
(
et/m, . . . , et/m, e−t/n, . . . , e−t/n
)
.
The following Borel–Cantelli lemma is often attributed to W. Schmidt (cf. [15, Lemma
10, Chapter I]):
Theorem 4.1. Let (Y, µ) be a measure space and fk : Y → R≥0 integrable, 0 ≤ gk ≤ hk ≤ 1
two sequences of numbers, and suppose there exists c > 0
(8)
ˆ  ∑
k∈[M,K]
fk(x) −
∑
k∈[M,K]
gk


2
dµ(x) ≤ c
∑
k∈[M,K]
hk
for any M < K, then for any ε > 0, if EK =
∑
k∈[1,K] gk, FK =
∑
k∈[1,K] hk for µ-a.e. x,
(9)
∑
k∈[1,K]
fk(x) = EK +Oε
(
F
1/2+ε
K
)
.
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For any g ∈ SLd(R) denote ‖g‖ = max
(
‖g‖∞, ‖g‖
−1
∞
)
and for any L2(XN , µ) let g.f
denote the function x 7→ f
(
g−1x
)
. Recall that the action of SLd(R) on XN has a spectral
gap. This will be applied using the following special case of [4, Corollary].
Theorem 4.2. There exist constants c, δ > 0 such that any g ∈ SLd(R) and any SOd(R)-
invariant f1, f2 ∈ L
2(XN , µ) satisfy
(10) |〈g.f1, f2〉 − µ(f1)µ(f2)| ≤ c‖g‖
−δ‖f1‖2‖f2‖2.
Theorem 4.1 and Theorem 4.2 are used together to prove the following corollary, which
is a special case of [10, Theorem 4.3]. Our argument follows [9, Proof of Theorem 1.2].
Corollary 4.3. If {rt}t∈N ⊂ [1,∞) satisfy
(11)
∞∑
t=1
Ψ∆(rt) =∞
then for almost all x ∈ XN there exist infinitely many t ∈ N such that ∆(a(t)x) ≥ rt.
Proof. We wish to apply Theorem 4.1 to Y = XN with
fk = a(k)
−1
.χk
and
gk = hk = µ (X
εk
N ) = Ψ∆(r(k)) ≤ 1,
where χk is the characteristic function of X
εk
N and
εk = e
−r(k).
Using the notation of Theorem 4.1, we have
EK = FK =
K∑
k=1
µ (XεkN ) ,
which diverges by (11). Assume that (8) holds. Then (9) implies, in particular, that∑K
k=1 fk(x) diverges for almost every x. Therefore, a(k)x ∈ X
εk
N , or, equivalently, ∆(a(k)x) ≥
rk for infinitely many k, which is the claim of the corollary.
In order to verify (8), first note that XεN is an SOd(R)-invariant set for any ε, and
‖χk‖2 = µ(X
εk
N )
1
2 for any k ∈ N. Therefore, by (10):∣∣∣∣∣∣
∑
k,ℓ∈[M,K]
〈a(ℓ)a(k)−1.χk, χℓ〉 − µ(X
εk
N )µ(X
εℓ
N )
∣∣∣∣∣ ≤
c
∑
k,ℓ∈[M,K]
‖a(ℓ)a(k)−1‖−δµ(XεkN )
1
2µ(XεℓN )
1
2 =
c
∑
k,ℓ∈[M,K]:εk<εℓ
e
−δ|ℓ−k|
min (m,n)µ(XεℓN ) + c
∑
k,ℓ∈[M,K]:εk≥εℓ
e
−δ|ℓ−k|
min (m,n)µ(XεkN ) =
c
∑
k,ℓ∈[M,K]
e
−δ|ℓ−k|
min (m,n)µ(XεℓN ) + c
∑
k,ℓ∈[M,K]
e
−δ|ℓ−k|
min (m,n)µ(XεkN ) ≤
2c
∑
k∈[M,K]
µ(XεkN )
∑
ℓ∈[M,K]
e
−δ|ℓ−k|
min (m,n) ≤ c′
∑
k∈[M,K]
µ(XεkN ),
where c′ = 4c
∑∞
ℓ=0 e
−δℓ
min (m,n) (cf. [10, Section 4.4]). 
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We need one final tool, which associates to any approximation function ψ a rate function
Dm,n(ψ) = r (named after S.G. Dani) and vice versa [10, Lemma 8.3]:
Lemma 4.4. Given x0 > 0 and ψ : [x0,∞) → (0,∞) be a non-increasing continuous
function, there exists a unique continuous function r : [t0,∞)→ R with t0 = {
m
m+n log x0 −
n
m+n logψ(x0)} satisfying
λ(t) : = t− nr(t) is strictly increasing and unbounded,(12)
L(t) : = t+mr(t) is nondecreasing, and(13)
ψ(et−nr(t)) = e−t−mr(t) for all t ≥ t0.(14)
Conversely, given t0 ∈ R and a continuous function r : [t0,∞) → R such that (12) holds,
there exists a unique continuous non-increasing function ψ : [x0,∞) → (0,∞) with x0 =
et0−nr(t0) satisfying (14).
Furthermore,ˆ ∞
x0
ψ(x)dx <∞ if and only if
ˆ ∞
t0
e−(m+n)r(t)dt <∞.(15)
Using the notation of the previous lemma it is possible to state an appropriate extension
of Dani’s correspondence (cf. [10, Theorem 8.5]):
Lemma 4.5. x ∈ XN is γ-congruence-ψ-approximable if and only if there exist arbitrarily
large positive t such that ∆(a(t)xγ) ≥ rt.
Proof. We only prove the forward direction, the proof of the converse is similar and will be
omitted.
Assume that x is γ-congruence-ψ-approximable. Let (v,w) ∈ gγΓNe1 be a solution to
‖v‖m ≤ ψ(‖w‖n). Choose t such that ‖w‖n = eλ(t), where λ is as in (12) (this is possible
if ‖w‖ is sufficiently large). It follows from (14) that ‖v‖m ≤ ψ
(
eλ(t)
)
= e−t−mr(t), or,
equivalently, et/m‖v‖ ≤ e−r(t). By definition of t, also e−t/n‖w‖ = e−r(t). Consequently
‖a(t)(v,w)‖ ≤ e−r(t), hence, ∆(a(t)xγ) ≥ rt. 
Remark 4.6.
(i) It will be important to note that in view of (15), it is true that x is γ-congruence-ψ-
approximable if and only if for any fixed constant c we have ∆(a(t)xγ) ≥ rt − c.
(ii) Using Iwasawa coordinates of SLd(R), one observes that Ψ∆(T ) is bounded from below
and above by e−(m+n)T up to some multiplicative constants for all sufficiently large T . See
e.g. the proof of [6, Lemma 3.10].
The following corollary is deduced from Corollary 4.3 and Lemma 4.5 (cf. [10, Theorem
8.2]):
Corollary 4.7. Let ψ : [1,∞) → (0,∞) be a non-increasing continuous function. If´∞
1
ψ(x)dx = ∞ then µ almost every x ∈ XN is γ-congruence-ψ-approximable for every
γ ∈ Γ.
Proof. Since
´∞
1 ψ(x)dx = ∞, by (15),
´∞
1 e
−(m+n)r(t)dt = ∞. It follows from (13) that∑
k∈N e
−(m+n)r(k) = ∞. By Remark 4.6(ii) the sum in (11) diverges. Hence, Corollary 4.3
implies that for almost all x ∈ XN there are arbitrarily large t that satisfy ∆(a(t)x) ≥ rt.
Call this conull set X ′. Fix F to be a fundamental domain of X , so that X =
⋃
γ∈Γ Fγ,
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and let {γ1, . . . , γℓ} ⊆ ΓN/Γ be a system of coset representatives. Then
E =
ℓ⋃
i=1
Fγi
is a fundamental domain of XN . Hence, there exists a conull set E
′ ⊂ E (with respect to the
Haar of G restricted to E) such that EΓN ⊂ X
′. Therefore, for every 1 ≤ i ≤ ℓ, there exists
a conull set Fi ⊂ F (with respect to Haar of G restricted to F ) such that FiγiΓN ⊂ X
′. Let
F ′ =
ℓ⋂
i=1
Fi.
It follows that
X ′′ =
ℓ⋃
i=1
F ′γiΓN
is conull in XN , and any x ∈ X
′′ is γ-congruence-ψ-approximable for every γ ∈ Γ. 
The final step is to pass from Corollary 4.7 to a similar statement about u(θ)ΓN for
Lebesgue almost every θ ∈Mm,n(R). Let B denote the subgroup of SLd(R) consisting of all
lower triangular block matrices of the form
[
B1 0
B2 B3
]
, and let U denote the group generated
by u(θ) as θ varies in Mm,n(R). The argument of [10, Section 8.7] relies on the fact that
for any x ∈ X there are b ∈ B and u ∈ U such that x = buΓ. However, there’s no similar
decomposition for elements in XN so we must slightly modify their argument as follows:
Proof of Theorem 1.2. By the implicit function theorem, the map (b, u) 7→ bu is a local
diffeomorphism from B × U to G. It follows that there exist open neighborhoods ΩB ⊂ B
and ΩU ⊂ U such that ΩG = ΩBΩU is an open neighborhood of Id ∈ SLd(R). Let
U =
∞⋃
k=1
ΩUuk
be a cover of U by countably many translates of ΩU such that ΩGukγ is injective in XN
for all γ ∈ ΓN/Γ. Since ΩGujγΓN is open, it follows from Corollary 4.7 that almost every
point in ΩGukΓN is γ-congruence-ψ-approximable. By Fubini’s theorem, for almost every
u ∈ Ωu there exists a set of full measure Ω
′
B ⊂ ΩB such that buukΓN is γ-congruence-ψ-
approximable for every b ∈ Ω′B. Since B is the weak stable submanifold of a(t), it satisfies
a(t)ΩBa(t)
−1 ⊂ ΩB.
It follows from the uniform continuity of ∆ that if bu(θ)ukγΓN ∈ ΩGukγΓN then
∆(a(t)bu(θ)ukγΓN) ≥ rt =⇒ ∆(a(t)u(θ)ukγΓN ) ≥ rt − c,
where the constant c depends on the size of ΩB. In view of Lemma 4.5 and Remark 4.6(i) we
conclude that a(t)u(θ)ukΓN is γ-congruence-ψ-approximable for almost all u ∈ ΩU . Taking
countable intersection over γ and uk shows the theorem. 
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