Abstract. In this work we prove that the initial value problem (IVP) associated to the two-dimensional BenjaminOno equation
Introduction
In this article we consider the initial value problem (IVP) associated to the two-dimensional Benjamin-Ono (BO) equation u t + H∆u + uu x = 0, (x, y) ∈ T 2 , t ∈ R, u(x, y, 0) = u 0 (x, y),
(1.1) where u : T 2 × R → R (x, y, t) → u(x, y, t), T 2 := R 2 /(2πZ) 2 is the two-dimensional torus, H denotes the Hilbert transform with respect to the variable x, which is defined for 2π-periodic functions f in T 2 such that for a.e. y ∈ T T f (x, y)dx = 0 through the Fourier coefficients by (Hf ) ∧ (m, n) := −i sgn(m) f (m, n), (m, n) ∈ Z 2 and m = 0 (Hf ) ∧ (0, n) := 0, n ∈ Z (1. 2) and ∆ is the two-dimensional Laplacian in T 2 defined by ∆f (m, n) := −(m 2 + n 2 ) f (m, n) for (m, n) ∈ Z 2 .
(1.
3)
The equation in (1.1), called Shrira equation, is a two-dimensional generalization of the BO equation u t + Hu xx + uu x = 0, (1.4) and was deduced by Pelinovsky and Shrira in [21] as a model for the propagation of long weakly nonlinear twodimensional waves in deep stratified fluids. Very recently, Esfahany and Pastor in [4] studied for this equation existence, regularity and decay properties of solitary waves.
Inspired by the works [7] and [14] , in this paper we consider the two-dimensional BO equation in the periodic setting. The statement of our result is as follows. The proof of Theorem 1.1 follows the ideas of Ionescu and Kenig in [7] for the periodic KP-I equations. It uses in a crucial way a time-frequency localized Strichartz estimate (see Lemma 3.1 below). This estimate allows us to overcome the lack of Sobolev embedding when we are working with low regularity initial data.
It is important to point out that in the periodic setting we do not have Strichartz estimates similar to those obtained in R 2 . Obtaining this local Strichartz estimate is based on the unidimensional Poisson Summation formula (see Lemma 3.2 below) and the Weyl's inequality (see Lemma 3.4 below), which permits to bound sums of the form N m=1 e 2πif (m) , where f is a polynomial of degree greater than or equal to 2. The need to combine Lemmas 3.2 and 3. 4 , unlike what happens in the case of the Zakharov-Kuznetsov equation (see [14] ) in which it suffices to apply the two-dimensional Poisson summation formula, arises from the fact that in our case the symbol e −it sgn(m)(m 2 +n 2 ) is not an smooth function in R 2 m,n .
The Corollary 3.5 of the localized Strichartz estimate (Lemma 3.1) is fundamental in order to control the norm On the other hand, in order to obtain the energy estimate, contained in Lema 4.3, it is necessary to use a Kato-Ponce commutator estimate in the periodic context (see Lemma 4.1), which was proved in [14] .
The a priori estimates of Lemmas 4.3 and 4.4 allow us to use the Bona-Smith compactness method because from these estimates it is possible to obtain a common time T > 0, where all the approximate solutions are defined, whose limit is the solution of the IVP (1.1).
This article is organized as follows: section 2 is devoted to explain basic definitions and notation; in section 3 we establish a time-frequency localized Strichartz estimate in the periodic case (Lemma 3.1), one of the main ingredients in the proof of Theorem 1.1. In section 4, we use a Kato-Ponce's commutator inequality (see Lemma 4.1) and a Product Lemma (see Lemma 4.2) in the periodic context, to establish two a priori estimates (see Lemmas 4.3 and 4.4) for sufficiently smooth solutions of the two-dimensional BO equation. Finally, in section 5, we use the Bona-Smith argument to establish the existence of solution of the IVP (1.1).
Notation
In this section we summarize our basic definitions and notation.
2.1. For s ≥ 0, the periodic Sobolev space H s (T 2 ) is defined by
s/2 l 2 (Z 2 ) < ∞}, and the space H ∞ (T 2 ) is defined by
When p = ∞ or q = ∞ we must do the obvious changes with essup.
2.4. In general, for a certain Banach space X and f :
2.5.
For any set A, we denote by χ A the characteristic function of A.
2.6. Following the reference [7] for k = 0, 1, 2, . . . we define the operators Q k x , Q k y , Q k x , and Q k y on S ′ (T 2 ) as follows:
Given g ∈ S ′ (T 2 ) we have:
2.7. For N ∈ P := {0, 1, 2, 4, . . . , 2 k , . . . } we define the operator P N on S ′ (T 2 ) by
2.8. According to the definitions in 2.7 it can be seen that the norm g H s (T 2 ) is equivalent to the norm
where 1 ∨ N denotes the maximum between 1 and N .
2.9. We will denote the Fourier transform and its inverse by the symbols F and F −1 , respectively.
2.10. For variable expressions A and B the notation A B and the notation A B mean that there exists a universal positive constant C such that A ≤ CB and A ≥ CB, respectively, and the notation A ∼ B means that there exist universal positive constants c and C such that cA ≤ B ≤ CA.
Linear Estimates
This section is dedicated to the demonstration of a local version of the Strichartz estimate satisfied by the group associated with the linear part of the two-dimensional BO equation in the periodic case (see Lemma 3.1). As a result of this estimate we also prove a boundedness property of the norm L 1 T L ∞ (T 2 ) of the periodic smooth solutions of one linear inhomogeneous BO equation (see Corollary 3.5), which we will use later in the proof of Lemma 4.4, essential to guarantee a common time interval for all approximated solutions of the IVP (1.1).
Let {W (t)} t∈R be the group in H s (T 2 ), associated to the linear part of the equation in (1.1), defined by The following lemma is a localized version of the Strichartz estimate satisfied by the group {W (t)} t∈R .
Lemma 3.1. Let {W (t)} t∈R be the group defined in (3.1) and P N the operator defined in the subsection 2.7. Let α > 1/4. Then for any u 0 ∈ L 2 (T 2 ) and any time interval
Moreover, for s = 1/2 + α,
In the proof of Lemma 3.1 we will use the following results. 
and satisfy the condition
for some C, δ > 0. Then f and f are continuous and
Let us observe that f ∈ S(R n ) (Schwartz space) satisfies the condition of this lemma. [20] , Theorem 4.1, p. 98). Let α and Q be real numbers with Q ≥ 1. Then there exist a ∈ Z and q ∈ Z + , with greatest common divisor equals 1 when a = 0, such that
Lemma 3.3. (Dirichlet). (See
(See [20] , Theorem 4.3, p. 114). Let f (x) := αx k + · · · be a polynomial with real coefficients, with degree k, k ≥ 2, and suppose that α has the rational approximation a q such that
where the constant C ǫ,k only depends on ǫ and k.
3.1. Proof of Lemma 3.1. We begin with the proof of estimate (3.2). Since for N = 0 the proof of estimate (3.2) is straightforward, we suppose N = 2 k for some integer
Since, for a(m) = 0, it can be seen that
To obtain (3.2) it is enough to show that there is C α > 0 such that
for any pair of measurable functions x, y :
Let us denote by x the pair of measurable functions (x, y). Then, by a duality argument, to prove (3.7) is equivalent to prove that for any g ∈ L 2 t ,
where
This way, we obtain
It is not difficult to show that
Therefore, we have that
If we prove that
for some ǫ > 0, then we have (3.8). Hence, let us prove (3.9). Estimate (3.9) follows if we show that for any x = (x, y) ∈ T 2 and any t, such that |t|
Let us observe that
Let us bound the sum 11) being the estimate of the other sum similar. Using Lemma 3.2 in the sum with index n, we conclude that (3.11) is the same that
Let us estimate the integral
Using integration by parts we obtain
Since |2ηt| ≤ 8 and y ∈ [0, 2π), then, if |ν| ≥ 100, |(y − 2πν) − 2ηt| ≥ π|ν|. Thus, for |ν| ≥ 100,
On the other hand, using integration by parts
Therefore, if |ν| ≥ 100,
(3.14)
From (3.12), (3.13) and (3.14), if |ν| ≥ 100, it follows that
This way,
Since the sum with index ν in (3.15) has a finite number of terms, then it is enough to estimate
We define
Then, from (3.16), it follows that
where b 2N +1 = 0. Now, let us estimate |b l − b l+1 |.
Let α be a number in (0, 1). Then, from (3.19),
We will estimate We will consider two cases about the index j.
(i) Let us assume that k ≤ j ≤ βk, with β > 1. Let Q := l γ (for some γ > 0 to be determined later) and
Form (3.5) in Lemma 3.3, we have that there exist a ∈ Z and q ∈ Z + , such that
this is 2 ( αγ−β)k ≤ 2π and this is impossible if αγ − β > 0.
In consequence if we suppose that αγ > β, then necessarily a = 0, and from (3.22) it follows that qt 2π + a < 1 l γ , and this implies that
Taking into account (3.23) and the fact that q ≤ l γ , it follows that
In this manner, in order to have a non trivial estimate, it is required that γ < 2. Thus, our parameters α, β, and γ must meet the conditions 0 < α < 1 < β < αγ < γ < 2.
In consequence, from (3.20) , it follows that
for 0 < ǫ < 1/2.
(ii) Let us assume that j > βk, then for 0 < ǫ < 1/2, .
Hence, the greatest exponent in (3.24) and (3.25) which contains k is
. Let us observe that
then, from (3.15) we have that
, if (x, y) ∈ T 2 and |t| ∈ (2 −j , 2 · 2 −j ]. This way, if 2α > 1/2. i.e., α > 1/4, we obtain the estimate (3.10). And as it was stated previously, this implies (3.2).
Let us prove now (3.3). We divide [0, 1] into N intervals of lenght N −1 . Using (3.2) it follows that
which leads to
From (3.26) and the fact that P N 2 = P N , it follows that
.
(The last inequality follows since N = N ′ implies that supp(
As a consequence of Lemma 3.1 we have the following estimate for solutions of a non homogeneous linear problem.
Corollary 3.5. Suppose that w is a smooth solution of the non homogeneous linear problem
Using the Duhamel's formula, from (3.27) we obtain for t ∈ [a i , a i+1 ):
Taking into account (3.2) from Lemma 3.1, it follows from the latter equality that for α :
Combining (3.29) and (3.30) we have that
Using (3.31) we have that
and therefore, taking into account (3.2) from Lemma 3.1, it follows that
Hence, from (3.32) and (3.33), we can conclude that
which proves Corollary 3.5.
A Priori Estimates
In this section we use a Commutator Lemma (see Lemma 4.1) and a Product Lemma (see Lemma 4.2) , in the context of periodic Sobolev spaces, to establish two a priori estimates (see Lemmas 4.3 and 4.4) for sufficiently smooth solutions of the two-dimensional BO equation.
Proof. The proof of this lemma uses the fact that for f, g ∈ H ∞ (R 2 ) we have
(see [24] pg. 338), and follows the same ideas contained in the proof of Lemma 9.A.1 in [7] . For j ∈ Z let A j and B j be the real intervals [ 
, 2} 2 and φ k,l is supported in the set C k,l defined by
be the periodic extensions of f and g, respectively. For (k, l) ∈ {1, 2} 2 let us define the function in
In fact, using the periodicity of the functions f gφ k,l we have that
which proves equality (4.4). Taking into account (4.4), for (x, y) ∈ T 2 it follows that
Using the Poisson summation formula:
s 2 e imx+iny ∈ S(R 2 m,n ) , and bearing in mind that 6) from (4.5) and (4.6) it follows that for (x, y) ∈ T 2
For (ν, λ) ∈ Z 2 let us define
Then, from (4.7), it follows that 
, where f Ψ k,l ∈ H ∞ (R 2 ) and g k,l ∈ H ∞ (R 2 ). Therefore, the right hand side of (4.8) is equal to
Let us point out that from (4.3) we have that
On the other hand, it can be proved that
Then from (4.8), (4.9), (4.10), and (4.11) it follows the result of Lemma. 
(4.12)
Then there exists a positive constant C 0 such that
Proof. First of all, let us observe that the operator H∆ is skew-adjoint in L 2 (T 2 ). In fact, if we denote by (·, ·) the inner product in L 2 (T 2 ), it is easy to see that (H∆u, v) = −(u, H∆v) .
If we take in the last equality u = v = w a real function, then we obtain (H∆w, w) = 0 . (4.14)
Applying the operator J s T 2 to the equation in (4.12), multiplying by J s T 2 w(t), integrating in T 2 and, taking into account (4.14), we obtain, for t ∈ [0, T ], that
Using the notation of commutator, integration by parts and Cauchy-Schwarz inequality, from (4.15) we obtain that 1 2
In accordance with (4.1) in Lemma 4.1 we have
In consequence, from (4.16) and (4.17) we can conclude that
Now, we integrate (4.18) in [0, t] to obtain
Then, (4.13) follows from the last inequality.
The a priori estimate that we will obtain in the following lemma is based on the Strichartz estimate proved in Corollary 3.5. This a priori estimate is essential to guarantee that the approximate solutions to the IVP (1.1) , that we will use in the proof of Theorem 1.1, are defined in a common time interval.
, and let w ∈ C([0, T ]; H ∞ (T 2 )) be a real solution of the IVP (4.12). Let us define
Then there exist C s > 0 such that
Proof. Let us observe that w, ∂ x w, and ∂ y w satisfy the hyphotesis of Corollary 3.5 with F (w) given by 
Now, using (3.28) with F (w) := 1 2 ∂ x w 2 and Lemma 4.2, we obtain
Last inequality also is true for ∂ y w instead of ∂ x w. In this manner, taking into account this observation and inequalities (4.21) and (4.22) we conclude that
(1 + g(T )) , which proves (4.20).
Proof of Theorem 1.1
Using the abstract theory, developed by Kato in [9] and [10] , to prove LWP of the quasi-linear evolutions equations, it can be established the following result of LWP of the IVP (1.1) for initial data in H s (T 2 ), with s > 2.
Lemma 5.1. Let s > 2 and w 0 ∈ H s (T 2 ) such that There exist a positive time T = T ( w 0 H s ) and a unique solution of the IVP (1.1) in the class
Moreover, for any 0 < T ′ < T , there exists a neighborhood U of w 0 in H s (T 2 ) such that the flow map datumsolution
is continuous.
Let w 0 ∈ H ∞ (T 2 ) and w the solution of the IVP (1.1) of Lemma 5.1. Then w ∈ C([0, T * ); H ∞ (T 2 )), where T * is the maximal time of existence of w satisfying T * ≥ T ( w 0 H 3 ). We have either T * = +∞ or, if T * < ∞, where g(T ) is the norm defined in (4.19).
Proof. Let A be the set {T ′ ∈ (0, T * ) : w 2
Since w ∈ C([0, T * ); H ∞ (T 2 )), the set A is not empty. Let T 0 := sup A. We will prove that T 0 > T . We argue by contradiction by assuming that 0 < T 0 ≤ T < 1. By continuity we have that u 2 We use the estimate (4.13) with s = 3 to obtain w
