Abstract
Introduction
The goal of clustering is to discover the "natural" grouping of a data set. Clustering is known to be ill-defined, and different clustering algorithms [3] impose different cluster structure on the data. Typically, the user needs to select an appropriate representation and a clustering algorithm that match the given data. This is very difficult because it is nontrivial to relate the "low-level" aspects of clustering such as the clustering objective function to the "high-level" semantics of the desired cluster structure. For example, suppose the user wants to cluster a set of face images into male and female clusters. This notion of male and female is based on the understanding of the image, and it is an example of highlevel semantics. To conduct the clustering, the user chooses a representation (which can be eigenface coefficients in this example), and selects a clustering algorithm by making an educated guess on the properties of the desirable clusters. If the user suspects that the clusters are roughly hyperspherical, the k-means algorithm can be used. This approach, however, is far from ideal, because the fact that the user is seeking male/female clusters is used only implicitly to specify the clustering process.
A similar problem illustrating the difference between high-level semantics and low-level algorithm details appears in content-based image retrieval (CBIR) [11] . Relevance feedback has been suggested to circumvent this problem in CBIR by first identifying a small subset of candidate images and then asking the user to specify which of these images are relevant to the query. The answer provided by the user is used to refine the search, leading to a new set of retrieved images that are more likely to be relevant. There are three main approaches [8] for relevance feedback: (i) query vector modification modifies the low-level representation of the user's query, (ii) feature relevance estimation modifies the importance of different features in the lowlevel representation, and (iii) Bayesian inference estimates the posterior probability that an image is relevant conditioned on the feedbacks received from the user. These probabilities are used to locate the target image. The last approach, which we also call "Bayesian feedback", is particularly interesting, because it is principled and can be extended to other domains.
We propose to use the notion of relevance feedback to data clustering. Feedback is particularly appealing when clustering is used as an exploratory tool (as it should be), because the user is expected to be involved in understanding the structure of the data. We have modified the Bayesian inference for data clustering by replacing the target image by the target partition. Instead of asking the user to provide a clustering objective function, the system solicits feedback from the user by asking the user to state if two particular objects belong to the same cluster or not. Informationtheoretic criteria are used to identify the successive pairs of objects to be presented to the user automatically. The user's feedback is then used to infer the most likely partition of the data. We assume that the number of clusters are known and, the cluster labels are "smooth". This smoothness require-ment is specified by how likely the cluster label of an object is replaced by the cluster label of its neighbors, and it can be derived from a similarity measure between the objects. The smoothness information and the number of clusters are the only input required by the proposed algorithm. While relevance feedback in clustering was used in [1] , the approach there is heuristic and modifies the features weights by some pre-specified amounts.
Bayesian Relevance Feedback
The goal of Bayesian relevance feedback is to identify a target state Z out of a set of possible states Z based on the user feedback. We shall model Z as a random variable, whose prior distribution P (Z = z) corresponds to the a priori belief that the target state is z without any feedback. Often, P (Z = z) is a constant, meaning that there is no preference towards any particular state. Let Q denote the set of queries 1 the system can present to the user. The tth query presented by the system to the user is denoted by Q (t) θ , where θ is an index into Q. For brevity, sometimes we drop the subscript and write Q (t) . The response of the user to the query is modeled stochastically by treating Q (t) as a random variable. We assume the following conditional independence:
Here, Q (t) = a t means that the feedback by the user on the query Q (t) is a t . The distribution P (Q (t) = a t |Z = z) corresponds to how the user replies to Q (t) if the target state is z, and this is known as the "user model". Let R t denote the history of feedback R t = {Q
(1) = a 1 , . . . , Q (t) = a t }. The posterior distribution P (Z = z|R t ) tells us how likely a particular state z is the target state, given the set of t feedbacks.
The second component of Bayesian relevance feedback is the display model, which describes how the system selects the query. The greedy approach of constructing a query that maximizes P (Z = z|R t−1 ), while having the highest chance of locating the target state, is often suboptimal because the answer of such a query provides little new information. Instead, the system should construct a query whose answer is most useful. There are two possibilities here. The system can pick θ such that H(Z|Q
is the smallest, where H(.) denotes the Shannon entropy. Intuitively, this means that the query whose answer can minimize the uncertainty of the target state, on average, is selected. Because
this minimization is equivalent to finding θ that maximizes I(Z; Q (t) θ |R t−1 ). The second possibility is to present a query where the system is most uncertain about its answer. This means that the system selects θ that maximizes
is zero, and these two approaches become equivalent.
Bayesian Feedback In Clustering
Suppose we want to cluster a set of n objects into K clusters. Each data partition can be represented by the vector z = (z 1 , . . . , z n ), where z i denotes the label of the i-th object, and z i ∈ {1, . . . , K}. The state space Z is thus {1, . . . , K} n . Note that this formulation ignores the label permutation problem in clustering: for any permutation σ of 1 to K, z and σ(z) correspond to the same partition. This, however, does not create a difficulty for Bayesian relevance feedback as long as
, it is the random variable for the cluster label of the i-th object.
The prior P (Z) can be set to a constant as described in Section 2. Alternatively, the user can begin with a clustering objective function f (z; Y), where a small value of f (z; Y) denotes a good cluster structure. Note that f (z; Y) = f (σ(z); Y) for all σ. Examples of f (.) that can be used include graph-cut [7] , normalized cut [6] , or the sum of square error used. The prior distribution in this case can be written as
Here, ρ is a parameter that controls the strength of the prior.
In our experiments, we have set ρ to 0, meaning that the clusters are only obtained based on the feedback. Inspired by recent work on clustering with instance-level constraints (see [4, 10, 5] , and the references therein), a natural query to be presented to the user is: "should the u-th and the v-th objects be put in the same cluster"? Because of this dependence on u and v, we shall write the query as Q (t) uv . The answer to this query can either be "yes" (represented by 1) or "no" (represented by 0), and this effectively imposes a constraint on the cluster labels of the u-th and the v-th objects.
The next step is to specify the user model P (Q (t) uv = 1|Z = z). At first glance, one may want to define this distribution based on z u and z v , the cluster labels of the uth and the v-th objects. The answer of the query leads to a constraint on z u and z v . However, this will lead to the "non-smooth" cluster label problem mentioned in [9] : objects that are similar can have different cluster labels. To overcome this, we adopt the solution in [9] and consider the "average" label X u , which can be viewed as the smoothed version of the cluster labels of the objects that are similar to the u-th object. X u is a random variable that takes value from 1 to K, and
Here, s uj denotes a non-negative similarity between the uth object and the v-th object. For convenience, the similarities can be normalized such that j s uj = 1, modifying Eq (2) as P (X u = l|Z = z) = j s uj I(z j = l). Defining the user model based on X u and X v has the effect of imposing a constraint on the average label of the u-th and the v-th objects. The use of average label automatically propagates the effect of this constraint to the neighbors of the u-th and the v-th objects. From a generative viewpoint, X u obtains its value by first selecting the j-th object with the probability s uj / j s uj . After that, X u assumes the cluster label of the selected object. We define a loss function in terms of the user feedback at iteration t, a t = {+1, −1} and the cluster labels Z as,
where I(.) denotes the indicator function taking the value one if the argument is true, and zero otherwise. The loss function for the answers is the sum of individual losses,
Using the loss function, we define the user model as P (Q (t) = a t |Z = z) ∝ exp{λl(a, z)} where λ is a parameter controlling the strength of the effect of the loss. We have the posterior p(Z = z|R t )
To determine the query to be presented, a pair of points indexed by (u, v), has to be selected from the dataset. We use an entropy based objective to select the pair (u, v). Intuitively, this corresponds to selecting the pair of points on which the system is most uncertain about their cluster labels being the same, i.e.,
Computing the conditional entropy involves a summation of n K terms. We use an approximation for the entropy, which is presented in the next section.
Mean Field Approximation
The posterior distribution defined in Eq (4) is difficult to analyze, because computation of the normalization constant involves a summation of n K terms, which is intractable for any reasonable value of n. This also creates difficulty in computing the expectation in Eq (5). Therefore, we resort to the mean field approximation.
We approximate the posterior P (Z|R t ) using a distribution Φ(Z), where Φ(Z) = n i=1 φ i (z i ). The goal here is to minimize the KL-divergence between Φ(Z) and P (Z|R t ) to obtain the φ i (k), for i = 1, · · · , n; k = 1, · · · , K. Each φ i (.) is essentially a distribution over the cluster labels of a sample, and k φ i (k) = 1. Formally, the objective can be stated as a minimization of J(Φ), where
under the constraints k φ i (k) = 1. The formulation is permutation invariant, and we break this invariance by conditioning on Z 1 = 1. Using the Lagrange multiplier method, a solution for φ i (k) is obtained as
where
and γ ij = s ui s vj + s uj s vi . Note that there is no closed form solution for each φ i (.), and hence an iterative scheme is adopted. We start with a random initialization of φ(.) and iterate using Eq (7). The solution presented in Eq (7) is valid only in the case of two clusters, however the expression has been extended for multiple clusters. A maximum aposteriori inference on the distribution Φ(Z) is used to obtain the individual cluster labels of the points,
The distribution Φ(Z) is also useful in the computation of the entropy for the display model. The entropy computation in Eq (5) requires P (X u = X v |Z), which is approximated using Φ(Z) as
The time complexity of the search for the query pair maximizing the entropy in Eq (5) is O(n 2 ). For large datasets, this may be turn out to be expensive, and can be overcome by limiting the search to a random subset of pairs chosen uniformly. There are several pairs with high entropy at the beginning of the feedback iterations, and we choose a random pair from the set of feasible solutions.
The algorithm can now be summarized as follows: (a) Initialize φ (0) i (k) to random values, (b) pick a query pair (u (t) , v (t) ) using Eq (5), (c) Using this query and iterating using Eq (7), obtain φ 
There is no change in the clustering for η consecutive iterations. The parameters θ, α and η are chosen empirically.
Experiments and Results
The proposed approach was tested on a synthetic dataset and three UCI [2] datasets: Heart, Wdbc and Iris. The synthetic dataset has 2 classes, with a total of 500 points with 2 features. Heart dataset has 2 classes, 270 samples with 9 features. Wdbc is a two class dataset with 569 samples and 14 features. Iris is a 3 class dataset, with 150 samples with 4 features. We use a two dimensional PCA representation of Iris data for the experiments.
An illustration of the clustering process is shown on the synthetic two-moon data. In Figure 1 each row shows a pair of images: the current clustering (the left image) and the scatter plot of the class conditional distribution for class 1. At each point in the scatter plot, the color varying from blue(0) to red(1), corresponds to the probability that the point belongs to class 1. The solid lines show the queries where the user answered "Yes" and the dotted lines show the queries where the user answered "No". The figure summarizes a session with the user to obtain the clustering. The clustering is not meaningful until a sufficient number of queries is presented, and approaches the true partition of the data as iterations increase.
For the experiments, we used a similarity measure derived from the Euclidean distance:
The value of the parameter σ is determined by selecting the ν th percentile of all the non-zero pairwise distances. The value of λ in Eq (7) is chosen to make the probabilities sufficiently spread between 0 and 1. A very small value of λ would result in all cluster probabilities closer to 0.5 and a very high value would result in the probabilities closer to either 0 or 1. We used a λ value of 100. We set the value of the prior effect ρ to zero, such that the clustering is based completely on the feedback of the user. The algorithm parameters (λ, σ), and the stopping criterion parameters (θ, α, η) are given the same value for all the datasets used here, and are presented in Table 1 .
We used Normalized Mutual Information (NMI) as an evaluation measure for clustering. The value of NMI ranges from 0 to 1. A value of 0 means that the cluster labels are independent of the true labels, where as a value of 1 indicates a perfect match. We have compared the proposed semi-supervised algorithm with supervised and unsupervised techniques. We used K-means clustering, 1-Nearest Neighbor (1NN) classifier and Bayes Linear Classifier evaluated using a 10-fold cross validation for baseline compari- son. A summary of the NMI values for the K-means, LDA and the proposed algorithm is presented in Table 2 . The last column in the Table 2 shows the number of queries presented by the system to the user. The % accuracies obtained corresponding to the NMI values in Table 2 are presented in Table 3 . Figure 2 shows performance of the proposed algorithm over iterations, on the Wdbc dataset. For the initial iterations, the accuracy was low, and when sufficient number of queries are presented, the accuracy has shot up. The increase of performance over iterations is non-monotonic because of the presence of several local-minima in the solution space. We have attempted to overcome this by using multiple initializations for the mean-field approximation, which has alleviated the problem to certain extent. Results indicate that a significant improvement can be obtained from unsupervised learning using relevance feedback.
Conclusions and Future Work
We have proposed an approach to model the user's feedback in data clustering in the spirit of exploratory data analysis. We have presented a principled approach to obtain clustering based on user-feedback using Bayesian methods. No clustering objective function is specified in the proposed approach. Mean field approximation helps us to infer the intractable posterior distribution in an efficient manner. The query type and formulation can be further improved to include several data points instead of using only a pair of points. The query model and stopping criterion form the critical areas for further research. The algorithm also needs to be generalized and evaluated to handle more than two clusters (K > 2). Currently, the number of clusters is assumed to be known. It would be desirable to automatically learn the number of clusters. 
