Recent work has shown that the solutions of the second-kind integral equation arising from a difference kernel can be expressed in terms of two particular solutions of the equation. This paper establishes analogous results for a wider class of integral operators, which includes the special case of those arising from difference kernels, where the solution of the general case is generated by a finite number of particular cases. The generalisation is achieved by reducing the problem to one of finite rank. Certain non-compact operators, including those arising from Cauchy singular kernels, are amenable to this approach.
Introduction
In recent years, a number of authors have investigated the integral equation (Ogxgl) (1.1) 0 and shown how its solution for any free term / can be expressed in terms of its solutions for certain particular free terms. Such results can lead to considerable economy when numerical techniques have to be employed. Porter [4] considered (1.1) via the equation
pKx) = f(x) + lk(x-t)<t>(t)dt
in L 2 (0,1), where
(K<t>)(x) = ]k{x-t)<t>(t)dt ( O g x^l ) , (1.3) o
and it was assumed that keL 2 {-1,1) . The analysis hinged on the fact that V a A + AV* is a rank-two operator, where A=fil -K,
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(K0)W = J«~t a(x "VWA (O^xgl.aeR) (1.4) o and V* denotes the adjoint of V a . In fact, O,l)), (1.5) in which /.(x) = et e ( 0^x g l , « 6 B ) (1.6) and / is the kernel adjoint to k, that is,
l(x) = k(-x).
(1.7)
As Porter [4] showed, (1.5) can be used to construct the solution of (1.2) for any /eL 2 (0,1) once two particular solutions are known, corresponding to certain choices of / A number of such pairs of particular solutions serve this purpose, the pairs being related through (1.5). For instance, a knowledge of 4> a and <f>p, which satisfy A<f> a = f x and A<t> p = fp, a and /? being distinct, real numbers, is sufficient to solve (1.2) for any /eL 2 (0,1), provided (<^a,/p)/0. Another solution pair with this property is i//, x, where Atj/ = k and A*x = l, A* being the adjoint of A. The resulting formula for the solution of (1.2) in terms of i// and x was first derived by Gohberg and Feldman [1] , by analogy with a parallel structure in matrix algebra, and has been extended to matrix-valued kernels by Mullikin and Victory [2] .
Sakhnovich [6] identified another pair of solutions of (1.2), in terms of which the associated resolvent operator can be expressed, by starting from the version of (1.5) in which a=0. This pair was generalised by Porter [4] who related it to the pairs </ >", <j> f and xji, x by using (1.5). Thus, (1.5) can be regarded as a key property of (1.2), capable of producing and connecting solution formulae previously found by various other means and of generating useful new formulae.
The present work seeks to develop existing material in several ways. The pivotal relationship (1.5) is extended by considering operators A = nl -K on L 2 (0,1) having the property that V a A + V X A* is a finite rank operator. We express this property by means of the notation
where the sum is over finitely many terms. The condition (1.8) is satisfied by operators A = pd -K other than those in which K is generated by a difference kernel. In fact, if A is an invertible operator satisfying an equation of the form (1.8) then so is its inverse. This feature dictates our strategy, which is to establish methods of solving (1.8) for A and to apply these methods to the determination of A~l, thereby deriving explicit formulae for the solution of n<f> = f + K<f>.
We also broaden the theory by including the practically important class of singular integral equations. That is, we include integral operators on L 2 (0,1) of the form K = aH + bJ, where a and b are constants, J is a compact operator and H denotes the Hilbert transform defined by
}^
(1.9)
H is a bounded operator on L 2 (0,1) but it is not compact. The generality we seek to introduce requires us to adopt a different approach from that of Porter [4] . Here we seek a structured framework for dealing with operators satisfying (1.8), which subsumes the earlier work. It is also evidently capable of being adapted to other classes of operators, by altering the V a of (1.8).
Some basic results
We make considerable use of the operator V x on L 2 (0,1) defined by (1.4) We shall also encounter operators which can be expressed in the form (Uip)*<f>, where U is the reflection operator on L 2 (0,1) defined by It is convenient to employ the summation convention to express finite rank operators and their consequences in a concise form. Thus we write
D being the operator on L 2 (0,1) generated by the kernel the sum being over finitely many terms. Only the subscript m will imply summation. In the notation of (2.4), the operators A under consideration are those which satisfy
for some D.
By using (2.1) we see that 6) and it follows that if A satisfies (2.5) then V*A+AV X is a finite rank operator and conversely. Clearly, if V X A + AV* is an operator of rank n then V*A + AV X has rank at most n + 2 and we could replace (2.5) by the equivalent condition V*A + AV X = D', where D' is a finite rank operator. It turns out to be convenient to consider V X A + AV* and V*A + AV X separately, although the relationship between them will prove to be useful. We therefore consider (2.5) in conjunction with V*A + AV X = D, using the operator D again as a matter of notational convenience and temporarily setting aside (2.4). Our first objective is to solve the two relationships for A, assuming D to be given. In a practical problem, A will of course be given and it is A ~l that we shall seek, using the following results. The invertibility of U, and I/* guarantees that B=0=>A=0, so it is enough to show the result for <x = 0. The case V*A + AV a =0 is reduced to V%A + AV o = 0 and thence to the situation where A arises from a continuously differentiable kernel, in a similar way, or by noticing that V*A + AV a = Q implies that V*A* + A*V a =Q and using (i). The proof of (ii) follows in a similar way using which are easy to establish.
• A further step is required to solve V X A + AV* = D for A, which, by the theorem, is equivalent to solving V a AV* = A m B%. In some cases (that is, for some operators A) this step is virtually immediate as we now show. Further deductions can of course be made if A is known to satisfy an additional condition, over and above (2.5), such as It is not surprising, of course, that singular integrals should introduce additional complication into the proceedings. The following lemma, which will prove to be useful later, gives another example in which Theorem 2 does not apply directly.
Lemma 2. Let p,qeL 2 (0,1) . Then
Conversely, given the previous equation and applying Lemma 1 gives the result.
• One final illustration is required to dispel the idea that we are, in effect, only able to deal with the operator A = /iI -K, where K is generated by a difference kernel. We have already noted that the class of eligible operators includes those of the form A = P m Q* where P m and Q m are bounded operators which commute with V a . A simple example of such an operator is A = / + K where
This A can be written in the form A = P t Pf + P 2 P* where P t = / and These operators P t and P 2 have the required properties and therefore V a A + AV* has rank two by the foregoing theory. It can be confirmed that (V a K + KV*)(/) = (<t>,PJ a )P 2 f* whence VJLV*4> = CC*4 where C0 = f5(P 2 /J(x-t)^(O*. It is easy to check that C = V a P 2 whence the expression of K in the form P*P 2 can be recovered. Obviously, E has the same rank as D. Adapting (2.6) we find that
Inverse operators
he rank of F exceeds that of E by no more than two. Rather than make use of (3.4), the counterpart of (3. if § m and f m exist. The formulae (3.14) and (3.15) are the counterparts for A' 1 of (2.10) and (2.11).
An alternative expression for the resolvent kernel r results from A~l = f m S$,, under the same conditions as those prevailing for the version (3.12). This is By taking j=l,...,n, we produce a system of equations for c lt ...,c n .
Another system for d y ,..., d n can be constructed in a similar way from the adjoint of (4.2).
To express this process in general terms, suppose that A<S>j=hj (j=l,...,n) for some chosen hj. Then The 2n elements O,,...,<!>", x ¥ 1> ...,*¥" are thus required to determine c t ,...,c n . In the two specific cases considered above the number of distinct elements needed is reduced by virtue of relationships between the sets (hj) and (VJij). Choices of (hj) other than those we have given have this desirable property, such as h J =P J -l , where Pj is the Legendre polynomial of order j .
There is evidently scope for representing (c m ) (and similarly (d m )) in terms of other elements of L 2 (0,1) and hence for representing A' 1 . The issue of whether the elements c m and d m have the properties which make (3.12) available will be considered by means of examples in the next section.
Applications (a) Compact operators with difference kernels
The natural starting point for examining h o w the theory may be put into practice is to consider A = \d -K with K given by (1.3) . W e assume that the kernel k generating K is such that keL 2 ( -1,1 ). This is a case which has been investigated by other authors and we can show how existing and new representations of A ~l can be constructed by the approach developed above. (As before, we assume that fil -K is invertible.)
For where Aa> x =V x k. This leads to the representation of A~l derived (in the case a = 0 ) by Sakhnovich [6] . This is, however, less appealing than alternative formulae for E since the calculation of co x is not as simple as others. At this point we notice that it is the operator E which we seek rather than the individual vectors c m and d m which form it. We therefore write E = (<f>,3 m )c m and seek other representations by varying c m and 3 m . Since E is to remain fixed the subspace spanned by c t and c 2 will be that spanned by c t and c 2 , with the corresponding result for <?! and Now since X is of the form fil + compact operator, for /i#0, the Fredholm Alternative shows that (5.7) will have a unique solution w a provided that Either of the equivalent expressions (5.11) for n</) a may be used to replace (/>" and </ >î n (5.4), giving c x and c 2 in terms of <j/ and x-The manipulation leading to A~l is straightforward since $ a and <f> p satisfy the conditions which allow the factorisation (3.8) and (5.11) gives Then, using (5.4) we obtain a similar expression for (<f>f,f a )p 2 
