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THE DISTRIBUTION OF VALUES OF SHORT HYBRID
EXPONENTIAL SUMS ON CURVES OVER FINITE FIELDS II
KIT-HO MAK
Abstract. Let p be a prime number, C be any absolutely irreducible affine
plane curve over Fp, g, f ∈ Fp(x, y), and J be an interval. We continue the
study of the distribution of the values of short hybrid exponential sums of the
form
SH(x;C) = ∑
P ∈C,x<x(P )≤x+H
y(P )∈J
χ(g(P ))ψ(f(P ))
on x ∈ I for some short interval I. We show that under some natural condi-
tions, the limiting distribution of the sum SH(x;C) is Gaussian for all curve
C. This largely generalizes a previous result of the author and Zaharescu.
1. Introduction
One of the main theme of research in analytic number theory is to understand
the distribution of short character sums and exponential sums. Let p be a prime,
let χ be a multiplicative character modulo p, and let ψ be an additive character
modulo p. Let f, g ∈ Fp(x) be two rational functions. The short hybrid exponential
sum is defined by
(1.1) SH(x) = ∑
x<n≤x+H
χ(g(n))ψ(f(n)),
where H = H(p) ≤ p. We employ the convention that all sums in our paper will
exclude the poles of f and g. When χ is the quadratic character, g(x) = x and ψ is
trivial, Davenport and Erdo¨s [3] showed that the resulting character sum
(1.2) SH(x) = ∑
x<n≤x+H
χ(n)
tends to a Gaussian distribution with mean zero and variance H when p tends to
infinity, provided that H →∞ and logH/ log p → 0 as q →∞. More precisely, they
showed that under such conditions,
lim
p→∞
1
p
∣{0 ≤ x ≤ p − 1 ∶ SH(x) ≤ λ√H}∣ = 1√
2pi
∫ λ
−∞
e−t
2/2 dt.
In [2], the result of Davenport and Erdo¨s is generalized to the case of an n-
dimensional sum of quadratic characters of the form
SH(x1, . . . , xn) = ∑
x1<z1≤x1+H
⋯ ∑
xn<zn≤xn+H
χ(z1 + . . . + zn),
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and obtained a Gaussian distribution in that case. Lamzouri [8] studied the sum
(1.2) when χ is non-real, and obtained a two dimensional Gaussian distribution for
such sums.
In a previous paper [10], the author and Zaharescu investigated a more general
type of short hybrid exponential sums over a plane curve. Let p be a prime, and
let C be an absolutely irreducible affine curve over Fp of degree D, defined by the
equation P (x, y) = 0 with degy P (x, y) ≥ 1, where degy denotes the degree in y.
Let χ be a multiplicative character and ψ be an additive character modulo p. Let
f, g ∈ Fp[x, y] be two rational functions on C, and let and J = [αp,βp) be an
interval (0 ≤ α < β ≤ 1). Define the short hybrid exponential sum over C by
(1.3) S(x) = SH(x;C) ∶= ∑
P ∈C,x<x(P )≤x+H
y(P )∈J
χ(g(P ))ψ(f(P )).
Note that when C is the affine line y = 0, the above sum (1.3) reduces to the hybrid
sum (1.1). The author and Zaharescu proved that the distribution of S(x) tends to
a Gaussian distribution when projected to any line through the origin, under some
natural assumptions (to ensure the sum S(x) is not trivial) on χ,ψ, f, g, and under
the condition on C that no two points on C with y-coordinates in J can share a
common x-coordinates. More precisely, let I be an interval of length at least p1/2+ǫ.
Set
(1.4) uθ(x) = S(x)e−iθ + S(x)eiθ
2((β − α)H)1/2 ,
which is the (suitably normalized) projection of S(x) on the line y = eiθx, and let
Gp,θ(λ) be the number of x with uθ(x) ≤ λ, then
lim
p→∞
Gp,θ(λ)∣I ∣ =
1
pi
∫ λ
−∞
e−t
2
dt
when S(x) is not real. Note that here the normalization required is different from
that of Davenport-Erdo¨s. When S(x) is real then we obtained the same Gaussian
distribution as in the case for Devenport-Erdo¨s.
Although the work [10] generalized the result of Davenport-Erdo¨s to a large
extend, the condition that no two points on C with y-coordinates in J can share
a common x-coordinates is a serious restriction. This restriction essentially says
that the results in [10] are only valid when C is a rational curve or a hyperelliptic
curve (and J sits inside [0, (p − 1)/2] or [(p + 1)/2, p − 1]). It is the aim of this
paper to remove this restriction and obtain Gaussian distributions for short hybrid
exponential sums of the form (1.3) over all plane curves. We will also generalize
the arguments in [8,10] to study the two dimensional distribution of such sums on
the complex plane. Note that our results on the two-dimensional distribution are
new as long as ψ is non-trivial or if f(n) ≠ n, even when C is the affine line. The
new idea here is to introduce certain families of curves related to the exponential
sums, and study their properties as a fibration using deeper tools from algebraic
geometry. This enables us to study the sums (1.3) in general.
2. Statements of Main Results
Let p be a large prime, and C be an absolutely irreducible affine plane curve
over Fp defined by the equation P (x, y) = 0 that is not a vertical line (i.e. the line
DISTRIBUTION OF VALUES OF SHORT HYBRID EXPONENTIAL SUMS II 3
defined by x = 0). Let D be the degree of C. Let χ be a multiplicative character
and let ψ be an additive character modulo p, not both trivial. Let f, g ∈ Fp(x, y)
be two rational functions on C. Let I ⊆ [0, p − 1] and J = [αp,βp) be intervals,
where 0 ≤ α < β ≤ 1. We also let H be an integer such that 1 ≤ H ≤ p. Since C
is irreducible, a standard argument using completions of exponential sums shows
that the number of points N on C inside the rectangle (x,x +H] × J is given by
(see for example [11])
N = (β − α)H +O(√p log2 p).
We are interested in the distribution of the values of the hybrid exponential sums
(1.3), namely,
S(x) = SH(x;C) ∶= ∑
P ∈C,x<x(P )≤x+H
y(P )∈J
χ(g(P ))ψ(f(P )),
for x ∈ I as p tends to infinity. It is understood that the poles of f, g are excluded
from the sum.
As observed in the case when C is the hyperelliptic curve [10], the distribution
of S(x) depends on whether it is complex (i.e. non-real) or real. If the sum S(x)
is non-trivial, it is complex unless ψ is trivial and χ is quadratic. We are able
to show that the distribution of S(x) is Gaussian in both cases. We will deal
with the complex case first, and show that S(x) has a two-dimensional Gaussian
distribution.
Theorem 2.1. Let p be a prime. Let C be an absolutely irreducible curve over Fp
defined by the equation P (x, y) = 0. Let g, f ∈ Fp(x, y) be two rational functions.
Let χ, ψ, I, J , H be as above.
If ψ is nontrivial, we assume f is nonlinear on C, i.e. f is not of the form
(linear terms) + h2(x, y)P (x, y)b
for any nonzero integer b, rational functions h1 ∈ Fp(x, y), h2 ∈ Fp(x, y), with h2
relatively prime to P (in this paper, all “linear terms” have coefficients in Fp). Let
f = f1
f2
with f1, f2 ∈ Fp[x, y], where f1, f2 have no common factors and both are of
degree less than p. Assume that
(1) if f is a polynomial, then write f(x, y) = r1(x)+ r2(x, y), where r1 consists
of all terms which do not depend on y. We further assume that either
(a) r2 is nonlinear on C, or
(b) if r2 is linear on C, we assume that deg r1 > 2.
(2) if f is not a polynomial, i.e. deg f2 ≥ 1, then assume that deg f2 = o(log p)
is small.
On the other hand, if ψ is trivial, then we assume that χ has order a > 2 (so that
S(x) is complex). Assume g(x, y) is not of the form
(2.1) ha1 + h2(x, y)P (x, y)b
for any nonzero integer b, h2 ∈ Fp(x, y) relatively prime to P and h1 ∈ Fp(x, y), and
if a is even, we further assume that g(x, y) is not a complete (a/2)-th power on C
(i.e. (2.1) cannot hold with a/2 in place of a).
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Fix an R ⊆ C to be a rectangle whose edges are parallel to the coordinate axes
(so that R does not change with p). If
lim inf
p→∞
log ∣I ∣
log p
> 1
2
,
logH = o(log p), and H →∞ as p→∞, then we have
lim
p→∞
1
∣I ∣
RRRRRRRRRRR
⎧⎪⎪⎨⎪⎪⎩x ∈ I ∶
S(x)√
H(β − α)/2 ∈ R
⎫⎪⎪⎬⎪⎪⎭
RRRRRRRRRRR =
1
2pi
∫ ∫
R
e−
x2+y2
2 dxdy.
Let uθ(x) be the normalized projection of S(x) onto the line y = eiθx as defined
in (1.4). We can recover the main theorems in [10] about the distribution of uθ(x)
immediately from Theorem 2.1, and show that the same distribution holds over all
(absolutely irreducible) curves.
Corollary 2.2. Notations and assumptions are as in Theorem2.1. For any λ ≥ 0,
let Gp(λ) be the number of x ∈ I with uθ(x) ≤ λ. We have
lim
p→∞
Gp(λ)∣I ∣ =
1√
pi
∫ λ
−∞
e−t
2
dt
for any θ.
For the real case, the distribution of S(x) is also (one-dimensional) Gaussian.
As in the case for Davenport-Erdo¨s, the normalization required is different from
the complex case.
Theorem 2.3. Let p be a prime. Let C be an absolutely irreducible curve over Fp
defined by the equation P (x, y) = 0. Let g ∈ Fp(x, y) be a rational function. Assume
that I, J , H satisfy the assumptions in Theorem 2.1, and that S(x) is real, i.e. ψ
is trivial and χ is the quadratic character. Suppose g(x, y) is not of the form
h21 + h2(x, y)P (x, y)b
for any nonzero integer b, h2 ∈ Fp(x, y) relatively prime to P and h1 ∈ Fp(x, y). For
any λ ≥ 0, let Gp(λ) be the number of x ∈ I with S(x) ≤ λ(H(β − α))1/2. We have
lim
p→∞
Gp(λ)∣I ∣ =
1√
2pi
∫ λ
−∞
e−
t2
2 dt.
The proof of these theorems will be based on estimates for various moments
attached to S(x) (see Theorem 4.1 and Theorem 4.2). In the course of estimation
we will need to understand the algebraic geometry of some curves related to C (see
Section 5). These moment estimates may be of independent interests. We will end
this section with several remarks discussing several aspects of the theorems.
Remark 2.4. As in the case when C is the affine line, Theorem 2.1 and 2.3 is in
some sense the best possible with respect to the range of ∣I ∣, and f has to be non-
linear. See [10, Example 2.6, 2.7] for counterexamples of Corollary 2.2 when these
conditions are violated. These are also counterexamples to Theorem 2.1 and 2.3
when the conditions are violated.
Remark 2.5. On the other hand, the assumption that C is absolutely irreducible
can be removed provided that g, f satisfy the assumptions of Theorem 2.1 and
2.3 for each irreducible component of C that are defined over Fp. We outline the
argument here. If C is any plane curve, let Γ1, . . . ,Γt be the absolutely irreducible
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components of C. Some of the Γi are defined over Fp and some may not. For
those Γi defined over Fp, our theorems apply and we get a Gaussian distribution
for SH(x; Γi). For those components that are not defined over Fp, it is well-known
that those components have only finitely many points (i.e. O(1) as p tends to
infinity) over Fp. So these components do not affect the overall distribution as p
tends to infinity. Since any two components intersect only at finitely many points,
we have SH(x;C) = ∑i SH(x; Γi) +O(1). Thus we get a Gaussian distribution for
SH(x;C).
Remark 2.6. It is also interesting to note that for any x, the number of summands in
S(x) is the number of pointsNBx(C) on C inside the rectangle Bx = (x,x+H]×J . It
is very possible that the distribution of NBx(C) is itself Gaussian, and this is known
to be true in some special cases, including the modular hyperbola xy = 1 [5] and
hyperelliptic curves [9]. We hope that the ideas in this paper can shed some light
to the problem of the distribution of NBx(C), and more generally the distribution
of points on curves inside rectangles that are too small for the Weil bound to be
useful.
3. Some preliminary lemmas
In this section, we collect together several lemmas that will be used later. The
first lemma is an estimate for incomplete hybrid exponential sums over space curves
is crucial in our argument. It is important to note that the lemma works even when
the underlying curve is not absolutely irreducible.
Lemma 3.1. Let p be a large prime, and let Y be an affine curve of degree D.
Let g˜, f˜ ∈ Fp(x1, . . . , xm) be two rational functions, and let dg˜, df˜ be the degrees of
the denominators of g˜, f˜ respectively. Let χ be a multiplicative character and ψ be
an additive character, not both trivial. Let J1, . . . ,Jm ⊆ [0, p − 1] be intervals, and
define the hybrid exponential sum SJ1,...,Jm by
SJ1,...,Jm = ∑
x∈Y ∩(J1×...×Jm)
χ(g˜(x))ψ(f˜(x)),
where x = (x1, . . . , xm). Let a be the order of χ. Suppose one of the following two
conditions is satisfied:
(1) χ is non-trivial, and there is no rational function g˜1 ∈ Fp(x1, . . . , xm) such
that g˜ − g˜1a vanishes identically on some irreducible component of Y ; or
(2) ψ is non-trivial, and there is no rational function f˜1 ∈ Fp(x1, . . . , xm) such
that f˜ − f˜1p + f˜1 is linear on some irreducible component of Y .
Then we have ∣SJ1,...,Jm ∣≪D(D + dg˜ + df˜ )√p logm p.
Proof. The case when all the Jj ’s are all full intervals is the main result in Perel’muter
[12], which uses the idea of Bombeiri-Weil type estimate on exponential sums along
a curve [1, 15]. The lemma then follows from a standard completion argument.
See [10, Lemma 3.1] for details. 
Next, we will introduce a probability model and investigate its properties. Let
X1, . . . ,XH be independent random variables uniformly distributed on the unit
circle, and let ZH = X1 + . . . +XH . The next lemma is about the expected value
E((ReZH)r(ImZH)s).
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Lemma 3.2. Let r, s ≥ 0 be integers. When r + s is odd, we have
E((ReZH)r(ImZH)s) = 0,
and when r + s = 2t is even, we have
E((ReZH)r(ImZH)s) = t!(Ht +O(t2Ht−1)) ∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−l.
Proof. Consider
E((ReZH)r(ImZH)s) = E ((ZH +ZH
2
)r (ZH −ZH
2i
)s)
= E ⎛⎝
r∑
j=0
1
2r
(r
j
)ZjHZHr−j s∑
l=0
1
(2i)s(
s
l
)Z lHZHs−l⎞⎠
= r∑
j=0
s∑
l=0
1
2r(2i)s(
r
j
)(s
l
)(−1)s−lE(Zj+lH ZHr+s−(j−l)).
Note that
E(ZaHZHb) = E ⎛⎝
⎛
⎝
H∑
j=1
Xj
⎞
⎠
a
(H∑
l=1
Xl)
b⎞
⎠
= ∑
1≤j1,...,ja≤H
∑
1≤l1,...,lb≤H
E(Xj1 . . .XjaXl1 . . .Xlb).
Since E(Xi) = E(Xi) = 0 and the Xi’s are independent, the above expectation is
zero unless a = b and j1, . . . , ja is a permutation of l1, . . . , lb. The lemma now follows
from noting that the number of combinations 1 ≤ j1, . . . , ja, l1, . . . , la ≤H such that
j1, . . . , ja being a permutation of l1, . . . , la is
a!(Ha +O(a2Ha−1)).

We will also need the normalized version of the above model. Let
Z˜H = ZH√
H/2 .
Clearly we have
(3.1) E((ReZ˜H)r(ImZ˜H)s) = 1(H/2)(r+s)/2E((ReZH)r(ImZH)s)
The following lemma, taken from [8, Lemma 3.2], shows that the joint distribution
of ReZ˜H and ImZ˜H is close to the characteristic function of a two-dimensional
standard Gaussian distribution.
Lemma 3.3. Let u, v be real numbers such that ∣u∣ , ∣v∣ ≤H1/4. Then
E(eiuReZ˜H+ivImZ˜H) = e−u2+v22 (1 +O (u4 + v4
H
)) .
DISTRIBUTION OF VALUES OF SHORT HYBRID EXPONENTIAL SUMS II 7
4. The moments M(r, s) and M(k)
In this section we will define the moments and start our calculation of these
moments. For any non-negative integers r, s, we define
M(r, s) ∶= ∑
x∈I
(ReS(x))r(ImS(x))s,
and
M(k) ∶=M(k,0) = ∑
x∈I
S(x)k.
Note that if S(x) is real, then M(r, s) = 0 when s > 0. Recall that D = degC. For
any rational function f ∈ Fp(x), we define dg, df to be the degree of the denominator
of g, f respectively. Set d = D + dg + df . Our estimates for the moments are the
following.
Theorem 4.1. Let S(x) be complex and satisfies the assumptions in Theorem 2.1.
Then we have
M(r, s) = t!Ht ∣I ∣ (β − α)t
2r+sis
∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−l
+O((t!)2Ht−1dr+s ∣I ∣ + 2tt!d2(r+s)Hr+s√p logr+s+1 p)
when r + s = 2t is even, and when r + s is odd, we have
M(r, s) = O(d2(r+s)Hr+s√p logr+s+1 p)
if ψ is nontrivial, and
M(r, s) = O((r + s − 1
2
)!dr+s−1H( r+s−12 ) ∣I ∣ + d2(r+s)Hr+s√p logr+s+1 p)
if ψ is trivial.
Theorem 4.2. Let S(x) be real and satisfies the assumptions in Theorem 2.3.
Then we have
M(k) = O(Hkd2k√p logk+1 p).
when k is odd, and
k!
2
k
2 (k
2
)! ∣I ∣H
k
2 (β − α) k2 +O((k/2)!dkHk/2−1 ∣I ∣ + d2kHk√p logk+1 p)
when k is even.
Note that these results on the moments are slightly different from those in [8,10]
since we did not normalize the moments here. To start the computation ofM(r, s),
we have
M(r, s) = ∑
x∈I
(ReS(x))r(ImS(x))s
= ∑
x∈I
(S(x) + S(x)
2
)
r
(S(x) − S(x)
2i
)
s
= 1
2r+sis
∑
x∈I
r∑
j=0
(r
j
)S(x)jS(x)r−j s∑
l=0
(−1)s−l(s
l
)S(x)lS(x)s−l
= 1
2r+sis
r∑
j=0
s∑
l=0
(r
j
)(s
l
)(−1)s−lS(j + l, r + s − (j + l)),(4.1)
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where
S(j1, j2) = ∑
x∈I
S(x)j1S(x)j2 .
In Section 6, we will prove the following about S(j1, j2).
Lemma 4.3. Let S(x) be complex and satisfies the assumptions in Theorem 2.1.
If ψ is non-trivial, we have
(4.2) S(j, j) = j!Hj ∣I ∣ (β − α)j +O((j!)2Hj−1d2j ∣I ∣ + 2jj!H2jd4j√p log2j+1 p)
when j1 = j2 = j, and
(4.3) S(j1, j2) = O(d2(j1+j2)Hj1+j2√p logj1+j2+1 p).
when j1 ≠ j2.
If ψ is trivial, let a > 2 be the order of χ, then
(4.4) S(j, j) = j!Hj ∣I ∣ (β − α)j +O(j!d2jHj−1 ∣I ∣ + d4jH2j√p logj+1 p)
when j1 = j2 = j,
(4.5) S(j1, j2) =
O([j1 + j2 − 1
2
]!dj1+j2−1H[ j1+j2−12 ] ∣I ∣ + d2(j1+j2)Hj1+j2√p logj1+j2+1 p)
when j1 − j2 is a multiple of a, and
(4.6) S(j1, j2) = O(Hj1+j2d2(j1+j2)√p logj1+j2+1 p)
otherwise.
Lemma 4.4. Let S(x) be real and satisfies the assumptions in Theorem 2.3. We
have
(4.7) S(j1, j2) = (j1 + j2)!
2
j1+j2
2 ( j1+j2
2
)!H
j1+j2
2 ∣I ∣ (β − α) j1+j22
+O(j!dj1+j2H j1+j22 −1 ∣I ∣ + d2(j1+j2)Hj1+j2√p logj1+j2+1 p)
when j1 + j2 is even, and
(4.8) S(j1, j2) = O(Hj1+j2d2(j1+j2)√p logj1+j2+1 p)
when j1 + j2 is odd.
Expanding the sum S(x) in S(j1, j2), we obtain
S(j1, j2) = ∑
x∈I
∑
P1∈C,x<x(P1)≤x+H
y(P1)∈J
⋯ ∑
Pj1+j2 ∈C,x<x(Pj1+j2)≤x+H
y(Pj1+j2)∈J
(4.9)
j1∏
l=1
χ(g(Pl))ψ(f(Pl)) j1+j2∏
l=j1+1
χ¯(g(Pl))ψ¯(f(Pl))
= ∑
x∈I
∑
P1∈C,x<x(P1)≤x+H
y(P1)∈J
⋯ ∑
Pj1+j2 ∈C,x<x(Pj1+j2)≤x+H
y(Pj1+j2)∈J
χ( g(P1) . . . g(Pj1)
g(Pj1+1) . . . g(Pj1+j2))ψ
⎛
⎝
j1∑
l=1
f(Pl) − j1+j2∑
l=j1+1
f(Pl)⎞⎠ .
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When C is the affine line and J is the full interval, all the x(Pi) lie on a straight
line and the usual way is to proceed by switching the order of summation and then
use the classical Bombieri-Weil bound on A1. For a general curve the contents inside
the characters are generally not a rational function on C. So the usual strategy does
not work. Instead, we will introduce two families of auxiliary curves Ch and C
o
h
in the next section, and transform the contents inside the characters into rational
functions on these curves.
5. The auxillary curve Ch
Recall that C ⊆ A2p ∶= A2(Fp) is an absolutely irreducible affine plane curve (not
necessarily smooth) over Fp of degree d > 1, defined by the equation P (x, y) = 0.
Fix r integers h1, . . . , hr, which may or may not be distinct. Let h = (h1, . . . , hr).
Define the variety Ch ⊆ Ar+1 by the following system of equations:
(5.1) P (x + hi, yi) = 0 ∀ 1 ≤ i ≤ r.
Similar constructions have appeared in [9–11]. Note that there are totally r equa-
tions and r + 1 variables (x and yi for 1 ≤ i ≤ r). It is easy to see that Ch is a curve
for any h. Its degree is at most dr, where d is the degree of C.
A point (x, y1, . . . , yr) corresponds to an r-tuple (P1, . . . , Pr) of points on C such
that x(Pi) = x+hi for all 1 ≤ i ≤ r. It is clear that this correspondence is one-to-one.
Therefore, the sum in (4.9) is the same as summing points on Ch for all possible
h = (h1, . . . , hr) with 0hi ≤H .
We are interested in the irreducibility of this curve Ch. It is not difficult to see
that for any C, the curve Ch cannot be irreducible if there are i ≠ j such that
hi = hj . The total number of h with this property is at most O(Hr−1). The
following proposition states that most of the other Ch are irreducible.
Proposition 5.1. Let p be a large prime, and let C be an absolutely irreducible
curve over Fp. Let H = H(p) > 0 be an integer function that tends to infinity as p
tends to infinity, and let h = (h1, . . . , hr) with 0 < hi ≤H for all i. The curve Ch is
absolutely irreducible except for at most Or(Hr−1) of them.
To prove Proposition 5.1, we first construct a variety related to Ch. Let V be
the variety defined by the set of equations (5.1), but with the hi also considered as
variables. Thus V is of dimension r. The structure of V is very simple.
Lemma 5.2. The variety V is isomorphic to Cr. In particular V is absolutely
irreducible (since C is).
Proof. Let Cr be defined by P (xi, yi) = 0 for 1 ≤ i ≤ r. The map Cr → V given by
xi ↦ x + hi (and yi maps to itself) is clearly a (linear) isomorphism. 
Let φ ∶ Cr → Ar−1 be the fibration given by
(5.2) φ(x1, . . . , xr, y1, . . . , yr) = (x2 − x1, x3 − x1, . . . , xr − x1).
It is easy to see that Ch is isomorphic to Ch+a for any a, where h+a = (h1+a, . . . , hr+
a). Therefore, it suffices show that the fibres of φ over the box (−H,H]r−1 are
absolutely irreducible except for at most Or(Hr−2) of them, because H translate
of the tuples (0, h2, . . . , hr) with −H < hi ≤ H covers (0,H]r. Since the number of
fibres with at least one pair of xi = xj is Or(Hr−2), we may assume that all the xi’s
are distinct.
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Let C be the projectivization of C, and consider the rational map φ ∶ Cr ⇢ Pr−1
extending the map φ in (5.2). Let C˜ be the normalization of C. Let φ˜ ∶ C˜r ⇢ Pr−1
be the map that makes the following diagram commutes.
C˜r

φ˜
!!
❈
❈
❈
❈
Cr
φ
//❴❴❴ P
r−1
The generic fibre of φ˜ is irreducible since C˜r is (the generic point of C˜r maps to
the generic point of Pr−1). Since Pr−1 is normal, every fibre of φ˜ is connected by
Zariski’s connectedness theorem [6].
On the other hand, as the xi’s are all distinct, a point P = (h2, . . . , hr) ∈ Pr−1 is
a regular point of φ˜ unless there are distinct 1 ≤ i, j ≤ r such that both xi and xj
are critical values of the map C˜ → P1x (here P
1
x is the projective line with variable
x). These are all linear conditions. Therefore, a point P can be a critical value
only if it lies on a union of proper linear subspaces in Pr−1. Since the number of
points inside a linear subspace Q whose all coordinates are in (−H,H] is at most
Or(Hr−2), the number of critical values of φ˜ is at most Or(Hr−2). The fibre over a
regular point is smooth, so the fibres of φ˜ are smooth except for at most Or(Hr−2)
of them.
We have shown that except for at most Or(Hr−2) of the fibres, all other fibres
of φ˜ are both connected and smooth, hence they are absolutely irreducible. Their
corresponding fibres in φ ∶ Cr → Pr−1 are thus absolutely irreducible. This completes
the proof of Proposition 5.1.
Remark 5.3. It is easy to see that for any h, the curve Ch is rational when C is
rational. Hence they are irreducible. When C is hyperelliptic, and when all the hi
are distinct, then the author [9] showed that Ch is irreducible. It is very possible
that the same is true for all curve C, i.e. the set
{(h1, . . . , hr) ∈ (0,H]r ∶ hi ≠ hj for i ≠ j,CH is not absolutely irreducible}
is empty. In any case, a more precise estimate on the cardinality of the above set
will improve the error terms of the moments, but the author was not able to prove
anything better than Proposition 5.1.
Next, we let Co
h
be defined by the equations (5.1) together with the condition
that whenever hi = hj for some i ≠ j, then we require yi ≠ yj . Thus a point(x, y1, . . . , yr) corresponds to an r-tuple (Pi, . . . , Pr) such that x(Pi) = x + hi and
all Pi are distinct. Note that C
o
h
= Ch when all the hi are distinct. It is easy to see
that Co
h
is obtained from Ch by removing finitely many points, so it is an open set
in the curve Ch. In particular, C
o
h
is itself an affine curve (see [7, Lemma I.4.2]). As
an open affine in an absolutely irreducible curve, we immediately have the following
for Co
h
.
Corollary 5.4. Let h = (h1, . . . , hr) with 0 < hi ≤ H for all i. The curve Coh is
absolutely irreducible except for at most Or(Hr−1) of them.
Next, we will consider a family of rational functions on Ch, and determine
whether it is non-trivial in the sense that Lemma 3.1 is applicable to such func-
tions. We first describe our setting. Let h = (h1, . . . , hj1+j2) be as usual. Let
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y1, . . . , yj1+j2 be a set of indeterminates that may or may not be distinct, but we
impose the restriction that yi and yj can stand for the same indeterminate only
if hi = hj (the converse need not hold). Let Y be the set of all indeterminates,
i.e. Y = {y1, . . . , yj1+j2} (with multiplicities discarded). Clearly Y depends on h,
but one h can yield different Y according to whether we give two distinct variables
to a pair hi = hj or not. We will say Y belongs to h if a set of indeterminates
Y = {y1, . . . , yj1+j2} can be constructed from h in the above fashion. Let IY be the
set of indices corresponding to the distinct indeterminates in Y, i.e. Y = {yi ∶ i ∈ IY},
and let
t = t(Y) ∶= {hi ∶ i ∈ IY},
where as an ordered pair we require it to preserve the original order of h and keep
only the first occurrence of duplicated yi.
Let f ∈ Fp(x, y) be a rational function on C, and consider the combination
(5.3) F (x,Y) = j1∑
j=1
f(x + hj , yj) − j1+j2∑
j=j1+1
f(x + hj , yj).
Then F can be viewed as a rational function on the curve Ct, and if we want
distinct indeterminates to correspond to distinct points on C, we can view F as a
rational function on Co
t
. The following proposition characterizes when is F (x,Y)
non-trivial.
Proposition 5.5. Let p be a large prime, and let C be an absolutely irreducible
plane curve over Fp. Let f ∈ Fp(x, y) be a rational function on C, f = f1/f2,
f1, f2 ∈ Fp[x, y], deg f1,deg f2 < p and f1, f2 has no common factors. Suppose that
f is not linear on C, and subject to the following conditions:
(1) If f is a polynomial, then write f(x, y) = r1(x)+ r2(x, y), where r1 consists
of all terms which do not depend on y. We further assume that either r2 is
not linear, or if r2 is linear, then deg r1 ≥ 3.
(2) If f is not a polynomial, i.e. deg f2 ≥ 1, then assume deg f2 = o(log p) is
small.
Let H, j1, j2 be positive integers so that both H = o(log p) and j1+j2 = o(log p). Let
0 < h1, . . . , hj1+j2 ≤ H be integers, which may or may not be distinct. Let F (x,Y)
and t(Y) be defined as in (5.3). If F = h˜p − h˜ + (linear terms) for some rational
function h˜ on any irreducible component of Ct(Y), then we must have j1 = j2 and
F (x,Y) is the zero polynomial.
Note that since Co
t
differs from Ct only be omitting finitely many points, the
same conclusion holds (under the same assumption) for Co
t
.
Proof. Since we are considering functions modulo C, we may assume that the y-
degree of f1 and f2 are both smaller than the y-degree of C. Collect the terms in
F that correspond to the same indeterminate yi and renaming if necessary, we get
(5.4) F =m1f(x + u1, y1) + . . . +mrf(x + ur, yr),
where the mi are integers, 0 < ui ≤ H may or may not be distinct, and the yi are
distinct indeterminates. It suffices to show that m1, . . . ,mr are all zero.
Assume on the contrary that not all mi are zero, then by removing the mi that
are zero, we may assume that mi ≠ 0 for all i in (5.4). Let Γ be a component of Ct
such that F is of the form F = h˜p − h˜+ (linear terms) on Γ. Note that Γ is a curve.
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First suppose f is a polynomial. Then F is also a polynomial. Since deg f < p,
we also have degF < p. The special form of F implies that F is linear on Γ. Let
Ci be the curve defined by P (x + ui, yi) = 0. Consider the i-th projection
pii ∶ Γ ⊆ Ct Ð→ Ci.
Since Ci are isomorphic to C, they are absolutely irreducible. Thus at least one of
the pii are surjective. Write f(x, y) = r1(x) + r2(x, y), then
F (x, y) = (m1r1(x + u1) + . . . +mrr1(x + ur)) + (m1r2(x, y1) + . . . +mrr2(x, yr)).
The surjectivity of pii means that F must be linear on yi. By our construction on
r2 this implies r2(x, y) = c2y is linear. Hence,
R1(x) =m1r1(x + u1) + . . . +mrr1(x + ur)
is linear on Γ. Thus R1(x) itself is linear since R1 depends only on x but not the
yi’s. This is not possible since deg r1 ≥ 3 and j1 + j2 = o(log p), which means the
coefficient of xdeg r1−1 in R1(x) does not vanish.
On the other hand, suppose deg f2 ≥ 1. From (5.4), we have
F = F1
f2(x + u1, y1) . . . f2(x + ur, yr)
for some polynomial F1(x, y1, . . . , yr). The assumptions that both j1+j2 and deg f2
are small implies that the denominator has degree less than p. Thus the denomina-
tor of F is nonconstant and has degree less than p on any irreducible component.
So F cannot be in the form F = h˜p − h˜ + (linear terms) neither. 
6. Computation of S(j1, j2)
In this section we will continue our calculation of the moments. The sum in (4.9)
is the same as summing over the points on the curves Ch for all h = (h1, . . . , hj1+j2)
with 0 < hi ≤H , with the correspondence Pi ↔ (x + hi, yi), i.e.
(6.1) ∑
x∈I
∑
P1∈C,x<x(P1)≤x+H
y(P1)∈J
⋯ ∑
Pj1+j2 ∈C,x<x(Pj1+j2 )≤x+H
y(Pj1+j2 )∈J
= ∑
h∈(0,H]j1+j2
∑
(x,y1,...,yj1+j2 )∈Ch
x∈I,yi∈J
However, we will need a finer splitting of the sum. Let Pi = (x + hi, yi). We regard
each tuple (P1, . . . , Pj1+j2) as a point on the curve
P (x + hi, yi) = 0 ∀ 1 ≤ i ≤ j1 + j2,
but with yi, yj stand for the same indeterminate if and only if Pi = Pj (thus, in
contrary to (5.1), there may be duplicated equations above). In this way the tuple
is viewed as a point on Co
t(Y), where t(Y) is defined as in Section 5, and the contents
inside the characters of (4.9) become rational functions on Co
t(Y). Each such tuple(P1, . . . , Pj1+j2) lies on exactly one of these curves Cot(Y) for an h = (h1, . . . , hj1+j2)
with 0 < h1 ≤H , and Y belongs to h. Let
Yh = {Y ∶ Y belongs to h}.
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Then the sum (4.9) can be split as
S(j1, j2) = ∑
h∈(0,H]j1+j2
∑
Y∈Yh
∑
x∈I,yi∈J
x∈Co
t(Y)
χ( g(x + h1, y1) . . . g(x + hj1 , yj1)
g(x + hj1+1, yj1+1) . . . g(x + hj1+j2 , yj1+j2))
ψ
⎛
⎝
j1∑
l=1
f(x + hl, yl) − j1+j2∑
l=j1+1
f(x + hl, yl)⎞⎠
= ∑
h∈(0,H]j1+j2
∑
Y∈Yh
∑
x∈I,yi∈J
x∈C
o
t(Y)
χ(G(x,Y))ψ(F (x,Y)),(6.2)
where
(6.3) G(x,Y) = g(x + h1, y1) . . . g(x + hj1 , yj1)
g(x + hj1+1, yj1+1) . . . g(x + hj1+j2 , yj1+j2)
and F (x,Y) is defined in (5.3). Note that when hi are all distinct, the splitting
(6.2) above is the same as (6.1). To evaluate S(j1, j2), we will need to consider two
cases depending on whether ψ is trivial or not.
6.1. The case when ψ is non-trivial. In this subsection we assume that ψ is
non-trivial. We recall from (5.3) that
F (x,Y) = j1∑
j=1
f(x + hj , yj) − j1+j2∑
j=j1+1
f(x + hj , yj).
By Proposition 5.5 (and our assumptions on f), the function F (x,Y) is nonlinear
on Co
t(Y) unless j1 = j2 = j and F (x,Y) is zero. When f depends on y, this implies(yj+1, . . . , y2j) is a permutation of (y1, . . . , yj), and G(x,Y) is then automatically
zero. When f does not depend on y, F (x,Y) = 0 if (hj+1, . . . , h2j) is a permutation
of (h1, . . . , hj), but then we will still need (yj+1, . . . , y2j) to be a permutation of(y1, . . . , yj) in order to make G(x,Y) zero unless g does not depend on y. Thus if
any of the f or g depends on y, Lemma 3.1 is applicable unless (yj+1, . . . , y2j) to
be a permutation of (y1, . . . , yj). If both f and g does not depend on y, then the
sum is equivalent to one that has trivial ψ and g does not depend on y. Such sums
will be treated in the next subsection.
Let E be the set of t(Y) that contribute to the diagonal terms, then the number
of t(Y) that are off-diagonal is O(Hj1+j2). Therefore, by Lemma 3.1,
(6.4) ∑
h∈(0,H]j1+j2
∑
Y∈Yh
t(Y)∉E
∑
x∈I,yi∈J
x∈Co
t(Y)
χ(G(x,Y))ψ(F (x,Y))
= O(d2(j1+j2)Hj1+j2√p logj1+j2+1 p).
When j1 ≠ j2, all terms are non-diagonal and the above gives (4.3) in Lemma 4.3.
Now suppose that j1 = j2 = j and we have diagonal terms. In this case we have
F (x,Y) = 0, and this automatically implies G(x,Y) = 0. Thus the contribution of
each t(Y) ∈ E to the sum is exactly the number of points on Co
t(Y) inside the box B ∶=
I×[αp,βp). We now count the number of such t(Y). When y1, . . . , yj are all distinct
(and yj+1, . . . , y2j is a permutation of the y1, . . . , yj), then t(Y) = (h1, . . . , hj) = h
and Co
t(Y) = Coh = Ch, and there are a total of Hj +O(j2Hj−1) such h. Corollary
5.4 shows that all but O(Hj−1) of the Co
h
are absolutely irreducible, and since the
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Fp-points are uniformly distributed on an affine curve (see [11, Corollary 2.7]), each
of these irreducible curves contribute
(6.5) NB(Coh) = ∣I ∣ (β − α)j +O(d2j√p logj+1 p)
to the main term. For those Ch that are not absolutely irreducible, the maximum
possible number of components is bounded by the degree, which is O(d2j). Thus
(6.6) NB(Coh) = O(d2j ∣I ∣).
For any (y1, . . . , yj) with distinct components, there are j! possible permutations
of (yj+1, . . . , y2j), therefore these terms yield a total contribution of
j!(Hj +O(j2Hj−1))(∣I ∣ (β − α)j +O(d2j√p logj+1 p)) + j!O(d2jHj−1 ∣I ∣)
= j!Hj ∣I ∣ (β − α)j +O(j!j2Hj−1d2j ∣I ∣ + j!Hjd2j√p logj+1 p)(6.7)
to the main term. The other terms on the diagonal all have yi1 = yi2 for some i1 ≠ i2
and 1 ≤ i1, i2 ≤ j. The total number of such t(Y) is at most O(j!Hj−1), each such
curve Co
t(Y) has at most O(d2j ∣I ∣) points, and there are at most j! permutations
of (yj+1, . . . , y2j). So these terms together give a contribution of
(6.8) O((j!)2Hj−1d2j ∣I ∣)
to the main term, which is small compared to (6.7). Combining (6.7) and (6.8), we
get the total contribution of the diagonal, which is
(6.9) ∑
h∈(0,H]j1+j2
∑
Y∈Yh
t(Y)∈E
∑
x∈I,yi∈J
x∈Co
t(Y)
χ(G(x,Y))ψ(F (x,Y))
= j!Hj ∣I ∣ (β − α)j +O((j!)2Hj−1d2j ∣I ∣ + j!Hjd2j√p logj+1 p).
Finally, combining (6.4) and (6.9), we obtain
S(j, j) = j!Hj ∣I ∣ (β − α)j +O((j!)2Hj−1d2j ∣I ∣ + j!H2jd4j√p log2j+1 p).
This gives (4.2) in Lemma 4.3.
6.2. The case when ψ is trivial. Next we deal with the case when ψ is trivial.
Using the same splitting as in the previous case, (4.9) becomes
(6.10) S(j1, j2) = ∑
h∈(0,H]j1+j2
∑
Y∈Yh
∑
x∈I,yi∈J
x∈C
o
t(Y)
χ(G(x,Y)),
where G(x,Y) is defined in (6.3), i.e.
G(x,Y) = g(x + h1, y1) . . . g(x + hj1 , yj1)
g(x + hj1+1, yj1+1) . . . g(x + hj1+j2 , yj1+j2) .
Let a be the order of χ. Lemma 3.1 is applicable when G(x,Y) is not a complete
a-th power on any irreducible component of Co
t(Y). We need to consider two cases
according to whether g depends on y or not.
First, if g depends on y, then products and quotients of distinct yi’s cannot be
a complete a-th power. Hence, if the g(x+ hi, yi) stack up and become a complete
a-th power, it must come from a terms with the same yi (hence hi), or that the
same amount of such terms appear in both the numerator and the denominator.
In this case, we may obtain a complete a-th power by having clusters that have
the same yi in the numerator and the denominator of G, and group the remaining
terms into clusters each consisting of a terms with the same yi. We will call the
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terms that can completely form clusters in G the diagonal terms. Note that for
a = 2, both types of clusters need exactly two terms, and this will be the reason
that the case a = 2 exhibits a different behaviour. For the non-diagonal terms, we
can apply Lemma 3.1 to obtain the estimate
(6.11) ∑
x∈I,yi∈J
x∈C
o
t(Y)
χ(G(x,Y)) = O(d2(j1+j2)√p logj1+j2+1 p).
If j1 − j2 is not a multiple of a, then G(x,Y) cannot be a complete a-th power
and there are no diagonal terms. All terms in (6.10) can be estimated using (6.11).
Thus
S(j1, j2) = O(Hj1+j2d2(j1+j2)√p logj1+j2+1 p).
This is (4.6) of Lemma 4.3.
Now suppose j1 − j2 = ma for some integer m. Let j = min{j1, j2}. There are j
pairs of g(x + hi, yi) that have the same yi in the numerator and the denominator
of G, and the remaining terms are in ∣m∣ clusters each consisting of a terms with
the same yi. For such j1 and j2, it is not difficult to count the total number of such
t(Y) that make G a complete a-th power, which is
(6.12) j!
(∣m∣a)!
(a!)∣m∣ ∣m∣!Hj+∣m∣(1 +O(j2/H))
when a > 2, and is
(j1 + j2)!
2
j1+j2
2 ( j1+j2
2
)!H
(j1+j2)/2(1 +O((j1 + j2)2/H))
when a = 2.
For a > 2, S(j1, j2) is the largest when m = 0 and j1 = j2 = j. In this case, there
are a total of j!Hj(1 +O(j2/H)) diagonal terms, and the corresponding Co
t(Y) are
absolutely irreducible except for at most Hj−1 of them. Using (6.5) for irreducible
ones, and (6.6) for reducible ones, we see that the contribution of such terms to the
diagonal is
(6.13) j!Hj ∣I ∣ (β − α)j +O(j!d2jHj−1 ∣I ∣ + d2j√p logj+1 p).
Combining (6.13) with the error (6.11) from the off-diagonal terms (a total of
O(H2j) such terms), we get
S(j, j) = j!Hj ∣I ∣ (β − α)j +O(j!d2jHj−1 ∣I ∣ + d4jH2j√p logj+1 p).
This proves (4.4) of Lemma 4.3. When m ≠ 0, the total number of t(Y) that
contribute to the diagonal is at most O([ j1+j2−1
2
]!H[ j1+j2−12 ]), and so their contri-
bution to the diagonal is at most O([ j1+j2−1
2
]!dj1+j2−1H[ j1+j2−12 ] ∣I ∣), which is small.
Together with the non-diagonal terms, we get
S(j1, j2) =
O([j1 + j2 − 1
2
]!dj1+j2−1H[ j1+j2−12 ] ∣I ∣ + d2(j1+j2)Hj1+j2√p logj1+j2+1 p),
which is (4.5) of Lemma 4.3.
The case for a = 2 is slightly different. The off-diagonal terms can still be
estimated by (6.11), and when j1 + j2 is odd, there are no diagonal terms. This
gives (4.8) in Lemma 4.4. When j1+j2 is even, the number of t(Y) that contributes
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to the diagonal is
(j1+j2)!
2
j1+j2
2 ( j1+j2
2
)!
H
j1+j2
2 (1+O((j1 + j2)2/H)), and the corresponding
Co
t
(Y) are absolutely irreducible except for O(H j1+j22 −1) of them. Using (6.5) for
irreducible ones, (6.6) for reducible ones, and combining this with the error from
non-diagonal terms (6.11), we obtain
S(j1, j2) = (j1 + j2)!
2
j1+j2
2 ( j1+j2
2
)!H
j1+j2
2 ∣I ∣ (β − α) j1+j22
+O(j!dj1+j2H j1+j22 −1 ∣I ∣ + d2(j1+j2)Hj1+j2√p logj1+j2+1 p),
which is (4.7).
When g does not depend on y, then the assumption that deg g is small ensures
that product and quotients of distinct hi’s cannot be a complete a-th power. Hence,
if the g(x+hi, yi) stack up and become a complete a-th power, all these terms must
have the same hi (but contrary to the first case, here the yi need not be the same).
In this case, we may obtain a complete a-th power by having clusters that have
the same hi in the numerator and the denominator of G, and group the remaining
terms into clusters each consisting of a terms with the same hi. We will use the
splitting (6.1), which depends only on h. The calculations are very similar to the
case when g depends on y, and we have the same estimation as that case. We will
calculate the case when a > 2 and j1 = j2 = j, the other cases are similar and we
leave them to the reader.
As in the previous case, the number of h that lie inside the diagonal is (6.12)
with m = 0, for other terms we can apply Lemma 3.1 and get
∑
(x,y1,...,yj1+j2)∈Ch
x∈I,yi∈J
G(x,Y) = O(d4jH2j√p log p).
By Proposition 5.1, each of the Ch is absolutely irreducible except for at most
O(Hj) of them. For those irreducible curves the estimate in (6.5) is applicable to
Ch as well, and for those reducible curves (6.6) applies. Thus combining the above
two equalities and the above estimate for off-diagonal terms, we have
S(j, j) = j!Hj ∣I ∣ (β − α)j +O(j!d2jHj−1 ∣I ∣ + d4jH2j√p logp).
7. Computation of the moments M(r, s)
In this section we will finish our computation of the moments M(r, s) and prove
Theorem 4.1 and 4.2. From (4.1), we have
M(r, s) = 1
2r+sis
r∑
j=0
s∑
l=0
(r
j
)(s
l
)(−1)s−lS(j + l, r + s − (j + l)).
When S(x) is complex, we will apply (4.2) and (4.3) of Lemma 4.3. First suppose
that ψ is nontrivial. If r + s is odd, there are no main terms. We have
M(r, s) = O⎛⎝
1
2r+s
r∑
j=0
s∑
l=0
(r
j
)(s
l
)d2(r+s)Hr+s√p logr+s+1 p⎞⎠
= O(d2(r+s)Hr+s√p logr+s+1 p).
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If r + s = 2t is even, the main terms are hit when j + l = (r + s)/2 = t, and the rest
of the terms can be estimated as above. In this case we get
M(r, s) = 1
2r+sis
∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−lS(t, t) +O(d2(r+s)Hr+s√p logr+s+1 p)
= t!Ht ∣I ∣ (β − α)t
2r+sis
∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−l
+O((t!)2Ht−1dr+s ∣I ∣ + 2tt!d2(r+s)Hr+s√p logr+s+1 p).
Next, if ψ is trivial and χ has order a > 2, then we apply (4.4), (4.5) and (4.6)
of Lemma 4.3. If r + s is odd, we have
M(r, s) = O([r + s − 1
2
]!dr+s−1H[ r+s−12 ] ∣I ∣ + d2(r+s)Hr+s√p logr+s+1 p),
while if r + s = 2t is even, we have
M(r, s) = t!Ht ∣I ∣ (β − α)t
2r+sis
∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−l
+O(t!d2tHt−1 ∣I ∣ + d2(r+s)Hr+s√p logr+s+1 p).
Note that the main term here is the same as the case when ψ is nontrivial, and the
error term is slightly smaller.
Finally, if S(x) is real, then we apply Lemma 4.4. We are only interested in
M(k) =M(k,0) since we know that M(r, s) = 0 when s > 0. We have
M(k) = 1
2k
k∑
j=0
(k
j
)S(j, k − j).
If k is odd, we have
M(k) = O(Hkd2k√p logk+1 p),
which is the same as the case when ψ is nontrivial. However, when k is even,
the main term is different from the other cases. In this case, the main term is
contributed from every term since j − (k − j) = 2j − k is always even. Therefore we
have
M(k) = 1
2k
∑
0≤j≤k
(k
j
) k!
2
k
2 (k
2
)! ∣I ∣H
k
2 (β − α) k2
+O((k/2)!dkHk/2−1 ∣I ∣ + d2kHk√p logk+1 p)
= k!
2
k
2 (k
2
)! ∣I ∣H
k
2 (β − α) k2 +O((k/2)!dkHk/2−1 ∣I ∣ + d2kHk√p logk+1 p).
8. Proof of Theorem 2.1 and Theorem 2.3
In this section we will finish off the proof of the main theorems and get the desired
limiting Gaussian distribution. The derivation of the Gaussian distribution from
the moments are pretty standard (see for example [4]), and we include them here
for the sake of completeness. Again we will need to split into two cases depending
on whether S(x) is complex or real. We will follow (with modifications to suit our
situations) the arguments in [8, 10] below.
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8.1. The case when S(x) is complex. We first consider the case when S(x) is
complex. First we will normalize the sum S(x) by setting
S˜(x) =
√
2
H
1
2 (β − α) 12 S(x).
Likewise we define the normalized moments
(8.1) M˜(r, s) = 2 r+s2
H
r+s
2 (β − α) r+s2 M(r, s) = ∑x∈I(ReS˜(x))
r(ImS˜(x))s.
Remark 8.1. The reason for such a normalization can be seen as follows. When
S(x) is complex, by Theorem 4.1, we have
1
∣I ∣ ∑x∈I ∣Re(S(x))∣
2 = 1∣I ∣ ∑x∈I ∣Im(S(x))∣
2
∼
H(β − α)
2
as p tends to infinity. Likewise, when S(x) is real, by Theorem 4.2, we have
1
∣I ∣ ∑x∈I ∣S(x)∣
2
∼H(β − α).
This explain why we will need a different normalization for the real case below.
The main term in Theorem 4.1 (when r + s = 2t is even) is
t!Ht ∣I ∣ (β − α)t
2r+sis
∑
0≤j≤r,0≤l≤s
j+l=t
(r
j
)(s
l
)(−1)s−l.
Compare with Lemma 3.2, we obtain
(8.2) M(r, s) = ∣I ∣ (β − α)tE((ReZH)r(ImZH)s)
+O((t!)2Ht−1dr+s ∣I ∣ + 2tt!d2(r+s)Hr+s√p logr+s+1 p).
Let
φ(u, v) = 1∣I ∣ ∑x∈I e
iuReS˜(x)+ivImS˜(x)
be the characteristic function of the joint distribution of ReS˜(x) and ImS˜(x). We
will show the following about φ(u, v).
Proposition 8.2. Let p be a large prime, and let N be a positive integer such that
N logN = O(logH) and HN = O(∣I ∣ /p1/2+δ) for any δ > 0 (as long as ∣I ∣ has a
higher order than p1/2+δ). Then for any real numbers u, v such that ∣u∣ , ∣v∣ ≤H1/4,
we have
φ(u, v) = e−u2+v22 (1 +O (u4 + v4
H
)) +O (2Nu2N
N !
+ 2Nv2N
N !
+ 22N(uv)2N(2N)! )
+O((2N)!2d4NH−1 + 2NN !d4NH4N ∣I ∣−1√p log4N p)(1 + u2N)(1 + v2N )).
Proof. Using the Taylor expansion
eix = 2N−1∑
j=0
(ix)j
j!
+O ( x2N(2N)!) ,
we have
(8.3) φ(u, v) = 1∣I ∣ ∑x∈I
2N−1∑
r=0
2N−1∑
s=0
(iuReS˜(x))r(ivImS˜(x))s
r!s!
+E,
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where the error term E is
E = O ( 1∣I ∣ ∑x∈I (
(uReS˜(x))2N
(2N)! +
(vImS˜(x))2N
(2N)! +
(uvReS˜(x)ImS˜(x))2N
(2N)!2 ))
= O ( 1∣I ∣ (
u2N
(2N)!M˜(2N,0) +
v2N
(2N)!M˜(0,2N)+
(uv)2N
(2N)!2 M˜(2N,2N))) .
By Theorem 4.1 and (8.1), this gives
(8.4) E = O (2Nu2N
N !
+ 2Nv2N
N !
+ 22N(uv)2N(2N)! )
when H = o(log p). For the main term, which we denoted by M, consider
M = 1∣I ∣ ∑x∈I
2N−1∑
r=0
2N−1∑
s=0
(iuReS˜(x))r(ivImS˜(x))s
r!s!
= 1∣I ∣
2N−1∑
r=0
2N−1∑
s=0
(iu)r(iv)s
(H/2)(r+s)/2(β − α)(r+s)/2r!s!M(r, s).
Now invoke (8.2) and (3.1), we get
(8.5) M = 2N−1∑
r=0
2N−1∑
s=0
(iu)r(iv)s
r!s!
E((ReZ˜H)r(ImZ˜H)s)
+O(((2N)!2d4NH−1 + 2NN !d4NH4N√p log4N p ∣I ∣−1)(1 + u2N)(1 + v2N )).
Again from the Taylor series, the main term above is
2N−1∑
r=0
2N−1∑
s=0
(iu)r(iv)s
r!s!
E((ReZ˜H)r(ImZ˜H)s)
=(2N−1∑
r=0
(iuReZ˜H)r
r!
)(2N−1∑
s=0
(ivImZ˜H)s
s!
)
=E ((eiuReZ˜H +O ((uReZ˜H)2N(2N)! ))(eivImZ˜H +O (
(vImZ˜H)2N(2N)! )))
=E (eiuReZ˜H+ivImZ˜H) +O(2Nu2N
N !
+ 2Nv2N
N !
+ 22N(uv)2N(2N)! ) ,
where the error term is calculated in the same way as we calculate E. Now com-
bining the above equation, (8.3), (8.4), (8.5) and Lemma 3.3 yields Proposition
8.2. 
Theorem 2.1 now follows from Proposition 8.2 by exactly the same arguments
in [8, Section 4], which is also the method that Selberg used in his proof that
log ζ(1/2 + it) has a limiting two-dimensional Gaussian distributon (see [13, 14]).
8.2. The case when S(x) is real. When S(x) is real, we will need a different
normalization in the form of
SR(x) = 1
H
1
2 (β − α) 12 S(x),
and
MR(k) = ∑
x∈I
SR(x)k.
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The main term in Theorem 4.2 (for k even) is
k!
2
k
2 (k
2
)! ∣I ∣H
k
2 (β − α) k2 = 1 ⋅ 3 ⋅ . . . ⋅ (k − 1) ⋅ ∣I ∣ ⋅H k2 (β − α) k2 .
when k is even. Write
µk =
⎧⎪⎪⎨⎪⎪⎩
1 ⋅ 3 ⋅ . . . ⋅ (k − 1) , k even,
0 , k odd.
Then we have
lim
p→∞
MR(k)∣I ∣ = µk.
That is
(8.6) lim
p→∞
1
∣I ∣ ∑x∈I SR(x)
k = µk.
Recall that Gp(λ) is the number of x ∈ I such that S(x) ≤ λ(H(β − α))1/2,
i.e. the number of x ∈ I with SR(x) ≤ λ. Then Gp(λ) is a monotonic increasing
step-function of λ, with discontinuities at λ = λ1, . . . , λh, say. Note that Gp(λ) = 0
if λ < −H , and Gp(λ) = ∣I ∣ if λ ≥ H . Collect together the values of x ∈ I for which
SR(x) = λi, then (8.6) gives (with the convention Gp(λ0) = 0)
lim
p→∞
1
∣I ∣
h∑
j=1
(λj)k(Gp(λj) −Gp(λj−1)) = µk.
The LHS in the above equation can be written as a Riemann-Stieltjes integral
1
∣I ∣
h∑
j=1
(sj)k(Gp(λj) −Gp(λj−1)) = ∫ ∞
−∞
tk dφp(t),
where
φp(t) = 1∣I ∣Gp(λ).
On the other hand, set
φ(t) = 1√
2pi
∫ t
−∞
e−u
2/2 du,
that is, the distribution function for the standard Gaussian distribution. Then we
have
∫ ∞
−∞
tk dφ(t) = 1√
2pi
∫ ∞
−∞
tke−t
2/2 dt = µk
for all k. From this, one can deduce from probability theory (see [4]) that
lim
p→∞
φp(t) = φ(t).
This proves Theorem 2.3.
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