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Abstract
Starting with the Segal–Bargmann space, we investigate the Hankel operators with symbol functions in
a certain linear space. Given an appropriate symbol function, we consider the associated Hankel opera-
tor together with the Hankel operator associated with that symbol function’s complex conjugate. We give
a necessary and sufficient condition for the simultaneous membership of these two operators in the sym-
metrically-normed ideal associated with any given symmetric norming function.
© 2010 Elsevier Inc. All rights reserved.
Keywords: Symmetrically-normed ideal; Hankel operator; Segal–Bargmann space; Fock space
1. Introduction
Let dμ be the Gaussian measure on Cn centered at zero and normalized so that the measure
of the whole space is one. Therefore
dμ(z) = π−ne−|z|2 dV (z),
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the Fock space) H 2(Cn, dμ) is defined to be the subspace of L2(Cn, dμ) that consists of all
square integrable, entire functions on Cn.
We shall denote the orthogonal projection of L2(Cn, dμ) onto H 2(Cn, dμ) by P . One can
verify that the kernel function of P is e〈z,w〉. That is
P(ϕ)(z) =
∫
e〈z,w〉ϕ(w)dμ(w)
(
ϕ ∈ L2(Cn, dμ)).
Here and throughout this paper, 〈·,·〉 will denote the usual inner product on Cn.
Given a function f ∈ L2(Cn, dμ), we wish to define the corresponding Hankel operator
Hf :H
2(Cn, dμ) → L2(Cn, dμ)H 2(Cn, dμ) by
Hf = (I − P)Mf P,
where Mf denotes the operator of multiplication by f . (Note that f is referred to as the symbol
function of Hf .) This parallels the definition of Hankel operators for other function spaces. How-
ever, in the current setting, this definition may lead to an operator whose domain is not dense in
H 2(Cn, dμ). Consequently, we must impose some growth restriction on the symbol function.
We shall work with a family of symbol functions that was previously considered in [1] and [5].
For any ζ ∈ Cn, let τζ : Cn → Cn be the translation
τζ (w) = w + ζ
(
w ∈ Cn)
and consider the linear space
T (Cn)= {f ∈ L2(Cn, dμ): f ◦ τζ ∈ L2(Cn, dμ) for every ζ ∈ Cn}.
One can check that if f is in T (Cn), then {h ∈ H 2(Cn, dμ): f h ∈ L2(Cn, dμ)} is dense in
H 2(Cn, dμ). In [1], W. Bauer completely characterized those functions f ∈ T (Cn) for which
Hf and Hf are simultaneously bounded or compact. Prior to that, J. Xia and D. Zheng [5]
completely characterized those functions f ∈ T (Cn) for which Hf and Hf are simultaneously
members of the Schatten class Sp for 1 p < ∞.
The purpose of this paper is to show that Xia and Zheng’s result holds if the Schatten class
Sp is replaced by a more general symmetrically-normed ideal.
To facilitate the statement of our main result we introduce a few conventions that will be used
throughout this paper. First, we shall always consider Z2n to be a subset of Cn by identifying
(k1, l1, . . . , kn, ln) with (k1 + il1, . . . , kn+ iln) for any integers k1, l1, . . . , kn, ln. Next, the symbol
Q will always denote a particular cube in Cn:
Q = {(x1 + iy1, . . . , xn + iyn): x1, y1, . . . , xn, yn ∈ [−1,2)}.
Finally, for any f ∈ T (Cn) and any u ∈ Z2n we define the quantity J (f ;u) by
J (f ;u) =
{ ∫ ∫ ∣∣f (z) − f (w)∣∣2 dV (w)dV (z)}1/2.
Q+u Q+u
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Theorem 1.1. (See Xia and Zheng (2004) [5].) Let f ∈ T (Cn) and let 1 p < ∞. Then we have
the simultaneous membership of Hf and Hf in Sp if and only if
Φp
({
J (f ;u)}
u∈Z2n
)
< ∞,
where Φp denotes the symmetric norming function associated with the Schatten class Sp .
In their proof of Theorem 1.1, Xia and Zheng used properties of the Schatten classes that do
not have analogs for more general symmetrically-normed ideals. Therefore, it requires some new
ideas to extend their result. In this paper, we will show that the following obvious generalization
does in fact hold.
Theorem 1.2. Let f ∈ T (Cn) and let Φ be an arbitrary symmetric norming function. Then we
have the simultaneous membership of Hf and Hf in the associated symmetrically-normed ideal
SΦ if and only if
Φ
({
J (f ;u)}
u∈Z2n
)
< ∞. (1.1)
In the past, most investigations of this kind considered only questions of membership in the
Schatten classes. However, general symmetrically-normed ideals have gradually attracted greater
attention. Also, several other classes of symmetrically-normed ideals—such as the Lorentz ide-
als, the Macaev ideals, and the Orlicz ideals—have gained prominence.
2. Preliminaries
This section provides some background material on the general theory of symmetrically-
normed ideals. More details can be found in the seminal work [4].
Let H be any separable complex Hilbert space and let B(H) denote the bounded operators
on H. A norm | · |S defined on some two-sided ideal S of B(H) is called a symmetric norm if it
has the following additional properties:
(i) For any A,B ∈ B(H) and X ∈S, we have |AXB|S  ‖A‖|X|S‖B‖.
(ii) For any rank one operator X, |X|S = ‖X‖.
Property (i) is often referred to as the symmetric norming property. A two sided idealS = {0}
of B(H) is a symmetrically-normed ideal (or s.n. ideal for short) if there is defined on it a sym-
metric norm which makes S into a Banach space.
Given an s.n. idealS, letS(0) denote the closure of the finite rank operators in | · |S. We note
that S(0) may be a proper subset of S even when S = B(H) [4].
For the moment, let us consider only proper ideals of B(H). Thus, we have restricted our
attention to ideals of compact operators [2]. If A is any compact operator, let {sj (A)}∞j=1 be the
eigenvalues of (A∗A)1/2 enumerated in decreasing order and so as to include multiplicities. The
terms of this sequence are called the s-numbers of A. It can be shown that if | · |S is a symmetric
norm, then |A|S depends only on the s-numbers of A. This leads us to consider certain functions
on sequence spaces.
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A function Φ : c00 → [0,∞) is called a symmetric norming function if it is a norm with the
following additional properties:
(i) Φ(1,0,0, . . .) = 1.
(ii) Φ({ξj }j∈N) = Φ({|ξπ(j)|}j∈N) for any bijection π : N → N.
Given an arbitrary sequence of complex numbers ξ = (ξ1, . . . , ξk, . . .), we define ξm =
(ξ1, ξ2, . . . , ξm,0,0, . . .). The sequence {Φ(ξm)} is increasing, so we may extend Φ to a function
from the set of all sequences in C to [0,∞] by putting
Φ(ξ) = lim
m→∞Φ
(
ξm
)
.
It can be shown that if {sj (A)} denotes the sequence consisting of the s-numbers of a compact
operator A and Φ is a symmetric norming function, then SΦ = {A ∈ B(H): Φ({sj (A)}) < ∞}
is an s.n. ideal, with the corresponding symmetric norm |A|Φ = Φ({sj (A)}). Conversely, if S is
an s.n. ideal on a Hilbert space H and if {ej }j∈N is an orthonormal set in H, then
ΦS
({ξj }j∈N)= ∣∣∣∣∑
j∈N
ξj ej ⊗ ej
∣∣∣∣
S
defines a symmetric norming function and we have |A|S = |A|ΦS for every A ∈S(0).
The most well-known s.n. ideals are the Schatten classes. For any p such that 1 p < ∞, the
Schatten class Sp is the s.n. ideal that has
Φp(ξ) =
(∑
j
|ξj |p
)1/p
as its symmetric norming function. We will denote the Schatten p-norm of the operator A
by |A|p .
It is possible to generalize the notion of s-numbers to bounded operators [4]. Doing so allows
one to consider B(H) as the s.n. ideal SΦ∞ , where
Φ∞
({
sj (A)
})= sup{sj (A)}= ‖A‖.
In this paper, ‖A‖ will always denote the usual operator norm of A.
The duality theory associated with symmetrically-normed ideals is very simple. Let Φ be any
symmetric norming function. Define a new function Φ∗ : c00 → [0,∞), called the adjoint of Φ ,
by
Φ∗(η) = sup
ξ∈c00
[
1
Φ(ξ)
∑
j
|ηj ξj |
]
(η ∈ c00).
It can be shown that Φ∗ is itself a symmetric norming function and that (Φ∗)∗ ≡ Φ∗∗ = Φ . The
following important fact follows immediately from the definition of the adjoint.
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B ∈SΨ , then ∣∣tr(AB)∣∣ |A|Φ |B|Ψ .
3. Additional notation
We shall now complete the task of fixing notation. We begin by letting {e1, . . . , e2n} be the
standard basis for R2n ∼= Cn. A subset s = {p0, . . . , pk} of Z2n with 1  k  2n is said to be a
discrete segment if there exists an integer j with 1 j  2n and a vector r ∈ Z2n such that
pl = r + lej , 0 l  k.
We will call p0 and pk the endpoints of s, and we define the length of s to be the distance between
its endpoints. Therefore, if we denote the length of s by |s|, we have that |s| = card(s)− 1.
Let v = (v1, . . . , v2n) ∈ Z2n be fixed and suppose that v has at least one nonzero component.
Let j1 . . . jm be the members of {j ∈ Z: vj = 0, 1  j  2n} enumerated in ascending order.
We may inductively define a function γv : {0,1, . . . ,m} → Z2n by
γv(0) = 0 and γv(t) = γv(t − 1)+ vjt ejt .
Note that γv(m) = v. For 1 t m, let st (v) be the discrete segment in Z2n which has γv(t − 1)
and γv(t) as its endpoints. We shall call the union of s1(v), . . . , sm(v) the discrete path from 0
to v, and we shall denote it by Γ (v). In the case where v = 0, we define the discrete path from 0
to v to be the singleton set Γ (0) = {0}.
Later, we shall want an estimate on card(Γ (v)) in terms of |v|. First, note that |st | |v| for
1 t m. Taking the overlap in the discrete segments into account, we see that
card
(
Γ (v)
)= card(s1)+ · · · + card(sm)− (m− 1)
= |s1| + · · · + |sm| + 1
m|v| + 1.
Therefore, since m 2n:
card
(
Γ (v)
)
 2n|v| + 1. (3.1)
We conclude this section with two additional notational conventions. First, the symbol S will
denote the unit cube in Cn:
S = {(x1 + iy1, . . . , xn + iyn): x1, y1, . . . , xn, yn ∈ [0,1)}.
Finally, for any function f and any measurable set E we shall write fE to denote the mean value
of f on E with respect to the volume measure. That is
fE = 1
V (E)
∫
E
f dV.
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In this section, we will prove a lemma that allows us to obtain estimates on arbitrary symmetric
norms. Our starting point is the following result due to K. Fan [3].
Proposition 4.1. Suppose that ξ = {ξj } and η = {ηj } are both in c00. If ξ1  ξ2  · · · 0 and
k∑
j=1
ξj 
k∑
j=1
ηj (k = 1,2, . . .),
then for any symmetric norming function Φ ,
Φ(ξ)Φ(η).
Notice that Proposition 4.1 implies that if ξ1  ξ2  0 then
Φ(ξ1, ξ2,0,0, . . .)Φ(ξ1 + ξ2,0,0, . . .).
This simple observation motivates the proof of the following lemma.
Lemma 4.2. Suppose SΦ is a symmetrically-normed ideal and that A =⊕k∈N Ak . Then
|A|Φ Φ
({|Ak|1}k∈N).
Proof. Due to the properties of symmetric norms, it suffices to prove the lemma in the case
where Ak = 0 for all but a finite number of k’s. This means that it suffices to prove the lemma
under the additional assumption
|A1|1  |A2|1  · · · |Ak|1  · · · .
Let us write Hk = (A∗kAk)1/2 for every k  1. Then the s-numbers of A are just a re-enumeration
of the s-numbers of the Hk’s. Let m ∈ N be given. So there exist integers 1  k1 < · · · < k,
where m, and there exist orthogonal projections P1, . . . ,P such that
s1(A)+ · · · + sm(A) = tr(Hk1P1)+ · · · + tr(HkP).
The relation 1 k1 < · · · < k implies that j  kj for every j satisfying 1 j  . Hence
s1(A)+ · · · + sm(A) |Hk1 |1 + · · · + |Hk |1
= |Ak1 |1 + · · · + |Ak |1
 |A1|1 + · · · + |A|1
 |A1|1 + · · · + |Am|1. (4.1)
Since (4.1) holds for every m ∈ N, Proposition 4.1 implies that
Φ
({
sj (A)
}∞
j=1
)
Φ
({|Ak|1}k∈N).
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|A|Φ Φ
({|Ak|1}k∈N). 
5. The proof of sufficiency
In this section, we prove that if Φ is any symmetric norming function, then (1.1) implies that
Hf and Hf are in SΦ .
Our starting point is the following basic fact about symmetric norms.
Proposition 5.1. Let Φ be an arbitrary symmetric norming function. If an operator A is the weak
limit of a sequence of operators {Ak}∞k=1, then
|A|Φ  sup
k
|Ak|Φ.
Lemma 5.2. Let f ∈ T (Cn) and let Φ be any symmetric norming function. Furthermore, let
Yv =
∑
u∈Z2n
{
A(u,v)−B(u, v)+C(u, v)}, (5.1)
A(u,v) = MχS+uMf−fS+uPMχS+u+v , (5.2)
B(u, v) = MχS+uPMf−fS+u+vMχS+u+v , (5.3)
and
C(u, v) = (fS+u − fS+u+v)MχS+uPMχS+u+v . (5.4)
If ∑
v∈Z2n
|Yv|Φ < ∞,
then the commutator [Mf ,P ] is in SΦ and∣∣[Mf ,P ]∣∣Φ  ∑
v∈Z2n
|Yv|Φ.
Proof. Let E be any bounded Borel set. Observe that
MχE [Mf ,P ]MχE = MχE
∑
u∈Z2n
MχS+u [Mf ,P ]
∑
v∈Z2n
MχS+vMχE
=
∑
u∈Z2n
∑
v∈Z2n
MχEMχS+uMχE [Mf ,P ]MχS+u+vMχE
=
∑
2n
{ ∑
2n
MχEMχS+u [Mf ,P ]MχS+u+vMχE
}
.v∈Z u∈Z
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Yv =
∑
u∈Z2n
MχS+u [Mf ,P ]MχS+u+v .
Therefore
MχE [Mf ,P ]MχE =
∑
v∈Z2n
MχEYvMχE .
Hence ∣∣MχE [Mf ,P ]MχE ∣∣Φ  ∑
v∈Z2n
|Yv|Φ.
The result now follows from Proposition 5.1. 
Lemma 5.3. Let Φ be any symmetric norming function. Then there exists a constant R1, that
depends only on n, such that∣∣∣∣ ∑
u∈Z2n
A(u, v)
∣∣∣∣
Φ
R1e−|v|
2/12Φ
({
J (f ;u)}
u∈Z2n
)
for any f ∈ T (Cn), where A(u,v) is as in (5.2).
Proof. Observe that since L2(S+u,dμ) ⊥ L2(S+u′, dμ) for u = u′ it follows from Lemma 4.2
that ∣∣∣∣ ∑
u∈Z2n
A(u, v)
∣∣∣∣
Φ
=
∣∣∣∣ ∑
u∈Z2n
MχS+uMf−fS+uPMχS+u+v
∣∣∣∣
Φ
Φ
({|MχS+uMf−fS+uPMχS+u+v |1}u∈Z2n). (5.5)
We proceed by estimating the individual trace norms. Notice that
|MχS+uMf−fS+uPMχS+u+v |1
=
∣∣∣∣MχS+uMf−fS+uP( ∑
r∈Z2n
MχS+rMχS+r
)
PMχS+u+v
∣∣∣∣
1

∑
r∈Z2n
|MχS+uMf−fS+uPMχS+rMχS+r PMχS+u+v |1

∑
r∈Z2n
|MχS+uMf−fS+uPMχS+r |2|MχS+r PMχS+u+v |2. (5.6)
Now, we seek estimates for these Hilbert–Schmidt norms. Recall that the Hilbert–Schmidt
norm of an integral operator is equal to the L2 norm of its kernel function. Therefore
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=
∫ ∫ ∣∣χS+u(z)χS+r (w)(f (z)− fS+u)e〈z,w〉∣∣2 dμ(w)dμ(z)
= π−2n
∫
S+u
∫
S+r
∣∣f (z) − fS+u∣∣2e−|z|2 ∣∣e〈z,w〉∣∣2e−|w|2 dV (w)dV (z)
= π−2n
∫
S
∫
S
∣∣f (z + u)− fS+u∣∣2e−|(w−z)+(r−u)|2 dV (w)dV (z). (5.7)
Next, observe that∣∣(r − u)+ (w − z)∣∣2  |r − u|2 − 2|r − u||w − z| + |w − z|2
= 1
2
|r − u|2 + 1
2
(|r − u| − 2|w − z|)2 − |w − z|2
 1
2
|r − u|2 − |w − z|2
 1
2
|r − u|2 − α,
where α = sup{|w − z|2: w,z ∈ S}. Hence
e−|(w−z)+(r−u)|2  eαe−|r−u|2/2. (5.8)
Using this inequality in (5.7) yields
|MχS+uMf−fS+uPMχS+r |22  π−2neαe−|r−u|
2/2
∫
S
∫
S
∣∣f (z + u)− fS+u∣∣2 dV (w)dV (z)
= π−2neαe−|r−u|2/2
∫
S+u
∣∣f (z) − fS+u∣∣2 dV (z)
 π−2neαe−|r−u|2/2
∫
S+u
∣∣f (z) − fQ+u∣∣2 dV (z).
Notice that the last inequality here follows from the fact that fS+u is the constant function with
the minimal distance to f in L2(S + u,dV ). Now, since S + u ⊂ Q+ u we have that
|MχS+uMf−fS+uPMχS+r |22  π−2neαe−|r−u|
2/2
∫
Q+u
∣∣f (z)− fQ+u∣∣2 dV (z). (5.9)
Observe that if h ∈ L2local(Cn, dμ) and V (Ω) is finite, then it is easy to establish the following
general identity:∫
|h− hΩ |2 dV =
(
2V (Ω)
)−1 ∫ ∫ ∣∣h(z)− h(w)∣∣2 dV (w)dV (z). (5.10)
Ω Ω Ω
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|MχS+uMf−fS+uPMχS+r |22
 π−2neαe−|r−u|2/2
(
2V (Q)
)−1 ∫
Q+u
∫
Q+u
∣∣f (z)− f (w)∣∣2 dV (w)dV (z).
Therefore
|MχS+uMf−fS+uPMχS+r |2  eα/2e−|r−u|
2/4J (f ;u). (5.11)
(Here, and elsewhere in the rest of the paper, we overestimate in order to keep expressions as
simple as possible.)
Next, we estimate the other Hilbert–Schmidt norm in (5.6). Observe that
|MχS+r PMχS+u+v |22 =
∫ ∫ ∣∣χS+r (z)χS+u+v(w)e〈z,w〉∣∣2 dμ(w)dμ(z)
= π−2n
∫
S+r
∫
S+u+v
e−|w−z|2 dV (w)dV (z)
= π−2n
∫
S
∫
S
e−|(w−z)+(u+v−r)|2 dV (w)dV (z). (5.12)
Using the same argument as before, we can obtain an inequality analogous to (5.8):
e−|(w−z)+(u+v−r)|2  eαe−|u+v−r|2/2 = eαe−|r−(u+v)|2/2.
Together with (5.12) this implies that
|MχS+r PMχS+u+v |22  π−2neαe−|r−(u+v)|
2/2
∫
S
∫
S
dV (w)dV (z)
 eαe−|r−(u+v)|2/2.
Hence
|MχS+r PMχS+u+v |2  eα/2e−|r−(u+v)|
2/4. (5.13)
At last, combining (5.6), (5.11), and (5.13) we have
|MχS+uMf−fS+uPMχS+u+v |1 
∑
r∈Z2n
eα/2e−|r−u|2/4J (f ;u)eα/2e−|r−(u+v)|2/4
= eαJ (f ;u)
∑
2n
e−(|r−u|2+|r−(u+v)|2)/4. (5.14)
r∈Z
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= 1
3
|v|2 + 2
3
(
|v|2 − 3|v||r − u| + 9
4
|r − u|2
)
− 1
2
|r − u|2
 1
3
|v|2 − 1
2
|r − u|2.
Thus
−1
4
(|r − u|2 + ∣∣(r − u)+ v∣∣2)− 1
12
|v|2 − 1
8
|r − u|2.
So
e−(|r−u|2+|(r−u)+v|2)/4  e−|v|2/12e−|r−u|2/8. (5.15)
Consequently, (5.14) implies
|MχS+uMf−fS+uPMχS+u+v |1  eαe−|v|
2/12J (f ;u)
∑
r∈Z2n
e−|r−u|2/8.
Note that the sum here converges to a constant that is independent of u since Z2n + u = Z2n.
Therefore
|MχS+uMf−fS+uPMχS+u+v |1 R1e−|v|
2/12J (f ;u), (5.16)
where
R1 = eα
∑
r∈Z2n
e−|r|2/8 (5.17)
is a constant that depends only on n. Finally, combining (5.5) and (5.16) we obtain the desired
estimate: ∣∣∣∣ ∑
u∈Z2n
A(u, v)
∣∣∣∣
Φ
Φ
({
R1e
−|v|2/12J (f ;u)}
u∈Z2n
)
= R1e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
. 
Lemma 5.4. Let Φ be any symmetric norming function. Then∣∣∣∣ ∑
u∈Z2n
B(u, v)
∣∣∣∣
Φ
R1e−|v|
2/12Φ
({
J (f ;u)}
u∈Z2n
)
for any f ∈ T (Cn), where R1 is given by (5.17) and B(u, v) is as in (5.3).
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( ∑
u∈Z2n
B(u, v)
)∗
=
∑
Z2n
(MχS+uPMf−fS+u+vMχS+u+v )∗
=
∑
u∈Z2n
MχS+u+vMf−f S+u+vPMχS+u
=
∑
w∈Z2n
MχS+wMf−f S+wPMχS+w−v .
Since |T ∗|Φ = |T |Φ for any operator T , the previous lemma implies that∣∣∣∣ ∑
u∈Z2n
B(u, v)
∣∣∣∣
Φ
=
∣∣∣∣ ∑
w∈Z2n
MχS+wMf−f S+wPMχS+w−v
∣∣∣∣
Φ
R1e−|−v|
2/12Φ
({
J (f ;w)}
w∈Z2n
)
= R1e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
. 
Lemma 5.5. Let Φ be any symmetric norming function. Then there exists a constant R2, that
depends only on n, such that
∣∣∣∣ ∑
u∈Z2n
C(u, v)
∣∣∣∣
Φ
R2|v|e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
for each f ∈ T (Cn), where C(u, v) is as in (5.4).
Proof. Similar to the proof of Lemma 5.3, we have that
∣∣∣∣ ∑
u∈Z2n
(fS+u − fS+u+v)MχS+uPMχS+u+v
∣∣∣∣
Φ
Φ
({∣∣(fS+u − fS+u+v)MχS+uPMχS+u+v ∣∣1}u∈Z2n) (5.18)
and that
∣∣(fS+u − fS+u+v)MχS+uPMχS+u+v ∣∣1

∑
r∈Z2n
∣∣(fS+u − fS+u+v)MχS+uPMχS+r ∣∣2|MχS+r PMχS+u+v |2
= |fS+u − fS+u+v|
∑
r∈Z2n
|MχS+uPMχS+r |2|MχS+r PMχS+u+v |2. (5.19)
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} where
a0 = 0, a = v, and the indices are enumerated so that
(S + aj−1)∪ (S + aj ) ⊂ Q+ aj−1, 1 j  . (5.20)
Since the volume of any translate of S is 1, the following holds for any integer j = 1,2, . . . , :
|fS+u+aj−1 − fS+u+aj |
 |fS+u+aj−1 − fQ+u+aj−1 | + |fQ+u+aj−1 − fS+u+aj |
=
∣∣∣∣ ∫
S+u+aj−1
(f − fQ+u+aj−1) dV
∣∣∣∣+ ∣∣∣∣ ∫
S+u+aj
(f − fQ+u+aj−1) dV
∣∣∣∣

{ ∫
S+u+aj−1
|f − fQ+u+aj−1 |2 dV
}1/2
+
{ ∫
S+u+aj
|f − fQ+u+aj−1 |2 dV
}1/2

{ ∫
Q+u+aj−1
|f − fQ+u+aj−1 |2 dV
}1/2
+
{ ∫
Q+u+aj−1
|f − fQ+u+aj−1 |2 dV
}1/2
, (5.21)
where the last two lines follow from the Cauchy–Schwarz inequality and (5.20) respectively.
Using the identity (5.10) in (5.21) gives
|fS+u+aj−1 − fS+u+aj |
 2√
2V (Q)
{ ∫
Q+u+aj−1
∫
Q+u+aj−1
∣∣f (z) − f (w)∣∣2 dV (w)dV (z)}1/2.
Furthermore, since 2(2V (Q))−1/2 < 1, we have
|fS+u+aj−1 − fS+u+aj | J (f ;u+ aj−1) (j = 1,2, . . . , ).
Using the above inequality, we can obtain a usable estimate:
|fS+u − fS+u+v|
∑
j=1
∣∣(fS+u+aj − fS+u+aj−1)∣∣ ∑
j=1
J (f ;u+ aj−1). (5.22)
Next, note that the inequality (5.13) applies to both the Hilbert–Schmidt norms in (5.19).
Therefore
|MχS+uPMχS+r |2|MχS+r PMχS+u+v |2  eα/2e−|r−u|
2/4eα/2e−|r−(u+v)|2/4,
where α = sup{|w − z|2: w,z ∈ S}. It now follows from (5.15) that
|Mχ PMχ |2|Mχ PMχ |2  eαe−|v|2/12e−|r−u|2/8. (5.23)S+u S+r S+r S+u+v
1536 D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–1542Combining (5.19), (5.22), and (5.23) yields∣∣(fS+u − fS+u+v)MχS+uPMχS+u+v ∣∣1

∑
j=1
J (f ;u+ aj−1)eαe−|v|2/12
∑
r∈Z2n
e−|r−u|2/8 = R˜2e−|v|/12
∑
j=1
J (f ;u+ aj−1),
where
R˜2 = eα
∑
r∈Z2n
e−|r|2/8.
Using this last estimate in (5.18) we find that
∣∣∣∣ ∑
u∈Z2n
C(u, v)
∣∣∣∣
Φ
Φ
({
R˜2e
−|v|2/12
∑
j=1
J (f ;u+ aj−1)
}
u∈Z2n
)
= R˜2e−|v|2/12Φ
({
∑
j=1
J (f ;u+ aj−1)
}
u∈Z2n
)
 R˜2e−|v|
2/12
∑
j=1
Φ
({
J (f ;u+ aj−1)
}
u∈Z2n
)
= R˜2e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
.
Finally, note that  = card(Γ (v))− 1. Therefore, it follows from (3.1) that  2n|v|. Hence∣∣∣∣ ∑
u∈Z2n
C(u, v)
∣∣∣∣
Φ
R2|v|e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
,
where
R2 = 2neα
∑
r∈Z2n
e−|r|2/8
is a constant that depends only on n. 
Lemma 5.6. Let Φ be any symmetric norming function and suppose that
Φ
({
J (f ;u)}
u∈Z2n
)
< ∞.
Then [Mf ,P ] ∈SΦ and there exists a constant R, that depends only on n, such that∣∣[Mf ,P ]∣∣Φ RΦ({J (f ;u)}u∈Z2n)
for any f ∈ T (Cn).
D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–1542 1537Proof. By Lemma 5.2 it suffices to show that there is a constant R such that∑
v∈Z2n
|Yv|Φ < RΦ
({
J (f ;u)}
u∈Z2n
)
holds for
Yv =
∑
u∈Z2n
{
A(u,v)−B(u, v)+C(u, v)},
where A(u,v), B(u, v), and C(u, v) are defined as in (5.2)–(5.4). Invoking Lemmas 5.3–5.5,
we have
|Yv|Φ 
∣∣∣∣ ∑
u∈Z2n
A(u, v)
∣∣∣∣
Φ
+
∣∣∣∣ ∑
u∈Z2n
B(u, v)
∣∣∣∣
Φ
+
∣∣∣∣ ∑
u∈Z2n
C(u, v)
∣∣∣∣
Φ

(
R1 +R1 + |v|R2
)
e−|v|2/12Φ
({
J (f ;u)}
u∈Z2n
)
Rm
(
2 + |v|)e−|v|2/12Φ({J (f ;u)}
u∈Z2n
)
,
where Rm = max{R1,R2}.
Thus
∑
v∈Z2n
|Yv|Φ 
(
Rm
∑
v∈Z2n
(
2 + |v|)e−|v|2/12)Φ({J (f ;u)}
u∈Z2n
)
= RΦ({J (f ;u)}
u∈Z2n
)
,
where
R = Rm
∑
v∈Z2n
(
2 + |v|)e−|v|2/12
is a constant that depends only on n. 
Lemma 5.7. Let Φ be any symmetric norming function and let f ∈ T (Cn). If
Φ
({
J (f ;u)}
u∈Z2n
)
< ∞
then the Hankel operators Hf and Hf are both in the corresponding symmetrically-normed
ideal, SΦ .
Proof. Lemma 5.6 implies that the commutator [Mf ,P ] is in SΦ . From this, the result follows
readily; for it is easy to check that
(I − P)[Mf ,P ] = Hf and P [Mf ,P ] = −(Hf )∗. 
1538 D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–15426. The proof of necessity
In this section, we will show that the simultaneous membership of Hf and Hf in the ideal
SΦ associated with the symmetric norming function Φ implies (1.1). This will be accomplished
via a duality argument that effectively translates the problem into one where the methods of the
previous section may be used.
Lemma 6.1. Suppose f ∈ T (Cn) and u ∈ Z2n. Then there exists a constant K1, that depends
only on n, such that {
J (f ;u)}2 K1 tr([Mf ,P ]MχQ+u [Mf ,P ]∗MχQ+u).
Proof. Let u ∈ Z2n be given. Define the operator Tu by
Tu = MχQ+u [Mf ,P ]MχQ+u .
It is obvious that Tu is a Hilbert–Schmidt operator. Therefore
tr
(
T ∗u Tu
)= ∫
Q+u
∫
Q+u
∣∣f (z)− f (w)∣∣2∣∣e〈z,w〉∣∣2 dμ(w)dμ(z)
= π−2n
∫
Q
∫
Q
∣∣f (z + u)− f (w + u)∣∣2e−|w−z|2 dV (w)dV (z)
 π−2ne−18n
∫
Q
∫
Q
∣∣f (z + u)− f (w + u)∣∣2 dV (w)dV (z) (6.1)
since |w − z| 3√2n for any w,z ∈ Q. Now, it follows from the identity (5.10) that∫
Q
∫
Q
∣∣f (z + u)− f (w + u)∣∣2 dV (w)dV (z) = 2V (Q) ∫
Q+u
∣∣f (w)− fQ+u∣∣2 dV (w).
Therefore, substitution into (6.1) gives
tr
(
T ∗u Tu
)
 2π−2ne−18nV (Q)
∫
Q+u
∣∣f (w)− fQ+u∣∣2 dV (w).
Hence {
J (f ;u)}2 K1 tr(T ∗u Tu),
where
K1 = 1π2ne18n
{
V (Q)
}−1
2
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J (f ;u)}2 K1 tr(MχQ+u [Mf ,P ]∗MχQ+uMχQ+u[Mf ,P ]MχQ+u)
K1 tr
([Mf ,P ]MχQ+u [Mf ,P ]∗MχQ+u). 
Lemma 6.2. Suppose f ∈ T (Cn) and u ∈ Z2n. Then there exists a constant K2, that depends
only on n, such that ∣∣MχQ+u [Mf ,P ]∗MχQ+u ∣∣1 K2J (f ;u).
Proof. First, observe that
MχQ+u [Mf ,P ]MχQ+u = MχQ+uM{f−fQ+u}PMχQ+u −MχQ+uPM{f−fQ+u}MχQ+u .
Therefore ∣∣MχQ+u [Mf ,P ]MχQ+u ∣∣1
 |MχQ+uM{f−fQ+u}PMχQ+u |1 + |MχQ+uPM{f−fQ+u}MχQ+u |1. (6.2)
Using arguments similar to those in the proofs of Lemmas 5.3 and 5.5, we can show that
|MχQ+uM{f−fQ+u}PMχQ+u |1  eβJ (f ;u)
∑
r∈Z2n
e−|r|2/2
and
|MχQ+uPM{f−fQ+u}MχQ+u |1  eβJ (f ;u)
∑
r∈Z2n
e−|r|2/2,
where
β = sup{|w − z|2: w,z ∈ Q}.
Therefore, (6.2) implies that∣∣MχQ+u [Mf ,P ]∗MχQ+u ∣∣1 = ∣∣MχQ+u[Mf ,P ]MχQ+u ∣∣1 K2J (f ;u),
where
K2 = 2eβ
∑
r∈Z2n
e−|r|2/2. 
Lemma 6.3. Suppose Φ is any symmetric norming function. There exists a constant K , that
depends only on n, such that if f ∈ T (Cn) and [Mf ,P ] ∈SΦ then
Φ
({
J (f ;u)}
u∈Z2n
)
K
∣∣[Mf ,P ]∣∣Φ.
1540 D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–1542Proof. Let Λ = {(λ1, λ2, . . . , λ2n) ∈ R2n ∼= Cn: λj ∈ {0,1,2}, 1 j  2n}. For each λ ∈ Λ, let
Wλ = λ+ 3Z2n. Note that for each λ the collection {Q+ u}u∈Wλ is a mutually disjoint covering
of Cn. Let
aλ(u) =
{
J (f ;u) if u ∈ Wλ,
0 if u /∈ Wλ.
Hence {
J (f ;u)}
u∈Z2n =
∑
λ∈Λ
{
aλ(u)
}
u∈Z2n .
Therefore
Φ
({
J (f ;u)}
u∈Z2n
)= Φ(∑
λ∈Λ
{
aλ(u)
}
u∈Z2n
)

∑
λ∈Λ
Φ
({
aλ(u)
}
u∈Z2n
)
. (6.3)
For any λ ∈ Λ, let W 0λ = {u ∈ Wλ: aλ(u) = 0}. Thus, (6.3) implies
Φ
({
J (f ;u)}
u∈Z2n
)

∑
λ∈Λ
Φ
({
aλ(u)
}
u∈Z2n
)=∑
λ∈Λ
Φ
({
aλ(u)
}
u∈W 0λ
)
. (6.4)
We wish to estimate Φ({aλ(u)}u∈W 0λ ) for a fixed λ ∈ Λ. Let ξu = aλ(u) = J (f ;u) for all u ∈ W
0
λ .
Also, let Ψ = Φ∗ and let
ĉ00 =
{{γu}u∈W 0λ ∈ c00: γu  0, Ψ ({γu}u∈W 0λ )= 1}.
Since Φ∗∗ = Φ we have that
Φ
({
aλ(u)
}
u∈W 0λ
)= Φ∗∗({ξu}u∈W 0λ )
= sup
{ ∑
u∈W 0λ
ξuγu: {γu}u∈W 0λ ∈ ĉ00
}
. (6.5)
Let {ηu}u∈W 0λ be any element of ĉ00, and note that for each u ∈ W
0
λ we have
ξuηu = ξ−1u ξ2uηu = ξ−1u
{
J (f ;u)}2ηu. (6.6)
Hence, Lemma 6.1 implies that∑
u∈W 0λ
ξuηu 
∑
u∈W 0λ
ξ−1u K1 tr
([Mf ,P ]MχQ+u [Mf ,P ]∗MχQ+u)ηu
= K1 tr
(
[Mf ,P ]
∑
u∈W 0
ξ−1u ηuMχQ+u[Mf ,P ]∗MχQ+u
)
. (6.7)λ
D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–1542 1541We seek an estimate on the trace in the preceding inequality. First, note that it follows from
Lemma 4.2 that ∣∣∣∣ ⊕
u∈W 0λ
ξ−1u ηuMχQ+u [Mf ,P ]∗MχQ+u
∣∣∣∣
Ψ
 Ψ
({
ξ−1u ηu
∣∣MχQ+u [Mf ,P ]∗MχQ+u ∣∣1}u∈Z2n). (6.8)
Therefore, Lemma 6.2 give us that∣∣∣∣ ⊕
u∈W 0λ
ξ−1u ηuMχQ+u [Mf ,P ]∗MχQ+u
∣∣∣∣
Ψ
 Ψ
({
ξ−1u ηu(K2ξu)
}
u∈W 0λ
)
= K2Ψ
({ηu}u∈W 0λ )= K2. (6.9)
Note that the last equality holds since Ψ ({ηu}u∈W 0λ ) = 1. Now by virtue of (6.9) and our hypoth-
esis that [Mf ,P ] ∈SΦ , we can apply Proposition 2.1 to conclude that
tr
(
[Mf ,P ]
∑
u∈W 0λ
ξ−1u ηuMχQ+u [Mf ,P ]∗MχQ+u
)

∣∣[Mf ,P ]∣∣Φ ∣∣∣∣ ⊕
u∈W 0λ
ξ−1u ηuMχQ+u [Mf ,P ]∗MχQ+u
∣∣∣∣
Ψ
K2
∣∣[Mf ,P ]∣∣Φ. (6.10)
Combining (6.10) and (6.7) we find that∑
u∈W 0λ
ξuηu K1K2
∣∣[Mf ,P ]∣∣Φ.
Since {ηu}u∈W 0λ ∈ ĉ00 was arbitrary, (6.5) and the preceding inequality imply that
Φ
({
aλ(u)
}
u∈W 0λ
)
K1K2
∣∣[Mf ,P ]∣∣Φ.
Therefore, it follows from (6.4) that
Φ
({
J (f ;u)}
u∈Z2n
)

∑
λ∈Λ
K1K2
∣∣[Mf ,P ]∣∣Φ = 32n(K1K2)∣∣[Mf ,P ]∣∣Φ.
Hence
Φ
({
J (f ;u)}
u∈Z2n
)
K
∣∣[Mf ,P ]∣∣Φ,
where K = 32nK1K2. 
1542 D. Farnsworth / Journal of Functional Analysis 260 (2011) 1523–1542Lemma 6.4. Suppose Φ is any symmetric norming function and f ∈ T (Cn). If Hf and Hf are
both members of SΦ then
Φ
({
J (f ;u)}
u∈Z2n
)
< ∞.
Proof. Note that since
[Mf ,P ] = MfP − PMf = (I − P)Mf P + PMfP − PMf = Hf − (Hf )∗,
our hypotheses imply that [Mf ,P ] ∈SΦ . Therefore, it follows from Lemma 6.3 that there is a
constant K such that
Φ
({
J (f ;u)}
u∈Z2n
)
K
∣∣[Mf ,P ]∣∣Φ < ∞. 
7. Conclusion
It is interesting to compare the proof of our result with Xia and Zheng’s earlier result for
the Schatten classes [5]. Working in the more general setting poses difficulties, but it can offer
advantages as well. For example, one can see that the role that duality plays in the proof of
necessity is much clearer when the argument is presented in terms of the abstract theory of
symmetric norming functions.
Looking to the future, there are numerous questions one may seek to address by applying
methods similar to those in this paper. For instance, there is the “one sided” problem for Hankel
operators on the Segal–Bargmann space: Given a symmetric norming function Φ , find a neces-
sary and sufficient condition on f ∈ T (Cn) so that the associated Hankel operator Hf is in SΦ .
Beyond this, one can formulate a plethora of related questions by considering other families of
operators (such as the Toeplitz operators) as well as other functions spaces (such as the Bergman
space). In the case of symmetrically-normed ideals with arbitrary symmetric norming functions,
these problems all appear to be open.
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