Algebraic immunity is a recently introduced cryptographic parameter for Boolean functions used in stream ciphers. If pAI(f ) and pAI(f ⊕ 1) are the minimum degree of all annihilators of f and f ⊕ 1 respectively, the algebraic immunity AI(f ) is defined as the minimum of the two values. Several relations between the new parameter and old ones, like the degree, the r-th order nonlinearity and the weight of the Boolean function, have been proposed over the last few years.
Introduction
Stream ciphers form an important class of symmetric-key encryption schemes [13] , mainly designed for applications that require either low cost hardware implementation or an extremely high encryption rate. The most well studied models of stream ciphers are based on linear feedback shift registers (LFSR), namely the nonlinear combiners and the nonlinear filters, that consist of one or more LFSRs combined with a nonlinear Boolean function. Different criteria have been proposed for both the selection of the LFSRs and the nonlinear Boolean function, in order to resist attacks like the correlation attacks, time/memory/data trade-offs, and distinguishing attacks (see [6, 14, 16] ). function f , given the value of its algebraic immunity AI(f ),
The nonlinearity of a Boolean function is one of the fundamental cryptographic parameters and it is defined as the minimum distance of f from the set of affine Boolean functions. The r-th order nonlinearity of f consists in a direct generalization of nonlinearity, defined as the minimum distance of f from all Boolean functions of algebraic degree at most r. Among the several lower bounds that have been proposed connecting nl r (f ) and the algebraic immunity, two of them are the tightest ones. More precisely, in [11] it was proved by Mesnager that
A few years earlier, Carlet demonstrated in [3] , that
Depending on the value of r, each one of the above bounds outperforms the other one. For r = 2, Lobanov in [9] has proved a tighter bound. The notion of algebraic immunity was initially defined as a measure for the assessment of the resistance against the new algebraic attacks. It was not introduced to estimate the value of other cryptographic parameters like the r-th order nonlinearity. As a result, some of the information used to compute the algebraic immunity, is discarded. Based on this observation we define the complementary algebraic immunity AI(f ) as the maximum between the values pAI(f ) and pAI(f ⊕ 1), i.e. the minimum degree of all annihilators of f and the minimum degree of all annihilators of f ⊕ 1. It is clear that, the value of AI(f ) can be derived from the calculation of AI(f ), with no extra computational cost.
In this paper, we improve the known lower bounds of the r-th order nonlinearity of f with given algebraic immunity using all the available information from the computation of AI(f ), i.e using both AI(f ) and AI(f ) (a first attempt to use both values was presented by the author in [15] ). The new bound is always tighter than all aforementioned ones, when AI(f ) < AI(f ).
In other words, we show that, with no extra computational cost and by just using information known from the computation of AI(f ), we can improve significantly the known bounds. Also, the new bound covers the case where AI(f ) ≤ r < AI(f ), that was not addressed until now.
Finally, when AI(f ) = AI(f ) = k, the new bound is equal to the tighter of the bounds presented in [3] and [11] . As a product of our analysis, we show a criterion for choosing the tightest of the two bounds. More precisely, we prove that, when k ≤ 2r, the bound from [3] is tighter, while the opposite is true when k > 2r. To the best of our knowledge, the importance of the difference between k and 2r is presented for the first time. It is interesting to observe that we achieve to combine and prove both bounds, by partially borrowing techniques that appear only in [11] .
The paper is organized as follows. In Section 2, the necessary background is established. In Section 3, we present properties of the vector space of annihilators of a Boolean function f , while, in Section 4, we prove the new bound for the r-th order nonlinearity of f .
Preliminaries
Let F n 2 be the n-th dimensional vector space over the finite field, with two elements, F 2 [7] , and let B n be the set of all Boolean functions with n inputs.
The support of f is defined as
A Boolean function f : F n 2 → F 2 can be written in the so-called algebraic normal form (ANF) as follows
, and the algebraic degree of f is the maximum degree of the monomials with nonzero coefficient in the ANF.
The first order nonlinearity is usually referred as nonlinearity and it is denoted by nl(f ). Let f , g ∈ B n . If f · g = 0 and g ̸ = 0, then g is called the annihilator of f . We denote by An k (f ) the vector space of the annihilators of algebraic degree at most k of f and by d k,f the dimension of An k (f ). Let
The algebraic immunity of f is defined as
The highest possible value of AI(f ) depends on the algebraic degree of f and the number of input variables ( [12] ),
In this paper, we define the complementary algebraic immunity of f as
Trivially, In [2] , bounds connecting the weight of a function f and the algebraic immunity of f were proposed. We revisit the bounds.
Proof. From [2] , the first
Similarly, for the function f ⊕ 1, it holds
Since, wt(f ⊕ 1) = 2 n − wt(f ), the result follows.
Properties of the vector space of annihilators
First we introduce some notation. We use M l,f to denote the vector space of all functions p ∈ B n that can be written as p = f · h, where h is of degree at most l. Proposition 1 ([11] ). For every f ∈ B n , it holds
Proposition 2 ([11] ). Let g ∈ B n and r = deg(g). It holds,
Let q ∈ An l (g ⊕ 1). Then, q · g = q, and q belongs to M l,g . That is, An l (g ⊕ 1) is a subset of M l,g . Let B l,g be a basis that spans M l,g and letB l,g be the sub-basis of B l,g containing the vectors that are not in An l (g ⊕ 1). We define by ∆ l,g the vector space that it is spanned byB l,g . It is straightforward to verify that
and from Proposition 1, we have that
By replacing g with g ⊕ 1, it follows that dim(∆ l,g ) = dim(∆ l,g⊕1 ).
Proposition 3 ([11]
). Let g ∈ B n , deg(g) = r and let k positive integer less than n. Then,
We define the partial ordering ≼ on F n 2 as follows
Proposition 4 ([11]
). Let g ∈ B n and deg(g) = r < k. Let ⃗ m ⃗ u be a monomial of degree r in the ANF of g.
v ∈ Θ} is a linearly independent family of B n . Lemma 2. Let g ∈ B n of algebraic degree deg(g) = r. For positive integers k 1 ≤ k 2 < n, it holds
Proof. A direct combination of Lemma 2 and Proposition 3. We also replace dim(M k 2 ,g ) by dim(∆ k 2 ,g ) + d k 2 ,g⊕1 (from (6)).
Theorem 1. Let g ∈ B n and r = deg(g). Then,
Proof. 1. Since l < AI(g), d l,g = d l,g⊕1 = 0, and, from (7),
2. From (6) and Proposition 3, it holds,
when l ≥ AI(g).
The new lower bound
Proposition 5. Let f , g ∈ B n , and k = pAI(f ). It holds,
Proof.
Since the matrix R f ·(g⊕1) (k − 1, n) has wt(f · (g ⊕ 1)) rows, and since rank(
). Since, p · f ̸ = 0 for every p in the vector space An k−1 (g), we have that dim(f · An k−1 (g)) = d k−1,g .
2. For k 1 − r − 1 < AI(g) and k 2 − r − 1 ≥ AI(g),
From Proposition 5, we have that
Any p ∈ M k 2 −r−1,g⊕1 is an annihilator of g, since there is a Boolean function q of degree deg(q) ≤ k 2 − r − 1, such that
. Similarly, we can prove that M k 1 −r−1,g ⊂ An k 1 −1 (g ⊕ 1).
From this observation, it follows that
From Proposition 1, the right part of (9) can be written as
Thus, (6), (8) and (9), give
We distinguish the following cases 1. For k 2 − r − 1 < AI(g), we have that d k 2 −r−1,g = d k 1 −r−1,g = 0. Thus, from Theorem 1, (11) becomes
2. For k 1 − r − 1 < AI(g) and k 2 − r − 1 ≥ AI(g), we have that d k 1 −r−1,g = 0. Combining Theorem 1 and Proposition 2,
becomes
3. For k 1 − r − 1 ≥ AI(g), from Corollary 1, (11) becomes
From (12)- (14) the result follows.
2. For k 1 ≤ 2r and k 2 ≥ 2r + 1,
When AI(f ) = AI(f ) = k, we have that
That is depending on the value of r, we have each one of the bounds [3] and [11] . More precisely, when k ≤ 2r we have the bound from [3] , while for k ≥ 2r + 1, we have the bound from [11] . In other words, the new bounds include the two old bounds and explains when each one outperforms the other one. 
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For r ≥ AI(f ), the bounds in [3] and [11] , do not provide any useful information since they degenerate to nl r (f ) ≥ 0. On the other hand, the new bounds give a nonzero lower bound. The special case of indicators of a (n − r)-dimensional flat consists a characteristic example.
Let n = 20 and f (x 1 , x 2 , . . . , x 20 ) = x 1 ·x 2 ·x 3 ·x 4 ·x 5 ·x 6 . It is easy to verify that AI(f ) = 1, since (x i ⊕1)f (x 1 , x 2 , . . . , x 20 ) = 0, for 1 ≤ i ≤ 6, while it is easy to compute that AI(f ) = 6. Table 1 compares the bounds presented in [3, 8] (we use the result from [9] for r = 2) and [11] with the one introduced in this paper. Note 3. The new bounds are valid, even when the exact value of AI(f ) is unknown. In some cases, it is not feasible to compute the exact value of AI(f ), and only a lower bound AI(f ) bound is available, such that AI(f ) < AI(f ) bound < AI(f ). In that case, we can replace AI(f ) with AI(f ) bound in (12)-(14).
Conclusions
Algebraic attacks form a promising cryptanalytic tool against symmetric key schemes. In this paper, we show the relation between the r-th order nonlinearity, the algebraic immunity AI(f ) and complementary algebraic immunity AI(f ) of a Boolean function f . The notion of complementary algebraic immunity AI(f ) was introduced in this paper. We have seen that, when AI(f ) ̸ = AI(f ), we can significantly improve the known bounds of r-th order nonlinearity for Boolean functions with given algebraic behavior.
