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Abstract
Endohedral functionalization via supercritical CO2 was undertaken in or-
der to produce encapsulation of organometallic systems that are difficult to
encapsulate otherwise due to either their large size or extreme air sensitivity.
Organometallic molecular systems from the prophyrin and phthalocyanine
families (such as NiPc, ClAlPc and NiTPP) were successfully encapsulated
inside of nanotubes with relatively large diameters (centred around 2 nm).
This was assessed by a combination of high resolution transmission electron
microscopy (HRTEM) and Raman spectroscopy. HRTEM revealed previ-
ously unreported ordering of NiTPP, a large planar molecule, in row-like as-
semblies inside nanotubes of diameters that match best the geometrical size
of the molecule (2 nm), highlighting the role of confinement in promoting as-
sembly. Using both endohedral and exohedral functionalization with NiTPP,
ClAlPc and NiPc molecules provided a set of systems differing by only one
specific parameter (e.g. central ion or body type, or size of the HOMO-
LUMO gap), or comparatively affected the ability to bind to the nanotubes
- the associated changes in the electronic properties of the nanotubes were
revealed by resonant Raman spectroscopy. These changes were interpreted
in terms of ability of the guest molecular species to produce charge transfer
to/from the nanotube, and/or induce structural strain.
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Carbon nanotubes are members of the carbon nanomaterials family that
revolutionised the field of Nanoscience and Nanotechnology. After having
been reported in literature for several decades, carbon nanotubes were finally
recognised in 1991 as a new form of carbon [1]. Carbon nanotubes are a one
dimensional material and can be thought of as rolled up sheets of graphene,
a two dimensional carbonaceous material which was only isolated in 2004 [2].
Carbon nanotubes are formed from sp2 hybridized carbon atoms bonded
to form a honeycomb structure. Carbon nanotubes and graphene are very
strong mechanically, due to the strong bonds that form along the sheets
plane. Single-walled carbon nanotubes exhibit semiconducting or metallic
properties depending on how they are rolled [3].
There are two main motivations for functionalizing carbon nanotubes to
produce new hybrid materials, (i) to combine their impressive electronic and
structural properties with those of another system to obtain a new material
with a combination of the properties of both components, and (ii) to make
use of the nanoscale confinement provided by the cavity of the nanotube to
create novel phases of nanomaterials.
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Single walled carbon nanotubes (SWNTs) can be used to create hybrids in
many ways, either involving the outer surface [4], the inner hollow cavity [5,6]
or even their ends. There are numerous examples of external functionaliza-
tion involving both covalent [4] and non-covalent derivatisation with various
molecular species [7]. The selection of carbon nanotubes as nanoscale con-
tainers for molecular filling is driven by the fact that they provide nanoscale
confinement and form a barrier between the molecular filling and the external
environment [7]; this would be extremely advantageous if the filling material
is for example sensitive to environmental factors such as oxidation. Confine-
ment of material inside carbon nanotubes has been found to be a way to
produce new low-dimensional hybrid nanomaterials with diverse nanoscale
properties and applications [8, 9]. These range from nano-chemistry vessels
[10], atto-gram mass transport [11] and chemical sensors [12], to spin-based
switching for quantum information [13] and vectors for drug delivery [14].
There are two main classes of encapsulated systems: (i) inorganic compounds
in the shape of nanowires and nanocrystals which form directly inside the
nanotubes [6] and (ii) molecular systems which are already pre-formed before
entering the nanotubes [7], [15, 16].
Organic molecules such as porphyrins are very important biologically.
Members of this family are present both in blood (heme) and in plants
(chlorophyll). The strong optical absorption of such organo-metallic molecules
makes them strong candidates for inclusion into photovoltaic devices [17].
Other organo-metallic molecules such as phthalocyanines, a close relative to
the porphyrin family, display useful bulk properties including dichroism and
luminescence, and are used in gas-detection [18]. Organo-metallic molecules
such as metallo-porphyrins are well known as charge donors [19] when intro-
duced to a suitable substrate. The metal ion core of these molecules carry a
non-zero magnetic spin which can make these hybrid systems paramagnetic
and hence interesting for theranostic applications of carbon nanotube hybrids
[14].
In this study single walled carbon nanotubes (SWNTs) have been func-
tionalized both endo- and exohedrally with selected organo-metallic molecules:
NiPc and ClAlPc from the phthalocyanine family and NiTPP from the por-
phyrin family.
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To our knowledge, hybrids of carbon nanotubes with these molecular
systems have not been produced to date. In general, encapsulation inside
carbon nanotube templates confers a robustness to the hybrid system which
is not present when the molecular systems are attached exohedrally. For this
reason, our primary target was to employ a suitable method to produce en-
dohedral encapsulation. We have chosen a supercritical fluid-based processes
to induce encapsulation inside of nanotubes as this is particularly suitable for
large molecular systems, such as NiTPP, which has low diffusional properties
and therefore cannot be encapsulated by mere thermal diffusion; or for sys-
tems that are air-sensitive and have to be processed in solution. Supercritical
CO2 has not been widely applied as a filling method for carbon nanotubes.
We showed that it produced successful encapsulation in carbon nanotubes
with a range of diameters, from 1.3 up to 3.0 nm. Characterization with
high resolution transmission electron microscopy (HRTEM) revealed previ-
ously unreported row-like ordering of large planar molecules.
Comparisons were also sought from the exohedral functionalization of the
carbon nanotubes with the same organo-metallic systems. This is because
metallo porphyrins and phthalocyanines are expected to functionalize less
effectively the outer surface of the nanotubes (due to chelation with the
central metal ion that perturbs their aromacity). Raman spectroscopy has
been used as the main tool to probe the changes in the electronic properties of
the nanotubes upon both endo and exo-hedral functionalization. The choice
of molecules allowed well-motivated comparisons as (i) NiPc and NiTPP
share the same metal ion core, but differ in their central ring structure and
appendages, (ii) ClAlPc and NiPc share the same body, but have different
central cores which makes the ClAlPc strongly dipolar, and finally (iii) the
three systems have different sizes of the HOMO-LUMO gaps which confers
them different propensity for charge transfer to or from the carbon nanotubes.
3
1.2 Summary of thesis
This thesis has been divided into seven chapters. Chapter 1 introduces
the background of the subject and specific motivation. Relevant elements
of theory for carbon nanotubes are given in Chapter 2. Chapter 3 deals
with the factors that control encapsulation and exohedral functionalization
of carbon nanotubes with guest species. Focus is on the specificity of the
organo-metallic systems used. The suitability of the supercritical CO2 pro-
cess for molecular filling is argued. Chapter 4 describes the instrumentation
developed and implemented concerning the supercritical CO2 processes un-
dertaken in this study. It also outlines the basic purification, characteriza-
tion, washing and functionalization procedures applied to carbon nanotubes.
Chapter 5 describes HRTEM investigations and brings evidence of successful
encapsulation and ordering inside carbon nanotubes. It also presents compar-
isons with relevant encapsulated systems from prior work. Chapter 6 includes
relevant elements of Raman spectroscopy theory and presents comparative
studies applied to the nanotubes endo- and exohedrally functionalized with
the organo-metallic systems. The results are discussed in terms of charge
transfer between the organo-metallic guests and the nanotubes, and induced




In this chapter the relevant theory for carbon nanotubes is discussed. The
possible types of orbital hybridization of the carbon atom are briefly reviewed
with a focus on the sp2 hybridization found in graphene and carbon nan-
otubes. The lattice structure of graphene is described and the energy disper-
sion relation is obtained using the tight binding method. The structural and
electronic properties of carbon nanotubes are then discussed in terms of those
of graphene.
2.1 Carbon
Carbon is an element which possesses many allotropes. One of the most well
known carbon based structure is diamond. Diamond is both very hard and
a very good electrical insulator. In contrast, another common allotrope of
carbon, graphite, has vastly different properties. It is a very soft material
and a good conductor. It is the hybridisation of the atomic orbitals of carbon
which make such great variation between its allotropes possible.
The carbon atom is the sixth atom in the periodic table. Every atom of
carbon has six electrons, two of which are tightly bound and fully occupy
the spherical 1s orbital.
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The outer or valence electrons are less tightly bound and occupy the 2s,
2p orbitals. In the ground state, the electronic configuration of carbon is 2s2,
2px
1, 2py
1. With just a small excitation it is possible to raise an electron from
the 2s orbital to into a 2pz orbital; this process is called promotion. In the




In this state the wavefunctions of the separate atomic orbitals can interfere
to produce hybrid orbitals.
There are three possible hybridization types; sp3, sp2 and sp. In sp3
hybridisation a linear combination of the 2s, 2px, 2py and 2pz results in four
equivalent hybridised orbitals. These form a tetrahedral structure, with each
pointing to one of the four corners of a regular tetrahedron. The overlap of
these hybridised orbitals can form strong molecular bonds called sigma (σ)
bonds. Sigma bonds have cylindrical inter-atomic symmetry. In diamond,
every carbon atom forms four σ bonds with four surrounding carbon atoms.
This gives diamond high 3-dimensional regularity and great strength.
The hybridisation involved in graphite is sp2. The hybridized atomic
orbitals are formed from linear combinations of the 2s, 2px and 2py. The
possible linear combinations are:
h1 = s+ 2
1






















The resulting orbital configuration is trigonal in structure and planar
in nature. The three equivalent hybridised orbitals point to the corners of
an equilateral triangle and are separated by 120o as shown by Figure 2.1
(a). Each of these hybridised orbitals is capable of overlapping with another
hybridized orbital to form a σ bond. The 2pz orbitals do not take part in the
hybridisation process. Instead the two lobes of the 2pz orbital are directed
perpendicular to the trigonal plane out of the plane - this is shown in Figure
2.1 (b).
When two or more carbon atoms with un-bonded 2pz orbitals come into
close proximity, for example in the aromatic ring shown in Figure 2.1 (c), a
molecular bond called a pi bond is created.
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A pi bond is formed by the overlap of two in-phase 2pz orbitals.
Figure 2.1: Diagrams of (a) sp2 hybridized σ orbitals of trigonal carbon (adapted from
[20]) (b) un-hybridized 2pz orbital (c) schematic diagram of an aromatic ring (d) schematic
diagram showing the delocalized nature of the electrons in the pi bonding orbitals of an
aromatic ring [21].
In a pi bond the probability density of the electron between the atoms
is continuous as shown below in Figure 2.1 (d) and the electrons become
delocalized and are shared between the atoms of the ring. pi bonds are
weaker than sigma bonds and as a result the electrons are much less tightly
bound.
2.2 Graphene
Graphene is a planar material of only one carbon atom in thickness. It is
formed from sp2 hybridized carbon atoms arranged in a hexagonal structure.
7
Figure 2.2 shows the structure of graphene. The three sp2 hybridised or-
bitals of the carbon atoms form three σ bonds with the orbitals of three
adjacent carbon atoms. This pattern is repeated throughout the graphene
sheet resulting in its distinctive honeycombed structure.
2.2.1 The graphene lattice
The structure of graphene does not fit into a regular lattice. This is because
it is not possible to create unit translation vectors which will allow one to
reach all of the atoms in the structure. Instead it is necessary to split the
main structure into two sub-lattices. The green dots present in Figure 2.2
represent sub-lattice A and the blue dots represent sub-lattice B. Each of the
sub-lattices is a Bravais lattice and possesses three directions of symmetry.
These are shown as blue dotted lines in the top left part of the figure. Each
line of symmetry is separated by an angle of 120o.
The unit cell of a Bravais lattice is created around a single atom. Due to
the unique structure of the graphene lattice, it is necessary to have one atom
from each sub-lattice in the unit cell. This results in the unit cell of graphene
being a rhombus shape - the unit cells are shown in red. Each of the four
corners of the unit cells lies in the centre of a hexagon. These are the lattice
points of the graphene lattice. This form of unit cell is the smallest shape
that can be fitted to the lattice that includes both atoms of the sub-lattice









Figure 2.2: The crystal structure of graphene. Atoms A and B are non-equivalent atoms.
The vectors a1 and a2 are the unit translation vectors of the graphene lattice. The red
rhombuses are unit cells of the graphene lattice. The blue dotted lines indicate the three
directions of symmetry in the graphene lattice.




















2.2.2 The reciprocal lattice of graphene
To facilitate the determination of the electronic structure of graphene it is
useful to transform the real lattice into reciprocal space. The reciprocal







Figure 2.3: The reciprocal lattice of graphene. The unit cells of the reciprocal lattice
are shown as red rhombuses. b1 and b2 are the lattice vectors of the reciprocal lattice.
The blue hexagon shown in the figure is the first Brillouin zone. Γ, K and M are points
of high symmetry in the lattice.
Comparing Figures 2.2 and 2.3, it can be seen that the reciprocal lattice is
orthogonal to the real lattice. This is directly related to the general structure
of reciprocal lattice translation vectors.
In general, the reciprocal translation vectors of this two dimensional lat-












where ~a3= 0ˆi + 0jˆ + ckˆ, ~a1 and ~a2 are the real translation vectors of the
graphene lattice.

















where |~b1| = |~b2| = 4pia√3 .
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The first Brillouin zone is defined as the primitive cell of the reciprocal
lattice. It is useful for describing the electronic properties of a material.
The electronic distribution found in the 1st Brillouin zone is common to the
entire reciprocal lattice. The points labelled Γ, K and M are the points of
high symmetry in the reciprocal lattice of the graphene sheet.
2.2.3 The tight-binding approximation for the energy
band structure
In the idealised view of atoms, electrons occupy well defined orbitals and pos-
sess a quantised energy depending on the orbital type and principle quantum
level. However, when two or more atoms are brought into close proximity, as
is the case in a crystal lattice, the valence electrons interact. The eigenstates
of the valence electrons interfere and create energy bands. In the case of
the graphene lattice the most interesting energy band is formed by the 2pz
valence electrons. These are known as the pi bands of graphene. It is these
bands which are closest in energy to the Fermi energy and hence are most
important for charge transport.
In the tight-binding method (sometimes called the linear combination of
atomic orbitals method) the starting point is the set of orbital energy levels of
the tightly bound electrons of a single isolated atom. With other near neigh-
bour atoms brought near to this originally isolated atom, the wavefunction of
the original atom would be overlapped by those of the near neighbour atoms.
If the atoms are far enough apart, this overlap would be small enough for it
to be taken into account just by making comparatively small corrections to
the originally isolated atom model. The overall picture of the energy levels
of a lattice of atoms is made up of slightly modified atom models [22].
The tight-binding method can be used to calculate an empirical solution
for the band structure of graphene as follows [3].
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The crystal lattice of graphene possesses translational symmetry along the
lattice vectors ~a1 and ~a2, this implies that any wavefunction of the lattice,
Ψ, should obey Blochs theorem
T~aiΨ = e
i~k·~aiΨ (2.5)
where in graphene i = 1, 2 and T~ai is a lattice translation operator and
~k is
the wave vector of the lattice.
The wavefunctions that satisfy this condition are called Bloch orbitals.
There are two Bloch orbitals for graphene, one for each sub lattice. These







~k·~Rjφj(~r − ~Rj) (2.6)
where (j = A,B) and ~Rj and ~r are position vectors of the atom j and the
2pz orbital of atom j respectively. The atomic orbital of atom j is designated
by φj(~r − ~Rj). With each individual orbital multiplied by its phase factor
ei
~k·~r, a summation over the whole lattice (N unit cells) will produce Φj(~k, ~r).






where j, j′ = A,B and Cjj′ are complex coefficients.
The energy eigenvalues E(~k) of the eigenstate (2.7) can be found by
solving the time independent Schro¨dinger equation
Hˆ|Ψj〉 = E(~k)|Ψj〉 (2.8)
where Hˆ is the Hamiltonian of the graphene lattice.
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By taking the inner product of (2.8) and inserting (2.7), it is possible to
derive the secular equation.
The energy dispersion relation of graphene is described by the following
equation:
det[H − ES] = 0 (2.9)
In this case, Hjj′ = 〈Φj|H|Φj′〉 and Sjj′ = 〈Φj||Φj′〉 are the transfer
integral matrices and overlap integral matrices respectively.
The secular equation for graphene is given by
∣∣∣∣∣HAA(~k − E(~k) · SAA(~k) HAB(~k − E(~k) · SAB(~k)HBA(~k − E(~k) · SBA(~k) HBB(~k − E(~k) · SBB(~k)
∣∣∣∣∣ = 0 (2.10)
In order to solve the secular equation, it is necessary to take the lattice
structure of graphene into account.
The three nearest neighbours belong to a different sub-lattice (surround-
ing atoms belong to the blue sub-lattice - see Figure 2.4). With these con-
siderations in mind a number of simplifications can be made to the secular
equation. As we are only considering interactions between nearest neigh-
bours (shown schematically in Figure 2.4), it is only necessary to integrate
over the single atom in HAA and HBB. This results in a number of useful
simplifications,HAA = HBB = 2pz , SAA = SBB = 1 and SAB = sf(~k) = S
∗
BA
. Here 2pz is the energy of the 2pz orbital, s is the nearest neighbour overlap
integral and f(~k) = (ei
~k·~R1 + ei~k·~R2 + ei~k·~R3).
The contributions from the three nearest neighbours in the lattice are
described by





Figure 2.4: The three nearest neighbour atoms relative to atom are shown as red dots.
The position vectors ~R1, ~R2 and ~R3 give the relative locations of the three nearest neigh-
bours.
where γ0 is the nearest neighbour transfer integral
γ0 = 〈ΦA(~r − ~RA)|H|ΦA(~r − ~RA − ~R1)〉 (2.12)
Inserting the above simplifications into the secular equation allows for




The positive and negative signs combine to give either the bonding energy
band pi (positive combination) or the anti-bonding pi* band (negative). The
2pz and s terms are constant which are important in determining the absolute
energy but not for appreciating the form of the energy bands.
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where kx and ky are lattice wave vectors of the reciprocal lattice respectively
and a is the modulus of the real lattice translation vectors [23].
2.2.4 The electronic band structure of graphene
The first Brillouin zone of the reciprocal lattice contains all of the points
of high symmetry necessary to understand the unique band structure of






Figure 2.5: Expanded view of the first Brillouin zone of graphene labelled with the points
of high symmetry (red circles), Γ, K, M and K ′. K and K ′ are non-equivalent points as
they correspond to the two non-equivalent A and B sub-lattices of the direct lattice.
The non-equivalent K and K ′ points, present at the corners of the Bril-
louin zone, mirror the atomic symmetry of the real lattice. Plotting E(~k)
along the lines of high symmetry allows for a graph of energy as a function






















Figure 2.6: Plots of E(~k) as a function of ~k along the lines of high symmetry, M → Γ,
Γ → K and K → M. The plot follows the perimeter of the triangle in k space shown in
Figure 2.5. The red dashed square is centred on one of the Dirac points. Adapted from
[21].
The two energy bands closest to the Fermi level are the pi bonding and the
pi∗ anti-bonding bands respectively. These are highlighted in blue and red in
the energy band diagram of Figure 2.6. Each of the two atoms in the lattice
unit cell contribute one electron to the pi bonds, these fully fill the pi bonding
energy band. It can be seen from the figure that the valence band (occupied pi
band) and the conduction band (unoccupied pi∗ band) meet at the K points;
this classifies graphene as zero band-gap semiconductor material.
The K and K ′ points located at the 6 corners of the first Brillouin zone are
known as Dirac points. As the band energy approaches the Fermi level, the
electronic density of states at the Dirac points tends to zero. An interesting
feature of the band structure of graphene is the shape of the conduction and
valence bands above and below the Fermi level. It can be seen from Figure
2.7 that both bands are cone shaped at the Dirac points. The σ bands of
graphene have been excluded from the figure as they are of much greater
energy (≈ 14eV [3]) than the pi bands and therefore do not take any part in
conduction, which involves energy levels around the Fermi level.
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Figure 2.7: pi energy bands, E, as a function of wave vector (~k). Insert diagram showing
the linear nature of the pi bands close to the pi Dirac points [21].
2.3 Carbon nanotubes
2.3.1 Structure
Carbon nanotubes are a unique allotrope of carbon. Nanotubes can be
thought of as being rolled sheets of graphene. The carbon atoms in a nan-
otube arrange themselves in hexagonal cells which link together to form long
cylinders of up to 1 µm in length and diameters ranging from 0.5 to 10nm
in diameter. A nanotube formed from a single sheet of graphene is known as
a Single Walled Carbon Nanotube (SWNT), an example of a single walled
armchair type nanotube is shown in Figure 2.8. The large majority of this
work will involve SWNTs.
Graphene sheet
rolled up
Figure 2.8: The rolling of a single walled carbon nanotube of the armchair type (based
upon [24]).
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It is also possible to have Multi-Walled Carbon Nanotubes (MWNTs).
These are made from a number of concentric single walled nanotubes of
increasing diameter, as show in Figure 2.9.
Figure 2.9: Schematic diagram of a 4 walled MWNT (end on).
There are many ways in which a graphene sheet can be rolled to form a
carbon nanotube, with a wide range of resulting diameters and chiralities.
The chirality of a nanotube describes the direction in which the graphene
sheet has been rolled to create it. Every nanotube has an associated chiral
vector ~C which forms the circumference of the nanotube.
The chiral vector determines the structural type and the electronic prop-
erties of the nanotube. The general form of a chiral vector is
~C = n~a1 +m~a2 = (n,m), (2.15)
where n and m are integers [3].
There are three possible nanotube classes, armchair, zig-zag and chiral,
these are shown in Figure 2.10.
Each chiral vector has an associated chiral angle, θ. This angle can be







































Figure 2.10: The possible chiralities of carbon nanotubes. The chiral and translation
vectors of a (4,2) chiral nanotube are shown as red and blue lines respectively - the chiral
and translation vectors are perpendicular to one another. The chiral angle, θ, is measured
relative to the zig-zag line. The chiral vectors of (0, 5) zig-zag and (3, 3) armchair nan-
otubes have also been included on the diagram in magenta and green respectively. The
green rectangle represents the unit cell of a (3, 3) armchair nanotube.
The chiral angles and structures of each type of nanotube are shown in
Figure 2.11.
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Figure 2.11: The different types of nanotube chirality and the corresponding chiral angle
(Adapted from [25])
Given that the chiral vector forms the circumference of the nanotube, it is
possible to determine the diameter, d, of the nanotube directly by the using








n2 + nm+m2 (2.17)
The last structural property of nanotubes to be described is the trans-
lational symmetry along the length of the tube. This is determined by the
translation vector,
~T = t1~a1 + t2~a2 (2.18)
where t1 and t2 are integers which can be determined from the chiral indices
n and m using the equations t1 =
2m+n
dR
and t2 = −2n+mdR where dR is the
greatest common divisor of (2m+ n) and (2n+m).
20
The translation vector, ~T , and the chiral vector, ~C, form a rectangle on
the graphene lattice [3]. This is the unit cell of the nanotube, an example of
the unit cell of a ~C = (3, 3) arm chair nanotube is shown as a green rectangle
in Figure 2.10. The size of the minimum translation vector and hence the
unit cell depends upon the chirality of the nanotube. For armchair nanotubes
|~T | = a and |~C| = n√3a, while for zig-zag nanotubes |~T |= √3a and |~C| = na
[3]. Chiral nanotubes can have relatively large unit cells with the maximum
occurring at an angle of 15o. Calculating the number of carbon atoms in
a given nanotube unit cell is a reasonably simple procedure. Firstly it is
necessary to calculate the number of hexagons, q, present in the unit cell of
the nanotube. This can be achieved by dividing the area of the nanotubes
unit cell, St = |~T × ~C|, by the area of one hexagonal cell of graphene,





Given that there are two carbon atoms per hexagon, the total number of
carbon atoms in the nanotube unit cell, nc, is given by nc = 2q (based upon
[3]).
2.3.2 The reciprocal lattice of SWNTs
In order to effectively describe the electronic structure of carbon nanotubes
it is necessary to construct the first Brillouin zone of the reciprocal lat-
tice. Firstly, considering the lattice translation vectors along the length and
around the circumference of the tube. The reciprocal lattice translation vec-





Since the diameter of a nanotube is very much less than its length, it
can be thought of as being infinitely long. This results in a continuous wave
vector ~kz along the tube.
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As a result the first Brillouin zone extends from ~kz = −pia to pia . The
wavevectors in the circumferential direction, ~k⊥ , are more interesting. Any
wave vector, ~k⊥, is quantised according to the following boundary conditions




= µ · 2pi
~C
(2.21)
where, λ is the wavelength of the electron wavefunction and µ is the quan-











. Here dcd is the greatest common divisor of (n,m)
and Rcd = 3 if (n−m)/3n is an integer and Rcd = 1 otherwise [23].
This can be explained by considering the behaviour of an electron present
on the circumference of the nanotube. An electron can only exist when the
corresponding wavefunction meets the above boundary conditions. Most
importantly, the wavefunction must possess a phase shift which is an integer
multiple of 2pi. All other phases result in destructive interference.
We now have the necessary wave vectors to describe the first Brillouin
zone of a carbon nanotube. The first Brillouin zone consists of a rectangular
band of parallel lines of length 2pi
a
(~kz) directed along the ~kz axis. These
lines are quantised in the circumferential direction by the spacing of 2pi| ~C| . A
detailed diagram of the first Brillouin zone of a (3,3) armchair nanotube is
given in Figure 2.12.
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Figure 2.12: The first Brillouin zone of a (3,3) armchair nanotube.
For a given type of nanotube, the size of the Brillouin zone in the re-
ciprocal lattice direction (~kz) is constant. As the diameter of the nanotube
increases, the number of quantised k lines around the circumference also in-
creases. However, an increase in diameter also results in a decrease in the
separation between the k lines. As a consequence of this, the electronic
quantisation becomes less distinct with increasing diameter.
2.3.3 Electronic structure of SWNTs
If the k lines of a nanotube match up with the K points of the graphene
Brillouin zone then the nanotube will be metallic. The nanotube shown in
Figure 2.12 is metallic as are all armchair nanotubes; if the k lines do not
intersect with any of the K points the nanotube will be semi-conducting.
The zig-zag nanotubes can be either metallic or semiconducting; in addition
chiral nanotubes can be a mixture of metallic and semiconducting. The basic
principle of the zone folding approximation is that the electronic band struc-
ture of a nanotube can be determined from the band structure of graphene
along the allowed k lines.
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With the zone folding method, the band structure of graphene can be
adapted to give the band structure of a nanotube by replacing the wavevec-
tors of the graphene lattice by those of the nanotube (i.e. kx → k⊥, ky → kz).


















where Eµ is the dispersion energy of the nanotube energy bands, t is the
transfer integral, − pi√
3
< ka < pi√
3
and n is a chiral integer and [3].
Similar expressions can be derived for armchair and chiral nanotubes.
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Figure 2.13: Band structure of an (8,0) semiconducting zig-zag SWNT from zone folding
of graphene band structure. Image based upon [21].
The lowest energy bands of the first Brillouin zones for metallic and semi-
conducting nanotubes are shown in Figure 2.14.
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Figure 2.14: The band structures for (a) a metallic nanotube and (b) a semiconducting
nanotube.
2.3.4 Electronic density of states
The electronic density of states is defined as the number of electronic states
available in a given energy range; it is a quantity that is both useful for de-
scribing the electronic structure of a given nanotube, and is also measureable.
The density of states is dependent upon the dimensionality of an object
- a carbon nanotube is classed as a 1 dimensional object (z direction) and is
quantised in 2 directions i.e. x and y. The density of states, in a transverse
direction, for a one dimensional object varies as 1/
√
E , where E is the
transverse energy. It can be shown [26] that the density of states for the first










|E|/√E2 − E2µ |E| > |Eµ|
0 |E| < |Eµ|
(2.24)
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The density of states for an (8,0) semiconducting zig-zag SWNT and a
(5,5) metallic armchair SWNT are shown in Figure 2.15.
E11
E11




Figure 2.15: Density of states (DOS) as a function of energy, for a selection of SWNTs:
(a) semiconducting and (b) metallic. The transition E11 has been labelled in red as an
example (based on [27]). It is worth noting the differences between semiconducting and
metallic nanotubes at the Fermi energy (Energy = 0), specifically, in semiconducting
nanotubes the DOS is zero - in contrast for metallic nanotubes it is non-zero.
The following points are of note (Figure 2.15):
1) At the quantisation energies E = Eµ the function g(E, Eµ) diverges
and produces what is called a van Hove singularity [3].
2) For the special case of Eµ = 0, g(E,Eµ) becomes unity, the conduction
and valence bands of the nanotube meet at the Fermi energy - the nanotube
is metallic (Figure 2.15. b)).
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The density of states peak at the singularities, as a result they dominate
the physical properties of the nanotube. Concerning the optical properties of
nanotubes, for a photon to be absorbed it has to match the energy interval




The encapsulation of molecular
systems by carbon nanotubes
using a supercritical carbon
dioxide-based method
In this chapter the factors affecting the binding of molecules to the external
and internal surfaces of a carbon nanotube are reviewed. We targeted the
encapsulation of organo-metallic molecular systems via a supercritical CO2
process, whose physical mechanisms and advantages are described in detail.
The choice of the molecular systems to be encapsulated is also justified: it
includes molecules that are sensitive to air (and would benefit from having the
nanotube protection), molecules that have large dimensions and hence lower
diffusion towards encapsulation, and aromatic planar molecules with metallic
cores which make them more difficult to create hybrids with nanotubes by
exohedral functionalization.
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3.1 The effect of curvature upon the
reactivity and binding capability of SWNTs
It is well known that graphite is formed from a large number of individual
graphene layers stacked one on top of each other. The graphene layers are
held together by weak van der Waals interactions between the individual
sheets. It is the pi bands of graphene which are responsible for this inter-
action and it is known as pi-pi stacking [28]. In an ideal sheet of graphene
the reactivity of the upper and lower surfaces are equivalent. In carbon nan-
otubes, however, the situation is more complicated because the curvature
of the nanotube side-walls has a significant effect upon the reactivity of the
nanotube.
Two parameters directly linked to the intrinsic curvature of nanotube
side-walls and hence to their reactivity are the pyramidalization angle (θP)
and the pi-misalignment angle (φ) [29].
Geometrically speaking, carbon nanotubes are significantly different from
graphene. The sp2-hybridized carbon atoms in an ideal graphene sheet are all
perfectly trigonal, that is, the angle between the pi orbitals and the σ bonds is
exactly 90o. In contrast, in carbon nanotubes the curvature of the nanotube
side-walls causes the natural trigonal geometry to become distorted. The
extent of the distortion can be understood in terms of the pyramidalization
angle, which is defined as follows:
θP = (θσpi − 90o), (3.1)
where θσpi is the curvature induced deviation angle between the upper pi
orbital and the σ orbitals [29]. The pyramidalization angles of graphene and
a generic SWNT are compared in Figure 3.1 (a) and (b) respectively.
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 Figure 3.1: Diagrams of the pyramidalization angle θ of (a) graphene and (b) of a
generic nanotube, respectively; the pi misalignment angle φ of (c) graphene and (d) a
generic nanotube respectively (adapted from [29]).
Another distortion introduced by the curvature of the nanotube is the mis-
alignment of the pi-orbitals between adjacent carbon atoms in the nanotube
side-walls, this mis-alignment is only present in carbon atoms which have a
C-C bond that is not parallel to the circumference of the nanotube.
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In the planar geometry of graphene the pi-orbitals between the carbon
atoms are parallel. However, in a nanotube, the curvature of the walls is
such that this is not always the case and an orbital mis-alignment angle φ
develops. A comparison between the mis-alignment angles of graphene and
a generic nanotube is given in Figure 3.1 (c) and (d).
The pyramidalization and misalignmentof the pi-orbitals of the C atoms
in the sidewalls of the SWNTs induces local strain and as such the exterior
surface of carbon nanotubes is expected to be more chemically reactive than
the surface of a graphene sheet [29]. Both of these effects, and hence the
local strain in the nanotube, are inversely proportional to the diameter of
the nanotube [29].
The exterior of SWNTs is also expected to be more reactive than the
interior. This is because the pyramidalization of the nanotubes C atoms
causes the exohedral lobes of the pi-orbitals to be larger than those of the
interior [30]. The larger lobes on the exterior favour overlap with chemically
suitable atoms or molecules - the reduction in local strain provided by such
an interaction also plays a part [30]. The difference between the reactivities
of the exterior and interior increases with increasing pyramidalization angle
and decreases with increasing diameter. However, the differences are only
moderate for typical examples such as (10, 10) SWNTs with diameters of 1.4
nm [30].
3.2 Effects of curvature upon molecular
adhesion
The curvature of the sidewalls of SWNTs make the interior and exterior
surfaces different geometrically. The nanotube sidewalls curve away from an
adatom / molecule attached externally and towards an adatom/ molecule
attached internally. This has a strong effect on placement of adatoms /
molecules adsorbed onto the internal and external surfaces of nanotubes.
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The simplest model which gives qualitatively correct results for specific
cases of adatom-nanotube binding energy is the empirical Leonard-Jones po-
tential (LJP) which describes dispersive interactions between neutral atoms.
This empirical model has been successfully applied to a number of graphitic
materials. For a C60 molecule interacting with CNTs, the binding energy
was found to be dependent upon molecule placement [31].
For C60 molecules interacting with nanotubes, the binding energy to the
interior surfaces of the nanotube was found to be greater than when at-
tached to the exterior or to the open ends of the nanotube [31]. The greatest
binding energy was found for C60 molecules interacting internally with the
hemispherical end caps of a nanotube [31]. This can be understood in terms
of geometry matching - the closer the geometric match between the molecule
and nanotube surface, the greater the number of atoms available to con-









Figure 3.2: Schematic diagram of the geometric match between adatoms attached to the
exterior and interior walls of a nanotube. ra and rb represent the distances between the
centers of the adatoms and the carbon atoms in the walls of the nanotube.
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To determine the binding energy between a molecule and nanotube, the
binding energy between the molecule and the carbon atoms of the nanotube
are summed; the potential energy of interactions between the molecule and a
single carbon atom in the nanotube,V LJ is described by the empirical relation









where r is the distance between the molecule and the individual carbon atom,
 is the depth of the potential well and σ is the hard-sphere radius of the
molecule [5]. For example, calculations using a LJP model show that in
interactions between adatoms and nanotube bundles the relative size of nan-
otube diameter and the van der Waals radius of the adatoms is critical in
determining uptake of adatoms from the gas phase. As one would expect,
small enough molecules can easily fit inside both the nanotubes and in the
interstitial channels between tubes. There will be limits depending upon in-
dividual adatom species and nanotube diameter beyond which adatoms will
not fit inside either space [33].
To reveal qualitative behaviour of an adatom interacting with a nanotube,
a simplified model using the LJP can be used where an arbitrary adatom of
van der Waals diameter SvdW interacts via van der Waals interactions with
an arbitrary nanotube bundle made of SWNTs, the diameter of a SWNT
being d.
Varying the diameter of the nanotube, has a marked effect on the binding
energy between the atom or small molecule and the SWNT upon which it
is adsorbed. As d → ∞ (Figure 3.3 (a)), the interaction strength between
the adsorbed adatom and the SWNT becomes equivalent for the interior and
exterior surfaces. The binding energy for an adatom to the walls of an infinite
diameter nanotube is equivalent to that of graphene. As d is decreased the
binding energy between the adatom and the exterior of the SWNT decreases.
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Conversely, the binding energy between the adatom and the interior sur-
face of the nanotube increases as d is decreased and reaches a maximum bind-
ing energy at an ideal diameter (doptimum) specific to each atom or molecule
- see Figure 3.3 (b). The ideal diameter for an arbitrary adatom is described
by the following relation:
doptimum = SvdW + (2× rvdW), (3.3)
where rvdW = 0.15 nm and is the thickness of the nanotubes pi-orbitals [34];
SvdW is the hard-sphere radius of the adatom. At the ideal diameter, the
binding energy strongly favours the internal site [5]. At larger diameters
Figure 3.3 (c) the interior is still favoured but not as strongly as at the ideal
diameter, this is due to the differences in size. As d is decreased below doptimum
(Figure 3.3 (d)), the repulsive 1/d12 component of V LJ becomes dominant
due the overlap of the pi-orbitals of the nanotube and those of the adatom,
making encapsulation unfavourable.
From this simple model it is clear that the van der Waals diameter of
the atom or molecule relative to the diameter of the nanotube is the most
important parameter associated with the placement of the atom or molecule
[5].
The molecules used in this study are shown in Figure 3.4 and the effective
hard-core diameters (SvdW ) of the molecules and the corresponding ideal























Figure 3.3: Schematic diagrams of adatoms attached to carbon nanotubes with (a) d →
∞ (b) d = doptimum (c) d >> SvdW and (d) d < SvdW . All symbols as defined in the text.
Cobalt carbonyl (Co2(CO)8) is a roughly spherical molecule with an effec-
tive hard-sphere diameter of 0.5 nm and a corresponding optimum nanotube
diameter of 0.8 nm. The spherical geometry should give this molecule a high
interaction energy with the inner walls of the nanotubes. The cobalt carbonyl





















Figure 3.4: Schematic diagrams of the molecular strutcure of (a) Cobalt carbonyl (Co2
(CO)8) (based upon [35]) (b) nickel phthalocyanine (NiPc) (based upon the structure
of CoPc [36]), (c) chloro-aluminium phthalocyanine (ClAlPc) and (d) nickel tetraphenyl
porphyrin (NiTPP) (based upon [37]). The green rings around the square TPP and Pc
molecules represent the van der Waals diameters of the molecules.
In contrast, the other molecules used in this study are significantly larger,
planar in nature and roughly square shaped. In order to obtain an effective
hard-core diameter for these molecules, a circular symmetry has been as-
sumed - see Figure 3.4. Both of the phthalocyanine (Pc) molecules, chloroalu-
minium Phthalocyanine (ClAlPc) and nickel Phthalocyanine (NiPc) molecules
share the same structure and hence have the same effective hard-core diame-
ter of 1.5 nm with an associated ideal nanotube diameter of 1.8 nm. However,
they have dissimilar cores: NiPc has a paramagnetic nickel ion at its core,
while ClAlPc has a Cl-Al dipole, which forms an electric dipole. The nickel
tetra phenyl porphyrin (NiTPP) molecule is the largest of the set, possessing
an effective hard-core diameter of 2 nm and an associated ideal nanotube
diameter of 2.3 nm. It has a nickel ion at its core, as with the NiPc molecule,
however, NiTPP has a porphyrin body with phenyl appendages attached.
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Table 3.1: The optimum nanotube filling diameters doptimum for the molecules used in
this study, SvdW is the size of the molecules inluding the van der Waals radii of the
constituent atoms. The sizes of the van der Waals potential surface of the Pc molecules
were based upon that of cobalt phthalocyanine (CoPc) as quoted by [36]. Those of the
NiTPP and Co2(CO)8 molecules were determined from molecular models.
Taking symmetry into account, the LJP interaction between these molecules
and the inner surfaces of the nanotubes would be maximised if the molecules
were arranged cross-ways along the axis of the nanotube - Figure 3.5 shows
this schematically using the NiTPP molecule as an example. Given the
square geomtery of the molecules they are likely to have a weaker LJP inter-
action than the cobalt carbonyl interaction - this would result from greater
symmetry mis-match. However, this is not the geometry observed upon en-
capsulation (see chapter 5 section 5.4).
SWNT
NiTPP molecule 
Figure 3.5: Schematic diagram showing a NiTPP molecule positioned in a SWNT ar-
ranged cross-ways to the length of the nanotube (based upon [38]) The yellow outline
represents the van der Waals surfaces of the molecule and nanotube.
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3.3 Aromatic interaction between molecules
and the exterior of CNTs
For aromatic molecules it is possible for intermolecular interactions to occur
through pi stacking. In pi stacking, the planar pi systems of aromatic molecules
lay one on top of each other, in a nearly parallel orientation [20].
The cobalt carbonyl molecule is not aromatic and as such cannot interact
in this way. The other molecules of this study, however, posses multiple
aromatic sub-structures which could enable pi stacking to occur with the
nanotubes exterior as well as between themselves. The aromatic molecules
are shown in Figure 3.6 (a) and (b) with the structures likely to result in pi
stacking highlighted.
The TPP and Pc molecules have two possible sub-structures where pi
stacking between the molecule and surfaces of the nanotube could occur:
(i) the central ring systems
(ii) the benzene-like appendages attached to the central ring systems
Taking the porphyrin molecule as an example, the possible binding areas
for the sub-structures on a nanotube of 2.3 nm in diameter is shown in
Figure 3.6 (c) and (d). The porphyrin is also shown encapsulated inside of
the nanotube, however, given that the molecule is separated from the inner
walls of the nanotube, it is unlikely that pi stacking would occur - unless
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Figure 3.6: Schematic diagram showing the (a) Pc and (b) TPP molecules respectively.
The structures likely to be involved in pi stacking are highlighted in red, appendages and
green, central ring system. (c) and (d) show the possible binding areas on a nanotube for
a fully aromatic porphyrin molecule (c) and (d) where the aromacity of the central ring
has been destroyed by chelation with a metal ion.
It has been found that un-chelated porphyrins (porphyrins without a
metal centre), for example tetraphenyl porphyrin (TPP) shown in Figure
3.6 (b), show strong affinities for the exterior of semiconducting CNTs, so
much so that the union of the two can be used to separate semiconducting
nanotubes from a metallic/ semiconducting mixture [39]. However, upon
chelation with a metal ion complex, the binding between metallo-Porphyrins
and nanotubes becomes less favourable [39]. This highlights that the primary
centre for the binding of the un-chelated TPP to the SWNT is the porphyrin
ring system (Figure 3.6 (c)) and not the phenyl groups.
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This also seems to be true for Phthalocyanine molecules in which upon
the formation of a coordination bond between a metal ion and the nitrogen
atoms, aromaticity of the central ring system is destroyed and thus pi stacking
via it is prevented [40]. In conclusion, the attachment of either the NiTPP,
NiPc or ClAlPc molecules to CNTs via pi stacking involving the centres of
these systems seems unlikely.
The binding energy of aromatic molecules adsorbed to the exterior of
CNTs by pi stacking has been found to be weak for benzene-like molecules.
However, if charge transfer between the nanotube and molecule occurs, the
binding energy can be significantly higher [41]. It is well established that met-
alloporphyrins are electron donating systems [19], therefore this may present
a route through which pi stacking could occur between the appendages of
the molecules and graphitic surface of the CNT (Figure 3.6 (d)). We fi-
nally note that in reference [42] CoOEP molecules were found to exohedrally
functionalize SWNTs in high yield despite the presence of the metallic core.
3.4 Effects of curvature upon molecule
diffusion on and in SWNTs
Calculations of the potential energy and molecular dynamics with a Leonard-
Jones type potential found that both the curvature and helicity of the a car-
bon nanotube have a great bearing on the diffusion of an adatom adsorbed
onto the nanotube walls [43]. It was found that adatom diffusion is very de-
pendent upon the curvature of the nanotube. The diffusion barrier increases
monotonically with curvature [43].
Therefore it is possible to conclude that diffusion along the interior of the
nanotube (negative curvature) is easier than along graphite (zero curvature),
however diffusion along a flat surface is easier than along the exterior of the
nanotube (positive curvature). This can be understood in terms of curvature
induced strain in the walls of the nanotube, the inner surface experiencing a
negative strain (compression) and the exterior experiencing positive strain.
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The helicity has also been shown to impact upon the diffusion path of
an adsorbed adatom, with diffusion being favoured in armchair rather than
zig-zag nanotubes [43]. With these considerations in mind it is reasonable
to conclude that the interior of the nanotube is a more suitable environment
for the formation of ordered nanostructures than the exterior.
Calculations have shown that due to a smoother potential energy surface
in the interior of nanotubes, the barrier to diffusion is lower than that of
the exterior surface even though the binding energy endohedrally is greater
[43]. This makes the diffusion of adatoms through the interior of the nan-
otube much more favourable than along the exterior. Once the adatoms are
inside, for adatoms of or near optimum size for the nanotube, the increase
binding energy inside makes the removal of encapsulated adatoms demanding
energetically.
3.5 Molecular encapsulation by SWNTs
3.5.1 Encapsulation methods
For filling carbon nanotubes with molecular species more traditional methods
used either thermal diffusion [44] or filling from solution [5, 15,45,46].
Thermal diffusion of C60 fullerenes has been shown to produce SWNT
filling yields of up to 85%. However, to achieve this result, a temperature
of 650o C was required [44]. The decomposition temperatures of a lot of
organic molecules of similar size to C60 are far below this, indeed the cobalt
carbonyl molecule is known to decompose above a temperature of 52o C
[47]. Therefore, the high temperatures necessary for this process to occur
make it especially unsuitable for the encapsulation of molecules such as this.
Porphyrins however, have a much greater thermal stability and enter the
molten phase at temperature of 200 - 300o C [48]. Results indicate that
porphyrin peapods can be formed using a thermal diffusion method with a
process temperature of 400o C. [44]. Phthalocyanine molecules also possess
a high degree of thermal stability - for example, the NiPc molecule is known
to be stable in Ar up to a temperature of 750o C [49].
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Therefore, a thermal diffusion method may be suitable for the porphyrin
and phthalocyanine molecules but might not be compatible with the cobalt
carbonyl molecule. Nevertheless, the larger the molecule (e.g. the NiTPP
molecule used here), the more difficult its encapsulation by thermal diffusion
[5].
A number of studies have been conducted upon filling from solution using
a variety of organic solvents, both aromatic, such as toluene, and polar, such
as ethanol - these met with mixed results [5,15,45,46]. The main advantage
of filling by solution is that it is a relatively low-temperature process and
therefore suitable for thermally unstable molecules.
In order to maximise the yield of encapsulated molecules upon filling from
solution there are a number of criteria which must be optimised [5]:
(i) The solvent used must have a surface tension (γ) which is low enough
to wet the surfaces of the CNT.
(ii) The interaction between the solvent and the solute (molecules to be
encapsulated) must be weak.
(iii) The interaction between the solvent and the CNT must also be weak.
(iv) The interaction between the CNT and the solute must be relatively
strong.
(v) The critical diameter of the solvent molecules should be small enough
for them to escape from any encapsulated structure which has formed
using the filling process.
It has been found that a solution’s ability to effectively wet the surface
of the nanotube is critical to whether it will induce molecular encapsulation
[50]. The parameter which has the greatest effect on a solvent’s ability to wet
the surface of a CNT is the surface tension (γ), with the wetting threshold
for CNTs being between 100 and 200 mNm-1[50]. Wetting with liquids with
a surface tension greater than the threshold is impossible.
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It has been found that fluids with high surface tensions such as molten
metals are not successfully encapsulated inside CNTs except when forced to
do so by the application of very high pressures. Low surface tension solvents
have been found to effectively wet CNT and to be drawn into the interior of
the nanotube by capillary forces either via the open ends of the nanotubes
or through wall defects [50].
The nanotube wetting threshold is high enough that they are expected
to be wetted by water (γ ∼ 72 mNm-1) and most organic solvents (γ ∼
72 mNm-1) [51]. The solubility of C60 and the relevant properties of some
solvents which have been used in nanotube filling experiments are shown
in Table 3.2. All of these solvents possess surface tensions low enough to
effectively wet carbon nanotubes and enter into the interior, however, super-
critical carbon dioxide (ScCO2) has no surface tension at all.
Solvent Solubility Critical diameter of Surface tension, γ
of C60 / gL
-1 solvent molecule / nm at 20 o C / mNm-1
Toluene 2.800 0.78 28.52
Ethanol 0.001 0.44 22.39
Chloroform 0.160 0.33 27.32
n-Hexane 0.043 0.92 18.40
ScCO2 Unknown 0.28 0.00
Table 3.2: C60 Solubility, critical diameter and surface tensions of selected solvents
[52–54].
It has been found that if a CNT is filled with a gas such as air - this will
oppose entry of liquid to the CNTs even if the liquid has a sufficiently low
surface tension to allow wetting of the tube [51].
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To counteract this, it is necessary to provide the existing fluid with an
escape route such as the open ends of the nanotube or wall defects [51]. It
is also important that the solvent molecules once inside the nanotubes are
small enough to escape after the filling molecules have been encapsulated,
specifically they will have to fit through the defects in the nanotube side-
walls and around any pea-pod structures which have been formed. CO2 with
its linear form, has the smallest critical diameter of any of the molecules
listed in the table and therefore should have the greatest chance of escaping
from filled nanotubes.
The strength of the interaction between the solvent and the molecules
to be encapsulated can greatly affect the probability of encapsulation being
successful. If the solvent has a particular affinity for the molecule, as is the
case when C60 is solubilised in toluene, then the binding energy between
the solvent and solute can be so strong that encapsulation by the nanotube
becomes unfavourable [46]. In this instance the molecules will remain in
solution and be carried away from the nanotube. While the solubility of C60
in ScCO2 is not known it is expected to be low, but non-zero [55].
It is clear that with the above criteria in mind that the properties of
ScCO2 make it the ideal solvent for filling from solution experiments. Indeed,
it has been shown to be very effective in creating fullerene-CNT peapods
[15]. While the porphyrin and phthalocyanine molecules used in this study
are different from C60 geometrically, they share an aromatic structure. With
this in mind it is reasonable to assume that the above consideration should
apply to them also.
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3.6 Molecular encapsulation by SWNTs us-
ing a ScCO2 medium
3.6.1 Supercritical fluids
A gas is characterised as having a low density, a low viscosity and a high
diffusity. In contrast a liquid has a relatively high density, a high viscosity and
a low diffusity. There is a third fluid phase which has properties intermediate
to those of liquids and gases; this is called a supercritical fluid (SCF). Table
3.3 shows the contrasting properties of the different fluids.
All supercritical fluids have a certain point in the phase space, charac-
terised by a critical temperature, Tc and a critical pressure, Pc at which they
make a transition from a normal fluid to a supercritical fluid; some examples
are shown in Table 3.4.
Phase Density / 103kg m-3 Viscosity / mPas Self diffusion
coefficient / 104m2s-1
Gas (0.6 - 2) × 10-3 (1 - 3) × 10-2 0.1 - 0.4
Supercritical fluid 0.2 - 0.5 (1 - 3) × -2 0.7 × 10-3
near to Tc
Liquid 0.6 - 1.6 0.2 - 3 (0.2 - 2) × 10-5
Table 3.3: The properties of fluids [56]
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Fluid Critical temperature, Tc /
o C Critical pressure, Pc / Bar
Helium-4 -268.0 2
Oxygen -118.6 50
Carbon dioxide 31.0 74
Propane 96.7 42
Table 3.4: Selected supercritical fluids and corresponding critical temperatures and pres-
sures [57].
At this critical point (Tc, Pc) the boundary between the liquid and gas
phases ceases to exist and the liquid and gas densities become equal. Above
this point the fluid does not condense to form a liquid or evaporate to form
a gas, instead it has properties somewhere between the two [56]. Figure
3.7 shows the phase diagram of a single substance. Following the liquid-gas
coexistance curve from the triple point (T) to the critical point (C), both the
temperature and pressure of the fluid increases. The increase in temperature
results in thermal expansion of the liquid and as a result a decrease in density,








Figure 3.7: Schematic diagram of the phases of a single substance (based upon[56]).
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The fluid densities continue to converge until the critical point is reached.
At this point the densities equate and the liquid and gas phases become
indistinguishable [56]. With the disappearance of the barrier between the
gas and liquid phases, all inter-fluid surface tension is lost and the fluid
enters a supercritical phase.
The solvent power of a supercritical fluid is very sensitive to density fluc-
tuations, especially around the critical point. This means that relatively
small changes of pressure or temperature near to the critical point can be
used to tune the solvent power of the fluid. The low density and non-existent
surface tension of supercritical fluids make them an attractive prospect for
filling carbon nanotubes.
The critical temperatures and pressures of a selection of substances are
shown in Table 3.4. When deciding upon which substance to use in a super-
critical fluid experiment there are a number of practical factors to consider -
arguably the two most important are the temperatures and pressures of the
critical point. For example both oxygen and Helium 4 enter a supercritical
phase at relatively low pressures, but require cryogenic temperatures to come
near to the critical point. Substances exist which have critical points higher
in both temperature and pressure, however, they tend to be dangerous - for
example at its critical point propane is flammable and potentially explosive.
The substance most commonly used in supercritical fluid processes is
carbon dioxide. It has a critical pressure of 74 bar, well in range of modern
high pressure systems, and a critical temperature of 31.0 o C. These values are
such that CO2 can be maintained in the supercritical phase for an extended
period using relatively simple equipment with a low risk of adverse effects.
The low critical temperature of CO2 is especially useful when dealing with
temperature sensitive materials. Another useful characteristic of supercritical
CO2 is that it is chemically inert. This is important when using materials
sensitive to oxidation, such as the cobalt carbonyl molecule. Carbon dioxide
is also non-flammable, non-toxic, inexpensive and environmentally acceptable
[57].
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3.7 ScCO2 induced encapsulation
Previous work [15] found that fullerenes of various sizes could be encapsulated
inside SWNTs using ScCO2 as a medium. In these studies the greatest
yield of encapsulated fullerenes was achieved when the ScCO2 was kept at
a constant temperature of 50o C and the pressure was cycled between a
pressure of 100 and 150 bars [15].
There are a number of factors that can determine the filling yield and
below is provided the rationale for the initial choice of the ScCO2 parameters
used for filling experiments.
The encapsulation process relies upon the solvent power of the ScCO2
which depends upon the density of the fluid. Figure 3.8 shows that the
density of a supercritical fluid is very sensitive to changes in temperature
and pressure near to the critical temperature, Tc = 31
o C. The temperature
of 50o C used in the experiments of this study was such that the change in
density is fairly fast, but not as abrupt as near to Tc. For example, if T was
increased to a value that is significantly higher than Tc, for example over
100 o C, the change in density is more gradual, but it is also significanly less
dense - this would result in the fluid becoming more gas-like and adversely
affect the effectiveness of the fluid as a solvent, as well as adversely affect the
filling experiment. In contrast, if T is reduced below Tc the CO2 will leave
the SCF (supercritical fluid) state and re-enter the liquid phase, this would
be disasterous for a filling experiment. By changing the pressure of the fluid
while keeping the temperature fixed, it is possible to vary the density of the
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Figure 3.8: Schematic phase diagram of CO2 [56]. C is the critical point.
While the density of the fluid increases with pressure, the interaction
between the CO2 and the filling molecules does not vary in a straightforward
fashion. Figure 3.9 shows that at low densities (A), the interaction is weakly
attractive. As the density of the fluid is increased, a point (B) will be reached
at which the attractive interaction is maximised.
Figure 3.9: Dependency of the solute to solvent interaction as a function of supercritical
fluid CO2 density. The arrows indicate alternating cycle direction (adapted from [15]).
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At this point the interaction is such that a thick shell of CO2 molecules
will form around the filling molecule (Figure 3.10 (a)). If the density is
increased further, the interaction will become increasingly less attractive and
eventually will become repulsive at (C). The repulsive effect will result in
a CO2-deficient region around the filling molecule (Figure 3.10 (b)). This
interaction is consistent with a van der Waals type potential, the density of
the fluid controlling the distance between the CO2 and filling molecules. By
ramping the pressure of the solution in this way it is possible to selectively
tune the solvent-solute interaction. When the pressure is cycled, the above





Figure 3.10: Schematics showing (a) attractive, and (b) repulsive interaction between
ScCO2 solvent molecules and a solute (filling) molecule.
Further, information from previous work [15] shows that pressure-cycling
experiments produce much higher yields of encapsulated C60 molecules when
compared to static exposures of equal duration [15]. In a pressure cycling
experiment, the cycle shown in Figure 3.9 is repeated a number of times.
In the specific case of a solution of CO2 and C60 molecules, following
the curve from A to B, the inter-molecular interaction becomes increasingly
attractive until a CO2 density of≈ 440 - 620 kg/m3, i.e. at 85-95 bar for 40 oC
is reached at point B [55,58]. This attractive interaction causes solubilisation
of the filling molecules by the supercritical solvent (see part (a) of figure 3.10),
and allows them to be carried inside the nanotube. Inside the nanotubes,
the molecules will be irreversibly encapsulated.
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Increasing the pressure further from B to C results in the interaction
becoming increasingly less attractive and eventually negative at C
≈ 750 kg/m3 (above 125 bar at 40 oC) is reached at point C [55, 58]. The
repulsive nature of the interaction at high pressure causes the solvent to
release the molecules (see part (b) of Figure 3.10). The solvent should now
decouple from the solute and leave the nanotubes. The range of pressures
used in the current investigation (100-150 bar) is consistent with this scenario.
Finally, there are some more general considerations regarding the filling
process. Due to the larger area of interaction between the encapsulated
molecules and the nanotube inner walls, their interaction energy can be very
high and can result in irreversible encapsulation inside the tubes.
In contrast, the interaction energy between the CO2 and the nanotube is
much less, and this makes their trapping much less likely: the small diameter
of the CO2 molecules, of only 2.8 A˚, allows them to diffuse around the filling
molecules, and leave the nanotube through the open nanotube ends or side
wall defects in the tube.
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Chapter 4
Production of hybrids of
nanotubes and organo-metallic
molecular systems
This chapter describes the supercritical CO2 instrumentation and processes
developed and implemented in order to encapsulate the chosen organo-metallic
systems. This resulted in two variants, a primary one, suitable for air-
stable compounds, and another designed for dealing with air-sensitive sys-
tems. Preparation procedures applied to the carbon nanotubes prior to the
supercritical fluid encapsulation processes, and associated characterisation
are also described. Finally, a protocol for the exohedral functionalization of
carbon nanotubes is also given.
4.1 Synthesis of carbon nanotubes
The three methods of carbon nanotube synthesis most commonly employed
are laser vaporization, arc discharge and carbon vapour deposition (CVD).
Each method is quite different and tends to produce SWNTs with different
average diameters with different diameter distribution widths and different
levels of impurities.
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For the experiments in this study a synthesis method which produces a
broader diameter distribution is desirable. This is because while the the-
ory discussed in the previous chapter provides an estimate for the optimum
filling diameters for each molecule, they are not exact. A broader diameter-
distribution should increase the probability of the optimum diameter for each
molecule being present in the nanotube samples and provide the opportunity
of forming new supramolecular architectures.
4.1.1 Laser vaporization
In the laser vaporization method graphite containing a small amount of
embedded transition metal catalyst particles is vaporized using a pulsed laser
and condensed into SWNTs. This method tends to produce relatively small
amounts of SWNTs and the diameter distribution curve tends to be very
narrow [3]. This method would be very useful in experiments where a specific
nanotube diameter is desired.
4.1.2 Arc-discharge
One of the most commonly used methods of nanotube growth, in the arc-
discharge - method a voltage is applied across two graphite rods separated
by a ≈ 1 mm gap. In order to grow single-walled nanotubes, it is necessary
to embed catalyst particles in the graphite rod which acts as the cathode -
it is upon these particles that the nanotubes grow. The catalyst particles
are usually nanoparticles of transition metals such as Co, Ni or Fe [3]. In
addition to nanotube deposition, fullerenes and amorphous carbon are also
deposited onto the cathode at the same time [3]. The arc discharge method
is a high temperature process which requires temperature of ≈ 3000 o C [3].
The exact properties of the nanotubes that are grown by this method will
depend upon the conditions used; however, in general, the average diameter
of the nanotubes and the width of the distribution curve tends to be small.
The arc-SWNTs used in the experiments of this study were commercially
grown by NanoledgeTM and they have an average diameter of 1 nm.
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These nanotubes were chosen because their average diameter matches
well with the expected optimum diameter (0.8 nm) of the cobalt carbonyl
molecules as discussed in the previous chapter.
An example of a nanotube diameter distribution obtained using the arc-
discharge method is shown in Figure 4.1 [59]. This distribution shows that
although more nanotubes were produced with a diameter of ≈ 1.05 nm, a
significant fraction were produced which have diameters close to the peak di-
ameter. The diameter distribution is skewed to the left of the peak diameter,
favouring narrower nanotubes. This tendency would increase the number of
nanotubes with the optimum encapsulation diameter for the cobalt carbonyl
molecule and hence could result in an increase in filling yield.
Figure 4.1: A histogram showing the number of nanotubes produced as a function of
nanotube diameter for an arc-discharge method using an Fe catalyst [59].
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4.1.3 Carbon vapor deposition
The carbon vapor deposition process uses a lower temperature than the arc
synthesis method. In this method a gas of carbonaceous material is passed
over catalyst nanoparticles, usually of transition metals which are kept at a
temperature of ≈ 1000 oC in a reaction tube [3]. The CVD method tends
to produce SWNTs with larger diameters and broader diameter-distributions
than the arc method. Due to the lower temperature, the nanotubes also tend
to have a larger density of defects in their structure [3]. In addition to the
usual amorphous carbon and catalyst particle impurities, the CVD process
tends to result in a greater number of double and multi-walled nanotubes
being produced. The CVD nanotubes used in this study were sourced from
NanocylTM. They have an average diameter of 2.0 nm [60] - this is consis-
tent with the approximate optimum filling diameter of the porphyrin and
phthalocyanine molecules.
Figure 4.2 shows the diameter distribution for SWNTs grown by the
CVD method using Fe2O3 nanoparticles as a catalyst [61] - used here for
qualitative comparison with the Nanocyl nanotubes. Comparing Figure 4.2
with Figure 4.1, it can be seen that the diameter distribution obtained by the
CVD method is broader than that produced by the arc-discharge method.
The greater breadth of CVD distributions means that there should be a
significant number of nanotubes with diameters slightly greater and slightly
lesser the peak diameter - this should result in there being an ample supply
of nanotubes with diameters near to the optimum filling diameters of the
porphyrin (2.3 nm) and phthalocyanine (1.8 nm) molecules used in this study.
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Figure 4.2: A histogram showing the number of nanotubes produced as a function of
nanotube diameter for an CVD method using an Fe2O3 catalyst [61].
4.2 Purification of carbon nanotubes
4.2.1 Impurities
As-grown carbon nanotubes typically possess a number of impurities, which
in the case of CVD-grown nanotubes, can amount to as much as 30 % of
the batch material [60]. These impurities are composed of particles of amor-
phous carbon, residual metallic catalyst particles and carbon onions. A car-
bon onion is a metal catalyst particle around which a shell of amorphous
carbon has formed. A number of purification methods have been developed
to remove these impurities - these methods are now described:
(i) 4.2.2 Thermal oxidation
Thermal annealing in an oxidising atmosphere has been shown to be
an effective way to remove amorphous carbon from carbon nanotube
batches [62]. In this process the nanotube powder is heated at a tem-
perature in excess of 350o C in air. This process exploits the weaker
disordered bonding in the amorphous carbon structures relative to the
strong sp2 lattice bonding in the nanotubes.
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The combination of increased reactivity of the weaker bonds at high
temperature and the presence of oxygen in the air results in the amor-
phous carbon being oxidised and removed as either carbon dioxide or
carbon monoxide. This process is effective in removing both amor-
phous carbon particles and the shells of carbon around the carbon
onions (where reactivity is increased due to the high curvature). The
main drawback of this process is that it can also damage the nanotubes,
especially if the
nanotubes possess defects [63].
(ii) 4.2.3 Hydrogen peroxide-based oxidation
Another process which has been shown to be effective in removing
amorphous carbon from as-grown nanotubes is oxidation by hydrogen
peroxide (H2O2) in solution [63]. In this process the H2O2 oxidises the
amorphous carbon producing either carbon dioxide or carbon monox-
ide. This method is less aggressive than thermal annealing and hence
will result in less damage to the nanotubes.
(iii) 4.2.4 Acid reflux
A simple and effective method to remove residual catalyst particles
is to reflux the powder in concentrated hydrochloric acid (HCl) [64].
The HCl dissolves the metal catalyst particles, but does not attack the
nanotubes.
4.2.5 Purification procedures adopted
Using a combination of carbon oxidation and acid reflux processes it is possi-
ble to remove a great deal of the impurities from as-grown carbon nanotube
batches.
Two purification procedures were adopted for application to the nan-
otubes batches used in the experiments of this study.
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The first was more aggressive, and employed a combination of thermal
annealing and acid reflux techniques. Use of this procedure resulted in a
substantial reduction of the overall mass of purified nanotubes.
The sequence of steps is as follows:
Purification procedure 1
(i) As-grown nanotubes were heated in a solution of 70% concentrated HCl
for one hour at a temperature of 105o C in order to remove any exposed
catalyst particles.
(ii) The suspension was then filtered with deionized (D.I.) water under
vacuum pumping to dilute and remove the acid and left to dry at 90o
C over-night.
(iii) The resulting powder was heated in air for 45 minutes at 450o C to
oxidize the amorphous carbon and onion cages.
(iv) The dry powder was heated in a solution of 70 % concentrated HCl for
one hour at a temperature of 105o C in order to remove the metallic
cores of the carbon onions expsoed by the oxidation process.
(v) The suspension was then filtered with D.I. water under vacuum pump-
ing to dilute and remove the acid and left to dry at 90o C over-night.
Purification procedure 2
The second purification procedure used a combination of the hydrogen per-
oxide oxidation and acid reflux processes. This procedure results in a milder
and more selective purification, and a larger quantity of purified nanotubes
is obtained.
The sequence of steps is as follows:
(i) As-grown nanotubes were heated in a solution of 70% concentrated HCl
for one hour at a temperature of 105o C.
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(ii) The suspension was filtered with D.I. water and enthanol mixture under
vacuum pumping and left to dry over-night at 90o C.
(iii) The resulting powder was gently sonicated using a low-powered ultra-
sonic bath in 30 % concentrated H2O2 and then left to stir for one
month.
(iv) The suspension was filtered with D.I. water (to dilute and remove any
remaining H2O2) and enthanol under vacuum pumping and left to dry
over-night at 90o C.
(v) The dry powder was heated in a solution of 70 % concentrated HCl for
one hour at a temperature of 105o C in order to remove the metallic
cores of the carbon onions exposed by the oxidation process.
(vi) Step (ii) was then repeated.
4.3 Characterisation of purified nanotubes
Before filling experiments using the commercial arc (Nanoledge) and CVD
(Nanocyl) nanotubes were attempted, the quality of the nanotubes was in-
vestigated using transmission electron microscopy (TEM). The TEM images
obtained, which are discussed below, made it clear that further purification
of the nanotube material was necessary - therefore, both types of nanotube
were subjected to purification to remove impurities introduced during the
production process.
4.3.1 Characterisation of Arc SWNTs
The Nanoledge arc SWNTs were subjected to purification procedure 1 de-
scribed above. From the TEM images (Figure 4.3) of the nanotube mate-
rial before and after purification it can be seen that both the amount of












Figure 4.3: Transmission electron microscope (TEM) images of (a) as-grown commer-
cial arc (Nanoledge) SWNTs and (b) after purification using procedure 1. The energy-
dispersive x-ray (EDX) spectrum inset into part (b) shows that the arc-discharge nanotube
sample still has a significant number of Fe catalyst particles even after purification. The Cu
signature originates from the copper TEM grids on which the nanotubes were deposited.
The small Si peak is another impurity left over from the growth process.
Amorphous carbon can be identified as irregular lumps of material with
a contrast similar to that of the nanotubes. The metallic catalyst particles
appear as very dark spots - due to their relatively high atomic number they
tend to scatter the electrons of the beam and hence very few electrons are
transmitted. The level of magnification shown in these images is too low to
see individual SWNTs, and only bundles of nanotubes are visible.
4.3.2 Characterisation of CVD SWNTs
The commercial CVD nanotubes used in this study were purified using both
procedures 1 and 2. Figure 4.4 shows the nanotubes before and after purifi-








Figure 4.4: (a) as-grown commercial CVD (Nanocyl) SWNTs and (b) after purification
using procedure 1. The EDX spectrum inset into parts (a) and (b) shows that the CVD
nanotube sample still has Fe catalyst particles present before purification and a negligible
number after purification.
After purification using this method there is a clear reduction in both the
amount of amorphous carbon and the number of metallic catalyst particles
present in the material. Comparing figures 4.4 and 4.3 one can see that
the CVD nanotube sample has less metallic particles present than the arc
nanotube sample purified with the same protocol. This is due to the presence
of a large amount of onions with metallic cores which are produced during
the arc-discharge synthesis process, which are difficult to remove.




Figure 4.5: (a) as-grown comercial CVD (Nanocyl) SWNTs and (b) after purification
using procedure 2
This method also resulted in a significant decrease in the amount of im-
purities in the material, however, perhaps not as much as achieved using the
high temperature annealing process used in procedure 1.
Although purification procedure 1 appears to be more efficient than pro-
cedure 2, it was decided that it would be better to use procedure 2 to produce
the purified nanotubes to be used for the Raman spectroscopy experiments of
this study. It was thought that the hydrogen peroxide-based process would
result in fewer defects in the structure of the nanotube and hence create less
disruption to the nanotube spectra.
4.4 Nanotube end-opening
When formed, carbon nanotubes have hemi-spherical fullerenes capping their
ends. These present a significant barrier to filling molecules and therefore
need to be removed before a filling experiment is conducted. A method
known to remove these end caps is to heat the nanotubes in air [65].
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This process exploits the weaker C-C bonds in the in the end-caps of
the nanotubes - the greater curvature and hence greater reactivity results in
the carbon atoms in the caps being oxidised by the oxygen in the air and
removed. The curvature of the walls of the nanotubes is less than that of
the end-caps and hence the walls are stronger and less reactive - this makes
them less susceptible to the oxidation process. The main draw-back of this
process is the high temperature necessary to remove the end-caps can also
damage the walls of the nanotubes. However, this process is necessary if a
reasonable filling yield is to be obtained. Before each of the filling experiments
conducted in this study the nanotubes were heated in air for 45 minutes at
a temperature of 450 o C, to remove the end caps. The nanotubes to be
covered with molecules were not subjected to this process because filling was
not the goal.
4.5 Supercritical fluid molecular filling
experiments
4.5.1 Equipment set-up
Governed by the specific properties of the molecular systems to be filled, two
configurations of the rig have been used. Configuration A (Figure 4.6) is a
primary one, compatible with the use of molecules that are not air-sensitive.
Alternatively, for molecules that oxidize on exposure to air, configuration B
(Figure 4.8) was required. This involved further development of configuration
A, so that molecules were kept in a dry solvent (i.e avoiding air exposure)
over the whole duration of the filling experiment.
The purpose of the experimental rig shown is to provide and maintain
a stable supercritical CO2 fluid environment with specific user-set pressure
and temperature conditions. The various parts of the rig are indicated in the
figure and their roles are explained below.
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4.5.2 Configuration A
Figure 4.6: Schematic diagram of the supercritical CO2 rig in its basic configuration, A.
The liquid CO2 is supplied by a cylinder which is at room temperature and
pressurised to approximately 63 bars. Before entering the CO2 pump, the
liquid CO2 is cooled to 0
o C, it is then compressed by a liquid-CO2 pump. In
order to access the supercritical fluid state, the CO2 needs to be compressed
to a pressure greater than the critical pressure of 74 bars. After compression,
the liquid CO2 is first heated above the critical temperature of 31
o C by a
dedicated CO2 heater and then again in the autoclave. The autoclave is a
hollow stainless steel cylinder into which the nanotube samples to be filled are
inserted. A thermocouple and dedicated heater maintain the sample region
at a constant, chosen temperature. A back-pressure regulator maintains
a constant system pressure at a user-set value by opening and closing an
incorporated needle valve. At the end of the experiment, the waste CO2
is exhausted through the back pressure regulator to the outside. During
the molecular filling experiments conducted using this apparatus, the system
pressure was taken through a number of repeated cycles as explained in
chapter 3.
The majority of the equipment from which the rig is constructed is com-
puter controlled - this is a very useful feature as it makes lengthly sequences
of exact pressure cycles possible. An example of such a pressure cycle is
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Figure 4.7: Example pressure cycling experiment
Typically, in these experiments a cycle started at a pressure of 100 bars,
ramped up to 150 bars and then returned back to 100 bars. The period
of time and number of the cycles is different depending on the type of ex-
periment being run. The choice of experimental conditions will be justified
in the next section, and depends on the physical processes that govern the
nanotube filling.
4.5.3 Configuration B
Figure 4.8: Schematic diagram of the rig in the configuration B, for filling from solution.
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The filling molecules used in the second type of experiments are extremely
sensitive to oxidation. While the experiment is in progress, the solution in
which the molecules are dissolved (shown in the photograph in Figure 4.9 as
a dark yellow liquid) is stored in an air tight experiment flask. The flask is
connected to a supply of argon, this maintains a constant inert atmosphere
throughout the experiment. To further reduce the risk of contamination, it
was necessary to connect a bubbler to the gas line. This prevents a sudden
vacuum from drawing air into the flask and contaminating the solution. The
other major additions to the system are a co-solvent pump and a solvent
mixer. The co-solvent pump is used to draw the molecule solution from the
flask and to add it to the CO2 pipeline at the mixer. The co-solvent pump is
computer controlled and capable of automation. The mixer simply mixes the
relatively low pressure solution with the high pressure CO2. A photograph
of the whole set-up is shown in Figure 4.9.




Three different types of nanotube/ molecule hybrids were produced: (a) nan-
otubes endohedrally supercritically-filled from a mixed nanotube/ molecule
powder, (b) nanotubes endohedrally supercritcally-filled from a molecular
solution and (c) nanotubes exohedrally functionalised on the outer surface
with molecules. Nickel tetra phenyl prophyrin (NiTPP), Nickel Phthalo-
cyanine (NiPc) and Aluminium Phthalocyanine Chloride (ClAlPc) molecule
powders were purchased from Sigma Aldrich.
4.6.1 (a) ScCO2 filling of nanotubes from powder
This type of experiment involved supercritical filling of CVD SWNTs with
the NiTPP, ClAlPc and NiPc organo-metallic molecules. Given that these
molecules are not air sensitive, a powder mixture approach was used, with the
nanotubes and molecules being mixed prior to being exposed to the ScCO2.
Configuration A of the supercritical CO2 rig was used for the experimental
set-up. In this case, the ScCO2 helps the molecules to diffuse inside the
nanotube mat and reach the open ends of the nanotubes, from where they are
further carried inside the hollow cavity of the nanotube by the supercritical
fluid.
Several stages of material preparation were necessary before running the
experiment:
(i) CVD SWNTs were purified using either purification method 1 or 2 de-
pending upon whether the sample was to be used for high resolution
transmission electron microscopy or resonant Raman studies respec-
tively.
(ii) The purified nanotubes were end-opened using the procedure discussed
earlier.
(iii) The molecules to be used in the filling experiment were dissolved in
the solvent appropriate to each individual molecule (see Table 4.1) to
produce a saturated solution.
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Both the NiTPP and ClAlPc dissolved easily in the solvents suggested
by literature [39,66]. However, the NiPc molecule did not dissolve well
in any of the solvents tried; it was found to partially dissolve in ethanol.
(iv) The purified nanotubes were added to the molecule solutions and to-
gether they were mixed by mild sonication and mechanical stirring.
(v) This solution was then drip condensed onto a piece of silicon substrate
held on a heated plate at a temperature above the evaporation temper-






Table 4.1: Solvents used for solubilising the molecules [39,66].
When the mat had dried, the silicon substrate was then attached to a
sample holder for insertion into the system autoclave. The sample holder
rests on the lower frit of the autoclave as in Figure 4.10 (b). The frits are
filters with micro-meter sized pores, the lower frit prevents any contamination
from the pumps or pipeline from contaminating the system, while the upper









(a)  (b) 
Figure 4.10: (a) Schematic diagram of the sample holder prior to autoclave insertion.
(b) cross-section view of the autoclave with the sample inserted.
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Pressure cycles between 100 and 150 bars, similar to those shown in Figure
4.7, were run. A typical experiment lasted for a number of days with a
number of pressure cycles being carried out; a summary of the experiments
conducted is given in Table 4.2. The experiments were run with a fixed
sample temperature of 50o C.
4.6.2 Summary of samples produced
Five samples were produced, the two samples destined for HR-TEM study
were purified using procedure 1, had shorter filling experiments with fewer
pressure cycles and used only the NiTPP molecule. The remaining three
samples were purified using procedure 2, had longer filling experiments with a
greater number of cycles, and all three of the non-air sensitive molecules were
used. These samples were studied using Raman spectroscopy. A summary
of the samples produced is given in Table 4.2.
Molecule Number of cycles Cycle duration / hours Future experiments
NiTPP 3 12.5 HRTEM
NiTPP 3 30 HRTEM
NiTPP 10 24 Raman
ClAlPc 9 24 Raman
NiPc 8 24 Raman
Table 4.2: Summary of samples produced by the powder filling experiments.
4.6.3 (b) ScCO2 filling of nanotubes from a molecular
solution
For filling of SWCNTs with Cobalt Carbonyl molecules it was necessary to
develop a method which avoided contact of the molecules with oxygen, this
is because the molecules readily oxidise in air.
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For this reason it was decided to use a filling-from-solution method, with
the set-up in configuration B. In contrast to the powder filling experiments,
the filling molecules in solution are introduced directly to the ScCO2. It was
thought that this might have resulted in a greater solubilisation of the cobalt
carbonyl molecules and hence might allow the molecules to diffuse through
the nanotube mat more easily. Cobalt carbonyl molecules were purchased
from Sigma Aldrich.
The nanotubes of this experiment were prepared using the following pro-
cedure:
(i) Arc nanotubes material was subjected to purification procedure 1.
(ii) The nanotubes were then end opened using the procedure described
earlier.
(iii) Hexane was used to make a suspension of the nanotubes, and this
suspension was drip condensed to form a mat on a silicon substrate
which was attached to the sample holder.
The main differences between this method and that of the method used
in the powder filling experiments is that the molecules were not mixed with
the nanotubes directly, and the use of smaller diameter arc-nanotubes.
The creation of the cobalt carbonyl solution using dry hexane (dry hexane
being oxygen free) required a completely new method of sample preparation.
The oxygen sensitive nature of the filling molecules meant that all the pro-
cessing stages had to be done in an inert atmosphere. The inert atmospheres
for the weighing of the molecules and the subsequent mixing of the molecule
solution were provided by the use of a glove box and Schlenk line under a
nitrogen atmosphere respectively. The resulting solution was kept under an
argon atmosphere for the entire filling experiment, as shown in Figure 4.9.
The cobalt carbonyl/ hexane solution was slowly added to the supercritical
CO2 during the filling experiment by the co-solvent pump via the mixer.
The type of co-solvent pump used for these experiments is designed to pump
solvents such as hexane.
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The pressure of the CO2 was cycled between 100 to 150 bars as with the
other powder experiments, however, due to the limited volume of cobalt car-
bonyl / hexane solution contained in the experimental flask the experiments
were limited to cycles of only 50 minutes in duration.
Unfortunately, these experiments were unsuccessful and no useable sam-
ples were produced. This resulted from the cobalt carbonyl/ hexane solution
causing the valves in the co-solvent pump to block and hence causing the
pumping to stop. It was necessary to dismantle part of the apparatus and
send the pump away for costly repairs. In an attempt to overcome this
problem, a number of these experiments were conducted, with both dilute
and very dilute solutions; however, the result was the same each time. It
was decided that in order to save time and avoid costly repairs, that it was
best to concentrate on the experiments using the air-stable molecules and to
abandon air-sensitive cobalt carbonyl molecules as filling materials.
4.6.4 (c) Exohedral functionalisation of SWNTs
These experiments produced CVD SWNTs with their exterior surfaces cov-
ered with each of the air-stable molecules. The procedure used to create
these samples is as follows:
(i) CVD SWNTs were purified using purification method 2.
(ii) The molecules to be used to produce the nanotube hybrid samples
were dissolved in the solvent appropriate to each individual solvent
(see Table 4.1) to produce a saturated solution.
(iii) The purified nanotubes were added to the molecule solutions and to-
gether they were mixed by mild sonication and stirred mechanically for
several days.
(iv) This solution was then drip condensed onto a piece of silicon substrate
held on a heated plate at a temperature above the evaporation tem-
perature of the solvent, forming a nanotube/ molecule mat.
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A method similar to the one described has been found to result in nan-
otubes with a good coverage of molecules [42].
The key differences between the samples production methods for covered
samples are that the samples were not end-opened prior to being covered
and the covered SWNTs were not exposed to ScCO2. The exclusion of these
two steps should ensure that the number of molecules attached to the outer
surface of the nanotubes should far exceed those encapsulated inside which
may have entered through defects in the walls of the nanotubes. The samples
produced by this method were investigated by resonant Raman spectroscopy.
It is important to note here that the nanotubes used to create these
samples were from the same batch as those used to make the ScCO2 filled
from powder samples, matched by molecule. This means that it is reasonable
to compare the Raman spectra of SWNTs filled and covered with the same
molecular system. However, the nanotube batches used to form the hybrid
samples were dissimilar between molecular types and therefore cannot be
compared reliably. This is because a Raman spectrum acquired from SWNTs
from batches which have undergone a greater amount of purification may be
slightly different to a spectrum acquired from to an earlier batch which is
less purified.
4.7 Removal of extraneous molecular
material
After each nanotube filling or covering experiment, the samples were washed
using the appropriate solvent for each individual molecule Table 4.1. This
process was necessary to remove excess (i.e. unattached) molecules in the
sample. Excess molecules can cause the resonant Raman spectra of nan-
otube/ molecule hybrid samples to be dominated by the spectrum of the
molecules. The washing was effected by filtering the sample with the ap-
propriate solvent (i.e. the solvent which solubilised the respective molecule)
under vacuum pumping until the filtered solvent became colourless. The
resulting powder was then washed with water and dried over-night at 90o C.
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Chapter 5
HRTEM investigations of the
internal structure of hybrids of
nanotubes and organo-metallic
molecular systems
We demonstrate through High Resolution Transmission Electron Microscopy
(HRTEM) the successful encapsulation of large, planar organo-metallic molecules
(larger than in previous works) by SWNTs using a supercritical CO2 based
method. Due to their size (≈2 nm across), such molecular systems are ex-
pected to be difficult to encapsulate using more standard, thermal diffusion-
based procedures. Encapsulation was obtained in nanotubes with a wide range
of diameters, including diameters less than an optimum value resulting from
geometrical considerations. Unlike in other works, HRTEM revealed row-like
ordering of the organo-metallic molecules in nanotubes with diameters close
to the optimum value. Confinement by the nanotube template appears to play
a role as templates of larger diameters did not induce ordering.
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5.1 High Resolution Transmission Electron
Microscopy
High resolution transmission electron microscopy (HRTEM) is a very useful
technique for studying carbon nanotubes - it can be used to identify the
presence of nanotubes in a sample, perform measurements of the diameters
of nanotubes in a sample to provide statistics for diameter distributions and
to identify structural defects [23].
Transmission electron microscopy is a direct imaging technique [23] which
allows for the interior of the nanotubes to be probed. This makes it ideally
suited to characterising the internal structure of carbon nanotube hybrids.
Figure 5.1 shows a schematic drawing of the most important components
of a TEM.
Electron gun






Figure 5.1: Schematic diagram showing the primary components of a TEM, including
the most important magnetic lenses, specimen and imaging screen (based upon [67]).
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A TEM works by exploiting the particle wave duality of electrons, which





where λe is the effective wavelength and v is speed of the electrons in the
TEM beam, me is the mass the electron, and h is Planck’s constant [67].
With sufficiently high electron velocities it is possible to obtain effective
wavelengths of less than an angstrom, and hence to resolve structures much
smaller than possible with an optical microscope.
Electrons are accelerated in the electron gun of the TEM by a voltage
V . This is the source of the radiation which will illuminate the sample to
be investigated. An electron accelerated by a voltage V will gain a kinetic
energy described by 1
2
mev
2 = eV , where e is the charge of the electron.








. Putting in the values for the constants, the following





It is clear that the larger V becomes the smaller the effective wavelength of
the electrons becomes. For example for an acceleration voltage of 100 kV,
λe = 0.039 A˚. If the resolution of a TEM depended entirely upon the effective
wavelength of the electrons being accelerated, it could achieve sub-atomic
resolution. However, the main limit to the resolution of a TEM is the quality
of the magnetic lenses which guide and focus the electron beam.
The condenser lens regulates the convergence of the illuminating beam
on the specimen. The objective lens focuses the electron beam which has
passed through the specimen and provides the first magnification of the image
produced. The projection lens magnifies a portion of the magnified image
further to form the final image.
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The lens which has the greatest effect on the resolution of the image
formed is the objective lens; it is the most critical component of a TEM [67].
There are a number of intrinsic aberrations to electron optics which cannot
be corrected, but their effects can be minimized. The most important is
known as spherical aberration [67] - it is produced by the geometry of the
lens field. It occurs along the axis of the beam and results from the lens
further away from the centre of the beam having a greater refractive power
and hence shorter focal length. In a modern HRTEM system with a suitable
sample it is possible to obtain minimum resolutions in the order of a few
angstroms.
Images are obtained from a TEM by an imaging system which converts
the electron radiation into visible light such as a fluorescent viewing screen
[67].
Details of the images produced are due to variations in specimen contrast
[67]. When the electrons of the beam transit through a specimen, a fraction
will be scattered by the material present. If scattered by a large enough
angle, the electrons are lost from the beam and a corresponding loss of beam
intensity results. The amount of scattering which occurs at a given point
in the specimen is dependent upon the physical density and thickness of the
material there. In the images shown in this chapter, bright regions indicate
high electron transport and low scattering, while dark regions indicate a high
level of electron scattering and a low level of transmission.
In the TEM study of carbon nanotubes the factor most likely to result
in specimen damage is exposure of the nanotubes to the electron beam.
This is especially true for nanotubes studied under HRTEM conditions using
acceleration voltages in excess of 100 keV.
Damage to the sample occurs through inelastic scattering between the
electrons of the beam and the material of the specimen. The amount of
damage done to the sample depends most of all upon the beam current
and the exposure time. The minimum beam intensity required to form a
usable image limits how far the beam current can be reduced, therefore when
imaging samples it is wise to minimize the duration for which the sample is
exposed to the beam.
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Irradiation of carbon nanotubes by an electron beam results in structural
defects and eventually destruction of the nanotube.
5.2 Equipment and experimental methods
SWNTs filled with NiTPP molecules were sonicated in chloroform using an
ultra-sonic probe to form a well dispersed and de-bundled solution. Drips
of this solution were deposited onto lacey carbon film TEM grids. Lacey
carbon film grids are formed from very thin films of carbon which possess
irregular holes. The best contrast of the interior of the filled nanotubes is
obtained from individually separated nanotubes which are suspended across
these holes.
HRTEM was performed by Dr. Adelina Ilie using two microscopes at the
University of Oxford, a JEOL 3000F field-emssion gun (FEG) microscope
and a 4000HR with a LaB6 source, both operated at 100 keV. The 3000F
microscope had a spherical aberration coefficient (Cs) of 0.57 mm giving
it a point resolution of ≈ 0.225 nm at 100 keV, while the 4000HR had a
substantially less good resolution due to higher energy spread and beam
divergence (see Table 5.1). Nevertheless, the resolution of the 4000HR was
sufficient to allow one to observe the contour of the encapsulated molecules
(see section 5.4). The majority of the images in this study were taken with
the 4000HR microscope.
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Microscope Spherical Defocus Energy Beam
aberration spread / nm spread / eV divergence
coefficient / mm / mrad
4000HR 0.9 10 1 1
(LaB6 source)
3000F 0.6 4 0.1 0.15
(FEG)
Table 5.1: Microscope parameters for the two HRTEMs used in this study.
The 100 keV energy of the electrons is slightly above the knock-on thresh-
old of ≈86 keV for carbon atoms in pure carbon nanostructures [68,69], such
as empty SWNTs, and is considered as appropriate for routine images of such
nanostructures [68]. In order to reduce the rate of knock-on displacement of
carbon atoms [69], the irradiation dose was kept low. Calculations based
upon Ref. [69] show that at 100 keV, under beam current densities of 0.4
to 2 A/cm2 (as used here), the displacement rate of carbon atoms, p, ranges
between 3.6 × 10−5 to 1.8 × 10−4s−1; this is equivalent to saying that each
carbon atom under the beam has been displaced once in 1/p ranging from
28000 s (for the lowest dose), to 5600 s (for the highest dose) [70]. These val-
ues compare well with our observation times, which were kept low, typically,
to only several minutes.
To compare with the experimental images, HRTEM images were sim-
ulated. For this, structural models of carbon nanotubes with encapsulated
organo-metallic molecules were generated with Crystal Maker [71], while their
image simulations were performed with SimulaTEM [72]. Sets of focal series
were produced with the molecules in different conformations.
Generating focal series implied that the focal length was varied from under
focused to over focused. This was done in order to minimise the effect of the





with c a constant between 1.0 and 1.2, the image of a weak phase (thin)
object, such as a carbon nanotube is intuitively interpretable [73].
5.3 HRTEM of related systems
Prior work on organometallic systems close in size to those used in this study
will now be discussed. For all encapsulated systems, when determining the
optimum filling diameter for a particular molecule it is necessary to consider
both the geometry of the molecule and the interaction between the van der
Waals surface of the molecule and that of the interior of the nanotube in
which they are to be encapsulated. In general the optimum filling diameter
of the nanotube is given by the equation 3.3.
In a study by Schulte et al [36], roughly square CoPc molecules with
a corresponding van der Waals surface of ≈ 1.1nm2 in area [74] and 1.5
nm across the diagonal were encapsulated inside carbon nanotubes [36] (see
Figure 5.2 (a)). With the dimensions quoted, the CoPc molecule would have
doptimum of ≈ 1.4 nm for side-on filling (Figure 5.2 (c)) and an doptimum≈
1.8 nm for face-on filling (Figure 5.2 (d)). CoPc molecules were found to
be encapsulated with a high yield inside of nanotubes of 2.2 and 2.6 nm in
diameter and to a lesser extent inside of nanotubes with d = 1.5 nm [36]. The
higher filling yield observed in the larger diameter nanotubes is attributed to
greater freedom of entry for the molecules into the interior of the nanotubes
[36]. The authors also deduced that in nanotubes with d < 1.8 nm the
molecule will only fit inside the molecule if inclined at an angle. We note
that this might be due to the rather rigid structure of the phthalocyanines;
the six-member ring appendages are linked through two C-C bonds to the
phthalocyanine body which does not allow significant distortion outside of
the plane of the molecule.
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The authors did not observe any significant ordering of the CoPc encapsu-
lates in any of the nanotube templates, from narrow to wide diameter, based
on HRTEM evidence (see Figure 5.2 (a)), though some ordering was inferred










Figure 5.2: HRTEM images of carbon nanotubes encapsulated with CoPc molecules [36]
(a) and H8Si8O12 [34] (b). Schematic diagrams of the molecules [34, 36], are shown as
inserts. (c) and (d) show side-on and face-on contours of the CoPc molecule inside of an
optimum diameter SWNTs respectively.
In a similar study by Wang et al [34] both SWNT and MWNTs were filled
with roughly cubic H8Si8O12 molecules (see Figure 5.2 (b)). The van der
Waals diameter of the molecule was calculated to be 0.9 nm with a resulting
optimum diameter of 1.2 nm across the diagonal of one side of the cube [34].
They found that SWNTs of greater than 1.2 nm were filled to a high degree
with H8Si8O12 molecules. The lack of aromatic appendages meant that no
self-assembly inside of the nanotubes templates occurred for these molecules.
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Both systems shown in Figure 5.2 are being used for comparison with our
own experimental images.
5.4 Structural characterisation of hybrids of
SWNTs and endohedral NiTPP
The NiTPP molecule is a roughly square molecule, its van der Waals surface
measures 2.0 nm across the diagonal of the molecule and 1.4 nm along the
side - the molecule is shown schematically in Figure 5.3 (a).
With these considerations in mind, there will be two optimum diameters
for the NiTPP molecule, one measured using the dimension of the side of the
molecule and another using the diagonal. A molecule that might not fit face
on may fit side on. If the molecule enters face on, ddiagonal= 2.0 + 2×0.15
= 2.3 nm is the optimum diameter (see Figure 5.3 (b)). The same optimum
diameter would be valid if the molecule was to be rotated through 90 degrees
about an axis normal to the nanotube axis - we call this encapsulation along
the diagonal of the molecule. It is also possible for the molecule to enter
narrower nanotubes if it enters side on, in this case the optimum diameter












Figure 5.3: Schematic diagrams of (a) the van der Waals surface of the NiTPP molecule
(based upon [37]) and the optimum nanotube diameters for (b) face-on and (c) side-on
encapsulation.
Figure 5.4 shows encapsulation of NiTPP molecules inside of nanotubes
around the optimum diameter for encapsulation along the diagonal - mea-
surements of the nanotube diameters were obtained using Gatan Digital Mi-
crograph analysis software.
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High yield and continuous filling is observed for nanotubes with d >2.3
nm - this is consistent with a greater freedom of entry for the molecules in
these wider nanotubes. Unlike the CoPc molecules from [36] (Figure 5.2 (a)),
the NiTPP molecules appear to organize with a certain degree of ordering
forming rows of molecules showing diamond-like units. This suggests encap-
sulation of the NiTPP along its diagonal, as shown in Figure 5.4 (d). In this
case, molecules may assemble via the pi-stacking of their six member ring




Figure 5.4: HRTEM of NiTPP - filled nanotubes with diameters greater than 2.3 nm, i.e.
above the threshold for diagonal encapsulation. (a) Long continuous filling within a 2.3
nm diameter SWNT; (b) part of the same filling as in (a) with the row of molecules shifted
towards the center of the nanotube. (c) NiTPP inside of a 2.7 nm diameter nanotube. (d)
Schematics of diagonal encapsulation of the NiTPP. (e) Proposed pi-stacking of NiTPP
molecules.
Focal series (Figure 5.5) have been simulated in order to propose an as-
signment to the conformation of the NiTPP molecules inside of the nanotubes
from Figure 5.4.
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Defocusing distance was varied in steps of 5 nm above and below the
Scherzer focus. The images at the Scherzer focus (see section 5.2) are the
ones framed in red.
Figure 5.5 (c) shows the molecule in side-on entry inside of the nanotube,
with the six-member ring appendages roughly perpendicular to the central
body of the molecule, as in free-form, while 5.5 (b) shows the appendages
being rotated to roughly align to the plane of the body of the molecule. This
rotation has been performed as none of the experimental images show the
dark contrast that accompanies the appendages positioned as in Figure 5.5
(c).
Figure 5.5: HRTEM simulated images of NiTPP entering SWNTs along diagonal (a) and
side-on (b, c), respectively. Defocus varied in steps of 5 nm above and below the Scherzer
focus, located at -57 nm. Larger nanotubes are needed to accommodate the molecule when
entering along the diagonal. Parameters used for the simulation are those of the 4000HR
microscope. In red, Ni atoms; in blue, N; in black, C; and in orange, H.
We note that the appendages of the TPP molecules are expected to be more
flexible than those of the Pc molecules (see Figure 5.2 (a)) due to just a single
C-C bond with the body of the molecule.
83
It is in this conformation of the appendages that non-metallic (un-chelated)
TPP self assembles with other TPP molecules to form J-aggregates in un-
constrained environments [75] (see Figure 5.6).
In unchelated TPP-based J-aggregates the assembly occurs through pi-
stacking between the appendage of one molecule and the central body of the
neighbouring one.
Figure 5.6: Unchelated TPP self-assembled into J-aggregates (based upon [75]). The top
diagram shows sliding of the molecules along two directions in order to produce pi-stacking.
However, as noted in chapter 3 section 3.3, the presence of the central
metal, as in our case, disrupts this pi-bonding; the remaining possibility is pi
(AB-) stacking through appendages of adjacent molecules.
Figure 5.7 demonstrates that NiTPP encapsulation has been achieved
using ScCO2 as a transporting medium in a large range of diameters, sub- and
above doptimum. Encapsulation in a sub-optimum diameter of 1.3 nm (Figure
5.7 (a)) has been observed only occasionally, therefore it has a low yield. In
addition, even when encapsulated inside of a nanotube the filling is sparse
and the molecules, seen in side view, seem highly distorted. Figure 5.7 (c)
shows that encapsulation of molecules in much larger diameters than doptimum
is not conducive of ordering, potentially due to having relaxed the spatial
constraint imposed by the nanotube template. Based upon the HRTEM
evidence gathered, it appears that ordered assembly in a single row (Figure
5.7 (b)) is highly favoured when the molecules are constrained in nanotubes
with diameter close to doptimum.
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Figure 5.7: Experimental HRTEM images of NiTPP encapsulated inside of three types
of nanotube templates: with d < doptimum (a), (b) d ≈ doptimum, and (c) d > doptimum.
Ordering has been observed in TEM also when small rectangular perylene-
3,4,9,10-tetracarboxylic dianhydride (PTCDA) organic molecules were en-
capsulated [76]. In this case doubly stacked molecular structures were ob-
tained. The observation of the ordering in Figure 5.7 (b) might be favoured
also by the lower electron doses used in this study. In contrast, in [36] or-
dering of CoPc was not observed directly by HRTEM. It has been suggested
by [36] that the ordering may have been destroyed by interaction between
the electron beam of the TEM and the encapsulated molecules. This effect





of filled carbon nanotubes
In this chapter Raman spectroscopy is employed to investigate the electronic
properties of SWNTs both endo-and exohedrally functionalized with planar
organo-metallic molecules. Changes in both the radial breathing mode (RBM)
and G bands are observed upon functionalisation. The changes in the posi-
tions of the nanotube G bands, known to be sensitive to charge transfer-
induced strain, are discussed in terms of charge transfer from the molecules
to the nanotube. Changes in G band peak position are also discussed in terms
of structural strain induced in the nanotube by the encapsulation process.
6.1 Introduction to the Raman effect
6.1.1 Raman-active molecules - a classical treatment
When a molecule is subjected to irradiation with an electromagnetic wave
with a frequency ν, the oscillatory electric field ~E of the electromagnetic wave
slightly changes the distribution of the electrons within the molecule. This
causes a dipole moment ~P to be induced in the molecule. ~P is proportional
to ~E and can be expressed as:
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~P = α~E, (6.1)
where the constant of proportionality α is the polarizability of the molecule.
The polarizability can be thought of as how easily the electron cloud of the
molecule can be distorted. As both the ~E and the molecule are three dimen-
sional, α is a tensor quantity. For simplicity, we shall limit our discussion
here to one dimension. Substituting the wave equation of an oscillating elec-
tric field E = E0Cos(2piνt) into equation (6.1) the following expression is
obtained:
P = αE0Cos(2piνt), (6.2)
where E0 is the maximum amplitude of the oscillatory electric field and t
is time. In a Raman-active molecule, the polarizability of the molecule is
linked to the vibrational state of the molecule, therefore it is necessary to
add an additional term to α. The polarizability of the molecule is split into
two components, one which is independent of molecular vibration α0, and
a second which is a sum of terms having the periodic time dependence of
the normal frequencies of the system under consideration and which changes
with the molecular vibration αn. The polarizability is given by
α = α0 +
∑
αncos2piνnt (6.3)
The normal frequencies νn may be the rotation or vibrational frequencies
of the system under study. Now substituting equation (6.3) into equation
(6.2) the following equation for the dipole moment of the molecule can be
obtained:





αn[Cos2pi(ν −∆νn)t+ Cos2pi(ν + ∆νn)t]
(6.4)
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The first term of the expression describes the dipole moment of the
molecule oscillating with the same frequency as that the electric field of the
incident electromagnetic wave ν0. It is well known from the electromagnetic
theory of waves that an oscillating dipole emits electromagnetic radiation the
frequency of which is that of the dipole. There is no discrepancy between
the frequencies of the incident and scattered radiation, therefore this term of
the expression simply describes Rayleigh scattering.
The second term contains a component that refers to vibrations at two
different frequencies (ν −∆νn) and (ν + ∆νn), these account for the Stokes
and anti-Stokes Raman bands respectively. This equation reveals the main
pre-requisite for Raman scattering to occur - for the Raman effect to occur,
the factor
∑
αn must be non-zero - it means that the vibrational modes of a
molecule are Raman-active only if vibrational displacement of the molecule
results in a change in the polarizability. The practical consequence of this
selection rule is that a molecule could have a large number of possible vibra-
tional modes but only a subset of these will be Raman active [77].
The problem of describing the allowed normal modes lends itself to group
theory, with its (molecular) point groups and associated symmetry elements.
In particular, the following rule applies; if the symmetry group of a normal
mode is the same as the symmetry group of a quadratic form (x2, xy etc.)
then the mode is Raman-active [20]. For example, in the case of carbon
nanotubes, for 1st-order Raman processes, the Raman active modes have
group symmetries A, E1 and E2 [28].
6.1.2 Photonic scattering processes
While classical electromagnetic theory provides a thorough view of the Ra-
man effect, there are however, some effects that classical theory alone cannot
explain. For example, classically speaking the molecule can vibrate at any
frequency, while in reality that is not the case. A quantum mechanical treat-
ment provides a clearer view of the situation.
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When a Raman-active material is irradiated with light of frequency ν0
a vast number of photons with quantised energy 0 = hν0 pass through the
material unhindered. However, a fraction of the photons are reflected away
from the main direction of propagation, i.e. are scattered. The majority of
the photons undergo elastic (or Rayleigh) scattering in which a photon with
an energy 0 incident upon the material is absorbed by the material, exciting
an electron from the ground state to a virtual state r. There is then a rapid
decay from this state down to the ground state - a photon with a quantised
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Figure 6.1: The three possible ways light can scatter from a Raman-active material
(based upon [78]).
The process is elastic, therefore there is no difference ∆ between the
energy quantra of the incident and scattering photons, such that the following
expression is true:
∆ = 0 − s = 0 (6.5)
A small fraction of the scattered light undergoes Raman scattering, which
is an inelastic process. In this effect, incident photonic energy is either re-
duced or augmented by the interaction with the material. This energy change
is accounted for by a quantised electronic change in the vibrational energy
state of the molecule.
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There are two components to Raman scattered light, one which results
from vibrational quatra ∆νn being gained by the material from an incident
photon and a second where the opposite is true - they are known as Stokes
and anti-Stokes scattering repectively.
If the material absorbs an incident photon of energy 0 and is excited
from the ground state to a virtual state r, the material rapidly decays from
the virtual state down to a vibrationally excited state νn, emitting a photon
with a lower energy s in a random direction in the process; this is Stokes
scattering. The energy difference between the incident and scattered photon
is non-zero and given by the following relation:
∆ = 0 − s = +∆νn, (6.6)
where ∆νn is a quantum of vibrational energy in the material.
In Stokes scattering a quantum of vibrational energy ∆νn has been im-
parted to the material, and as a result of the conservation of energy, the
scattered photon has lower energy than that of the incident. The material is
left in a vibrationally excited state.
In anti-Stokes scattering the opposite situation occurs - initially the ma-
terial exists in a vibrationally-excited state. Incident radiation excites the
material from a vibrationally excited state νn to a virtual excited state r.
The material rapidly decays from the virtual excited state down to the elec-
tronic ground state of the material via the emission of a scattered photon with
energy s. The anti-Stokes scattered photon is of a higher energy than that
of the incident, such that the energy difference between the two is described
by the following expression:
∆ = 0 − s = −∆νn. (6.7)
In anti-Stokes scattering, the material has lost a quantum of vibrational
energy ∆νn and is left in a lower vibrational state.
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There are different orders of Raman scattering - in 1st order Raman scat-
tering, the incident photon gives energy to a single vibration, where as in 2nd
order Raman scattering an incident photon gives energy to two vibrations.
6.1.3 A typical Raman spectrum
Materials are usually in the ground vibrational state, as a result Stokes scat-
tering occurs far more often that anti-Stokes scattering. For this reason
Stokes scattering is usually what is measured in Raman spectroscopy experi-
ments [79]. The value that is measured in a typical Raman spectrum is called
the Raman shift, this is simply the energy difference between the incident
and scattered light but in terms of wavenumber k, such that the Raman shift
is given by the following:
∆k = k0 − ks (6.8)






where h is Planck’s constant and c is the speed of light in vacuum.
In a typical Raman spectrum, the intensity of light scattered from the
sample is plotted as a function of Raman shift. By convention, Raman shift
is measured in units of cm-1.
The Raman shift from Stokes scattered light is measured from zero up to
some maximum value imposed by limitations of the detector used to acquire
the spectrum. The Raman shift increases with wavenumber, a large Raman
shift indicates that a large amount of the energy of the incident photon has
been converted into vibrational energy in the material.
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Every molecule or nanoscale structure has a unique set of allowed Raman-
active vibrational modes - these result in a set of bands in the Raman spec-
trum which are individual to that material. The intensity of these bands
provides information about the photon-material interaction occurring in the
sample. For example, a high intensity band is an example of a situation
where there is a strong energy exchange between the incident photons and
material.
6.1.4 Resonant Raman scattering
A powerful technique which is very useful for poorly scattering samples is
Resonant Raman spectroscopy. The resonant Raman effect occurs when the
energy of the incident light is approximately equal to an electronic transition
energy of the sample. Here the virtual excited state r of the regular Raman
effect has been replaced by an actual excited state n, this results in a mas-
sive increase in the intensity of the Raman scattered light. As well as the
obvious benefit of greatly increased Raman-band intensities, through careful
selection of the wavelength of the incident light the resonance effect can be
used to selectively study the substructure of large molecules [20]. With the
easy access to lasers which can provide monochromatic beams of coherent
light at a range of wavelengths, Resonant Raman spectroscopy has become
a widely used and very useful analytical technique.
6.2 Resonant Raman spectroscopy of SWNTs
Carbon nanotubes are one dimensional quantum systems, as such their elec-
tronic density of states is distributed into quantised functions called van Hove
singularities (see section 2.3.4). If an electronic transition occurs in a car-
bon nanotube, it must be from a van Hove singularity in the valence band
to a van Hove singularity in the conduction band, or vice versa, while also
obeying the selection rules.
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The selection rules for optical transitions in carbon nanotubes depend
upon a number of aspects:
(i) The initial electronic state before the transition takes place.
(ii) The linear polarisation direction of the incident photon which will cause
the transition.
(iii) The symmetry of the phonon produced.
In general, the selection rule for optical transitions between the van Hove
singularities of the SWNT valence and conduction bands, Eµ
V and Eµ
C re-
spectively, is given by Eµ
V → Eµ′C, where µ and µ′ are the initial and final
states respectively. Here µ′ = µ for incident light polarized along the axis of
the nanotube (z axis) and µ′ = µ±1 for light polarized normal to the surface
of the nanotube (x axis) [28].
When Resonant Raman spectroscopy is used to probe carbon nanotubes,
a resonance condition can be achieved when the excitation energy of the
probe laser matches that of the energy gap separating opposite van Hove
singularities. When resonance is achieved the signal from the carbon nan-
otubes is greatly enhanced. If the laser excitation energy does not match
an allowed transition energy, then no enhancement in the nanotube Raman
signal will be obtained [28].
6.2.1 Resonant Raman spectra of SWNT
The modes expected from a typical Resonant Raman spectrum are shown
below in Figure 6.2, which is an example spectrum of bundles of Nanocyl
NC1100 nanotubes. The spectrum was acquired with a laser of excitation








0 500 1000 1500 2000 2500 3000





































Figure 6.2: Resonant Raman spectrum from a Nanocyl NC1100 bundle sample. The
spectrum shows the radial breathing modes (RBM), D-band, G-Band and G’ band features
- the weaker M-band and iTOLA second-order modes are also observed. Signals from the
oxidised silicon substrate upon which the samples sit are also present.
The most common features observed in Raman spectra of SWNTs are
listed in Table 6.1. Both first and second order Raman processes are present
in the spectrum shown in Figure 6.2 - schematic diagrams showing the pro-
cesses involved are shown in Figure 6.3.
Mode Frequency ω0 / cm
-1







Table 6.1: Commonly observed features in the Raman spectra of SWNTs [28].
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The modes of both the RBM and G bands originate from a 1st order Ra-
man scattering process. In 1st order Raman scattering, one lattice phonon is
created by inelastic scattering between the crystal lattice and a laser photon.
A unique point of 1st-order scattering is that after photo-absorption, the po-
sition in reciprocal space of the excited electron (e-) k, should be the same
as the hole (h+) left behind, such that the wavevector of the phonon q = 0 -
this process is shown schematically in Figure 6.3 (a) [80].
The D, M, iTOLA and G
′
modes shown in Figure 6.2 and Table 6.1 all
originate from 2nd order Raman scattering processes. In second order Ra-
man scattering, one phonon is produced, however, more than one scattering
process is in operation - electrons are scattered also.
The phonons produced in the 2nd-order processes have non-zero lattice
wavevectors, such that q 6= 0.
While q 6= 0, for Raman scattering to occur it is still necessary for the
phonon to return to point k, in order for the electron and hole to recombine
and emit a Raman scattered photon.
There are two types of second order Raman scattering, the so called 1-
phonon scattering process, where the phonon produced also elastically scat-
ters an excited electron (Figure 6.3 (b) and (c)) - such a process is responsible
for the nanotube D mode. It is possible to have both inter (Figure 6.3 (b))
or intra (Figure 6.3 (c)) valley scattering. Scattering is intra-valley if the
scattering event is restricted to the vicinity of the K or K’ lattice points, and
inter-valley if phonon scattering takes place between K and K’ or K’ and K
points [28].
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In 2nd order scattering, two phonons are produced (Figure 6.3 (d)) [28,80].


































Figure 6.3: Schematic diagrams of 1st and 2nd order resonant Raman scattering pro-
cesses of carbon nanotubes. Here, k is the point in reciprocal space at which the electron
existed before being excited, the e- and h+ label the excited electron and hole created as
a result of the scattering process, K and K
′
are points of high symmetry in the graphene
Brillouin zone; q is the wavevector of the phonons produced during the Raman scattering
processes. The solid and dotted green lines represent inelastic and elastic scattering pro-
cesses respectively. The black dotted line is a guide to the eye for the mid-point between
two inelastic scattering processes. (a) Shows first order Raman scattering, while (b) and
(c) show 1-inelastic phonon second order inter and intra valley scattering respectively; (d)
shows second order scattering with two inelastic phonons (based upon [80]).
Each vibrational band will now be discussed with a focus upon the use-
ful information which they can provide upon the mechanical and electrical
properties of SWNT’s. The RBM and G band features show the greatest
sensitivity to molecular doping [28], therefore a great deal of attention will
be given to them in the remainder of the chapter.
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6.2.2 Radial breathing modes (RBM) of SWNTs - 0
to 350 cm-1
The RBM of a SWNT results from the coherent oscillation of the nanotube
side-walls, such that they appear to be breathing - a schematic representation
is shown in Figure 6.4. They are low frequency modes and occur at Raman
shifts from approximately 0 to 350 cm-1.
Radial breathing modes are extremely diameter-dependent, and the Ra-
man shift ωRBM at which they occur is inversely proportional to nanotube





where A and B are constants to be determined experimentally. It has been
found that, for SWNTs with d = 1.5 ± 0.2 nm, values of A = 234 and
B = 10 cm-1 accurately predict the ωRBM at which a SWNT of d will be
located in the spectrum [28]. Here B is an up-shift to account for tube-tube
interactions due to bundling. For the usual diameter range of 1.0 > d >
2.0 nm these two parameters are accurate. However, for d < 1.0 nm the
constants become increasingly less valid, this because curvature effects begin
to have a significant effect on the SWNT properties. In addition, for SWNT
with d > 2.0 nm, accurate assignment of the ωRBM becomes increasingly
difficult as d gets larger; this is because the intensity of the RBM feature is
weak [28].
The diameter distribution of Nanocyl nanotubes used in this study is
peaked at 2.0 nm [60]; this means that the RBMs of the SWNTs at and
above the peak diameter will be difficult to observe and that the majority of
the observable RBMs will come from SWNTs on the lower diameter side of
the distribution.
If the allowed electronic transitions of the SWNTs being probed are
known, the above equation can be used to determine the diameters of SWNTs
present in a mixed sample of SWNTs and whether or not they are in reso-
nance with the probe laser.
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Radial breathing modes of high intensity indicate that a large number of
SWNTs of a particular diameter are in resonance with the laser.
Figure 6.4: Schematic diagram of the motion of the atoms in a carbon nanotube under-
going radial breathing [81].
RBM data analysis
A spectrum showing the RBM modes of a typical SWNT bundle is shown
in Figure 6.5. It can be seen from this graph that the RBMs have a low
value of the Raman shift and extend from approximately 100 to 350 cm-1 -
the low wavenumber cut-off (100 cm-1) is due to the notch filter used in the
experiments. The line-shape of an individual SWNT RBM is symmetrical
and possesses a Lorentzian character [28]. The RBM spectrum of a sample
containing many individual SWNTs can be fitted well by the superposition
of a number of Lorentzian line shapes. The typical RBM spectrum shown in
Figure 6.5 is fitted very well by a superposition of seven Lorentzian lineshapes
centred at 104 cm-1, 131 cm-1, 163 cm-1, 210 cm-1, 234 cm-1, 268 cm-1 and
305 cm-1. However, the broad peak centred at 104 cm-1 is likely to be due to
a background from Raleigh scattering. The small peak centred at 131 cm-1
may be real but its proximity to the Raleigh background makes the fitting
dubious. Using equation 6.10, the diameters of these SWNTs are calculated
to be 2.5 nm, 1.9 nm, 1.5 nm, 1.2 nm, 1.0 nm, 0.9 nm and 0.8 nm respectively.
This data fitting allows for accurate indentification of position, width and
relative intensity of the RBM’s. Both the RBM’s originating from metallic
and semiconducting SWNT’s can be fitted by Lorentzian line shapes.
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It has been found that no significant shifts in the peak positions of RBMs
occur due to bundling of the SWNTs [82].






























Raman shift / cm-1
Figure 6.5: The RBMs of a resonant Raman spectrum acquired from a Nanocyl NC1100
bundle sample with a laser with ELaser=1.59 eV. The spectrum shows seven distinct radial
breathing modes, each fitted with a Lorentzian line-shape.
6.2.3 The G band of SWNTs - ≈ 1580 cm-1
The G mode of a SWNT is a result of the vibration of the carbon atoms that
make up the frame of the nanotube. The G mode in graphite results from
optical phonons between two dissimilar carbon atoms (i.e. one atom from
each sub-lattice see section 2.2.1) in the graphene unit cell. In graphitic
materials the G mode exhibits a single Lorentzian shaped peak at 1582 cm-1
which is related to in-plane vibrations of the carbon atoms [28].
In carbon nanotubes the picture is more complicated - instead of a single
vibrational mode there is a band formed from a number of sub-modes, the
two most intense modes are labelled G+ and G- [28]. The G+ mode results
from the vibrations of carbon atoms along the length of the nanotube and is
generally peaked at ≈ 1590 cm-1.
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The slightly lower frequency G- mode is generally found at ≈ 1570 cm-1
and results from vibrations of carbon atoms along the circumferential direc-
tion of the SWNT - a schematic representation of the direction of vibration
of the carbon atoms in the G− and G+ nanotube modes is shown in Figure
6.6.
The lower intensity peaks of the G band, such as those located at ap-
proximately 1526 and 1606 cm-1, result from phonons belonging to symmetry










In a SWNT bundle one can expect to find nanotubes of various diameters
and electronic types. Unlike in the RBM mode case, the modes of the G
band have to be fitted differently depending upon whether the metallic or
semiconducting SWNTs are present - the metallic and semiconducting G
bands are quite dissimilar in both appearance and position. Two examples
of resonant Raman spectra of individual semiconducting and metallic SWNTs
are shown in Figure 6.7.
The two most intense modes of the G band are the G- and G+ modes.
The G- and G+ modes of a semiconducting SWNT can be fitted well by two
Lorentzian lineshapes with the G+ and G- modes centred at approximately
1570 cm-1 and 1590 cm-1 respectively [28]. It can clearly be seen from the
figure that the intensity of the G+ mode is far greater than that of the G-
mode - this is a typical feature of semiconducting G bands. In order to obtain
a good fit to the entire G band of semiconducting nanotubes it is necessary

















Figure 6.7: G bands for individual semiconducting and metallic SWNTs (based upon
[28]).
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In contrast to the G band of a semiconducting SWNT, the G band of
metallic SWNTs require two dissimilar lineshapes to be used to fit the band
effectively. The metallic G+ mode is symmetrical and can be fitted by a
Lorentzian line shape centred at approximately 1588 cm-1, a clear down-shift
relative to the equivalent semiconducting peak. The G- mode is asymmetric,
tailing towards low Raman shift and is centred at approximately 1550 cm-1
- in contrast to the semiconducting G- mode, the metallic counterpart often
possesses an intensity equal to or greater than that of the G+ mode. The G−
mode can be fitted by an asymmetric Breit-Wigner-Fano (BWF) lineshape -
the BWF line shape shape results from coupling of the discrete phonons to
an electronic continuum [84]. This holds for bundled nanotubes as is the case
for the nanotubes used in this study. The presence or lack of a BWF profile
would help to discriminate from the semiconducting bands in this region.
The clear differences in line-shape and peak positions between the two
electronic types of SWNTs mean that the type of an individual tube can be
easily identified by its G band. When the two different electronic types are
mixed, as with a bundled sample, the resulting G band will be formed from
a mixture of lineshapes of the G bands of the two types. The extent to which
one type will dominate the spectrum over the other will depend upon which
is closest to resonance with the laser excitation energy. The G band of a
mixed bundle sample is shown in Figure 6.8.
A number of observations can be made from this spectrum, firstly that
the modes of both semiconducting and metallic SWNTs are present in the
G band of the bundle and the combined fit matches the experimental data
very closely. The G- (BWF fitted line) and G+ modes assigned to metallic
nanotubes are positioned at 1540 cm-1 and 1570 cm-1 respectively; the modes
assigned to semiconducting nanotubes are positioned at 1564 cm-1 and 1594
cm-1 respectively.
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Figure 6.8: The G band of a resonant Raman spectrum acquired from a Nanocyl NC1100
bundle sample with a laser with ELaser = 2.34 eV. The spectrum shows four distinct modes,
two G+ and two G- modes. The two modes belonging to metallic nanotubes (shown in
magenta) are of low intensity when compared with the dominant semiconducting modes
(shown in green).
The G- (BWF fitted line) and G+ modes assigned to metallic nanotubes
are positioned at 1540 cm-1 and 1570 cm-1 respectively; the modes assigned
to semiconducting nanotubes are positioned at 1564 cm-1 and 1594 cm-1 re-
spectively. The positions of the G- and G+ modes assigned to semiconducting
nanotubes match very well with the example shown in Figure 6.7. However,
the modes assigned to metallic nanotubes do not match as well. This is most
probably due the difficulty of fitting the metallic modes to a spectrum where
the semiconducting modes are much more intense. The dominance of the
semiconducting modes implies that there are a greater number of semicon-
ducting SWNTs in resonance with the laser.
6.2.4 The D band of SWNTs - ≈ 1350 cm-1
The SWNT D band (see Figure 6.2) results from the vibration of sp3 hy-
bridized carbon atoms and as such is an indication of the amount of disorder
in the nanotubes structure. The intensity of the D mode is usually compared
to that of the G+ mode, a large value of D/G would be a indication of a
significant amount of disorder in the nanotube.
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6.2.5 The effects of doping on the vibrational modes
of SWNTs
The SWNT Raman bands highlighted in this chapter are all sensitive to dop-
ing, with the different types of doping causing changes in either the position
or intensity of the sub-modes. There are two ways in which SWNTs are rou-
tinely doped, n-type doping where electrons are transferred from the dopants
to the SWNT and p-type doping where the opposite occurs. The other mech-
anism which can affect the Raman modes of SWNTs is the method by which
the dopant molecules are attached to the structure of the SWNT. Dopants
can be attached by either covalent bonding or in the case of aromatic dopant
molecules by pi-pi stacking (see section 3.1). The types of doping and the
mechanisms by which the dopants are attached to SWNTs will now be dis-
cussed in detail with a focus upon how the SWNT Raman-active modes are
affected.
Attachment mechanisms
It has been observed in a number of studies that covalent bonding between
dopant atoms or molecules and the side-walls of SWNTs resulted in a signif-
icant increase in the intensity of the SWNT D band [85–90]. This increase in
intensity has been explained in terms of a disruption to the hexagonal struc-
ture of the SWNT side-walls caused by the change from sp2 to sp3 hybridized
bonding [87,89].
In contrast to covalent bonding, pi-pi stacking between aromatic dopant
molecules and SWNT side-walls was found not to affect the intensity of the
SWNT D band [89].
By comparing the ratio between the SWNT D and G bands before and
after dopant molecules are bonded to SWNTs it is possible to determine
which type of bonding has occurred.
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Doping effects
Changes in both the positions and intensities of SWNT G- and G+ have
been observed when p-type dopants were added to the sidewalls of SWNTs
[91–93]. Up-shifts in the positions of both the G- [91] and G+ modes ranging
from 3 − 9 cm-1 were observed in both semi-conducting and metallic SWNTs
upon doping [91–93]. These up-shifts in the positions of the G modes were
attributed to electron transfer from the SWNTs to the dopants [92,93]. They
have been explained in terms of a hardening or stiffening of the sp2 hybridized
bonds between the carbon atoms in the structure of the SWNTs [93].
In addition to the peak up-shifts observed in both types of SWNT, a
significant decrease in the intensity of the G- mode of metallic SWNTs was
also detected [91, 93]. In one case, where SWNTs were filled with nickel
halogenides, unfilled SWNTs showing a metallic signature were observed to
change to semiconducting upon doping with the filling [91], a clear indication
of significant charge transfer. There is also some evidence of p-type doping
resulting in decreases in the intensities of RBMs originating from metallic
SWNTs [91].
In similarity to p-type doping, changes in the position and intensities of
SWNT G modes were observed when n-type dopants were attached to the
nanotube side-walls. However, in contrast to the p-type doped SWNTs, n-
type doped SWNTs show a down shift in the positions of the G- [94–98] and
G+ [95–98] modes. These peak shifts range from 1 − 10 cm-1 and 1 − 5 cm-1
of the G- and G+ modes respectively [94,96–98].
These charge-transfer related down-shifts in peak position have been ex-
plained in terms of a weakening of the sp2 hybrized bonds between the carbon
atoms in the nanotube structure [95,96,98].
In contrast to p-type doped metallic SWNTs, the intensity of the G-
modes of n-type doped SWNTs were found to be significantly enhanced upon
doping [91, 95, 96, 98] - this again was attributed to charge transfer. The
increase in intensity has been explained in terms of a greater number of
valence electrons being available for interaction with SWNT phonons [97].
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In conclusion, through careful analysis of the positions and intensities
of the SWNT G and RBM bands before and after doping it is possible to
determine whether charge transfer has occurred and which type of doping is
in effect.
6.2.6 Resonance conditions
In a sample of SWNTs with a range of diameters present, only those which
have allowed energy transitions matching the energy of the probe laser will
resonate.
The resonant Raman spectra shown in this chapter were acquired using a
Renishaw inVia Raman Microscope with a laser emitting light with a single
photon energy of ELaser = 1.59 eV with a maximum power of 350 mW, a
laser emitting light with a single photon energy of ELaser = 2.34 eV with a
maximum power of 350 mW and a laser emitting light with a single photon
energy of ELaser = 3.83 eV with a maximum power of 300mW, attached.
The Renishaw spectrometer was operated with a 20x microscope objective
lens when the 1.59 and 2.34 eV lasers were used; the area of the laser spot at
the point of focus on the sample for these two lasers was 50 µm2, resulting
in an energy density of 7.0 x 109 Wm-2 on the sample.
When the 3.83 eV laser was used, the Renishaw spectrometer was oper-
ated with a 40x ultra violet compatible microscope objective lens; the area
of the laser spot at the point of focus on the sample was 45 µm2, resulting
in an energy density of 6.7 x 109 Wm-2 on the sample.
The calculated energy densities assume no power loss from the laser beam
as it passes through the various optical components of the spectrometer;
however, in practice, such losses will occur. The losses will be greater for the
ultra violet light of the 3.83 eV laser due to the higher absorption of U.V. by











Light scattered from sample 
Figure 6.9: A schematic diagram of the Raman spectrometer used in this study. A
laser beam is shown in green and the light back-scattered from the sample is shown multi-
coloured.
The spectrometer used to acquire the Raman data analysed in this study
is shown schematically in Figure 6.9.
The beam from the laser enters the spectrometer where it is deflected by
mirrors to reach a beam-splitter - this deflects majority of the light from the
beam through the microscope of the system to arrive at the sample which
sits upon an adjustable stage.
Light which is back-scattered by the sample (both Rayleigh and Raman
scattering) enters the microscope, passes back through the beam splitter and
is then incident upon a notch filter - the notch filter attenuates greatly the
comparatively intense Rayleigh-scattered light and lets through the lower
frequency Raman-scattered light.
After passing through the notch filter, the spectral frequencies of the
remaining scattered light are separated out by a diffraction grating - this
light in turn falls upon a charge coupled device (CCD) where the intensities
of the individual spectral frequencies are recorded. The data from the CCD
is processes by software installed on the PC of the system.
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Electronic considerations
The allowed transition energies in SWNTs are primarily dependent upon
diameter. Using the general expression for the energy dispersion for SWNTs
(see section 2.3.3) it is possible to calculate the allowed electronic transition
energies of individual SWNTs using their n and m numbers and plot them as
a function of nanotube diameter. Such a graph is known as a Kataura plot.
An example Kataura plot [99] is shown in Figure 6.10 (a). In this plot the
allowed transition energies of a large number of SWNTs have been plotted
as a function of diameter.
A Kataura plot covering the range of diameters and laser excitation en-
ergies used in a study is very useful in enabling one to identify the electronic
type (i.e. metallic or semiconducting) of a SWNT with a certain diameter
which is in resonance with particular laser excitation energy.
The carbon nanotubes used in this study are Nanocyl NC1100 SWNTs
[60]. They were grown using a carbon vapour deposition (CVD) technique
and have an average diameter of 2.0 nm [60] - an example diameter distribu-
tion for these nanotubes is shown as a blue curve on the modified Kataura
plot shown in Figure 6.10 (b). This curve is based upon a Gaussian function
fitted to the diameter distribution of the CVD grown SWNTs of reference
[61]. When used in conjunction with a Kataura plot like that shown in Figure
6.10 (a) it is possible to identify the electronic types of the SWNTs likely
to be in resonance with a particular laser by matching up the nanotube di-
ameters (d) with the photon energy of the laser ELaser. However, it is also
necessary to take the bundled state of the nanotubes into account. Calcula-
tions have shown that the van Hove singularities of SWNTs are shifted by
as much as 100 meV upon aggregation into bundles [100]. Practically, this
is observed as a red-shift in the absorption spectra of bundles of nanotubes
[101]. This means that the allowed transition energies of individual SWNTs
shown in the Kataura plot (Figure 6.10 (a)) are 0.1 eV higher than what
would be expected for bundled nanotubes - this has been taken into account
in the modified Kataura plot shown in Figure 6.10 (b).
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This will affect which nanotube diameters are in resonance with the laser,
although it can be seen from the Kataura plot that the electronic type (semi-
conducting or metallic) of nanotube in resonance will be the same.
In addition to the effects of nanotube bundling, it is also necessary to
include the nanotubes which are in resonance with the outgoing photon scat-
tered from the nanotube G modes, of energy Eii = ELaser - Ephonon, with
Ephonon ≈ 0.2 eV [102]. Bands have been added to the modified Kataura plot
shown in Figure 6.10 (b) to account for this.
Figure 6.10: (a) The allowed electronic transition energies Eii vs. nanotube diameter d
for SWNTs calculated using the nearest-neighbour tight binding method, with the trans-
fer integral γ0 = 2.9 eV , the carbon-carbon distance aC-C = 0.144 nm, and neglecting
nanotube curvature effects (based upon [99]). The superscript of the energy, E, refers
to either semiconducting (S) or metallic (M) nanotubes, while the subscript refers to the
electronic transition from the initial state (i) to a symmetric final state (i). The closed
black and the open red circles indicate semiconducting and metallic SWNTs respectively.
The red and green lines indicate the excitation energies of the red and green lasers used
to probe the samples. (b) In this diagram, the plot has been shifted down by 0.1 eV to
take into account the increase in the energy of the electronic transitions due to nanotube
bundling. The laser lines have been replaced by bands to represent the possibility of res-
onant scattering between the nanotube electronic transitions and the Raman scattered
photons from the G modes. A curve based upon a Gaussian fit to the CVD nanotubes of
[61], has been included in blue to indicate the nanotube diameters which will contribute
most to resonance.
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The photon energies of the red (ELaser=1.59 eV) and green (ELaser= 2.34
eV) lasers used in this study have been added to Figure 6.10 with the
appropriate colours.
(i) ELaser = 1.59 eV It can be seen that with a d ≈ 2.2 nm the ES33 semi-
conducting allowed transition energy will be in resonance with the red
laser. With this in mind, one would expect the resonant Raman spec-
tra acquired using this laser to have a predominantly semiconducting
character. However, it is likely that there may also be a contribu-
tion from the EM11 allowed transition originating from metallic SWNT
with diameters of ≈ 1.7 nm which might lend the spectra some metallic
character.
(ii) ELaser = 2.34 eV The photon energy of the green laser is greater than
that of the red laser. At this higher energy the SWNT allowed tran-
sition energy bands are much more tightly bunched. It can be seen
from the figure that the resonance window is centred between the EM22
metallic and ES44 semiconducting transitions and therefore it is likely
that the Raman spectra acquired using this laser will have a mixed
character. Due to the tight bunching of the allowed transitions it is
likely that significant contributions will also originate from the ES44
and ES33 semiconducting allowed transitions of SWNTs with diame-
ters of slightly less than or greater than 2.0 nm. With this in mind one
would expect resonant Raman spectra acquired with a green laser to
have a mixed character with contributions from both semiconducting
and metallic SWNTs, but the semiconducting character will probably
dominate.
(iii) ELaser = 3.83 eV A U.V. laser with a photon energy of 3.83 eV was also
used in this study. This energy is beyond the range of the Kataura plot
shown in Figure 6.10, however, SWNT transitions exist at this energy.
At this energy the SWNT electronic transitions are even more tightly
packed. As a result it is likely that in similarity to the situation with
the green laser the resonant Raman spectra acquired using the U.V.




When considering the expected resonant Raman spectra one would expect to
acquire for a SWNT sample containing a range of diameters it is necessary
to bear in mind the resonance of the individual bands.
For example, in the case of the SWNTs used in this study, the largest
contribution to the Raman G bands will originate from SWNTs with a di-
ameter of approximately 2.0 nm. Intuitively, one might expect the same to
be true for the RBM band, however, this is not the case. It was mentioned
in section 6.2.2 that the RBMs of SWNTs with diameters of greater than
2.0 nm do not resonate well [28], with the intensity of the mode varying in-
versely to nanotube diameter. Therefore, the strongest modes will originate
from SWNTs with d < 2.0 nm.
6.3 Experimental considerations
Nanocyl SWNTs were functionalized both endohedrally using the ScCO2
method, and exohedrally using a solution mixing method (see chapter 4,
section 4.6). The molecules used to form the SWNT/molecules samples are
those described in chapter 4, section 4.6.
These two methods were utilised to produce powders of SWNTs filled
and covered with molecular systems respectively. After a washing process
to remove any excess molecules (see chapter 4, section 4.7) the hybrids of
SWNTs/molecules samples were drip condensed onto SiO2/Si substrates pro-
ducing mat samples.
In this study evidence of charge transfer from the dopant molecules at-
tached to the interior and exterior surface of the SWNTs has been sought
from changes in the peak positions and relative intensities of the SWNT
Raman-active modes. As such it was first necessary to investigate and dis-
criminate the possible environmental sources which could give rise to such
changes in the peak positions and hence confuse charge transfer-induced
changes.
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6.3.1 Environmental effects upon the resonant
Raman spectra of SWNTs
In this section the environmental effects which can cause perturbations to
the resonant Raman spectra of SWNTs will be discussed. There are three
main environmental effects which can cause varying degrees of change to the
resonant Raman spectra of SWNTs, they are: (i) effects of contact with the
substrate, (ii) thermal effects and (iii) the effects of the vibrational modes of
foreign systems. The latter will be discussed in a separate section.
6.3.2 (i) Effects of contact with the substrate
It has been observed at the individual SWNT level that contact with a sub-
strate, for example silicon, can cause strain induced changes in the resonant
Raman spectrum of the nanotube. This is seen as an up-shift of both the D
and G bands of the SWNT, and a modification of line-shape of the G band.
The RBM is unaffected [103].
The SWNT samples used in the present study are bundled and form a
layer of a significant thickness on top of a SiO2/Si substrate. The bundled
nature and layer thickness make such contact induced strain effects highly
unlikely and bundling will be the dominant effect.
6.3.3 (ii) Thermal effects
The environmental factor which has the most significant effect on the res-
onant Raman spectra of SWNTs results from fluctuations in temperature.
There are a number of ways in which the temperature of a SWNT sample can
induce perturbations to the acquired spectra. The most commonly reported
is a downshift with increasing temperature in the radial breathing modes, D
and G modes [102–111].
This effect has been observed in the spectra of SWNTs heated by a laser
and by conventional means [105].
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Indeed, upon laser illumination of the SWNT samples used in this study
with increasing laser power, down-shifts in the peak positions of the radial
breathing modes and G modes were observed. The extent of the observed
down-shift was directly related to the power of the laser. Radial breathing
modes and G modes acquired using a ELaser = 2.34 eV laser set to a range
of powers are plotted in Figure 6.10.
It can be seen from the spectra that the down-shift in peak position of
both the radial breathing modes and G modes become increasingly large as
the laser power is increased from 10 % to 50 % of the maximum power. It
can also be seen that the maximum down-shift is more pronounced in the G
mode (22 cm-1) than the RBMs (3 cm-1). The down-shifts in peak position
have been attributed mainly to the weakening of the C-C bonds between
the carbon atoms of the SWNT and weakening of the van der Waals bonds
between the SWNTs forming bundles [108].
Spectra acquired from samples after they had been left to cool were found
to exhibit some differences compared to the spectra acquired before the heat-
ing series was conducted. Changes were observed in the relative shapes and
intensities of both the RBM and G bands, together with the appearance of
additional modes in the RBM band.
The other way in which heating effects can perturb SWNT spectra is by
introducing variations in the relative peak intensities of the RBMs [104,106,
107, 109]. This effect has been observed in Figure 6.11 - as the power of the
illuminating laser was increased the relative intensities of the RBMs change
and in some instances, new modes appear.
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Figure 6.11: Resonant Raman spectra of unfilled SWNTs acquired using a ELaser = 2.34
eV laser set to 10%, 30% and 50% of the maximum power. (a) and (b) show the RBM
and G bands respectively. The sloping magenta lines indicate down-shifts in peak position
and the green box shows a RBM mode which has been enhanced as a result of heating.
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This heating effect has been attributed to thermally induced changes in
the electronic density of states of the SWNTs [104, 106, 107, 109]. It has
been explained in terms of the allowed transition energies of the SWNTs,
Eii, coming into and out of resonance with the energy of the laser, ELaser. For
example, if Eii and ELaser are in resonance, a strong RBM signal is observed.
In contrast, if the SWNT is heated causing Eii to decrease, the resonance with
the laser can be broken and in the extreme case the mode will disappear from
the spectrum. The opposite can also occur, with heating modifying Eii in
such a way that it is brought into resonance with ELaser, thus causing a mode
which was previously out of resonance to start to resonate, introducing a new
mode to the spectrum.
Another factor which can affect the amount of peak shift is the thermal
conductivity of the sample. At the individual SWNT level it has been ob-
served that intimate contact between the SWNT and a SiO2/Si substrate
provides a sufficient thermal contact such that the substrate acts as a heat-
sink for the SWNT and no peak down-shifts are observed. However, when
the same measurements were acquired on an unsupported part of the same
nanotube, thermally induced peak down-shifts, similar to those observed in
bulk samples, were observed [103]. Clearly the thermal conductivity of the
sample plays a big part in determining the effectiveness of the substrate as
a heat-sink.
It has been observed that the amount of disorder in the sample has a sig-
nificant effect upon the thermal conductivity of carbonaceous samples [105].
For example, if a SWNT sample contains a large amount of amorphous car-
bon the ability of the sample to conduct laser-imparted heat to the substrate
is severely compromised. In bundled samples, it might be advantageous to
acquire spectra from areas of the sample where the SWNT layer is thin. This
might maximise the heat transmission to the substrate and minimise the heat
stored in the body of the sample.
Another way in which heating effects can be minimised is by placing the
sample in an aqueous solution, hence providing liquid cooling [103].
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This however, is deemed too risky for powder samples, primarily due to
the possibility of the solution lifting the SWNT mat off the substrate, thus
ruining the sample; in addition, the Raman spectra of nanotubes have been
observed to change when immersed in water [112].
In conclusion, out of the possible environmental effects which can cause
perturbations to the resonant Raman spectra of SWNTs it is the tempera-
ture effects which are by far the most significant. They have been found to
affect both the positions of the radial breathing, D and G modes and the rel-
ative intensities of the RBMs in bundled samples. It is therefore imperative
to avoid heating effects if one is to attribute changes in peak position and
intensity to non-thermal effects such as charge transfer. There are a number
of ways in which the risk of heat-induced shifts can be minimised. The most
obvious and effective is to use a laser set to a relatively low power coupled
with a low magnification objective lens which will spread the laser spot over
a larger area.
The next section will focus upon the experimental procedures which were
developed to eliminate undesirable thermal effects.
6.3.4 Heating control experiments
In order to be certain that any changes in the SWNT spectra were due to
SWNT-molecule interactions, it was first necessary to rule out the influence of
heating effects. The procedure by which this was achieved is described below.
It was mentioned in section 6.3.3 that the position of the G band is
very sensitive to heating, therefore it presents the ideal mechanism by which
heating can be detected. In order to determine the position of the G band
in the absence of heating effects, a resonant Raman spectrum was acquired
from an unmodified SWNT sample using a 2.34 eV laser set to a very low
power of 0.1% of the maximum laser power (350 mW) and a short acquisition
time of 1 second. It can be seen from the spectrum acquired (Figure 6.12)
that the G peak position is 1596 cm-1 - this agrees with the expected peak
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Figure 6.12: Resonant Raman spectra of unfilled SWNTs acquired using a 2.34 eV laser
set to 0.1 % of the maximum laser power with an acquisition time of 1 second.
In order to determine the largest intensity that could be used without
causing heating a series of readings was taken in which the sample was illu-
minated by the laser for 1 second at 1% and 5% of the maximum power - the
results are shown in Figure 6.13. Comparing the positions of the G+ modes
of the spectra acquired with 1% and 5% maximum power with the spectrum
acquired using 0.1% maximum power (Figure 6.12), it can be seen that a
large peak down-shift of 22 cm-1 was observed when 5% maximum power
was used (a clear indication of laser-induced heating) and a small down-shift























































Figure 6.13: Resonant Raman spectra of SWNTs acquired using a 2.34 eV laser set to
(a) 1 % and (b) 5 % maximum power and an acquisition time of 1 second.
With some fine tuning of the laser power, it was found that the highest
power which did not result in a peak shift was 0.5% maximum power. An
example spectrum acquired with 0.5 % maximum power for 1 second is shown
in Figure 6.14 (a). This spectrum is a lot more intense than the spectrum
acquired with 0.1 % maximum power (Figure 6.12), however, the signal to
noise ratio is still not as high as desirable.
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To improve the signal to noise ratio of the spectra, longer acquisition
times were experimented with. A number of different acquisition times were
tried ranging from 1 second to a few minutes. It was found that a good signal
to noise ratio was obtained when an acquisition time of 30 seconds was used
(Figure 6.14 (b)). It can be seen from this spectrum that there is a significant
increase intensity of the G band in the 30 seconds spectra compared to that
acquired using a 1 second acquisition time and the signal to noise ratio is
greatly improved.
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Figure 6.14: Resonant Raman spectra of SWNTs acquired using a 2.34 eV laser using
0.5 % maximum power with an acquistion time of (a) 1 second and (b) 30 seconds.
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To check whether a longer exposure of the sample to the laser beam would
produce a noticeable temperature change in the sample, a number of expo-
sure series were acquired on different positions on the sample. An exposure
series consisted of illuminating the sample continuously for 30 seconds and
acquiring a spectrum every second. This allowed for the temporal evolution
of the sample under laser irradiation to be investigated. A representative
time series acquired using 0.5 % maximum power is shown in Figure 6.15 -
a time series acquired using 5% maximum laser power is shown for compari-
son. It can be seen from this figure that the position and intensity of the G+
mode in the component spectra of the series acquired using 0.5 % maximum
power remain constant at a value of 1596 cm-1 over time, this implies that
no significant heating effects have occured.
In contrast, the component spectra of the series acquired with 5 % max-
imum power is temporally dependent. Two main observations can be made
from this graph - one that the intensity of the SWNT G band increases with
time, as such it was not necessary to displace the spectra for clarity as in
Figure 6.15 (a). Secondly, the down-shifted G+ mode centered at 1574 cm-1
shows a small up-shift with time. These observations indicate that laser-
induced heating is causing modification the sample with time. The fact that
the changes are beneficial to the signal strength of the G band implies that
the laser induced heating is burning off some of the impurities present in
the sample. Such a conclusion would be consistent with more light reaching
the SWNTs and hence result in a greater signal strength and fewer impuri-
ties resulting in a higher thermal conductivity of the sample resulting in a
cooling-induced up-shift in the G band.
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Figure 6.15: Resonant Raman spectra of SWNTs acquired using a 2.34 eV laser set to
0.5 % (a) and 5% (b) maximum power. Each coloured trace on the graphs represents a
one second acquisition from the sample, with 30 being acquired from the sample for each
laser power. The individual spectra shown in Figure (a) have been artificially separated
along the intensity axis for clarity.
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Having determined that no heat-induced changes occur after a 30 second
exposure with the laser set to 0.5 % maximum power, the final effect to test
was whether variations in the thickness of the SWNT layer of the sample
produced noticeable changes in peak position or shape. This was probed by
acquiring spectra at a number of different locations on the sample using the
laser set to 0.5 % maximum power with an acquisition time of 30 seconds -
some representative spectra are shown in Figure 6.16.
It can be seen from Figure 6.16 that there is little or no variation in
the Raman shift of the SWNT G bands - this implies that the power and
acquisition time are such that they do not cause position-sensitive effects to
appear in SWNT spectra.
Similarly, the radial breathing modes do not show any noticeable change
in the positions of the most intense modes; however, there are a number
of minor changes to the lines-shape as one moves from position to position.
This is most likely to be a result of variations in the types and diameters
of the SWNTs which form the bundles in the sample. The changes in the
intensity of the modal peaks are likely due to either variations in the density
of the samples in different regions of the sample or differences in the focus of
the laser.
In conclusion, SWNT resonant Raman spectra which were free from
heating-induced perturbations were acquired using a 2.34 eV laser set to
0.5 % maximum power and set to acquire for 30 seconds.
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Figure 6.16: Resonant Raman spectra of unmodified SWNTs acquired using a 2.34 eV
laser set to 0.5 % of the maximum laser power with an acquisition time of 30 seconds
acquired from three different positions on the sample, (a) and (b) show the RBM and G
bands of the spectra respectively.
The same procedure as outlined above was used to determine the optimum
conditions for the 1.59 eV and 2.34 eV lasers.
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SWNT spectra which were free from heating effects were acquired when
the 1.59 eV laser was set to 0.5 % and 0.1 % of the maximum power (350 mW)
depending upon whether the system was operated in laser spot or laser line
mode respectively; and when the 3.83 eV laser was set to 5 % of the maximum
power (300 mW). As discussed in section 6.2.6, the most likely reason for the
need for a higher power setting for the U.V. laser is to compensate for the
extra absorption of U.V. by some of the components of the spectrometer.
6.3.5 (iii) Vibrational modes of non-nanotube
components
Another possible cause of perturbation to the SWNT spectra is contributions
from the presence of vibrational modes originating from molecules and struc-
tures sharing the environment of the SWNTs. In the experiments conducted
in this study the two main sources are the SiO2/Si substrates upon which the
samples were deposited and the molecular species with which the SWNTs
were filled or covered.
Vibrational modes of silicon
Raman spectra were acquired from a SiO2/Si substrate which is represen-
tative of those used in this study using 2.34 eV and 1.59 eV lasers and are
are shown in Figure 6.17 below. It can be seen from parts (a) and (b) of
the figure that the Raman spectra acquired from the silicon substrate using
both laser wavelengths show sharp intense modes at 521 cm-1. This is a well
known vibrational mode and was used to calibrate the spectrometers used in
this study. Given the sharpness and position of this mode it is unlikely that
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Figure 6.17: Raman spectrum of silicon acquired with a 2.34 eV energy laser (a) and a
1.59 eV energy laser (b). (c) and (d) show resonant Raman spectra from SWNTs placed
on the SiO2/ Si substrate acquired with a 2.34 eV and 1.59 eV energy laser respectively.
Resonant Raman spectra were acquired from a SWNT sample which is
representative of those used in the study using 2.34 eV and 1.59 eV lasers and
are shown in parts Figure 6.17 (c) and (d) respectively. It can be seen that
there is no evidence of the relatively intense 521 cm-1 Si vibrational mode
in either of the spectra. This implies that the thickness of the SWNT layer
in the samples is of sufficient thickness so that little or no light reaches Si
substrate upon which it is deposited. It is therefore reasonable to conclude
that providing there is a sufficient covering of SWNTs, perturbations to the
SWNT spectra from the substrate are unlikely.
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The vibrational modes of molecular systems
The other source of vibrational modes which could disrupt the SWNT modes
originate from the molecular species with which the SWNTs have been filled
or covered. Raman spectra were acquired from the molecules used in this
study using a 2.34 eV and 1.59 eV lasers and are shown in Figure 6.18.
It can be seen that clear spectra with a high degree of spectral resolution
were acquired using the 2.34 eV laser. The spectral clarity is such that the
vibrational modes of the molecules can be clearly identified, meaning that
any molecule peaks which appear in any of the modified SWNT spectra can
be easily identified - the most intense modes have been labelled for clarity.
It can be seen from the spectra shown in parts (b) and (c) of Figure 6.18
that the phthalocyanine (Pc) molecules possess intense vibrational modes in
the region of 1520 - 1545 cm-1 - it is these intense modes which are most
likely to cause confusion in the interpretation of the SWNT G band. The
vibrational modes of metallic phthalocyanines at this frequency have been
attributed to stretches in the C-N-C bonds as well as expansion of the pyrrole
structure coupled with C-H in-plane bending (IPB) vibrations in the molecule
[113]. The position of this peak varies depending upon which metal ion is
present at the core of the molecule. The Raman spectrum of the NiTPP
molecule shown in part (a) of the figure show that there are no high intensity
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Figure 6.18: (a), (b) and (c) show Raman spectra of the NiTPP, ClAlPc and NiPc
molecules respectively, acquired using a 2.34 eV laser. (d), (e) and (f) show the equivalent
spectra, but acquired using a 1.59 eV laser. The molecules from which these Raman
spectra were acquired were deposited onto SiO2 / Si substrates.
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Figure 6.19 (a) and (b) show a comparison between spectra acquired from
a sample of un-modified SWNTs and of SWNTs with a surface covering of
NiPc molecules. This particular molecular species was chosen because it was
seen to provide the greatest overlap with the SWNT spectrum. It can be
seen from these spectra that there are clearly some vibrational modes in
the doped SWNT spectrum which are not present in the undoped spectrum,
which can be attributed to the NiPc molecule. However, it can be seen that
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Figure 6.19: Raman spectra of (a) unmodified SWNTs and (b) SWNTs covered with
NiPc molecules acquired using a 2.34 eV laser. The Raman spectrum of the NiPc molecules
has been included in (b) for comparison. Areas of the modified SWNTs Raman spectrum
which have been modified by the presence of the NiPc spectrum are highlighted in green
boxes. The inset shows a zoomed in version of the Raman spectrum of SWNTs covered
with NiPc molecules acquired using a 2.34 eV laser. (c) and (d) of the figure show Raman
spectra of unmodified SWNTs and SWNTs covered with NiTPP molecules respectively-
the Raman spectra were acquired using a 1.59 eV laser. The inset in (d) shows a zoomed
in version of the Raman spectrum of SWNTs covered with NiTPP molecules acquired
using a 1.59 eV laser.
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When illuminated with a 1.59 eV laser both the NiTPP and ClAlPc
molecules showed very large and intense fluorescence peaks (see Figure 6.18
(d) and (e)). These could cause a significant overlap with the SWNT spectra
if a sufficient amount of molecules were present. In Figure 6.19 (c) Raman
spectra acquired using a 1.59 eV laser from a sample of unmodified SWNTs
and Figure 6.19 (d) SWNTs modified with NiTPP molecules are compared.
It can be seen that there is little or no difference between the SWNT spectra
before and after modification with NiTPP molecules, specifically, no large
fluorescence features are observed, and the SWNT modes clearly dominate
the spectrum.
6.4 Results and discussion
6.4.1 The SWNT G band
2.34 eV and 3.83 eV lasers have been used to probe both metallic and semi-
conducting nanotubes, while the 1.59 eV laser will probe predominately semi-
conducting nanotubes. The different laser excitation energies will only res-
onate with nanotubes specific diameters.
The component modes of the SWNT G band from nanotubes probed with
each laser, show changes in both the positions and relative intensities of the
G+ and G- modes upon modification of the nanotubes with organo-metallic
molecules.
Changes in the peak position of these modes have been investigated to
determine whether charge transfer between nanotube and dopant molecules
had occured.
Spectra acquired using the 1.59 eV laser
The spectra acquired using the 1.59 eV laser were fitted well by four Lorentzian
line-shapes centred at approximately 1546 cm-1, 1566 cm-1, 1593 cm-1 and
1601 cm-1.
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Figure 6.20: (a) to (c) of the figure show resonant Raman spectra of SWNTs filled and
covered with NiTPP, ClAlPc and NiPc molecules respectively, acquired using a 1.59 eV
laser. The spectra of the modified SWNTs for each molecular species have been normalized
to the G+ mode of the unmodified SWNT spectrum for clarity. The spectra of unmodifed
SWNTs are shown in black as a reference.
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The vibrational modes located at 1566 cm-1 and 1593 cm-1 are consistent
with the G- and G+ vibrational modes of semiconducting SWNTs. This is
in agreement with the resonance conditions described in section 6.2.6.
In order to achieve a good fit to the experimental data it was necessary to
include some of the weaker modes of the SWNT G band, specifically those
located at 1546 cm-1 and 1601 cm-1. These modes are not thought to be
sensitive to charge transfer, variation in the fitted peaks assigned to these
modes are most likely an artefact of the data fitting process. In addition,
given the low amplitude of these peaks and the lack of any well defined
signatures in the G bands of the acquired spectra, it is reasonable to put
a low weighting to the significance of the changes in the positions of these
peaks and instead to focus upon the G- and G+ modes. The resonant Raman
spectra acquired are shown in Figure 6.20.
It can be seen from the fitted peak positions shown in Table 6.2 that
there are small up-shifts of 1 cm-1 in the positions of the SWNT G- and G+
modes upon being filled with NiTPP molecules. There is also a decrease in
the relative intensity of the G- peak relative to the G+ peak. The SWNTs
covered with NiTPP molecules also show a small up-shift of 1 cm-1 in the
position of G- mode, however no shift in the G+ mode is observed and there
is negligible change in the relative intensity of the G- mode.
A comparison of the results from SWNTs filled and covered with NiTPP
molecules shows that the greatest changes to the SWNT vibrational modes
occur when the nanotubes are filled with molecules.
In contrast to the situation observed when SWNTs were functionalized
with NiTPP molecules, down-shifts in the positions of the G+ and G- peaks
are seen when SWNTs were modified with ClAlPc molecules.
These down-shifts are significant, down-shifts of -2 cm-1 in the positions
both the G- and G+ SWNTs modes occur when they are filled with ClAlPc
molecules. When covered with ClAlPc molecules even greater down-shifts of






























































































































































































































































































































































































































The relative intensities of the G- modes to the G+ modes are the same
for the unmodified and filled samples, however, a small decrease is observed
in the covered sample. The covered spectrum does not reflect this decrease
due to the presence of an intense mode located at 1539 cm-1. This mode is
not present in the unfilled SWNT spectrum and is therefore is most likely
due to a particularly strong Raman-active vibrational mode originating from
the ClAlPc molecule. Due to strong fluorescence it was not possible to reveal
a Raman spectrum from this molecule using this laser excitation, however,
the spectra acquired using the 2.34 eV and 3.83 eV lasers show an intense
molecular vibrational mode at ≈ 1520 cm-1 - it is likely that the 1539 cm-1
mode present in the filled and covered nanotube spectra is an upshift of the
1520 cm-1 mode which may have resulted from aggregation of the molecules.
It can be seen from Figure 6.20 (b) that the relative intensity of this peak is
greater for nanotubes covered with ClAlPc molecules.
For SWNTs modified with NiPc molecules, down-shifts of -1cm-1 are ob-
served in the positions of both the G- and G+ SWNT modes upon being
filled with NiPc molecules. No peak shifts are observed in the G- and G+
modes of SWNTs covered with NiPc molecules.
As well as the observed shifts in position, a increase of 5% in the relative
intensity of the G- peak is observed for SWNTs both filled and covered with
NiPc molecules.
In similarity with the ClAlPc modified SWNT spectra, there is a signifi-
cant well-defined peak located in the spectra of SWNTs modified with NiPc
molecules which is not present in the spectrum of the unmodified SWNTs.
This implies that this mode located at 1553 cm-1 originates from the NiPc
molecule. Indeed, this peak matches exactly the reported position of the
most intense Raman-active mode of the NiPc molecule [113]. In contrast to
what is observed for the ClAlPc molecule, this peak is larger in the spectrum
of SWNTs filled with NiPc molecules (see Figure 6.20 (c)).
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Resonant Raman spectra resulting from a mixture of semiconduct-
ing and metallic SWNTs
Both the 2.34 eV and 3.83 eV laser excitation energies are such that they
are expected to resonate with the allowed transitions of both semiconducting
and metallic SWNTs. As a result, the resonant Raman spectra of the SWNT
G band acquired will be formed from the superposition of vibrational modes
of both electronic types.
As mentioned earlier in this chapter, the two most intense Raman-active
modes of the SWNT G band are the G- and G+ modes. Therefore, one
would expect the four most intense vibrational modes of a mixed G band
to be the G- metallic mode located at ≈ 1540 cm-1, the semiconducting G-
mode located at ≈ 1570 cm-1, the metallic G+ mode located at 1580 cm-1
and the semiconducting G+ mode located at ≈ 1590 cm-1. However, in
order to obtain a good fit to the experimental data it may be necessary to
include some of the weaker modes from the semiconducting G band. The
two strongest such modes are located at ≈ 1550 cm-1 and ≈ 1605 cm-1.
The SWNT G bands shown in the spectra of Figure 6.21 are fitted well
by the superposition of five Lorentzian line-shapes centred at approximately
1554 cm-1, 1574 cm-1, 1581 cm-1, 1598 cm-1 and 1608 cm-1.
The single broad mode centred at ≈ 1554 cm-1 possesses both a low
intensity and a low level of spectral detail. This mode could be attributed to
either a low intensity G band mode originating from semiconducting SWNTs
or the G- mode of metallic SWNTs, or a superposition of the two. An attempt
was made to fit a Breit Wigner Fano function to this peak - this was found to
fit poorly. This may indicate that the 1554 cm-1 mode has a predominately
semiconducting character, however, there is insufficient detail in the spectra
to identify the origin of this peak. Given the low level of spectral detail, it is
reasonable to put a very low weighting upon the changes in the position of
this mode.
To fit the 1577 cm-1 region of the G band, it was necessary to use two
Lorentizian line-shapes one centred at ≈ 1574 cm-1 and a second centred at
1580 cm-1.
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The fitted peak located at 1574 cm-1 can be attributed to the G- mode
of semiconducting SWNTs. It possesses both the expected intensity relative
to the G+ semiconducting mode and is located at the expected position.
The expected position of the metallic G+ mode is 1580 cm-1, therefore it is
reasonable to assign the 1580cm-1 fitted peak to this mode. The amplitude
of this mode is approximately equal to that of the broad mode located at
1554 cm-1. This too is consistent with what would be expected in a metallic
SWNT spectrum, further supporting the argument for this mode’s metallic
character.
The superposition of these two modes forms a shoulder to the semicon-
ducting G+ mode. Changes in the shape of the shoulder will result from
either changes in the positions or the intensities of these modes. However,
due to the close proximity of these modes it is not possible to identify the
individual peaks this makes identifying their exact positions and intensities
very difficult. Unfortunately, this severely degrades the reliability of the fit-
ted positions of these peaks. As such, it is necessary to put a low weighting
to individual changes in the intensities and positions of the modes.
The very intense peak located at≈ 1594 cm-1 which dominates the G band
possesses both the expected position and relatively high intensity associated
with the semiconducting G+ mode. The relatively high intensity of this mode
makes identifying its position very easily and as such the position of the fitted
peak can be relied upon to be accurate. It is this peak which presents the
most reliable method for identifying charge transfer-induced peak shifts in
mixed SWNT samples.
The relatively low intensity fitted peak at ≈ 1608 cm-1 is so close to the
very intense G+ mode that it is not possible to observe the features of this
peak. Therefore, any changes in the position and or intensity of this peak
are unreliable.
In conclusion, due to the lack of spectral detail in the G band spectra
possessing Raman contributions from both types of nanotube, only the po-
sition of the dominant G+ semiconducting mode can be stated with a high
degree of confidence.
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Therefore, changes in the position of G+ mode located at ≈ 1590 cm-1
will be used to inform upon whether charge transfer induced peak shifts have
occured.
Spectra acquired using the 2.34 eV laser
The SWNT G band spectra acquired using the 2.34 eV laser are shown in
Figure 6.21 - Table 6.3 summarises the changes observed in the modes of the
G band upon modification of the SWNTs with the organo-metallic molecules
of the study.
1400 1450 1500 1550 1600 1650
E
Laser
= 2.34 eV  Unmodified SWNTs
 SWNTs filled with NiTPP molecules











Raman shift / cm
-1















=2.34 eV  Unfilled SWNTs
 SWNTs covered with ClAlPc molecules
1400 1450 1500 1550 1600 1650
E
Laser
=2.34 eV  Unmodified SWNTs











Raman shift / cm
-1
1400 1450 1500 1550 1600 1650
E
Laser
= 2.34 eV  Unmodifed SWNTs
 SWNTs filled with NiPc molecules











Raman shift / cm
-1
ELaser=2.34 eV
an shift / cm-1  ift / cm-1
a an shift / cm-1 n shift / cm-1
(a) (b)
(c) (d)
Figure 6.21: (a) to (d) show resonant Raman spectra of SWNTs filled and covered with
NiTPP, ClAlPc and NiPc molecules respectively, acquired using a 2.34 eV laser. The
spectra shown in (b) and (c) were acquired on different days and therefore could not be




































































































































































































































































































































































































































































It can be seen from Figure 6.21 and Table 6.3 that there is no change in the
position of the semiconducting G+ mode upon modification of the SWNTs
with NiTPP molecules. However, there is also evidence of a decrease in the
intensity of the shoulder to the G+ mode upon both filling and covering.
The cluttered nature of the modes forming this shoulder make it difficult to
be sure which modes are responsible to the observed changes, however the
spectra imply that the reduction is greater for the filled nanotubes.
For SWNTs modified with ClAlPc molecules it can be seen that there is
a small up-shift of 1 cm-1 in the postion of semiconducting G+ mode when
the SWNTs were filled with ClAlPc molecules. However, no change in the
postion of this mode is observed when the SWNTs were covered. There
are also changes in relative intensities of the G- mode for both the SWNTs
fillied and covered with molecules, with the filling causing a reduction in the
intensity and the covering causing an enhancement. It is also worth noting
that there is no evidence of a molecule peak in either spectrum.
For SWNTs modified with NiPc molecules it can be seen that there is a
noticeable up-shift of 2 cm-1 in the postion of the semiconducting G+ mode
upon internal and external modification of the SWNTs with NiPc molecules.
There is also clear evidence of a peak at 1559 cm-1 which as before can be
attributed to the NiPc molecule. This peak possesses both the same position
and approximate intensity for both filled and covered SWNTs.
Spectra acquired using the 3.83 eV laser
The SWNT G band spectra acquired using the 3.83 eV laser are shown in
Figure 6.22 - Table 6.4 summarises the changes observed in the modes of the
G band upon modification of the SWNTs with the organo-metallic molecules
of the study.
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Figure 6.22: (a) to (f) show resonant Raman spectra of SWNTs filled and covered with
NiTPP, ClAlPc and NiPc molecules respectively acquired using a 3.83 eV laser. The





























































































































































































































































































































































































































It can be seen from Figure 6.22 and Table 6.4 that no change in the
position of the G+ SWNT peak located at 1590 cm-1 occurs upon filling with
NiTPP molecules, however a small up-shift of 1 cm-1 is observed for SWNTs
covered with NiTPP molecules. There may be some change in the relative
intensity of the shoulder to the G+ mode located at ≈ 1580 cm-1, but it is
difficult to be sure of the origins.
For SWNTs modified with ClAlPc molecules it can be seen that the po-
sition of the G+ semiconducting SWNT mode is down-shifted by -2 cm-1
and -1 cm-1 upon filling and covering with ClAlPc molecules respectively.
The fitted peaks imply a decrease in the intensity of the shoulder to the G+
peak for the covered SWNTs. However, the presence of the relatively intense
molecule peak in the spectrum make it appear that the shoulder has been
enhanced when is has not.
Both the filled and covered spectra show peaks which are not present
in the unmodified SWNT spectra at 1534 and 1538 cm-1 respectively. The
peaks are attributed to particularly intense vibrational mode originating from
the ClAlPc molecule as before. The intensity of this peak is greatest in the
spectrum of SWNTs filled with ClAlPc molecules.
The fitted peaks imply a decrease in the intensity of the shoulder to the
G+ peak for the filled SWNTs. However, the presence of the relatively intense
molecule peak in the spectrum make it appear that the shoulder has been
enhanced when is has not.
For SWNTs modified with NiPc molecules it can be seen that the G+
semiconducting mode is seen to be up-shifted by 2 cm-1 upon covering with
NiPc molecules, however no shift is observed for the SWNTs filled with NiPc
molecules.
The molecule peaks in both the filled and covered spectra are very intense,
in similarity with what was observed in the ClAlPc modified SWNTs the
molecule peak is greater for SWNTs filled with NiPc molecules. There is
also a small discrepancy in the positions of this peak, with it being located
at 1553 cm-1 in the covered spectrum and slightly lower at 1552 cm-1 in the
filled. This too is the same pattern as observed with the ClAlPc molecule.
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The dominant nature of the molecule peak makes even assigning changes
in the relative intensities of the shoulders to the G+ mode difficult.
6.4.2 The SWNT RBM band
Spectra acquired using the 1.59 eV laser
The radial breathing mode spectra of the unmodified SWNTs acquired using
the 1.59 eV laser show four intense and sharp peaks and the spectra are fitted
well by six Lorentzian line shapes. In the low frequency region of the spectra,
depending upon the individual spectrum, one or two broad peaks are required
at approximately 110 cm-1 and 130 cm-1 - these fitted peaks can be assigned to
low frequency SWNT RBMs. Using equation 6.10 to calculate the diameters
of the SWNTs associated with these modes it can be calculated that they
originate from SWNTs of 2.34 nm and 1.96 nm in diameter respectively.
Such diameters would put these SWNTs close to the peak of the nanotube
diameter distribution function, meaning that there should be a large number
of these nanotubes. However, as previously mentioned the intensity of RBMs
originating from d > 2.0 nm are very low. This is likely to be the cause of
the very low intensity of these modes.
Given the breadth and relatively low intensity of these modes and the fact
that it is not possible to clearly identify the peak positions from the spectra, it
is reasonable to assign a low weighting to changes in their positions. However,
changes in the intensities of these modes may still be useful.
The remaining RBM peaks located at approximately 160 cm-1, 210 cm-1,
234 cm-1 and 268 cm-1 correspond to nanotubes of 1.6 nm, 1.2 nm, 1.0 nm
and 0.9 nm in diameter respectively. Using these calculated diameters in
combination with the Kataura plot shown in Figure 6.10 it is possible to
identify the electronic type of each of these SWNTs. From the Kataura plot
it can be seen that the RBM located at 160 cm-1 originates from metallic
SWNTs of ≈ 1.6 nm in diameter. The remaining RBM’s originate from
semiconducting SWNTs of ≈ 1.0 nm in diameter. All but the 234 cm-1 mode
are relatively sharp and intense.
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Therefore, it is reasonable to view changes in the postion and intensity of
these modes with a high degree of confidence. It is changes in the postion and
intensity of these three modes which will be used to inform upon molecule-
induced changes to the SWNTs mechanical and electronic properties.
SWNTs modified with NiTPP molecules
It can be seen from Table 6.5 and from Figure 6.23 (a) and (b) that there
is no shift in the position of three most intense RBMs upon filling with
NiTPP molecules. However, there is an enhancement in the intensity in all
of the RBMs including the low intensity 114 cm-1 mode. In addition to these
increases in intensity, there is a change in peak dominance upon filling. In
the unmodified SWNT spectra, the two most intense peaks located at 164
cm-1 and 269 cm-1 possess approximately equal intensities, however, upon
filling with NiTPP molecules the 164 cm-1 peak becomes dominant.






Table 6.5: Vibrational modes of SWNTs modified with NiTPP molecules acquired using
a 1.59 eV laser.
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Figure 6.23: (a) to (f) show resonant Raman spectra of SWNTs filled and covered with
NiTPP, ClAlPc and NiPc molecules respectively, acquired using a 1.59 eV laser. The
spectra of unmodifed SWNTs are shown in black as a reference.
In contrast, a small up-shift of 1 cm-1 in the positions of the first two
sharp peaks located at 164 cm-1 and 211 cm-1 was observed upon covering.
No up-shift is observed in the 264 cm-1 peak. In similarity to what is observed
in the NiTPP filled SWNT spectra, an increase in all of the sharp RBM’s was
observed when the SWNTs were covered with NiTPP molecules. However,
in contrast the peak dominance is reversed. In the NiTPP covered SWNT
spectra the 264 cm-1 peak is clearly dominant. In addition, no increase in
the intensity of the 110 cm-1 mode is observed.
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In conclusion, the RBM’s of the SWNTs modified by both methods
show enhancements in the intensities of the modes after modification with
NiTPP molecules. However, the lower frequency modes originating from
larger diameter nanotubes are dominant when the SWNTs are filled with
NiTPP molecules, and the opposite is true for SWNTs covered with NiTPP
molecules.
SWNTs modified with ClAlPc molecules
It can be seen from Table 6.6 and Figure 6.23 (c) and (d) that an up-shift of
1 cm-1 is seen in the position of the 163 cm-1 SWNT RBM mode when the
SWNTs are filled with ClAlPc molecules. In addition to this, down-shifts of
2 cm-1 in the positions of the modes at 210 cm-1 and 268 cm-1 are observed.
As well as these changes in peak position there are a number of changes in the
intensity of the modes. The most striking changes in intensity originate from
the reversal of the dominance in the spectra. In the un-modified spectrum
the mode at 163 cm-1 is clearly dominant, however, upon filling, the mode at
268 cm-1 becomes dominant.







Table 6.6: Vibrational modes of SWNTs modified with ClAlPc molecules acquired using
a 1.59 eV laser.
Due to the high gradient of the spectrum acquired from the SWNTs
covered with ClAlPc molecules it was impossible to obtain a good fit to the
data. However, it is still possible to make a number of observations from the
relative intensities of the modes shown in the spectra. Firstly, there is an
increase in the intensity of the broad RBM located at approximately
131 cm-1. In addition to this there is a reversal in the dominance of the
RBM’s, with the 268 cm-1 mode becoming dominant after covering.
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In conclusion, an up-shift of 1 cm-1 in the position of the 163 cm-1 RBM
originating from metallic SWNTs is observed upon filling of the SWNTs with
ClAlPc molecules. In contrast, the modes located at 210 cm-1 and 268 cm-1
originating from semiconducting SWNTs show down-shifts of 2 cm-1. It can
be seen that SWNTs modified with ClAlPc molecules using either method,
show both an enhancement of the broad peak located at 131 cm-1 originating
from semiconducting SWNTs of ≈ 2.0 nm in diameter and a shift in mode
dominance with the 268 cm-1 RBM becoming the most intense mode upon
modification.
SWNTs modified with NiPc molecules
The intensity of the spectra acquired from the NiPc samples is quite low;
this makes peak fitting more difficult and hence reduces the confidence of
the fitted peak positions of the RBM’s. Therefore, a greater weighting is
given to changes in the intensities of the RBM’s of these spectra and the
apparent changes in the positions of the fitted peaks will be ignored (table
of peak positions not included).
The unmodified SWNT spectra shown in Figure 6.23 (e) and (f) show four
relatively sharp peaks located at approximately 160 cm-1, 208 cm-1, 232 cm-1
and 266 cm-1. The positions of these modes before and after modification co-
incide very well, this implies that there is little if any change in position. The
most striking changes in the spectra upon modification of the SWNTs with
NiPc molecules is the reduction in intensity of the RBMs located at 160 cm-1
and 266 cm-1. The data imply a reduction in intensity because the intensities
of the 208 cm-1 and 232 cm-1 modes remain constant upon modification, but
the intensities of the other two modes decrease. The reduction in intensity
of the 160 cm-1 mode seems to be approximately equal for both forms of
modification, however the reduction in intensity of the 266 cm-1 mode seems
to be greater for SWNTs filled with NiPc molecules as opposed to covered.
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In conclusion, the most striking differences between the unmodified SWNT
spectra and those modified with NiPc molecules come from decreases in the
intensities of the RBM’s located at 160 cm-1 and 266 cm-1 originating from
metallic SWNTs of 1.9 nm in diameter and semiconducting SWNTs of 0.9 nm
in diameter respectively. The decrease in the intensity of the 160 cm-1 mode
is approximately the same for both forms of modification. In contrast, the
intensity of the 266 cm-1 mode experiences the greater reduction in intensity
when the SWNTs are filled with molecules.
Conclusions
In conclusion, it can be seen from the spectra that for SWNTs modified with
the Pc type molecules the RBM located at approx. 268 cm-1 originating
from semiconducting SWNTs of 0.9 nm in diameter is the dominant mode.
This is in contradiction to what is observed in the spectra of the unmodified
SWNTs where the unmodified spectra it is the 168 cm-1 mode originating
from metallic SWNTs of ≈ 1.6 nm in diameter is dominant. In contrast to
what is observed in SWNTs filled with Pc type molecules, the 168 cm-1 mode
remained the dominant RBM of the SWNTs filled with NiTPP molecules.
However, upon covering with NiTPP molecules the 268 cm-1 RBM becomes
dominant in similarity to what is observed in the Pc modified SWNTs
Spectra acquired using the 2.34 eV laser
The RBM spectra acquired using the 2.34 eV laser can be fitted by at least
four Lorentzian line-shapes. However, it can be seen from the Kataura plot
that at this excitation energy the SWNT transition bands are much more
tightly grouped. This makes identification of the individual RBM’s more
difficult. In general, the spectra are fitted well by the superposition of five
Lorentzian line-shapes centred at 115 cm-1, 153 cm-1, 186 cm-1, 234 cm-1 and
264 cm-1.
Using equation 6.10 in combination with the Kataura plot it can be de-
termined that the RBM located at ≈ 115 cm-1 can be attributed to either
metallic or semiconducting SWNTs of 2.2 nm in diameter.
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The broadness of the peak may be a reflection of the dense nature of the
allowed transitions at this energy, or as mentioned previously, may be a result
of the weak resonance of the RBM’s of SWNTs with d > 2.0 nm. Given the
breadth of this peak and that there is no clearly defined peak signature in
the spectra, it is reasonable to put a low weighting to changes in the position
of the peaks fitted to this mode, however, changes in the relative intensity of
this mode may be meaningful.
The other modes are considerably sharper than the 115 cm-1 mode and
hence the fitted peak positions are considerably more reliable. Using the
Kataura plot, the modes located at 153 cm-1 and 186 cm-1 can be seen to
originate from semiconducting SWNTs of 1.6 nm and 1.3 nm in diameter
respectively. The modes located at 234 cm-1 and 264 cm-1 can attributed to
metallic SWNTs of 1.0 nm and 0.9 nm in diameter respectively. The RBM
located at 234 cm-1 is very broad and of low intensity, therefore changes in
the position of this mode cannot be relied upon to be accurate.
In conclusion, the RBMs which are most reliable are those located at
163 cm-1 and 186 cm-1 originating from semiconducting SWNTs and the
mode located at 268 cm-1 originating from metallic SWNTs. Changes in the
positions and intensities of these modes will be utilized to identify changes
in the mechanical and electrical properties of the SWNTs upon doping with
molecules.
SWNTs modified with NiTPP molecules
It can be seen from Table 6.7 and Figure 6.24 (a) and (b) that the spectrum
of the unmodified SWNTs and those modified with NiTPP molecules are
very similar, however, there are a number of significant differences.
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Table 6.7: Vibrational modes of SWNTs modified with NiTPP molecules acquired using
a 2.34 eV laser.






































































































































































Figure 6.24: (a) to (f) show resonant Raman spectra of SWNTs filled and covered with
NiTPP, ClAlPc and NiPc molecules respectively, acquired using a 2.34 eV laser. The
spectra of unmodified SWNTs are shown in black as a reference.
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Upon filling with NiTPP molecules the 186 cm-1 SWNT RBM shows
a significant increase in intensity and becomes the dominant mode of the
spectrum. In contrast, the RBM located at 265 cm-1 shows a slight decrease
in intensity and is up-shifted by 8 cm-1 to 273 cm-1.
Upon covering with NiTPP molecules a small increase in the intensity of
the 186 cm-1 RBM, as well as a significant decrease in the intensity of the
mode located at 265 cm-1 is observed - there is also evidence of an up-shift
in the position of this mode.
In conclusion, the 186 cm-1 and 265 cm-1 SWNT RBM’s both show no-
ticeable changes after the SWNTs were modified with NiTPP molecules. The
intensity of the 186 cm-1 mode is seen to be enhanced upon both filling and
covering, however the enhancement is significantly greater for the SWNTs
filled with NiTPP molecules rather than covered. A reduction in intensity
of the 265 cm-1 mode and an up-shift in its position is observed for both
forms of modification, however the up-shift is far greater for filling and the
reduction in intensity is greater for covering.
SWNTs modified with ClAlPc molecules
It can be seen from the spectra shown in Figure 6.24 (c) and (d) and Table 6.8
that there is little or no significant change in either the intensity or position of
the 153 cm-1 or 189 cm-1 RBM’s upon either filling or covering of the SWNTs
with ClAlPc molecules. There is also little or no significant change in the
position or intensity of the 264 cm-1 mode upon covering of the SWNTs.
However, the peak at 264 cm-1 in the ClAlPc filled SWNT spectrum is seen
to be down-shifted by approximately 6 cm-1 and to be enhanced in intensity
by a significant amount.
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Table 6.8: Vibrational modes of SWNTs modified with ClAlPc molecules acquired using
a 2.34 eV laser.
SWNTs modified with NiPc molecules
It can be seen from the spectra shown in Figure 6.24 (e) and (f) and Table 6.9
that there is evidence of a small increase in the intensity of the 186 cm-1 mode
in the spectra of SWNTs both filled and covered with NiPc molecules. In
addition to this, there is evidence of up-shifts in the positions of the 153 cm-1
and 186 cm-1 modes upon filling. There is also evidence of an enhancement in
the intensity of the 268 cm-1 mode upon both filling and covering. However,
this enhancement is significantly greater in the NiPc-covered SWNT spectra.






Table 6.9: Vibrational modes of SWNTs modified with NiPc molecules acquired using a
2.34 eV laser.
Conclusions
In conclusion, it can be seen from the spectra that the intensity of the RBM
located at ≈ 153 cm-1 is enhanced when the SWNTs are both filled and
covered using NiTPP and NiPc molecules. This enhancement is greatest for
SWNTs which have been filled with the molecules in both cases, however the
SWNTs filled with NiTPP molecules show the greatest enhancement.
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The SWNTs modified with ClAlPc molecules show no change in the po-
sition or intensity of this mode.
The intensity of the SWNT RBM located at ≈ 265 cm-1 shows either a
small increase or no change in intensity when covered with NiPc and ClAlPc
molecules respectively. In contrast, the RBM of SWNTs covered with NiTPP
molecules shows a decrease in the intensity of the 265 cm-1 mode.
Spectra acquired using the 3.83 eV laser
It was not possible to acquire any useful RBM spectra from the nanotube
samples using the 3.83 eV laser. This was due to intrinsic limitations of the
spectrometer used.
6.5 Discussion
The Raman spectra described above revealed the following:
(i) Shifts in the positions of the G- and G+ SWNT modes and in the
position of the molecule modes.
(ii) The shifts in position are larger for certain molecules.
(iii) Changes in the relative intensity of the G- mode.
(iv) For a given molecule and type of SWNT modification employed,
different spectral changes were observed depending on which laser was
used.
A summary of the main results is given in Table 2.11.
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ELaser Molecule ∆ G
+ ∆ G+ dtsc dtscG doptimum
/ cm-1 / cm-1 / nm / nm / nm
(Filled) (Covered)
1.59 eV 2.2 2.5
NiTPP 1 0 2.3
ClAlPc -2 -4 1.8
NiPc -1 0 1.8
2.34 eV 1.8 2.0
NiTPP 0 0 2.3
ClAlPc 1 0 1.8
NiPc 2 2 1.8
3.83 eV - -
NiTPP 0 1 2.3
ClAlPc -2 -1 1.8
NiPc 0 2 1.8
Table 6.10: shows the shifts in the position of the G+ modes of spectra acquired from
SWNTs both filled and covered with each molecule acquired with each laser. ELaser is the
energy of the lasers used, ∆ G+ is the Raman shift in the position of the G+ mode observed
upon filling and covering. dtsc indicates the diameter of the semiconducting nanotubes in
resonance with each laser. dtscG indicates the diameter of the semiconducting nanotubes
in resonance with photon scattered by the nanotube G mode. doptimum is the optimum
filling diameter for each molecule.
Such effects can be caused by a number of phenomena. The most likely
to cause such changes are (i) strain induced in the nanotubes as a result
of charge transfer between nanotube and molecule and (ii) structural strain
induced in the nanotubes by the filling and covering.
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6.5.1 (i) Charge transfer
As discussed in section 6.2.5, charge transfer to or from dopant molecules
to nanotubes is known to result in strain being induced in the nanotube
structure either due to a weakening of the C-C bonds (n-type doping) or a
strengthening of the bonds (p-type doping).
Charge transfer to nanotubes can occur in one of two ways, either elec-
trons will be transferred from occupied states in the dopants to unoccupied
states in the conduction band of the nanotube (n-type doping) or electrons
will be donated from the nanotube valence band to unoccupied states in
the dopant (p-type doping). It has been demonstrated that charge transfer
between the SWNTs and organic molecules is controlled by the ionisation
potential (IP) and / or the electron affinity (EA) of the guest molecule [114].
The ionisation potential of a molecule can be thought of as the minimum
energy required to remove an electron. If the molecule in question was in
the ground state the ionisation potential would be the difference in energy
between the highest occupied molecular orbital (HOMO) and the vacuum
level. In contrast, the electron affinity is the energy released when an elec-
tron attaches to a molecule. In the ground state, this would be the energy
difference between the vacuum level and lowest unoccupied molecular orbital
(LUMO).
When the HOMO of the dopant molecule is greater in energy than the
conduction band of the nanotube as is the case in Figure 6.25 (a) then elec-
trons are donated from the molecule to the nanotube, and the nanotube
becomes n-type doped. If however, the valence band of the nanotube is
higher than the LUMO of the molecule (Figure 6.25 (b)) then electrons will






































Figure 6.25: The possible charge transfer mechanisms between SWNTs and guest
molecules. (a) charge transfer from molecule to nanotube (b) charge transfer from nan-
otube to molecule.
The charge transfer direction will depend very much upon the electronic
structure of the guest organic molecule. For example when the organic chain
molecule SPEEK which contains aromatic rings was added to the exterior of
semiconducting SWNTs of 1.48 nm by Zhu et. al. [115] charge transfer from
the valence bands of the SWNT to the LUMO of the SPEEK molecule was
observed. Charge transfer is confirmed by a noticeable up-shift in the SWNT
G band upon modification of the SWNTs with the SPEEK molecule.
In contrast, when SWNTs were functionalized with smaller aromatic
molecules such as Amph-TTF and TDD-TTF [98] and aromatic amines [96]
down-shifts in the positions of the SWNT G bands consistent with charge
transfer from the guest molecules to the SWNTs were observed.
Figure 6.26 shows the molecular orbitals (MOs) of the three molecules
used in this study. The HOMO and LUMO levels of the ClAlPc molecule
were determined experimentally [116], while those of the NiPc and porphyrin
molecules were calculated using density functional theory (DFT) [117, 118].
The band gaps and MOs of the phthalocyanine molecules are roughly the
same. The NiTPP molecule however, has both a larger band gap and a
higher LUMO than the other molecules.
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Figure 6.26: The HOMO and LUMO energy levels [116–118] and optical absorption
spectra of the molecules used in this study ((a) ClAlPc, (b) NiPc and (c) NiTPP).
Optical absorption spectra acquired from the molecules have been in-
cluded to gauge the validity of the values obtained from literature.
156
Making a comparison between the two, it can be seen that the values
agree within ≈0.2 eV each other.
The other factor which determines whether charge transfer will occur is
the relative positions and occupancies of the valence and conduction bands
of the SWNTs upon which the guest molecules are attached. It has been
found that the Fermi level of nanotubes of greater than 1 nm in diameter is
approximated well by the work function of graphene (-4.66 eV) [119]. It has
also been found that semiconducting SWNTs are p-doped in ambient condi-
tions [120]; this means that the top of the valence band of semiconducting
SWNTs is partially vacant and ready to receive electrons from the HOMO
of a suitable molecule.
Another important aspect to consider is the quantum mechanical nature
of nanotubes - specifically the relationship between the band gap of the
nanotube and its diameter. In nanotubes the band gap is inversely propor-
tional to diameter. The band gap will determine the positions of the valence
and conduction bands of the nanotube. The band gaps between the V1 and
C1 van Hove singularities of semiconducting nanotubes (i.e. the E11
s tran-
sition), calculated using the allowed transitions shown in the Kataura plot,
of diameters in the range 1.0 to 2.5 nm (encompassing the likely diameter
distribution used in this study) are given in Table 6.11.





Table 6.11: The diameters and associated band gaps of semiconducting SWNTs.
Figure 6.27 shows the likely charge transfer mechanism between the ClAlPc
molecule and semiconducting nanotubes possessing diameters expected to
present in the samples.
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It can be seen from this figure that, on making the
assumption that the obtained values for the molecular orbitals of the ClAlPc
molecule and band structure of the p-doped SWNTs are true, then charge
transfer from the HOMO of the molecules to the vacant states in the valence
band of the nanotubes will be possible. However, the amount of charge trans-
ferred will be reduced as the band gap decreases with increasing nanotube
diameter. Given that the band gap of the ClAlPc and NiPc molecules is very
similar, this mechanism, if accurate, is likely true for both.
Another factor which may have an effect upon the charge transfer be-
tween the molecules and the nanotubes is the extent to which the molecules
are distorted due interaction with the nanotube. It has been found using
density functional theory calculations that when distorted out of planarity
the HOMO level of the NiTPP molecule increases and the LUMO decreases
with the amount of distortion [121]. As discussed in chapter 3, the molecules
attached to nanotubes are likely to have some level of curvature induced dis-
tortion, the extent of which will depend upon the diameter of the
nanotube to which they are attached. Such distortions to the molecules both
encapsulated and attached to the exterior of SWNTs could have an effect
upon the charge transfer between the molecules and SWNTs. For exam-
ple, a distortion-induced increase in the height of the HOMO of an attached
molecule could result in charge transfer which would be unfavorable in the
planar molecule.
However, the calculations of Maji et al. [121] show that the increases in
the energy of the HOMO are expected to be small (less than 0.1 eV) and
therefore probably would not greatly affect the charge transfer between the







































ClAlPc molecule P-SWNT- d = 1.0 nm P-SWNT- d = 2.0 nm P-SWNT- d = 3.0 nm 
Increasing SWNT diameter
Figure 6.27: Schematic illustration of electron transfer between the ClAlPc molecule
and intrinsically p-doped SWNTs of various diameters.
This mechanism would fit well with the observed down-shifts in the G-
and G+ peaks observed when SWNTs modified with both ClAlPc and NiPc
molecules were excited by a 1.59 eV laser. At this excitation energy semicon-
ducting nanotubes of 2.0 nm in diameter are in resonance. This is close to the
optimum filling diameter of 1.8 nm, therefore molecule-nanotube interaction
should be maximised. The up-shift in the G- and G+ peaks observed when
the ClAlPc modified SWNTs were excited by a 2.34 eV laser and when the
NiPc modified SWNTs were excited by both the 2.34 eV and 3.83 eV lasers
are inconsistent with the above charge transfer mechanism. This may result
from different nanotube diameters being in resonance at these energies.
The NiTPP molecule is different both structurally and electronically and
is larger than the Phthalocyanine molecules. It possesses a larger HOMO-
LUMO gap of 2.9 eV meaning that its LUMO is likely to be even higher
in energy that that of the Pc molecules. The HOMO is expected to be at
approximately the same level as for the Pc molecules. In terms of charge
transfer this would imply that using the mechanism above, electron trans-
fer from the molecule to the nanotube should be favourable. However, the
up-shifts observed in the Raman spectra of SWNTs modified with NiTPP
excited with the 1.59 and 3.83 eV lasers would imply charge transfer from
the nanotubes to the molecule. This would be inconsistent with the above
charge transfer mechanism.
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The molecular orbitals of the TPP molecule shown schematically in Fig-
ure 6.26 were obtained by density functional theory (DFT) calculations [118]
and while this method is known to give good indications of molecular HOMO-
LUMO gaps, it is less accurate in giving the exact position of the energy
levels. This is for the TPP molecule and not the NiTPP molecule but, the
HOMO and LUMOs of the two molecules should belong to the pi and pi*
orbitals and hence be the same. If charge transfer is responsible for the ob-
served down-shifts then the electron affinity of the NiTPP molecule would
have to be a lot larger - such a scenario in shown in Figure 6.28. In this sce-
nario only the band structure of larger diameter SWNTs have been included.


































NiTPP moleculeP-SWNT- d = 2.0 nm 
Figure 6.28: Schematic illustration of a possible scenario for charge transfer from a
2.0 nm semiconducting SWNT to the NiTPP molecule.
While the charge transfer mechanism described above could explain the
down-shifts observed in some of the G+ modes in spectra of the SWNTs
filled and covered with the phthalocyanine molecules provided that their
HOMOs are high enough, it is inconsistent with the up-shifts in the G+
modes observed in others such as any of the spectra of SWNTs functionalized
with NiTPP molecules.
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6.5.2 (ii) Structural strain
The other way in which the nanotubes can be strained is by structural de-
formation of the nanotube walls, for instance by the introduction of foreign
material into the internal cavity of the nanotube or by attachment of mate-
rial to the exterior. Such a mechanism has been employed previously [122] to
explain up-shifts observed in the G+ modes of SWNTs doped with rubidium
atoms. It is likely that the greatest level of structural deformation-based
strain in filled nanotubes would result from tubes where the diameter of the
nanotube filled is less than the optimum filling diameter of the encapsulated
molecule [102].
The above argument could explain the up-shifts observed in some of the
G+ modes of SWNTs modified with molecular systems in this study, sum-
marised in Table 6.10.
The semiconducting SWNTs in resonance with the 1.59 eV laser and with
the G scattered photon have a diameters of 2.2 nm and 2.5 nm respectively.
These diameters match well with the expected optimum filling diameter for
the NiTPP molecule of 2.3 nm. It is possible that close to doptimum the filling
causes structural strain to the nanotube. If so, the above mechanism would
explain the observed up-shift in the G mode.
The semiconducting nanotubes in resonance with the 2.34 eV laser and
with the G scattered photon have a diameters of 1.8 nm and 2.0 nm respec-
tively. These tubes are too narrow for the NiTPP molecules to enter face-on,
therefore, it is likely that the resulting filling yield is either a very low (un-
detectable), this would be consistent with the lack of any peak shift in the
G+ mode.
The diameters of the nanotubes in resonance with the 2.34 eV laser are
very close to the optimum diameter for face-on filling of the NiPc molecules
as discussed previously for the NiTPP molecules filling the nanotubes probed
with the 1.59 eV laser, the up-shift in the G+ modes of the Pc-filled nanotubes
could be a result of filling-induced structural strain.
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While individually the mechanisms do not entirely explain the observed
shifts in the G+ modes, a combination of the two mechanisms might serve to
explain the majority of the shifts. Not all of the shifts can be accounted for
by these two methods, for example the case of the up-shift observed in the
G band of the SWNTs covered with NiPc molecules acquired with the
3.83 eV laser where no up-shift is observed in the filled sample. It is possible




Conclusions and future work
7.1 Conclusions
Endohedral functionalization via supercritical CO2 was undertaken in order
to produce encapsulation of compounds that are difficult to encapsulate oth-
erwise due to either their larger size or extreme air sensitivity. For this, two
experimental supercritical CO2 set-ups were developed, one for standard, sta-
ble encapsulants, and the other to enable the anaerobic encapsulation of air-
sensitive systems. Though equipment related technical difficulties prevented
the demonstration of encapsulation of air sensitive molecules (which would
have been the first of its kind were it to have been achieved) encapsulation
of planar molecules of large size (≈ 2 nm) has been achieved. These latter
systems are not suitable for thermally induced, diffusion-based encapsulation
due to their large size. Confinement in nanotubes of optimum diameter pro-
moted ordering of NiTPP molecules in row-like, self-assembled structures;
while disordered molecular arrangement dominated in larger diameter sys-
tems. High yield of molecular filling was also obtained for diameters larger
than an optimum value (of about 2.3 nm), though filling within diameters less
than optimum was also produced at low yield, and involved strong structural
strain to the molecule body.
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The comparative endo- and exohedral systems (NiPc, ClAlPc and NiTPP)
were chosen so as to induce different degrees of electronic changes in the nan-
otube hosts, which were found to be mostly consistent with a combination
of charge transfer (controlled by the alignment of the molecular HOMO-
LUMO band gap to the energy spectrum of carbon nanotubes) and struc-
tural strain. These changes affect both the RBM and G modes of carbon
nanotubes. NiTPP, ClAlPc and NiPc molecules provided a set of systems
differing by only one specific parameter (e.g. central ion or body type, or size
of the HOMO-LUMO gap). Though the large NiTPP molecules and large
diameter Nanocyl SWNTs are perfectly matched in terms of geometry, the
decrease in size of the nanotubes’ electronic band gap that occurs in wide
Nanocyl nanotubes puts a limit on what can be achieved in terms of doping.
Finally, exohedral functionalization showed some degree of perturbation of
the electonic structure of the nanotubes demonstrating that the molecules
did attach to the outer surface of the nanotube despite perturbation by the
central metal ion of their aromatic system (which is supposed to promote pi
stacking).
7.2 Future work
Future work could focus on the following directions:
(i) Comparative Raman/ IR studies where Raman mainly probes the
nanotube sub-system, IR spectroscopy would probe the molecular sub-system.
(ii) ClAlPc molecules possess an electronic dipole, this might effect what
ordering could be obtained inside of carbon nanotube templates, hence par-
allel HRTEM studies could reveal differences compared to their nickel-based
counterparts.
If encapsulated in an ordered form inside of a SWNT, the ClAlPc molecules
with their electronic dipole core could induce a modulated periodic potential
within the nanotube (see Figure 7.1). This could result in negative differen-
tial resistance in electronic transport or scanning tunnelling spectroscopy.
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Figure 7.1: Electrostatic potential calculated along nanotube for a permanent dipole
perpendicular to the nanotube’s axis [123].
(iii) Another spectroscopic technique which could be employed is tip-
enhanced Raman spectroscopy (TERS). In a typical TERS experiment, a
laser is focused on the end of an AFM cantilever coated with gold - the tip
of the cantilever acts as a nanostructure to produce Raman signal enhance-
ment on a sample surface once the tip has been brought close enough. The
resolution of this process is ≈ 20 nm [124], allowing Raman spectra to be
acquired from very small areas [124,125], hence the local effect of individual
or a small number of encapsulates could be probed. TERS has been used
successfully to acquire Raman spectra from carbon nanotubes [124,125]. Use
of this technique on the nanotube hybrids of this study, if sufficiently dis-
persed, would allow for the nanotubes to be probed in their un-bundled state
and would allow for spectra to be acquired from individual semiconducting
and metallic SWNTs. This would make assessing shifts in the peak positions
of the G- modes much easier.
(iv) Finally, the hybrids produced in this work should possess paramag-
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