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Fault Diagnosis for Drivetrain Gearboxes Using
PSO-Optimized Multiclass SVM Classifier
Dingguo Lu, Student Member, IEEE, and Wei Qiao, Senior Member, IEEE

Abstract—A novel method consisting of an adaptive feature
extraction scheme and a particle swarm optimization (PSO)optimized multiclass support vector machine (SVM) classifier is
proposed for condition monitoring and fault diagnosis of
drivetrain gearboxes in variable-speed operational conditions.
The adaptive feature extraction scheme consists of an adaptive
signal resampling algorithm, a frequency tracker, and a feature
generation algorithm for effective extraction of the features of
gearbox faults from the stator current signal of the AC electric
machine connected to the gearbox. The multiclass SVM classifier
is designed to identify different faults in the gearbox according to
the fault features extracted. The PSO algorithm is utilized to
optimize the parameter setting of the SVM classifier to obtain the
best classification accuracy. The proposed method is testified on a
drivetrain gearbox connected with a permanent-magnet
synchronous machine with three different faults. Experimental
results show that the faults can be effectively classified by the
proposed method.
Index Terms—Condition monitoring, drivetrain, fault
diagnosis, gearbox, multiclass classification, particle swarm
optimization (PSO), support vector machine (SVM).

I. INTRODUCTION

G

EARBOXES are widely used in the drivetrains of various
mechanical and electromechanical systems, such as wind
energy systems, (hybrid) electric vehicles, electric train,
aircrafts, etc. It is beneficial to develop reliable condition
monitoring and fault diagnosis (CMFD) technologies for the
safe operation of these systems [1]-[4].
Prior work has demonstrated the effectiveness of currentbased methods for CMFD of gearboxes [5]-[7]. However, the
previous work assumed that the gearbox had been in faulty
condition but did not address the diagnostic task when the
condition of the gearbox is unknown. As one of the pattern
recognition methods, the support vector machine (SVM)
offers an effective means to solve the problem of fault
identification [8]. The SVM possesses useful properties for the
problems of classification in terms of the complexity and
efficiency of computation, uniqueness of solution, and
simplicity of implementation. Owing to these merits, a SVMbased classifier [9] was proposed for gearbox fault diagnosis.
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The drivetrain gearboxes in industrial systems suffer a
variety of faults. Hence, the fault classification of drivetrain
gearboxes is a multiclass problem. The SVM was originally
designed for binary classification [10]. Some effort has been
made to extend it for multiclass classification [11]-[13].
Although the SVM algorithm is effective to perform pattern
recognition in many applications, such as facial expression
analysis, texture classification, and image clustering, the
optimal values of the SVM parameters are hard to determine,
which limits the use of the SVMs. Generally, the parameter
setting of an SVM significantly influences the classification
accuracy of the SVM. The key parameters of an SVM include
the kernel parameters and penalty parameter. The existing
approaches to determining these parameters are based on prior
knowledge, user expertise, or experimental trial. However,
there is no general consensus for setting the parameters of an
SVM and many opinions for choosing the optimal SVM
parameters are contradictory [14]. Furthermore, the SVM
generalization performance depends on all of the parameters
simultaneously. This makes the optimal parameter selection
even more complicated. A separate optimization for each
parameter does not necessarily ensure an optimized SVM
model [15]. Grid search [16] is a conventional method that has
been used for finding the optimal parameters of an SVM.
However, this method is considered expensive in terms of
computational costs and data requirements. Hence, a
computationally effective method that is capable of searching
for the optimal values of all the parameters simultaneously is
desired for the optimal parameter setting of multiclass SVM
classification.
This paper proposes a novel method of using the particle
swarm optimization (PSO) algorithm to optimize a multiclass
SVM classifier for fault classification of drivetrain gearboxes.
An adaptive feature extraction algorithm is proposed to extract
the fault-related features from nonstationary current signals. A
multiclass SVM classifier is designed to classify various
gearbox faults. The PSO algorithm is utilized to optimize the
parameter setting of the SVM classifier. Experimental studies
are carried out to validate the proposed method for a drivetrain
gearbox.
II. CHARACTERISTIC FREQUENCIES OF DRIVETRAIN
GEARBOXES
If a drivetrain gearbox is connected to an AC electric
machine, the faults in the gearbox will change the sideband
distribution in the frequency spectrum of the current signals of
the AC machine [17]. Mathematical expression has been
derived to show how the torsional vibrations related to the
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gearbox faults affect the current signals and demonstrated the
characteristic frequencies of gearbox faults in the current
frequency spectrum [5], [18].
This paper considers a drivetrain consisting of a two-stage
gearbox connected with a permanent-magnet synchronous
machine (PMSM), as illustrated in Fig. 1, where ݖଵ ݖସ denote
the tooth numbers of the four gears in the gearbox. The
characteristic frequencies of the gearbox vibration include the
input shaft frequency ݂ଵ , pinion shaft frequency ݂ଶ , output
shaft frequency ݂ଷ , and two gear meshing frequencies ݂ଵ and
݂ଶ . These characteristic frequencies then modulate the stator
currents of the PMSM and generate sidebands across the
dominant components of the currents [5]:
f sideband = k f s ± l f1 ± m f 2 ± n f3
(1)
where ݂௦ is the fundamental frequency of the stator current,
and ݇ǡ ݈ǡ ݉ǡ ݊ ൌ ͳǡ ʹǡ ͵ǡ ڮ.
Air-gap torque T

f1 =

z2
z z
f 2 = 2 4 f3
z1
z1 z3

(3)

The objective features of faults are different among
different data records, as the operating points, e.g., the speed
and load, may vary over time. To facilitate the fault feature
extraction in this work, a frequency tracker is developed to
solve this problem by utilizing the mechanical relationship
among the gearbox shafts. In the proposed frequency tracker, a
frequency detector is designed to detect the fundamental
frequency of the resampled stator current signal. Then,
according to (2) and (3), the characteristic frequencies, ݂ଵ , ݂ଶ
and ݂ଷ , of the gearbox can be calculated. After that, an
objective frequency extractor is designed to extract the
objective frequency components with their magnitudes
according to (1). In this works, the objective frequency
components are the sidebands around the fundamental
frequency of the resampled stator current.

Mechanical torque Tm

z1 = 52

z4 = 17

f1

f3

f2

input shaft

output shaft
fm1

fm2

Stator current
Isa, Isb and Isc
z2 = 11 pinion shaft

z3 = 38

Fig. 1. Schematic of a drivetrain consisting of a two-stage gearbox connected
to a PMSM with characteristic vibration frequencies.

III. ADAPTIVE FEATURE EXTRACTION
A. Adaptive Signal Resampling
The characteristic frequencies of gearbox faults in the stator
current are related to gearbox shaft speeds, and become
nonstationary when the shaft speeds vary with time. This
paper uses an adaptive signal resampling algorithm to convert
the current samples from a fixed sampling rate to an adaptive
sampling rate to make the values of the objective frequencies,
such as the fault characteristic frequencies, constant, as
illustrated in Fig. 2. The details of the algorithm are described
in [5]. By using the adaptive resampling algorithm, the timevarying characteristic frequencies of the gearbox in the stator
current are converted to constant values in the PSD spectrum
of the resampled signal. The magnitudes of certain frequency
components in the resultant PSD spectrum can be then used to
generate features to evaluate the condition of the gearbox.
B. Frequency Tracker
The characteristic frequencies of the gearbox in Fig. 1 are
related to each other because of their mechanical connection,
and the rotating frequency of gearbox output shaft is identical
to that of the PMSM shaft.
z
f 2 = 4 f3
(2)
z3

Fig. 2. Schematic of the adaptive signal resampling algorithm.

C. Frequency Generation
This paper uses the magnitudes of two groups of sidebands
around the fundamental frequency calculated from the
frequency tracker to generate the features related to faults. The
first group is the sidebands caused by the first to forth order of
the gearbox input shaft rotating frequency, which are
expressed as ݂௦ േ ݈݂ଵ , where ݈ ൌ ͳǡ ʹǡ ͵ and Ͷ. The second
group is the sidebands caused by the three gearbox shaft
rotating frequencies, which are expressed as ݂௦ േ ݂ଵ , ݂௦ േ ݂ଶ
and ݂௦ േ ݂ଷ . The magnitudes of these two groups of sidebands
are first normalized with respect to the magnitude of the
fundamental frequency component. Two features are then
generated for each group from the normalized sideband
magnitudes: the standard deviation defined in (5) and the
summation defined in (6).
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where ݔ ሺ݅ ൌ ͳǡ ʹǡ ǥ ǡ ݊ሻ is the normalized magnitude of each
sideband, ݔҧ is the mean value of ݔ , and ܰ is number of
sideband pairs being processed.
The adaptive signal resampling algorithm, the frequency
tracker, and the feature generation algorithm constitute the
proposed adaptive feature extraction scheme in Fig. 3.

⋅x +b = 0

 ⋅ x + b = +1

−b


Fig. 4. SVM classification.

Fig. 3. Schematic diagram of the proposed feature extraction scheme.

IV. MULTICLASS SVM CLASSIFICATION
A. Principles of SVM
The basic idea of the SVM-based classification for a binary
problem is to construct a hyper-plane as the decision plane,
which separates the positive (+1) and negative (-1) classes
with the largest margin (Fig. 4). The margin is the sum of the
distances from the hyper-plane to the two boundaries
constructed by the closest data points of the two classes. These
closest data points are defined as the Support Vectors.
Suppose that there is a given training data set  ܩൌ
ሼሺݔ ǡ ݕ ሻǡ ݅ ൌ ͳ ǥ ܲሽ. Each sample ݔ ܴ߳ belongs to a class
ݕ  אሼͳǡ െͳሽ. The hyper-plane of the SVM can be expressed
as follows:
⋅x +b = 0
(7)
where ߱ is a weight vector and  is a bias vector.
Thus, the following decision function can be used to
classify any data point  in either class “+1”or “-1”:
f ( x) = sgn( ⋅ x + b)
(8)
where ሺήሻ is the operation to find the sign of a value.
According to (8), a SVM-based classifier is as follows:
P
f ( x ) = sgn ª ¦ i =1 ai yi K ( x, xi ) + b º
(9)
¬
¼
which is subject to

¦

l
i =1

α i yi = 0

(10 )

where ߙ  Ͳ is a Lagrange multiplier, ܭሺݔǡ ݔ ሻ is the kernel
function.
The kernel function used in the SVM application is to map
the input vectors into a higher-dimensional feature space
through some nonlinear separating hyper-plane and, thus,
makes the data linearly separable in the feature space although
the original input vectors are nonlinearly separable in the input
space [8]. Among all the available kernel functions for SVMs,
the radial basis function (RBF) kernel is believed to have the
most accurate, reliable, and efficient performance in realworld applications [19].

B. Multiclass SVM Classification
The fault classification of a drivetrain gearbox is a
multiclass problem. Therefore, a multiclass SVM classifier is
designed. Choosing an appropriate classification strategy is a
critical issue in multiclass classification, and much work has
been done on this subject [20]. This work utilizes a OneAgainst-One (OAO) strategy, taking its advantages in a small
number of training samples for each classifier, symmetric data
structure, and low computational loads [20].
A multiclass SVM classifier with a RBF kernel is designed
to evaluate the condition of the test gearbox. The SVM has 4
inputs, which are the 4 features generated by the adaptive
feature extraction scheme described in Section III. The output
of the SVM is the code of the fault types as in Table I.
TABLE I
OUTPUT CODING IN PROPOSED MULTICLASS SVM CLASSIFIER
One-toothTwo-teethGear
Condition
Health
missing
missing
crack
Code
0
1
2
3

V. PSO ALGORITHM TO OPTIMIZE MULTICLASS SVM
A. Principles of PSO Algorithm
The PSO algorithm is a population-based stochastic
optimization method inspired by the social behavior of bird
blocking or fish schooling. In the description of PSO, the
swarm is constituted of a certain number of particles moving
in the problem hyperspace to search for the global optima
iteratively. Each particle has a position vector and a velocity
vector for directing its movement. The PSO algorithm is
implemented in the following iterative procedure[21], [22].
(i) Initialize a population of particles with random positions
and velocities of  ܯdimensions in the problem space;
(ii) Evaluate the fitness function for each particle;
(iii) Compare each particle’s fitness value with its previous
best fitness ݐݏܾ݁ . If the current value is better than
ݐݏܾ݁ , then set this value as ݐݏܾ݁ and the particle’s
current position ݔ as  ;
(iv) Identify the particle in the neighborhood with the best
fitness value and set this value as ܾ݃݁ ݐݏand the
particle ’s position as  ;
(v) Update the velocity and position of each particle
according to the following two equations, respectively;
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(11)

݇ሻ ൌ ݔ ሺ݇ െ ͳሻሻ  ݒ ሺ݇ሻ
ݔ ሺ݇

(12)

(vii) Repeat step
ps (ii)-(v) untiil a stopping criterion, e.g.., a
sufficiently good fitnesss or a maxim
mum number of
iteration, is met. The finall value of  is
i regarded as the
ution of the pro
oblem.
optimal solu
In (11) and (12), ݅ is the index of the particle and ݅ ൌ
ͳǡ ʹǡ ǥ ǡ ܰ; ݇ is th
he current num
mber of iteration;  ݓis the ineertia
i a positive scalar used to
t provide beetter
weeight, which is
coontrol between exploration and
a exploitatio
on; ݎଵ and ݎଶ are
wo M-dimensio
onal vectors of
o random nu
umbers uniform
mly
tw
disstributed in ሾͲ
Ͳǡ ͳሿ; ܿଵ and ܿଶ are acceleration coefficieents
deetermining the magnitude off the random forces
f
that attrract
each particle tow
ward the individual best  and
a neighborho
ood
beest  , respecttively. In addition, in some applications, the
veelocity ݒ in sttep (v) is limited to the ran
nge ሾെܸ௫ ǡ ܸ௫
 ሿ
annd the position ݔ is limited to
o the range ሾെܺ
ܺ௫ ǡ ܺ௫ ሿ.
B. SVM Parameeter Optimizatio
on using PSO
The PSO meethod is emplo
oyed to optimiize the parameeter
ulticlass SVM classifier. The SVM parametters
settting of the mu
thaat need to be optimized incllude the penallty number  ܥand
a
thee RBF kernell width ߛ. Th
herefore, the dimension
d
of the
prooblem hypersp
pace is  ܯൌ ʹ. The PSO algo
orithm is design
ned
to search for the optimal valuess of the parameeter set  ݔൌ ሾܥ
ܥǡ ߛሿ
to optimize the SVM
S
classificaation accuracy, where the fitn
ness
S
classificaation accuracy
y. The parametters
funnction is the SVM
off the PSO are liisted in Table II.
I
TAB
BLE II
PSO PARAME
ETER SETTING
Swarm Size (N)
Iteration
ܸఊǡ௫
ܥ

20
80
500
0.1

ܿଵ
ܿଶ
ܥ௫

ߛ


1.5
1.6
100
0.1

ݓ
ܸǡ௫
ߛ௫

1
50
1000

In the multicclass SVM claassifier, the vaalues of  ܥand
d ߛ
should always be
b positive. Heence, it is imp
portant to cho
oose
apppropriate boun
ndary condition
ns for position
n  ݔand velocitty ݒ
in the PSO algo
orithm. Normally,  ܥlies in ሾͲǤͳǡ ͳͲͲሿ, and
dߛ
liees in ሾͲǤͳǡ ͳͲͲͲ
Ͳሿ. In order fo
or the particles to search for the
beest position adeequately within
n the boundariees, the constraiints
onn the particle velocities aree set according to the partiicle
poosition boundaaries as follow
ws: ܸǡ௫ ൌ ݇ଵ ܥ௫ , ܸఊǡ௫௫ ൌ
݇ଶ ߛ௫ , and ݇ଵ ൌ ݇ଶ ൌ ͲǤͷ.
VI. EXPERIMEENTAL STUDIESS
A. Experimentall Setup
The proposed
d method is vallidated for diag
gnosis of multiiple
typpes of faults in
n a test drivettrain gearbox. Fig. 5 shows the
exxperimental sysstem setup, wh
hich consists off a 300-W PMSM
driiven by a variaable-speed indu
uction motor th
hrough two baackto--back connectted gearboxess. They are two-stage
t
heliical
geearboxes with a total gear rattio of 10.57. One
O gearbox (ii.e.,
thee speed reducer) reduces th
he shaft speed of the inducttion

The second geearbox (i.e., thhe test gearboxx) is used to
motor. T
emulatee a drivetrain ggearbox in real-system applications. The
test gear
ar is mounted aat the input shaaft of the test gearbox and
pretreateed by artificiallly generating various faults which were
commonnly observed inn industrial systems, includinng one-tooth
missing , two-teeth m
missing, and a gear crack (F
Fig. 6). One
phase sttator current off the PMSM iss recorded withh a sampling
rate of 10 kHz for 2210 seconds, dduring which the rotating
speed off the PMSM iss varied random
mly in the rannge of 297 to
891 RPM
M. A total num
mber of 1326 data records aare collected,
includinng 340 healthy cases, 318 one-tooth-missinng cases, 293
two-teetth-missing casees, and 375 gear crack cases.

Fig. 5. The experimenttal system.

Two teeth
T
removed

One tooth
removed

(a)
(b)
(c)
Fig. 6. Thhe test gears with (a) one-tooth misssing, (b) two-teetth missing, and
(c) a crackk.

B. Nonsstationary Opeerating Conditiions
As rreported in thhe previous work [5], noo physically
meaninggful signaturess can be extracted from the nnonstationary
stator ccurrent signalss caused by thhe variable shhaft rotating
frequenccies using thee classical FF
FT analysis (F
Fig. 7). The
proposeed adaptive signnal resample aalgorithm is thuus applied to
the nonnstationary siggnals acquiredd from experriments. An
examplee for the PSD spectrum of thhe resampled P
PMSM stator
current in the healthhy case is shoown in Fig. 8, where the
characteeristic frequenccies of the geaarbox are clearrly observed
in the P
PSD spectrum of the resamppled current siignal. These
characteeristic frequenncies are prediicted by the m
mathematical
expressiion in Section II.
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multiclass SVM classifier. Experimental studies have been
performed for a PMSM-connected drivetrain gearbox with
three different faults; and the experimental results have shown
that the faults can be effectively classified by using the
proposed method with satisfactory classification accuracy.
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