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! Regulation of gene expression is critical to many aspects of life. From cell 
survival and proliferation to animal development and species propagation, improper 
gene regulation can have serious, often fatal, consequences. Therefore, understanding 
the processes that control gene expression can provide important biological insights. At 
the center of many of these regulatory processes are trans-acting proteins called 
transcription factors. Most transcription factors contain DNA-binding domains that 
recognize specific DNA sequences. These site-specific transcription factors target 
genes by recognizing binding sites in regulatory sequences called cis-regulatory 
modules (CRMs). However, many transcription factors recognize degenerate DNA-
sequences that can be found frequently throughout the genome. Despite this potential 
for promiscuity, transcription factors control very specific in vivo functions. This 
“specificity paradox” is best understood in the context of one particular family of 
transcription factors: the Homeobox (Hox) proteins. Conserved in all bilaterians, Hox 
genes are best known for their roles in embryonic pattering and organogenesis. 
Characterized by a highly conserved DNA-binding domain called the homeodomain, all 
Hox proteins recognize similar ʻATʼ rich sequences. One way Hox proteins achieve 
functional specificity is through cooperative DNA-binding with the cofactor Extradenticle 
(Exd) in invertebrates or Pbx in vertebrates. Using Drosophila melanogaster as a model 
system we conducted a structure-function analysis of three different Hox proteins, Sex 
combs reduced (Scr), Ultrabithorax(Ubx) and AbdominalA (AbdA) to understand how 
interactions with a shared cofactor can increase specificity.
! To identify amino acid sequence motifs that contribute to Exd-dependent 
functions, we generated and tested a series of mutant Hox proteins for cooperative 
DNA-binding ability in vitro, and for their ability to regulate target genes in vivo. The 
results of these studies demonstrate that while Scr uses a single conserved motif, more 
posteriorly expressed Hox proteins Ubx and AbdA use multiple, sometimes unique 
motifs to regulate Exd-dependent functions. This discrepancy between the quantity and 
quality of motifs endows AbdA with the ability to outcompete Scr for DNA-binding and 
regulation of an Exd-dependent target. In addition, by testing the ability for AbdA 
mutants to carry out a variety of in vivo functions, we observed that the different modes 
of interaction with Exd affect functional specificity. However, in the case of Ubx, we find 
that despite the contribution of Exd-interaction motifs to cooperative complex formation 
in vitro, none of these motifs are required individually or in combination for in vivo 
functions. Together, these data suggest that one technique Hox proteins use to 
differentiate themselves when interacting with a shared cofactor is through the utilization 
of different interaction motifs. Furthermore, having multiple modes of interaction can 
expand and alter their functional specificity. However, as illustrated by Ubx, the 
functional interactions between Hox proteins and cofactors can be more complex and 
may not require cooperative DNA-binding. In conclusion, the characterization of Hox-
cofactor interactions helps us better understand how transcription factors select their 
targets and regulate gene expression in a highly specific manner. 
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CHAPTER 1. 
Disentangling the many layers of eukaryotic 
transcriptional regulation.
Lelli, K. M., Slattery, M., Mann, R.S. Submitted as an invited review to Annual Reviews 
of Genetics April, 2012.
This review was written in collaboration with Matthew Slattery and Richard Mann. 
ABSTRACT
Regulating gene expression in eukaryotes is an extremely complex process. In 
this review we break down several critical steps, emphasizing new data and techniques 
that have expanded current gene regulatory models. We begin at the level of DNA 
sequence where cis-regulatory modules (CRMs) provide important regulatory 
information in the form of transcription factor (TF) binding sites. In this respect, CRMs 
function as instructional platforms for the assembly of gene regulatory complexes. We 
discuss multiple mechanisms controlling complex assembly including: cooperative DNA-
binding, combinatorial codes and CRM architecture. The second section of this review 
places CRM assembly in the context of nucleosomes and condensed chromatin. We 
discuss how DNA accessibility and histone modifications contribute to TF function. 
Lastly, new advances in chromosomal mapping techniques have provided increased our 
understanding of intra- and interchromomsal interactions. We discuss how these 
topological maps influence gene regulatory models.
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INTRODUCTION
Gene regulation is fundamental for every biological process. Reflective of its 
importance to cell survival and function, the regulatory mechanisms controlling gene 
expression are exquisitely sophisticated. Unraveling this complexity has broad 
implications, from understanding animal development to preventing and treating clinical 
pathologies. Innovative technologies and creative experimental design are rapidly 
expanding the current models of gene expression. From new insights into DNA-binding 
specificity to the contribution of nuclear architecture, this review aims to integrate recent 
discoveries into a more comprehensive picture of eukaryotic gene regulation.
Gene regulation stripped down to the DNA.
! The first gene regulatory model was pioneered by François Jacob and Jacques 
Monod in the early 1960s. They postulated that gene products are able to feed back 
and regulate the expression of genes, a concept that laid the foundation for 
contemporary gene expression models. Currently, the most basic model dictates that 
regulatory proteins called transcription factors (TFs) act in trans to promote or inhibit 
expression from a locus by binding specific DNA sequences in cis- regulatory modules 
(CRMs) or enhancers (Istrail and Davidson, 2005). TFs are characterized by the 
sequence and structure of their DNA-binding domains. Throughout evolution gene 
duplication events have expanded the number of TFs resulting in groups or families of 
highly related TFs. As a consequence, evolutionarily related TFs often share similar 
DNA-binding domains and similar in vitro DNA binding specificities. In some cases 
related TFs display functional redundancy in vivo. However, there are many instances 
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where individual TFs with highly similar DNA binding properties carry out distinct 
functions. Given that they have both overlapping and unique functions, related TFs must 
have the capacity to regulate both common and specific gene targets. While it is easy to 
understand how TFs with similar binding properties recognize the same binding sites 
and regulate some of the same target genes, it is less obvious how CRMs restrict 
binding to specific TFs (Pan et al., 2010). In the first section of this review we focus on 
recent developments that provide new insights into how specificity is achieved at the 
level of DNA recognition. 
CRMs usually harbor multiple TF binding sites. In some cases, binding sites are 
only stably occupied by TFs that bind cooperatively. However, the mechanisms by which 
cooperative DNA-binding increases TF specificity varies according to TF family and 
CRM (Courey, 2001; Georges et al., 2010; Moretti and Ansari, 2008). Focusing on 
recent examples with significant structural and functional data, we discuss different 
ways cooperative binding is achieved. Simply relying on the combinatorial binding and 
activity of multiple factors is another way CRMs coordinate gene expression, allowing 
integration of cell type and environmental inputs (Figure 1.1).
Dressing up gene regulation with chromatin.
The biophysical realities of DNA packaged within a nucleus are in stark contrast 
to the naked DNA researchers typically think about when discussing DNA binding. While 
the stripped down view is important for understanding the biophysical properties that 
govern TF-DNA interactions, it ignores all of the complexities of the nuclear 
environment. DNA in eukaryotic genomes is compacted into chromatin; the basic unit of 
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chromatin, the nucleosome, consists of 147 base pairs of DNA wrapped around a 
histone octamer containing two copies of each of the core histones H2A, H2B, H3, and 
H4 (Li and Reinberg, 2011; Luger et al., 1997). DNA associated with histones is less 
accessible to TFs and RNA polymerase than naked DNA, making chromatin 
transcriptionally more repressed compared to naked DNA. Additionally, chromatin 
structure is not homogenous along the entire genome and can adapt more complex 
local structures and higher-level three-dimensional arrangements. In the second section 
of this review we discuss how chromatin structure contributes to gene regulation (Figure 
1.1). 
Historically, chromatin has been described as existing in two distinct flavors: 
euchromatin and heterochromatin. Heterochromatin is condensed, transcriptionally 
inactive, and associated with repressive histone modifications, whereas euchromatin is 
relatively accessible, and associated with actively transcribed genes and active histone 
modifications (Felsenfeld and Groudine, 2003; Jenuwein and Allis, 2001). This low-
resolution view is still accurate, but recent genomic studies have resulted in a much 
higher-resolution and more nuanced view of chromatin states. We discuss how 
nucleosome occupancy as well as histone modifications and variants correlate with 
gene regulation. Finally, with the help of several technological advances, our 
understanding of higher-order chromatin structure and the three-dimensional 
organization of chromosomes in nuclei has increased dramatically over the past 
decade. We discuss how nuclear architecture and chromosomal conformation have also 
been implicated in eukaryotic gene regulation (Figure 1.1).
4
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Figure 1.1 Overview of eukaryotic gene regulation.
This cartoon depicts various cellular features that relate to gene expression. TF binding 
sites are represented as matching colored rectangles. P: Phosphate; K: Kinase; TF: TF; 
Ph: Phosphatase; NPC: Nuclear Pore Complex; PcG body: Polycomb group body; TSS: 
Transcription Start Site; Me: methyl group
ASSEMBLING CRM COMPLEXES
In prokaryotes single TFs are able to regulate gene expression. However, this 
type of gene regulation is insufficient for eukaryotic gene regulation. Instead, eukaryotes 
rely on combinatorial transcriptional inputs into CRMs to regulate gene expression in 
space and time (Istrail and Davidson, 2005). The specific recruitment of many individual 
factors refines expression based on the cellular context, timing of expression and 
extracellular signals. For example, the same binding sites in the same CRM have been 
shown to bind different forkhead domain TFs in different tissues, with distinct regulatory 
outputs (Zhu et al., 2012). On the other hand, multiple homeobox (Hox) TFs, which 
have highly similar DNA binding specificity as monomers, can target the same gene via 
distinct CRMs in different tissues (Enriquez et al., 2010). It also appears that TFs can 
bind non-canonical motifs in certain contexts, though the mechanism by which these 
motifs are distinguished from canonical motifs remains unclear (Badis et al., 2009; 
Busser et al., 2012). Regulation can be further refined by post-translational 
modifications (PTMs) of TFs, which can affect subcellular localization, DNA binding, and 
protein-protein interactions (Figure 1.1) (Benayoun and Veitia, 2009; Bernard and 
Harley, 2010; Charlot et al., 2010; Daitoku et al., 2011; Tootle and Rebay, 2005). Some 
researchers propose a PTM code, where multisite PTM events provide an important 
regulatory mechanism for different signaling pathways to affect TF function and 
influence gene expression (Benayoun and Veitia, 2009). In this section we focus on two 
additional mechanisms, cooperative DNA binding and combinatorial codes that regulate 
the assembly and activities of CRM complexes.  
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Cooperativity
One mechanism cells use to increase the DNA-binding specificity of TFs is 
through cooperative DNA-binding. With an emphasis on structural data paired with in 
vitro DNA-binding assays, we distinguish three types of cooperative complex formation 
(Figure 1.2). The first type, which we refer to here as classical cooperativity, relies on 
direct protein-protein interactions between TFs and their cofactors to increase DNA 
binding affinity (Figure 1.2). A variation on classical cooperativity, termed ʻlatent 
specificityʼ, is when protein-protein interactions not only lead to increased DNA binding 
affinity, but also to a change in DNA binding specificity (Figure 1.2) (Slattery et al., 
2011). We refer to a second form of cooperativity as enhanceosome or modular 
cooperativity (Figure 1.2). The distinguishing feature here is that, unlike classical 
cooperativity, which is typically defined for homo- and heterodimers of TFs, 
enhanceosome cooperativity is observed for large complexes of proteins and, at least in 
some cases, appears to not depend on protein-protein interactions (Panne, 2008). A 
third form of cooperativity is termed ʻcollaborative competitionʼ (Figure 1.2) (Polach and 
Widom, 1996). In this case, cooperative binding only occurs on a chromatin template 
because it is the result of multiple TFs being more effective at competing with 
nucleosome binding compared to individual TFs (Miller and Widom, 2003). As the first 
two forms of cooperativity are measured on naked DNA we discuss them here, while the 





Figure 1.2. CRM assembly and cooperative DNA-binding models.
This cartoon depicts three different models of CRM assembly and related cooperativity 
mechanisms. (left) The enhanceosome model requires strict modular cooperativity 
between all TFs (Pan and Nussinov, 2011; Panne, 2008). (right) In contrast, the flexibility 
of the Billboard and TF Collective models permits different cooperativity mechanisms to 
control CRM assembly. In the case of DNA allostery, interactions between the DNA 
sequence and the TF can facilitate conformational changes in the TF that results in the 
recruitment of different regulatory complexes (depicted as rounded rectangles) in a 
sequence-specific manner (Meijsing et al., 2009). Classical cooperativity uses protein-
protein interactions between TFs to facilitate cooperative binding. These types of 
cooperative interactions help to increase TF DNA-binding specificity by restricting 
recruitment to dimeric sites (A+B). In the case of latent specificity, direct protein-protein 
interactions alter binding specificities so that TFs recognize novel composite sites (AʼBʼ) 
(Slattery et al., 2011). Lastly, collaborative competition between TFs and nucleosomes 
can lead to cooperative binding when the binding of one TF provides access for another 
TF to bind a neighboring site (Mirny, 2010; Moyle-Heyrman et al., 2011; Tims et al., 
2011).
Protein-protein interactions reveal latent specificities
Interactions between TFs can not only increase DNA binding affinity to their 
cognate binding sites, but can also result in a modification of their DNA recognition 
properties (Figure 1.2). This phenomenon has recently been described for the Hox 
family of TFs, which provide a classic example of the TF specificity paradox. 
Characterized by a highly conserved DNA-binding domain called the homeodomain, 
Hox proteins all recognize similar AT-rich sequences in vitro (Berger et al., 2008; Noyes 
et al., 2008), but confer phenotypically distinct identities in vivo (Hughes and Kaufman, 
2002). One way they achieve functional specificity is through cooperative DNA-binding 
with cofactors. The best-characterized Hox cofactors are, in Drosophila, Extradenticle 
(Exd) and Homothorax (Hth), while in vertebrates they are Pbx and Meis, respectively 
(Lelli et al., 2011; Moens and Selleri, 2006). Exd/Pbx and Hth/Meis are both members of 
the three amino acid loop extension (TALE) class of homeodomain-containing proteins 
(Mann and Chan, 1996; Moens and Selleri, 2006). Functional and structural studies 
have identified a conserved protein-protein interaction between Exd and Hox proteins 
that facilitates cooperative DNA-binding (Mann et al., 2009; Merabet et al., 2010). 
Tryptophan-containing motifs (W-motifs), most commonly YPWM, found N-terminal to 
the Hox homeodomain, directly interact with the TALE motif in the Exd homeodomain 
(Mann et al., 2009; Merabet et al., 2010). Mutation of these W-motifs can dramatically 
affect both cooperative DNA-binding in vitro and in vivo function of some Hox proteins 
(Lelli et al., 2011; Mann et al., 2009; Merabet et al., 2011; Saadaoui et al., 2011). For 
example, for two Drosophila Hox proteins, Sex combs reduced (Scr) and Deformed 
(Dfd), mutation of the W-motif was sufficient to abolish cooperative complex formation 
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on a known specific binding site in vitro, as well as several Exd-dependent functions 
measured in vivo (Joshi et al., 2010; Lelli et al., 2011). In addition, minimal Hox proteins 
that contain only the homeodomains and W-motifs retain many wild type functions when 
assessed in vivo, suggesting that they are sufficient for many in vivo activities 
(Papadopoulos et al., 2011; Papadopoulos et al., 2010).
 ! In addition to increasing affinity, the binding of Exd with Hox proteins modifies 
their specificity, a phenomenon referred to as latent specificity (Slattery et al., 2011). 
Using SELEX-seq, in which traditional SELEX (Tuerk and Gold, 1990) is paired with 
deep sequencing, cooperative binding with Exd was shown to elicit changes in Hox 
DNA binding preferences that are distinct from their monomeric DNA binding 
preferences (Slattery et al., 2011). Importantly, for at least one Hox protein (Ubx), the 
types of latent heterodimer specificities revealed by SELEX-seq were over-represented 
in DNA sequences bound by this factor in vivo, arguing that the in vitro-measured 
specificities are biologically relevant (Slattery et al., 2011). In another recent example, 
DNA binding measurements from protein-binding microarrays (PBMs) for the S. 
cerevisiae TFs Met4, Met28 and Cbf1 demonstrate that cooperative complex formation 
increases DNA-binding specificity (Siggers et al., 2011). In this case, Cbf1, together with 
its non-DNA binding cofactors Met28 and Met4, recognize additional DNA sequences 
that are adjacent to the traditional Cbf1 binding site (Siggers et al., 2011). Importantly, 
these additional DNA sequences are essential for gene regulation in vivo. Together, 
these data suggest that cooperative binding between TFs and their cofactors has the 
potential to reveal specificities that cannot be utilized in the absence of their cofactors. 
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Moreover, latent specificities can apparently be induced by both DNA binding (e.g. Hox-
Exd) and non-DNA binding (e.g. Cbf1-Met4-Met28) cofactors. 
The E twenty-six (Ets) family of TFs may provide an additional example of latent 
specificity, referred in this case to as acquired specificities (Verger and Duterque-
Coquillaud, 2002). Ets proteins are characterized by a highly conserved winged helix-
loop-helix DNA binding domain and recognize 5ʼ-GGA(A/T)-3ʼ sequence motifs. Similar 
to Hox proteins, Ets factors use direct interactions with cofactors to increase DNA-
binding specificity (Hollenhorst et al., 2011). Cooperative DNA-binding between PAX5 
and ETS1 is critical for activation of mlb-1 during B-cell development (Fitzsimmons et 
al., 2001). Structural studies demonstrate that direct interactions between the paired 
domain of PAX5 and the ETS domain of ETS1 can rearrange protein-DNA contacts to 
increase DNA-binding (Garvie et al., 2001): a PAX5 induced rotation of a particular 
tyrosine residue in the recognition helix of ETS1 promotes binding to a low-affinity site 
(Garvie et al., 2001). A similar mechanism has been proposed for other Ets/cofactor 
complexes. The ternary complex factor (TCF) subfamily of Ets factors, such as ELK1 
and SAP1, all interact with serum response factor (SRF) to activate immediate-early 
genes (Hollenhorst et al., 2011). In the case of ELK1/SRF complexes, studies of related 
SAP1/SRF suggest that protein-protein interactions may induce conformational changes 
in an analogous tyrosine residue in the recognition helix of ELK1 to increase DNA-
binding affinity (Mo et al., 2001). Altering the structure of the ETS domain may prove to 
be a general mechanism for increasing specificity, especially considering it mediates 
many of the functional interactions between Ets factors and several cofactors (Verger 
and Duterque-Coquillaud, 2002). An analogous cofactor-induced change in 
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conformation was also proposed to underlie Hox-Exd latent specificity. In this case, x-
ray crystal structures demonstrated that Exd positions a normally unstructured region of 
the Hox protein Scr so that it can interact with DNA, specifically, a narrow region of the 
minor groove (Joshi et al., 2007; Mann et al., 2009). The recognition of minor groove 
structure or, more generally, DNA shape, is widespread among TFs, suggesting that it 
may be a common mode of DNA recognition (Rohs et al., 2010; Rohs et al., 2009).
The similarities between Ets complexes and Hox complexes extend to another 
phenomenon called autoinhibition, in which a TF is inhibited to bind DNA due to 
domains in the TF itself. Mutual relief of autoinhibition has been shown to mediate 
cooperative complex formation between ETS1 and RUNX1 (Hollenhorst et al., 2011) 
and for complex formation between Hox and Exd proteins, where the Hox W-motif 
apparently interferes with monomeric DNA binding (Chan et al., 1996). Therefore, 
protein-protein interactions can alter DNA-binding specificity and increase affinity by 
both rearranging protein-DNA contacts and suppressing autoinhibition.
It is noteworthy that some of the DNA interacting residues in the Scr-Exd 
complex and Ets complexes are outside the traditionally defined DNA binding domain. 
Although crystal structures are not yet available, the Drosophila Hox protein Dfd 
requires residues that are in an analogous position to Scrʼs minor-groove interacting 
residues to bind and regulate some of its specific targets in vivo (Joshi et al., 2010). 
These observations blur the traditional definition of a DNA binding domain, in that they 
show that additional motifs can directly contribute to binding when TFs interact with 
cofactors. Although it is currently not clear which residues in the Cbf1-Met28-Met4 
complex are contacting its expanded binding site (Siggers et al., 2011), it is plausible 
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that, analogous to Hox-Exd, residues not normally considered part of the DNA binding 
domain are making some of these contacts. Additional NMR or x-ray crystal structures 
would be very helpful for resolving these questions.
! Additional complexity and, perhaps, DNA binding specificity also comes from the 
fact that some Hox proteins have additional ways to interact with Exd beyond their W-
motifs. For example, some Hox proteins, namely Ubx and AbdA, have multiple W- and 
non-W-motifs that are used to bind DNA cooperatively with Exd/Hth (Chan and Mann, 
1993; Lelli et al., 2011; Merabet et al., 2003; Merabet et al., 2011; Merabet et al., 2007; 
Noro et al., 2011; Saadaoui et al., 2011). Context-dependent interactions between 
motifs within the same Hox protein have also been proposed to contribute to functional 
diversity (Merabet et al., 2011; Saadaoui et al., 2011). Unfortunately, no structural 
information is currently available to show how these additional motifs interact with each 
other, Exd or Hth. In the case of AbdA, where up to four potential sequence motifs 
contribute to cooperative complex formation with Exd, some motifs were differentially 
required depending on the readout examined (Lelli et al., 2011; Merabet et al., 2011; 
Noro et al., 2011). These data suggest that, depending on the mode of Exd-interaction, 
different target sites may be recognized and the three-dimensional structure of the 
bound complex may vary. Having additional interaction modes also contributes to the 
phenomenon of posterior prevalence, also known as phenotypic suppression, where 
more posterior Hox proteins dominate in a post-translational manner over more anterior 
Hox proteins (Duboule, 1991; Duboule and Morata, 1994; Gonzalez-Reyes and Morata, 
1990; Gonzalez-Reyes et al., 1990; Mann and Hogness, 1990). A recent study 
comparing the abilities for Scr and AbdA to bind and regulate a shared target site found 
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that the quality and quantity of AbdAʼs Exd interaction modes both increased 
cooperative DNA-binding affinity in vitro as well as contributed to AbdAʼs ability to 
outcompete Scr for target gene regulation in vivo (Noro et al., 2011). 
Promiscuous cooperativity with multiple cofactors
As described above, some TFs, such as Hox proteins, increase their specificity 
by interacting with a small number of cofactors using a variety of mechanisms to reveal 
latent specificities. Another strategy used by other TFs to expand their regulatory 
repertoire is by interacting with a large number of protein partners, which allow TFs to 
gain cell- and tissue-specific control of gene expression depending on the cell-type 
availability of cofactors (Figure 1.2). For example, Ets factors utilize a variety of partners 
to bind DNA (Hollenhorst et al., 2011). With more than forty different regulatory partners, 
the Sox (SRY-related-HMG-box) family of proteins provides another example of how 
multiple cofactors can contribute to specificity (Bernard and Harley, 2010; Kondoh and 
Kamachi, 2010). Classified by their HMG (high mobility group) box DNA-binding 
domain, Sox family proteins control a variety of developmental processes and are key 
regulators of pluripotency (Bernard and Harley, 2010; Kondoh and Kamachi, 2010). 
During melanocyte development the SOX10/PAX3 pair activates expression of the TF 
MITF, which subsequently functions as another SOX10 partner to promote progression 
of melanocyte differentiation (Bernard and Harley, 2010; Kondoh and Kamachi, 2010). 
Additionally, recent data suggest that MEF2C can also function as a SOX10 partner to 
promote maintenance of the melanocyte fate (Agarwal et al., 2011). An analogous 
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regulatory mechanism is observed during SOX10 regulation of Schwann cell 
development (Bernard and Harley, 2010; Kondoh and Kamachi, 2010). 
Interactions with different partners can also affect DNA-binding specificity, 
perhaps using mechanisms that are analogous to latent specificity described above. 
Recently, two studies have demonstrated that single amino acid substitutions in SOX2 
and SOX17 can either disrupt or promote, respectively, cooperative binding with OCT4 
in vitro. The ability to form cooperative complexes with OCT4 correlated with cell-
reprogramming potential (Jauch et al., 2011; Ng et al., 2012). Since most Sox proteins 
recognize similar binding sites, restricting interactions to only a specific set of cofactors 
is important for regulating proper CRM binding.
Enhanceosome cooperativity
The CRM responsible for viral-inducible expression of interferon-β (IFN-β) is 
among the most studied human transcriptional regulatory elements. Eight proteins 
cooperatively bind this 55 base pair (bp) enhancer in a structure termed the 
enhanceosome: one ATF2/c-Jun dimer, four interferon response factors (initially IRF-3 
which will be replaced with IRF-7 after IFN-β induction) and one NFκB dimer (p50/
RELA) (Panne, 2008; Thanos and Maniatis, 1995). Activated by three different 
pathways, the specific expression of IFN-β is ultimately regulated by the coincidental 
activation and cooperative binding of all of these factors. Each factor is unable to 
individually activate IFN-β expression and loss of any single protein abolishes IFN-β 
activation (Thanos and Maniatis, 1995). Despite the binding sites within this 55 bp 
element being tightly packed, several crystal structures that capture subsets of the 
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enhanceosome display a paucity of protein-protein interactions between pairs of dimers 
(Panne, 2008; Panne et al., 2004, 2007). Additionally, recent molecular dynamics (MD) 
simulations suggest that the DNA-bound complexes display an unusually high level of 
flexibility (Pan and Nussinov, 2011). From these observations it seems unlikely that 
direct interactions between TFs are mediating the observed cooperative DNA-binding. 
Instead, these studies suggest that sequence-dependent structural changes in the DNA 
may facilitate binding of TFs to overlapping sites (Pan and Nussinov, 2011; Panne, 
2008; Panne et al., 2007). Using a combination of higher and lower affinity sites can 
regulate the order in which complexes assemble (Pan and Nussinov, 2011); in this way, 
binding of one factor could facilitate the cooperative binding of another factor to an 
overlapping low affinity site through complementary structural changes in shared 
nucleotides. Further, the architectural factor HMGA1a and other secondary factors may 
also enhance cooperative DNA-binding on the IFN-β enhancer (Panne, 2008). 
Therefore, the IFN-β enhanceosome represents a type of modular cooperativity with 
strict requirements for binding site arrangement and overlap (Figure 1.2). 
Binding site allostery
Lastly, we wish to emphasize that the binding site, itself, can be an active player 
in TF function and activity. Studies on the glucocorticoid receptor (GR) have shown that 
DNA can function as an allosteric regulator of TF activity (Meijsing et al., 2009). 
Structural studies of the GR demonstrate that a region called the ʻlever armʼ within the 
DNA-binding domain adopts different conformations according to the DNA sequence 
bound (Meijsing et al., 2009). These structural changes parallel functional variations in 
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cognate regulatory complexes for the different binding sites (Meijsing et al., 2009). 
Therefore, different conformations of the DNA-binding domain induced by the DNA 
binding site can affect the transcriptional activity of GR in a site-specific manner 
(Meijsing et al., 2009). As with latent specificity, we speculate that a variety of influences 
on the three dimensional structure of TF complexes, in part influenced by the DNA 
binding site, can affect TF functions. Therefore, understanding the sequence and shape 
of CRMs, and how they impact the structure of bound factors, will be critical to decoding 
the regulatory logic driving gene expression.
! ! !  !
CRM architecture
! A common feature of all CRMs is that they provide a scaffold for a combinatorial 
logic code in which the assembly of multiple factors provides cell type- and 
environment-dependent gene regulation (Istrail and Davidson, 2005). In the above 
section, we focused on several types of DNA binding cooperativity used by TFs to bind 
CRMs. With the exception of enhanceosome cooperativity, where all factors must bind 
to an inflexible CRM, the other types of cooperativity described above allow for much 
greater CRM flexibility: a single CRM can potentially integrate a large variety of inputs, 
some of which may be cooperative. For example, the Hox-targeted CRM from reaper 
integrates not only the Hox protein Deformed (Dfd) but at least eight additional TFs 
(Stobe et al., 2009). In contrast, a Dfd autoregulatory target requires multiple Dfd-Exd 
heterodimer inputs plus additional, as yet unidentified, inputs (Joshi et al., 2010). The 
ability to interchange CRM inputs provides cells with the flexibility to maintain a tight 
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regulatory control in a wide variety of distinct contexts. Given this requirement, how are 
CRMs organized, and are there generalizations that can be gleaned from the data? 
Three different models have been proposed to describe CRM architecture: the 
enhanceosome, billboard, and TF collective (Figure 1.2) (Arnosti and Kulkarni, 2005; 
Junion et al., 2012). As described above, the enhanceosome model posits that 
cooperative binding of a group of TFs using a strict arrangement or grammar of binding 
sites in the DNA is necessary for CRM activity (Figure 1.2). Evidence for this model 
comes primarily from the IFN-β enhanceosome, described above, as well as the Tumor 
Necrosis Factor-α enhanceosome (Barthel et al., 2003; Panne, 2008). Given the few 
number of identified enhanceosome-like CRMs, where the arrangement of the binding 
sites is inflexible, they may be more the exception than the rule. Enhanceosomes may 
be limited to regulatory events that must be controlled with exquisite precision, as they 
can only be activated when all factors are present. In addition, once formed, 
enhanceosomes are unusually stable, allowing them to activate transcription until 
subsequent mechanisms disassemble them (Thanos and Maniatis, 1995).
A second model for CRM architecture is the billboard model (Figure 1.2) (Arnosti 
and Kulkarni, 2005). At the opposite end of the spectrum from inflexible enhanceosome 
CRMs, billboard CRMs are hypothesized to be very flexible, where each binding site is 
critical, but their relative orientation and spacing do not contribute to CRM function 
(Arnosti and Kulkarni, 2005; Kulkarni and Arnosti, 2003). According to this view, 
individual TF inputs might act independently to recruit different components of the basal 
transcription machinery, adapter complexes, or chromatin modifying complexes to 
promote transcription (Arnosti and Kulkarni, 2005). 
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A third view of CRM architecture refers to CRMs as TF collectives (Figure 1.2) 
(Junion et al., 2012). According to this view, TFs are cooperatively recruited to CRMs, 
but without a precise motif grammar (Junion et al., 2012). Using whole-embryo 
chromatin immunoprecipitation (ChIP)-chip and ChIP-seq at different stages during 
Drosophila embryogenesis, binding events for a set of five factors involved in cardiac 
gene regulation were analyzed (Junion et al., 2012). Interestingly, the authors found that 
a large number of CRMs included all five factors, and that some combinations were very  
rare (Junion et al., 2012). For example, when one was missing (Tinman, Tin), the other 
four factors were rarely found together (Junion et al., 2012). While such observations 
could represent cooperative binding or cooperative recruitment of these five factors, it 
could also represent an evolutionary selection for functional CRMs that contain all five 
inputs, and selection against CRMs that have only four of the five inputs. Another 
potential explanation for these results is that Tin functions as a so-called pioneer factor 
that is required to initiate binding to these CRMs in a chromatin environment. Thus, until 
additional biochemical experiments are carried out, it may be premature to conclude 
that co-binding of these factors is cooperative, rather than a consequence of selection. 
Another feature of the TF collective model is that binding sites need not 
necessarily be present for every TF present at the CRM (Junion et al., 2012). 
Accordingly, some factors are indirectly bound at CRMs due to protein-protein 
interactions, alone (Figure 1.2). While this is certainly plausible, it is also possible that 
low affinity binding sites or latent specificity mechanisms make it difficult for current 
computational methods to recognize all of the essential binding sites in CRMs. 
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Consistent with this idea, low affinity binding sites are critical for the accurate activities 
of some CRMs (Parker et al., 2011).
 Detailed in vivo structure-function analysis of the sparkling CRM of Drosophila 
Pax2 in eye development provides another informative view of CRM logic (Swanson et 
al., 2010). In this case, the authors asked how binding sites for the known TFs 
rearrange relative to each other during the course of evolution (Swanson et al., 2010). 
Several interesting conclusions come from this work. For one, sparkling CRMs from 
different Drosophila species can have a very different arrangement of binding sites; yet 
still function to drive accurate expression in D. melanogaster, similar to conclusions 
obtained from evolutionary comparisons of the stripe 2 CRM from evenskipped (Ludwig 
et al., 2011; Ludwig et al., 2005). In addition, despite rapid evolutionary turnover of 
binding sites at the sparkling CRM, the authors were able to recognize that the spacing 
between pairs of some binding sites was conserved (Swanson et al., 2010). This 
conserved CRM grammar suggests that there may be interactions, either direct or 
mediated by additional factors, between the bound TFs. The idea that cooperative or 
interacting subelements could be among a set of otherwise independent inputs was also 
part of the original billboard model (Arnosti and Kulkarni, 2005), and is consistent with 
the important role of TF DNA binding specificity discussed in the previous section.
Regardless of whether biologists refer to CRMs as a billboard, a TF collective, or 
some other nom du jour, the emerging view from numerous studies is that many, 
perhaps the majority of enhancer elements are not enhanceosome in nature, but 
instead flexibly integrate multiple TF inputs in a surprisingly large number of 
arrangements. Consistent with a key role for multiple TF inputs, a recent comparative 
20
study found that in vivo binding sites for the mesodermal TF Twist (Twi) is highly 
conserved across several Drosophila species, and loss of Twi binding in one species is 
often associated not with loss of a Twi motif, but loss of a cofactor binding site (He et al., 
2011). Some of these inputs may be singly bound TFs, others may be cooperatively 
bound pairs of TFs, and yet others may be interacting indirectly via a third factor (Figure 
1.2). Such flexibility in CRM architecture makes the de novo identification of CRMs, 
based solely on DNA sequence, a big challenge for biologists, because the same set of 
inputs can apparently be encoded in the DNA sequence in many ways. 
CHROMATIN STRUCTURE
In the previous section we discussed how TFs recognize and bind target sites in 
the context of ʻnakedʼ DNA. However, to fit within the minuscule confines of the nucleus 
DNA is wrapped around histones and condensed into chromatin. In addition to limiting 
TF access, histone-DNA complexes are subject to many PTMs that affect gene 
expression. Furthermore, chromatin is not uniformly distributed throughout the nucleus, 
so distant regions of the genome, based on linear DNA sequence, may actually be in 
close proximity. In this section we describe how modifications of histone-DNA 
complexes and chromatin architecture contribute to gene regulation. It is not possible to 
catalog all of the many modifications known to occur on histones; for this, the reader is 
referred to many recent reviews covering this topic (Bannister and Kouzarides, 2011; 
Barth and Imhof, 2010; Lee et al., 2010; Rando, 2012; Zhou et al., 2011). Instead, we 




DNA accessibility is increasingly recognized as an important variable in gene 
regulation (Kaplan et al., 2011; Kharchenko et al., 2011; Li et al., 2011; Thomas et al., 
2011). Although, it has been difficult to mechanistically test the causal relationship 
between chromatin structure and gene transcription, many genome-wide studies have 
demonstrated significant correlations. Through modeling of TF binding and DNase1 
sensitivity data, two recent studies revealed that chromatin accessibility has a significant 
impact on the genome-wide binding patterns of a number of developmental regulatory 
factors expressed in the Drosophila embryo (Kaplan et al., 2011; Li et al., 2011). Within 
regions of open chromatin, TF binding is primarily determined by sequence specificity 
(Kaplan et al., 2011). A similar correlation between accessibility and TF binding has 
been observed in mammalian cells (John et al., 2011) and yeast (Zhou and O'Shea, 
2011). Additionally, several genome-wide nucleosome-mapping studies reveal trends 
suggesting that nucleosome positioning may influence gene expression (Bai and 
Morozov, 2010). First, promoter regions tend to contain nucleosome-depleted regions 
(NDRs) (Bai and Morozov, 2010). Second, nucleosomes around transcription start sites 
are often well organized (Bai and Morozov, 2010). The formation of NDRs is predicted 
to reveal binding sites and facilitate TF binding at regulatory sequences (Mao et al., 
2011). Many mechanisms have been proposed to regulate nucleosome positioning and 
NDR formation (Bai and Morozov, 2010; Jansen et al., 2012; Khoueiry et al., 2010; 
Segal and Widom, 2009). In addition to the controversial role of the primary DNA 
sequence (John et al., 2011; Kaplan et al., 2010a; Kaplan et al., 2010b; Kaplan et al., 
2009), ATP-dependent chromatin remodelers such as the Swi/Snf complex and binding 
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by specific TFs have also been implicated in NDR formation (Bai et al., 2011; Lupien et 
al., 2008; Tolkunov et al., 2011; You et al., 2011). The formation of NDRs falls under the 
more general heading of establishing gene- and cell type-specific chromatin 
architectures, which can include the positioning of nucleosomes at regulatory elements 
and promoters (Floer et al., 2010; Lomvardas and Thanos, 2002).
Similar to nucleosome depleting factors, so-called pioneer factors have been 
proposed to prime chromatin environments to initiate subsequent TF binding. Unlike 
many TFs, pioneer factors such as the FOXA and GATA factors, PU.1, and AP1 have 
the ability bind their target motifs in a ʻclosedʼ chromatin environment (Biddie et al., 
2011; Heinz et al., 2010; Magnani et al., 2011; Zaret and Carroll, 2011). Upon binding 
their target DNA, the pioneer factors can drive local chromatin remodeling and create 
accessible enhancers for additional TF binding (Magnani et al., 2011; Zaret and Carroll, 
2011). This type of synergy has previously been termed nucleosome-mediated 
cooperativity or collaborative competition (Figure 1.2) (Miller and Widom, 2003; Mirny, 
2010; Polach and Widom, 1996). Thermodynamic and in vitro studies have 
demonstrated that TFs can compete with nucleosomes for DNA binding and by 
unwrapping or evicting the overlapping nucleosome induce the cooperative binding of 
another TF (Mirny, 2010; Moyle-Heyrman et al., 2011; Tims et al., 2011). Since protein-
protein interactions are not required and the relative arrangement and orientation of 
binding sites are flexible, collaborative competition may be one explanation for why 
many CRMs have multiple flexible inputs, without a strict grammar (e.g. the billboard 
and TF collective models, see above) (Arnosti and Kulkarni, 2005; Junion et al., 2012). 
Additionally, mathematical simulations suggest that by mediating chromatin 
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reorganization pioneer factors can increase the steady-state binding of other TFs, a 
process called assisted loading (Voss et al., 2011). 
The Drosophila zinc-finger protein Zelda (Zld) may represent another type of 
pioneer factor. Zld is bound to its target motifs throughout the Drosophila genome during 
the maternal-to-zygotic transition, the point when zygotic transcription commences in 
the developing embryo (Harrison et al., 2011; Liang et al., 2008; Nien et al., 2011; Satija 
and Bradley, 2012). Most Zld-targeted regions remain bound by Zld and highly 
accessible later in embryonic development, and are also targeted by numerous 
developmental TFs at these later stages (Harrison et al., 2011; Nien et al., 2011). 
Because Zld is highly associated with the relatively ʻopenʼ genome before zygotic 
transcription begins, it is proposed that rather than reorganizing or opening chromatin, 
Zld binding prevents nucleosome occupancy and maintains DNA accessibility in certain 
regions of the genome (Harrison et al., 2011).  
Histone modifications
! Recent studies have greatly expanded the traditional view that chromatin exists 
in two states, heterochromatin and euchromatin. The emerging view is that there are 
many varieties of ʻactiveʼ and ʻinactiveʼ chromatin present in a given cell type (Filion et 
al., 2010; Roy et al., 2010). Moreover, ʻactiveʼ chromatin territories are not simply 
permissive for DNA binding. Two recent genome-wide studies, making use of different 
techniques (van Steensel and Henikoff, 2000) in different cell types have provided 
higher resolution views that reveal intricate patterns of histone modifications and DNA 
accessibility at enhancers and promoters (Filion et al., 2010; Kharchenko et al., 2011; 
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Roy et al., 2010). Despite experimental differences, and the fact that different chromatin 
factors were studied, the results of the two studies had a number of similarities. Of note, 
both studies found that TFs were more likely to bind their DNA motifs in the ʻenhancerʼ 
chromatin state, a sub-region of active chromatin that is characterized in part by 
monomethylation of histone H3 on lysine 4 (H3K4me1). Methylation patterns on lysine 4 
of histone H3 appear to be closely linked to regulatory enhancers, promoters, and active 
transcription. Monomethylated H3K4 is associated with enhancers, dimethylated H3K4 
(H3K4me2) is associated with both enhancers and promoters or transcription start sites 
(TSS) of actively transcribed genes, and trimethylated H3K4 (H3K4me3) is only 
associated with the promoters/TSSs of actively transcribed genes (Barski et al., 2007; 
Heintzman et al., 2007; Rando and Chang, 2009). The presence of H3K4me1 is 
strongly enriched on developmental enhancers, but this chromatin modification does not 
correlate with enhancer activity (Bonn et al., 2012). A similar finding, enhancer marking 
in the absence of transcriptional activation, has been reported for the H3K4me2 
chromatin mark (He et al., 2010). 
The list of chromatin modifications with the potential to affect TF DNA recognition 
extends well beyond methylation of histone H3. Enhancers marked with H3K4me1 are 
susceptible to both transcriptional repression and activation, and these repressed or 
activated states usually coincide with additional chromatin modifications. At one end of 
the spectrum, gene silencing and a repressive regulatory state is associated with 
trimethylation of H3 on lysine 27 (H3K27me3). H3K27me3 modified nucleosomes are 
generated by the Polycomb repressive complex 2 (PRC2) and recognized by another 
Polycomb complex (PRC1) (Simon and Kingston, 2009) . PRC1 silences gene 
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expression, but the mechanism by which this occurs is unclear (Margueron and 
Reinberg, 2011; Simon and Kingston, 2009). On the other end of the spectrum, when 
active, H3K4me1-marked enhancers are often also associated with marks such as 
H3K79me3 and acetylation of H3K27 (Bonn et al., 2012), but little is known about the 
role of these modifications in ʻactiveʼ chromatin. 
Despite these links between histone modifications and TF binding, whether TFs 
can recognize a given modification when targeting the genome remains unclear. 
However, it is becoming increasingly evident that protein-DNA binding can be influenced 
by histone PTMs; the TF FOXA1 provides evidence for such a mechanism. FOXA1 can 
bind both DNA and histones, and is selectively recruited to genomic regions with 
nucleosomes containing mono- or dimethylated H3K4 (Joseph et al., 2010; Lupien et 
al., 2008; Sekiya et al., 2009; Sekiya and Zaret, 2007; Serandour et al., 2011). 
Importantly, FOXA1 chromatin binding is attenuated upon loss of H3K4me1 and 
H3K4me2. This has been taken to suggest that FOXA1ʼs ʻreadingʼ of these chromatin 
marks influences its genomic DNA targeting, although it is also possible that the loss of 
these chromatin marks indirectly prevents FOXA1 binding (Lupien et al., 2008; Magnani 
et al., 2011). Additionally, inducible DNA binding of Drosophila Heat Shock Factor (HSF) 
is also influenced by chromatin state (Guertin and Lis, 2010). HSF binding to heat shock 
elements (HSEs) is dependent on the presence of a canonical HSE DNA motif. This 
motif is necessary for binding but not sufficient (i.e. only a fraction HSEs are bound in 
vivo), so binding specificity is dependent on something other than DNA sequence. 
Additionally, the contribution of repressive chromatin to HSF binding selectivity is 
minimal, as most of the unbound HSEs are not associated with the H3K27me3 
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repressive chromatin mark (Guertin and Lis, 2010). Ultimately, it seems that, aside from 
the HSE motif, the most significant contributor of heat shock inducible HSF binding is an 
ʻactiveʼ chromatin state; prior to heat shock, inducibly-bound HSEs are not depleted of 
nucleosomes but do contain chromatin modifications that are viewed as active and 
thought to weaken histone-DNA interactions (H3K4me3 and acetylated histones) 
(Guertin and Lis, 2010). While it is possible that HSF is interacting with one of the 
ʻactiveʼ histone modifications, it is just as likely that these modifications have generated 
an environment where the weakened histone-DNA interactions are more permissive to 
HSF binding.  
Many questions remain with regard to the functional role of these chromatin 
modifications and whether something resembling a ʻhistone codeʼ influences genome-
wide TF DNA binding (Gardner et al., 2011; Rando, 2012). Are certain post-translational 
histone modifications simply indicators of repressive or permissive transcriptional 
environments? Or do histone modifications play a more active role in helping TFs 
recognize certain subsets of potential regulatory elements? And, beyond the level of 
chromatin modifications, the presence of histone variants might also influence 
nucleosome stability and, therefore, DNA accessibility and TF-DNA interactions (Li and 
Reinberg, 2011; Talbert and Henikoff, 2010). Although much is still to be figured out, the 
combinatorial possibilities for both binding and regulatory specificity are daunting.
Chromatin interactions in three dimensions
! Until this point we have maintained a two-dimensional, linear view of DNA and 
chromatin. While this is advantageous for understanding basic principles of protein-
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DNA interactions, it omits all of the structural complexities associated with regulating 
gene expression within the three-dimensional confines of the nucleus. Beginning with 
the initial observation that chromosomes occupy particular regions within the nucleus 
(Zorn et al., 1979), many studies suggest that the nucleus is divided into distinct 
functional domains (Figure 1.1). However, these domains are dynamic making them 
difficult to characterize (Cavalli, 2007). Nevertheless, new techniques are beginning to 
yield important insights into nuclear architecture, providing strong support for the idea 
that interactions between distant chromosomal regions contribute in critical ways to 
gene regulation.
Nuclear organization
! Our understanding of chromosomal structure has increased dramatically over the 
past decade as a result of advances in chromosomal conformation capture (3C) and 
3C-based high throughput technologies (de Wit and de Laat, 2012; Dekker et al., 2002), 
as well as microscopy-based techniques for studying subnuclear DNA or RNA 
localization (Eskiw and Fraser, 2011; Lieberman-Aiden et al., 2009; Osborne et al., 
2004). A general conclusion from these studies is that the interior of the nucleus is not a 
uniform compartment. This is not unexpected considering the existence of subnuclear 
structures such as the nucleolus, but the level of organized structure associated with 
chromatin is striking. Termed “chromosome territories,” these domains are often further 
organized depending on gene density and activity (de Wit and de Laat, 2012; Dostie 
and Bickmore, 2012; Ethier et al., 2011; Sexton et al., 2012; Vaquerizas et al., 2011). 
Gene-rich regions are found more towards the center of the nucleus, while gene-poor 
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regions are closer to the nuclear periphery. Although the mechanisms are unclear, 
rearrangements toward the periphery are proposed to be a consequence of interactions 
with the nuclear envelope (Zuleger et al., 2011). Additionally, active genes are generally 
found at the surface of a chromosomal territory, while inactive or repressed genes are 
buried in the interior (de Wit and de Laat, 2012; Dostie and Bickmore, 2012; Ethier et 
al., 2011; Vaquerizas et al., 2011). Highly expressed genes have also been observed to 
reside in foci that have been termed “transcription factories” (Razin et al., 2011). These 
observations and others have lead to the idea that co-localization may lead to co-
regulation (Dai and Dai, 2012). Recent Hi-C data in Drosophila further correlate intra- 
and interchromosmal interactions with transcriptionally active regions while inactive 
domains remain confined within their respective chromosomal territories (Figure 1.3) 
(Sexton et al., 2012). Additionally, physical domains of interaction correlate with specific 
sets of epigenetic marks and are demarcated by insulators (Negre et al., 2010; Sexton 
et al., 2012).
Chromosomal interactions
Since the original finding that CRMs can be far from the promoters they regulate, 
scientists have strived to understand how different pieces of the genome communicate 
with each other. The identification of the β-globin locus control region (LCR) and “gypsy” 
insulators in Drosophila established looping as the predominant paradigm for enhancer-
promoter interactions, and there are now many examples of enhancer-promoter 
communication that occur as a result of looping (Krivega and Dean, 2011). Recent 
experiments in Drosophila directly correlate enhancer-promoter interactions with cell-
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type-specific gene expression using a new method called cgChIP (cell-and gene-
specific ChIP) (Agelopoulos et al., 2012). Using cell type-specific expression of the 
bacterial DNA binding protein LacI, enhancers of the gene Distalless (Dll), tagged with 
LacI binding sites (lacO), were observed to interact with the Dll promoter in limb 
primordia cells, where Dll is expressed (Figure 1.3) (Agelopoulos et al., 2012). In 
contrast, enhancer-promoter communication was not observed in homologous 
abdominal cells where Dll is repressed by Hox proteins, implying a more extended DNA 
conformation in these cells (Figure 1.3) (Agelopoulos et al., 2012). These results imply 
that local chromatin structure, in this case, enhancer-promoter communication, varies in 
a cell-type specific manner. In addition to cis-looping models, enhancers can also 
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interact with promoters in trans. In Drosophila this process is called transvection and 
has been observed between Hox complexes on homologous chromosomes (Duncan, 
2002). In vertebrates, trans enhancer-promoter interactions have been observed during 
odorant receptor (OR) choice in olfactory neurons (Lomvardas et al., 2006). Using 3C, 
the H enhancer on chromosome 14 was observed to interact with OR promoters on 
chromosomes 14, 7 and 9 (Figure 1.3) (Lomvardas et al., 2006). The possibility for a 
single enhancer to govern gene expression through interchromosmal interactions 
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Figure 1.3. Different types of long-range interactions.
(a) Interactions between elements in a single locus. Tissue specific conformations of 
elements within the Dll locus correlate with gene activity. In the thorax where Dll is 
expressed, the locus is more compact with several regions interacting over long 
distances. However, in the abdomen where Dll is repressed, the locus adapts a more 
extended conformation and no interactions are observed between regulatory elements 
(Agelopoulos et al., 2012). (b) Interactions between elements in a gene complex. In 
Drosophila three gene complexes: Antennapedia (ANT-C), bithorax (BX-C) and NK 
homeobox (NK-C) create foci of extensive intra-complex interactions when repressed by  
polycomb called PcG bodies (Bantignies et al., 2011). Additionally, inter-complex 
interactions suggest that PcG bodies can encompass more than one complex 
(Bantignies et al., 2011). However, PcG bodies containing all three complexes have not 
been observed (Bantignies et al., 2011). During vertebrate development, Hox genes 
cluster according to gene activity (Noordermeer et al., 2011). In the forebrain where 
none of the Hox genes are expressed, 4C analysis indicates that all members of the 
complex group together (indicated in red). However, in trunk regions Hox genes adopt a 
bimodal distribution where all the active genes (in green) are found in one cluster and 
the inactive (in red) interact within a different cluster (Noordermeer et al., 2011). 
Furthermore, this 3D organization correlates with collinear gene activation 
(Noordermeer et al., 2011). (c) Interactions between chromosomes. During odorant 
receptor choice in mouse neurons, trans interactions can occur between the H enhancer 
and genes on different chromosomes (Lomvardas et al., 2006). In this case we have 
depicted interactions between the H enhancer on chromosome 14 and the M50 gene on 
chromosome 7 (Lomvardas et al., 2006). Additionally, interactions between Klf1-
regulated genes (indicated in green) on different chromosomes have been observed in 
erythoid cells (Schoenfelder et al., 2010). This colocalization of active genes constitutes 
a transcription factory. 
provides one possible mechanism to address the how olfactory neurons choose one out 
of 1,300 possible ORs (Shykind, 2005). 
Further evidence supporting a role for long-range interactions in gene regulation 
comes from studies on Hox clusters. Polycomb-dependent silencing of the 
Antennapedia and bithorax complexes in Drosophila demonstrate intra- and 
intercomplex interactions (Figure 1.3) (Bantignies et al., 2011). These foci of co-
repressed genes by polycomb group (PcG) proteins are called PcG bodies (Figures 1.1 
and 1.3) (Bantignies and Cavalli, 2011). Furthermore, removal of participating elements 
from one complex can weaken gene silencing in the other (Bantignies et al., 2011). 
These data suggest that PcG body formation is not just a consequence of co-repression 
but may functionally contribute to gene regulation. Spatial clustering of Hox genes is 
conserved between vertebrates and invertebrates (Ferraiuolo et al., 2010; Montavon et 
al., 2011; Noordermeer et al., 2011). Recent 3C and 4C analysis of the mammalian 
Hoxd gene cluster in developing limb buds found that functional regulatory regions 
dispersed within a gene desert upstream of the coding region interacted with the active 
Hoxd promoter (Montavon et al., 2011) (Figure 1.3). These 3D interactions were 
proposed to form a “regulatory archipelago” that through regulation of Hoxd gene 
expression could function to modulate digit morphology; this concept of partially 
redundant or shadow enhancers working together to regulate a single gene has been 
described for multiple Drosophila genes (Agelopoulos et al., 2012; Barolo, 2012; 
Dunipace et al., 2011; Frankel et al., 2010; Hong et al., 2008; Perry et al., 2010). At the 
Hoxd regulatory locus, alterations in chromatin interactions correlated with collinear 
activation of the Hox genes during the development (Noordermeer et al., 2011). In 
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tissues where the Hox clusters are silent, genes were observed to reside in single 3D 
domain marked by H3K27me3 (Figure 1.3) (Noordermeer et al., 2011). However, once 
gene expression began a bimodal organization was observed (Figure 1.3) 
(Noordermeer et al., 2011). Using samples from either anterior or posterior portions of 
the embryo, genes known to be actively transcribed in those regions occupied one 
domain that correlated with H3K4me3; while genes known to be silent occupied a 
separate domain that correlated with H3K27me3 (Noordermeer et al., 2011).
Although these Hox complex studies provide strong correlations, there is some 
controversy as to the relationship between 3D chromatin structure and gene regulation. 
In erythroid cells specific intra- and inter-chromosomal interactions between co-
regulated genes were dependent on a single TF, Klf1 (Figure 1.3) (Schoenfelder et al., 
2010). Additionally, transgenes carrying Klf1-regulated genes relocate to transcription 
factories when inserted into other genomic locations (Schoenfelder et al., 2010). These 
results suggest that active, co-regulated genes can preferentially organize into 
transcriptional interactomes (Schoenfelder et al., 2010). However, other studies using 
glucocorticoid inducible gene expression in cell lines did not observe significant 
chromosomal rearrangements upon activation (Hakim et al., 2011). Instead, GR 
activates genes within pre-existing loci that are enriched for DNase1-hypersensitive 
sites (Hakim et al., 2011). These studies highlight the functional complexity that can be 
elucidated using 3C and related strategies. However, they also caution making broad 
interpretations regarding the role of nuclear architecture in gene regulation as 
observations can be highly specific to a particular gene or group of genes. Furthermore, 
interactions, or lack thereof, can be highly cell-type as was recently shown in a 
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chromosome conformation based study of RNA polymerase II transcription (Li et al., 
2012) and by cgChIP in Drosophila (Agelopoulos et al., 2012). New advances in 
microscopy may help to sort out data from crosslinking-based studies by visualizing 
interactions in situ (Jones et al., 2011).
 Regulatory ʻfactoriesʼ and the hierarchically structured nature of chromatin in 
general suggest a regulatory environment in the nucleus in which the local 
concentration of TFs and accessory factors can vary significantly from region to region. 
Protein concentration is an important determinant of TF-DNA interaction, and has been 
incorporated into recent models of genome-wide DNA binding (Biggin, 2011; Kaplan et 
al., 2011; Wunderlich and Mirny, 2009), so the potential for regional variation in TF 
concentrations throughout the nucleus must be taken into account. Such foci might also 
lead to the identification of indirect protein-DNA interactions when using crosslinking-
based protocol like ChIP; whether this is the case will become evident as more genome-
wide 3C and cell-type-specific data become available. Thus, although the study of 
chromosomal conformation is a relatively nascent field when compared to most of TF 
biology, these studies have the potential to impact both our interpretation of genome-
wide ChIP data and our protein concentration-centric models of genome-wide TF 
binding.
CONCLUDING REMARKS
Much has been made of the finding that many TFs bind thousands of genomic 
regions in vivo, perhaps because these numbers easily exceed the number of expected 
target genes for most sequence-specific TFs (Li et al., 2008; MacArthur et al., 2009; 
34
MacQuarrie et al., 2011). However, the number of binding events is still lower than the 
predicted number of sites throughout the genome based on DNA sequence alone and 
close to what is expected when accounting for both DNA sequence and chromatin 
accessibility (Wunderlich and Mirny, 2009). TFs are most typically viewed as 
components of ʻdiscreteʼ regulatory networks, with separate target and non-target genes 
for each TF (Davidson, 2010; Davidson and Levine, 2008; Negre et al., 2011). However 
it has been proposed, based on genome-wide binding data, that TF regulatory networks 
should instead be viewed as ʻcontinuousʼ networks (Biggin, 2011). The continuous 
network model of TF function posits that due to the high nuclear concentration of most 
expressed TFs, specificity mediated by protein-protein interactions is unnecessary, and 
essentially all genes are targeted by all TFs. According to this view, biological function is 
determined by quantitative differences in TF binding at accessible DNA rather than 
binary on/off TF binding (Biggin, 2011). Aspects of this model are supported by data 
from a survey of Drosophila TFs expressed early in Drosophila embryogenesis (Kaplan 
et al., 2011; Li et al., 2011). However, the overexpression of many TFs, for example by 
the Gal4-UAS method in Drosophila, rarely leads to aberrant phenotypes; instead, 
higher than normal levels of TFs in cells typically results in wild type readouts arguing 
that other factors besides concentration must be limiting for TF function. Moreover, 
there are many examples in which small differences in TF DNA binding domains are 
important for their specific in vivo functions, arguing that DNA binding specificity is 
critical. In addition, the continuous network model assumes that there are not cell-type 
specific differences in binding, and that the signal generated by ChIP is indicative of 
direct DNA binding. But this may not always be the case, as there is ample evidence for 
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ChIP signals resulting from indirect DNA binding via protein-protein interactions or 
interactions between regulatory elements (Agelopoulos et al., 2012; Gordan et al., 2009; 
Heldring et al., 2011; Moorman et al., 2006). Based on the current data, we suggest that 
chromatin accessibility is critical for limiting which TF binding sites and which CRMs are 
available in specific cell types, but within accessible regions DNA binding specificities of 
TFs and TF complexes are essential for determining which binding sites are 
productively bound within these accessible regions.
The era of TF genomics has clearly changed our view of how TFs target the 
genome, but many of the methods routinely used are low-resolution or are blind to cell-
type specific differences. New, higher-resolution technologies will undoubtedly lead to 
refinement and restructuring of these models. For example, a new variation on ChIP, 
termed ChIP-exo, can generate genome-wide TF-DNA binding profiles down to single 
base resolution (Rhee and Pugh, 2011). Not only does this high-resolution method 
provide a more precise view of a TFʼs DNA binding motifs, it also eliminates a significant 
number of false positive binding events generated by traditional ChIP-chip or ChIP-seq 
(Rhee and Pugh, 2011). This method has the potential to refine the models of genome-
wide TF binding that have been generated over the past five years.
Beyond advances in ChIP, increasingly sophisticated methods for monitoring 
nuclear organization will begin to generate a comprehensive picture of nuclear and 
chromosomal structure in vivo. This will require a combination of both 3C-based 
techniques and super-resolution microscopy techniques, such as stochastic optical 
reconstruction microscopy (Rust et al., 2006). Combining these approaches with high-
resolution ChIP data will be essential for understanding TF-DNA interactions in the 
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context of chromatin looping and transcription factories. Ultimately, integrating these 
multiple layers of data, in combination with the studies described in this review, will 
allow TF biologists to generate and test models regarding direct versus indirect, specific 
versus nonspecific, and functional versus nonfunctional binding.
37
CHAPTER 2. 
Competition for cofactor-dependent DNA binding 
underlies Hox phenotypic suppression.
Noro B*, Lelli KM*, Sun L, and Mann RS. Genes and Development. November 15, 2011 
(25) 2327-2332.  
*equally contributing first authors
Barbara Noro began this project while she was a graduate student as part of her 
dissertation research. Initial experiments conducted by her and Liping Sun 
demonstrated that the in vivo competition system would be useful to study phenotypic 
suppression. These early studies produced Figure 2.1 of which, with the exception of 
the KD measurements, I have also repeated and confirmed. She also constructed and 
characterized several of the AbdA mutants including: 2WAla, ΔC263, ΔC220 and ΔC197. 
Based on her results I constructed and characterized two additional mutants Δ200-220 and 
2WAla Δ200-220. The data provided in all of the figures is a cumulative representation of 
our combined data with the following exceptions: Liping Sun conducted the EMSAs for 
the Kd calculations in Figure 2.1, Barbara produced the alignments in Figure 2.2 and I 
conducted the clonal misexpression experiments in Figure 2.5. Lastly, Richard Mann 
wrote the manuscript and provided helpful comments and suggestions during 
experimental design and data analysis.
38
ABSTRACT
Hox transcription factors exhibit an evolutionarily conserved functional hierarchy, 
termed phenotypic suppression, in which the activity of posterior Hox proteins 
dominates over more anterior Hox proteins. Using directly regulated Hox-targeted 
reporter genes in Drosophila, we show that posterior Hox proteins suppress the 
activities of anterior ones by competing for cofactor-dependent DNA binding. Further, 
we map a motif in the posterior Hox protein Abdominal-A (AbdA) that is required for 
phenotypic suppression and facilitates cooperative DNA binding with the Hox cofactor 
Extradenticle (Exd). Together, these results suggest that Hox-specific motifs endow 
posterior Hox proteins with the ability to dominate over more anterior ones via a 
cofactor-dependent DNA binding mechanism.
INTRODUCTION
The Hox or homeotic genes encode a conserved set of homeodomain-containing 
transcription factors that control morphological identities along the anterior-posterior 
(AP) axes in both vertebrates and invertebrates. Although this Hox gene function is 
conserved across phyla, more recently, these genes have been shown to play additional 
roles in animal development, from motor neuron identity determination to stem cell 
maintenance (Dasen and Jessell, 2009; Ernst et al., 2004).
One of the hallmarks of the Hox gene family is that individual members are 
expressed at specific AP positions in the developing embryo. Hox expression patterns 
are collinear with their positions along the chromosome: Hox factors that are expressed 
anteriorly are located 3ʼ to more posteriorly expressed Hox genes. Hox genes are 
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typically clustered in metazoans; in mice and humans, 39 Hox genes reside in one of 
four Hox complexes, while in Drosophila melanogaster eight genes reside in two 
complexes. The more anteriorly expressed Antennapedia complex includes labial (lab), 
proboscipedia (pb), Deformed (Dfd), Sex-combs reduced (Scr) and Antennapedia 
(Antp), which establish the identities of parasegments (PS) 1 through 5; the Bithorax 
complex codes for the most posteriorly expressed abdominal Hox genes Ultrabithorax 
(Ubx), Abdominal-A (AbdA) and Abdominal-B (AbdB), required for PS 6 through PS 14 
identities (Hughes and Kaufman, 2002). 
The collinear distribution of Hox genes also correlates with the ability of posterior 
family members to functionally dominate over more anterior ones via post-
transcriptional cross-regulatory interactions. This phenomenon, known as phenotypic 
suppression or posterior dominance, was first recognized by analyzing mutants of the 
Polycomb group of genes (Struhl, 1983) and from experiments in which Hox proteins 
were mis-expressed during Drosophila embryogenesis. It was noticed that posterior 
segments were generally not transformed, even when more anterior Hox proteins were 
ubiquitously expressed at high levels. For example, ubiquitous expression of Ubx, which 
normally establishes the PS6 identity, transformed all thoracic and head segments 
towards this identity (Gonzalez-Reyes and Morata, 1990, 1991; Mann and Hogness, 
1990). However, Ubx was unable to transform abdominal segments toward PS6. 
Similarly, ubiquitous Antp could efficiently transform segments anterior to PS4, where it 
is normally active, but was unable to transform more posterior regions (Gibson et al., 
1990; Schneuwly et al., 1987). Analogous observations have been made in vertebrates, 
suggesting that this phenomenon is evolutionarily conserved (Bachiller et al., 1994; 
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Duboule, 1991; Duboule and Morata, 1994). However, the molecular mechanisms 
responsible for phenotypic suppression are poorly understood.
Several mechanisms have been invoked to account for phenotypic suppression. 
One way in which posterior Hox factors dominate over anterior Hox proteins is that the 
former are, in general, transcriptional repressors of the latter; for example, Ubx is a 
repressor of Antp (Carroll et al., 1986; Hafen et al., 1984; Harding et al., 1985; Struhl 
and White, 1985). Post-transcriptional regulation of Hox expression by microRNAs 
(miRs) has also been postulated to partly underlie phenotypic suppression (Chopra and 
Mishra, 2006; Singh and Mishra, 2008; Yekta et al., 2008). According to this model, 
miRs that target anterior Hox genes are expressed in more posterior segments, and 
thus would be available to suppress anterior Hox gene functions. Consistent with this 
idea, miRs that are predicted to target more anterior Hox genes are often located 5ʼ to 
that Hox gene and, due to collinearity, would be expected to be expressed in more 
posterior domains. Consistently, several Drosophila miRs have been identified that have 
the predicted ability to suppress more anterior Hox gene functions when ectopically 
expressed (Ronshaugen et al., 2005).
However, these mechanisms cannot fully explain phenotypic suppression, which 
functions, at least in part, at the post-translational level. For example, when either Ubx 
or Antp is expressed ubiquitously, they fail to transform abdominal segments despite 
high levels of expression in all embryonic cells (Gonzalez-Reyes et al., 1990); the 
abdominal Hox factors AbdA and AbdB post-translationally block Ubx and Antp functions 
in these segments. Moreover, when Ubx and Antp are forced to be co-expressed in all 
embryonic cells, anterior segments are transformed towards PS6, not PS4, 
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demonstrating that the activity of Antp is suppressed in a post-translational manner by 
Ubx (Gonzalez-Reyes et al., 1990). In general, the transgenes used to express these 
Hox proteins do not contain the native Hox gene 3ʼ UTRs that are typically targeted by 
miRs. Moreover, mutants that delete Bithorax complex miRs do not display any of the 
homeotic transformations that would be expected if posterior dominance was 
compromised (Bender, 2008). Together, these observations suggest that other post-
translational mechanisms are at play. 
Here we test two alternative models that can account for the post-translational 
nature of phenotypic suppression. Hox DNA binding affinity and specificity are often 
enhanced by cooperatively binding with cofactors, such as the homeodomain proteins 
Extradenticle (Exd) in Drosophila and Pbx in vertebrates (Mann et al., 2009; Moens and 
Selleri, 2006). This raises the possibility that competition for cofactors – either on or off 
DNA – could underlie phenotypic suppression. To test these models, we developed an 
in vivo assay for phenotypic suppression using two Hox factors that have distinct 
activities: Scr, an anterior Hox protein, and AbdA, a posterior Hox protein. Using two 
well-defined reporter genes that are dependent on Hox-Exd binding sites for their 
regulation, we show that AbdA can only suppress Scrʼs activity when it can compete for 
DNA binding in a cofactor-dependent manner. In addition, we identified an evolutionarily 
conserved sequence motif in AbdA that enables cooperative complex formation with 
Exd and is required for AbdAʼs ability to dominate over anterior Hox proteins. Together, 
these results suggest that phenotypic suppression occurs when anterior and posterior 
Hox proteins compete for the same binding sites in shared target genes. In such cases, 
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the unique molecular architecture of posterior Hox factors results in a higher affinity for 
these targets, thus imposing their functions even in the presence of anterior Hox factors.
RESULTS AND DISCUSSION
fkh250 is a 37 base pair element from the forkhead (fkh) gene, which is directly 
regulated by Scr; it contains a single Hox-Exd binding site that, compared to other Hox-
Exd heterodimers, is preferentially bound by Scr-Exd in vitro (Ryoo and Mann, 1999). 
When lacZ is placed under the control of fkh250, fkh250-lacZ is specifically expressed 
in PS2 in an exd- and Scr-dependent manner (Ryoo and Mann, 1999). Indeed, mis-
expression of Scr throughout the Drosophila embryo can ectopically activate fkh250-
lacZ (Figure 2.1A) (Joshi et al., 2007; Joshi et al., 2010; Ryoo and Mann, 1999). 
Notably, ectopic activation of fkh250-lacZ occurs even in the abdomen, in the presence 
of endogenous, more posterior Hox. 
In contrast to fkh250, fkh250CON (for ʻconsensusʼ) is an artificial variant of fkh250 
with two base pair substitutions that enable fkh250CON-lacZ to be directly regulated by 
four Hox genes in an exd-dependent manner: Scr, Antp, and Ubx activate this reporter 
in PS2 to PS6, while AbdA represses it in abdominal segments (Figure 2.1A and Ryoo 
and Mann, 1999). Consistent with its relaxed specificity in vivo, fkh250CON binds well to 
Scr-Exd, Antp-Exd, Ubx-Exd and AbdA-Exd heterodimers in vitro (Ryoo and Mann, 
1999). The promiscuous binding and regulation by multiple Hox proteins classifies 
fkh250CON as a shared Hox target gene, while the Scr-specific regulation of and binding 
to fkh250 suggests that it is a specific Hox target gene (Mann et al., 2009). 
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Because of their distinct specificities, fkh250-lacZ and fkh250CON-lacZ provide an 
ideal system to examine the molecular mechanism of phenotypic suppression. In 
accordance with the premise of posterior dominance, co-expression of Scr and AbdA 
throughout the fly embryo leads to repression of fkh250CON-lacZ by AbdA (Figure 2.1A). 
In contrast, fkh250-lacZ is robustly activated by Scr even in the presence of AbdA 
(Figure 2.1A). Note that both fkh250 and fkh250CON-lacZ require direct binding by the 
Hox cofactor Exd (Ryoo and Mann, 1999). The primary distinction between these two 
readouts is that AbdA-Exd binds well to fkh250CON but not to fkh250. Accordingly, we 
conclude that AbdA cannot suppress the activities of Scr if it cannot bind to the target 
element. Further, in this system, posterior dominance cannot be mediated by miR 
activity or competition for factors, such as Exd, off DNA. Rather, these data support a 
model in which competition for cofactor-dependent DNA binding underlies phenotypic 
suppression for shared Hox target genes.
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Figure 2.1.  AbdA dominance over Scr relies on an Exd-dependent DNA binding 
mechanism. 
(A) Embryos carrying fkh250-lacZ (left panels) or fkh250CON-lacZ (right panels) stained 
for β-galactosidase (β-gal). In wild-type embryos, endogenous Scr activates fkh250-lacZ 
in PS2 (arrowhead), while fkh250CON-lacZ is activated by Scr, Antp and Ubx from PS2 to 
PS6 (arrows) and repressed by AbdA in the abdominal segments. Ectopic expression of 
Scr throughout the embryo, alone or in combination with AbdA, results in widespread 
activation of fkh250-lacZ. In contrast, fkh250CON-lacZ is repressed when Scr and AbdA 
are both ectopically expressed. (B) Representative in vitro saturation binding 
experiments and dissociation constant (Kd in nM) fits are shown for Scr-Exd (left) and 
AbdA-Exd (right) binding to fkh250CON. AbdA-Exd dimers bound more tightly to 
fkh250CON than Scr-Exd did, supporting a model in which AbdA dominance depends on 
cofactor-dependent DNA binding. All assays were performed in the presence of Exd-
HthHM. The reported Kds represent the averages and standard error of the means of 
repeated measurements (n=5 for AbdA and n=6 for Scr; see Materials and Methods).
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If AbdA is out competing Scr for binding to fkh250CON, AbdA would be expected to 
have a higher affinity for this sequence compared to Scr. To test this prediction, we 
measured the affinities of AbdA-Exd and Scr-Exd heterodimers for fkh250CON in vitro. 
AbdA-Exd heterodimers bound over two-fold more tightly to fkh250CON compared to Scr-
Exd (with dissociation constants, Kd, of 10.6 ± 1.9 nM and 25.4 ± 1.5 nM, respectively, 
Figure 2.1B). Thus, at the same concentration, AbdA-Exd is more likely than Scr-Exd to 
be bound to fkh250CON, consistent with the idea that competition depends on cofactor-
dependent DNA binding.
Binding to fkh250CON is Exd-dependent for both AbdA and Scr (Ryoo and Mann, 
1999), implying that AbdA has a domain, or domains, that allow higher binding affinity 
with Exd to this target site. In general, Hox interactions with Exd are mediated by the 
highly conserved, four amino acid motif, YPWM, which directly binds to a hydrophobic 
pocket established by the three amino acid loop extension (TALE) in the Exd 
homeodomain (Mann et al., 2009). For some Hox proteins, the YPWM-TALE interaction 
is necessary and sufficient for cooperative DNA binding with Exd and target gene 
regulation in vivo (Joshi et al., 2010). In addition to the YPWM motif, AbdA, but not Scr, 
has a second well-conserved tryptophan-containing motif, TDWM, which could play a 
role in mediating AbdA-Exd interactions (Figure 2.2). However, when a mutant form of 
AbdA in which both the YPWM and TDWM motifs are mutated to alanines (2WAla) was 
co-expressed with Scr in our phenotypic suppression assay, fkh250CON-lacZ was 
repressed to the same extent as by wild-type AbdA (Figure 2.3C, D). Thus, although the 
YPWM and TDWM may contribute to interactions with Exd, these motifs are not 
necessary for AbdA to dominate over Scr. 
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Figure 2.2. Conservation of AbdA motifs.
Sequence alignment (ClustalW) of the predicted amino acid sequences of AbdA 
orthologs from the arthropods Drosophila melanogaster (Dm), Schistocerca gregaria 
(Sg),  Tribolium castaneum (Tc), Miyrmica rubra (Mr) and Anopheles gambiae (Ag). The 
YPWM and TDWM motifs are boxed, while the HD is in grey. The highly conserved C-
terminal UR motif, comprising the previously defined UbdA domain (Merabet et al. 2003) 
and additional 14 residues, is highlighted in red. The alignment comprises the residues 
from Asp 105 to Ser 330 of the melanogaster ortholog. The N-terminal sequence for Sg 
was not available.
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Figure 2.3.  AbdA dominance over Scr 
depends on its C-terminal UR motif. 
AbdA variants (AbdAmut, diagrammed at 
left) were ectopically expressed in 
combination with Scr to define motifs in 
AbdA necessary to suppress Scr 
activation of fkh250CON-lacZ (stained for 
β-gal, right). Shown are representative 
images for each AbdA variant, which are 
ordered according to their ability to 
repress fkh250CON-lacZ from strongest 
(C, wild-type AbdA) to weakest (I, no C-
terminus: ΔC197). Wild-type repressive 
activity was observed for an AbdA variant 
in which the YPWM and TDWM motifs 
were mutated to alanines (D, 2WAla), 
suggesting that these motifs are not 
necessary for repression of this target. 
Deletion of the entire C-tail of AbdA (Ι, 
ΔC197) abolishes repression of 
fkh250CON-lacZ. Repression is 
significantly rescued by the addition of 
the UR motif adjacent to the 
homeodomain, HD (F, ΔC220). 
Consistently, an internal deletion of UR 
(G, Δ200-220) partially impairs AbdAʼs 
ability to suppress activation of 
fkh250CON-lacZ by Scr. A variant in which 
both the YPWM and TDWM motifs are 
mutated in combination with this internal 
deletion (H, 2WAlaΔ200-220) displayed no 
additional loss of repressive ability, 
suggesting that the UR motif of AbdA is 
critical for posterior dominance. In the 
schematics of the AbdA variants, the N-
terminal YPWM and TDWM motifs are 
indicated by white bars (colored black 
when mutated to alanines) and the C-
terminal UR motif is in grey.
Immediately C-terminal to its homeodomain, AbdA contains a so-called UbdA 
motif, a nine amino acid sequence also present in Ubx, which has been suggested to 
mediate cooperative binding with Exd to some DNA sequences (Merabet et al., 2007). 
In fact, UbdA is part of a larger 23 residue conserved region adjacent to the AbdA 
homeodomain, which we refer to here as the UR motif (for UbdA-RRDR; Figure 2.2). To 
determine whether this or other regions in the C-tail of AbdA are involved in mediating 
phenotypic suppression, we tested a series of C-terminal truncations for their ability to 
compete with Scr for the repression of fkh250CON-lacZ in vivo. All AbdA variants were 
epitope-tagged, allowing us to use transgenes that express at similar levels (Figure 2.4).
AbdAʼs ability to compete with Scr for fkh250CON regulation is eliminated when 
the entire C-terminus is removed (Figure 2.3I, ΔC197). Adding back only the UR motif 
partially restores AbdAʼs ability to dominate over Scr (Figure 2.3F, ΔC220). Consistently, 
an internal deletion that removes most of the UR motif (Figure 2.3G, Δ200-220) exhibits a 
reduced ability to repress fkh250CON-lacZ. No additional loss of repressive activity is 
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Figure 2.4.  AbdA variants are ectopically expressed at similar levels. 
Immunoblot of embryonic extracts mis-expressing the indicated AbdA variants stained 
with an anti-Myc antibody against the N-terminal 6XMyc tag present in all AbdA 
transgenes used in this study. Equivalent amounts of total embryonic extracts were 
loaded in each lane, as determined by Bradford assays.
displayed by an AbdA variant in which both the YPWM and TDWM motifs are mutated in 
combination with this internal deletion (Figure 2.3H, 2WAlaΔ200-220). Additional sequences 
in the C-tail of AbdA may account for the residual activity of variants lacking the UR 
motif (Figure 2.3G, H; Δ200-220 and  2WAlaΔ200-220). All AbdA variants used in this study 
are capable of repressing the exd-independent target gene spalt in the wing imaginal 
disc (Figure 2.5), confirming that these mutants are still functional transcription factors. 
Furthermore, these mutants retain the ability to repress gene expression in vivo arguing 
that AbdAʼs repressive activity is not sufficient to account for its ability to dominate Scr. 
Together, these data highlight the importance of the UR motif for phenotypic 
suppression.
The above data show that the UR motif is required for AbdA to compete with Scr 
in vivo. To test the hypothesis that UR carries out this function by facilitating cooperative 
DNA binding with Exd, we analyzed the ability of the truncated AbdA variants to bind 
fkh250CON in complex with Exd (Figure 2.6). In general, the results correlate with the in 
vivo phenotypic suppression assay: those mutants that failed to suppress Scrʼs ability to 
activate fkh250CON-lacZ (ΔC197, Δ200-220 and 2WAlaΔ200-220) were severely compromised 
in binding fkh250CON with Exd in vitro (Figure 2.6). Together, these data strongly suggest 
that cooperative DNA binding with Exd is required for phenotypic suppression and that 
domains unique to AbdA are critical for its ability to dominate over Scr. More specifically, 
they argue that AbdAʼs UR motif is necessary for cooperative binding of AbdA and Exd 
to fkh250CON, and that the YPWM and TDWM motifs are not sufficient to mediate this 
interaction on this binding site. The insufficiency of the YPWM motifs to mediate 
cooperative binding with Exd has been observed for other Hox proteins (Galant et al., 
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2002; Merabet et al., 2003; Merabet et al., 2007; Saadaoui et al., 2011), suggesting that 
the use of paralog-specific motifs such as UR may be a general phenomenon.
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Figure 2.5.  AbdA variants repress the exd-independent target gene spalt.  
Wing imaginal discs with clones (marked by the presence of GFP in green) ectopically 
expressing the AbdA variants diagrammed on the left were stained for spalt (mid panels: 
red, right panels: grey). spalt was repressed by all AbdA variants tested (except for 
2WAlaΔ200-220; no clones could be obtained with this transgene). Red arrowheads point to 
representative clones.
! To test the generality of AbdAʼs dependency on its UR motif for posterior 
dominance, we analyzed the same AbdA variants for their ability to suppress the activity 
of the thoracic Hox protein Antp in the patterning of the larval epidermis. When 
ectopically expressed, Antp transforms the head and first thoracic segment (T1) towards 
the identity of the second thoracic segment (T2), where Antp is normally expressed 
(Figure 2.7A). In contrast, when AbdA is ectopically expressed, the head and thorax 
acquire abdominal segmental identities (Figure 2.7A). Consistent with the rules of 
phenotypic suppression, wild-type AbdA is able to produce this transformation even in 
the presence of exogenous Antp (Figure 2.7B). However, similar to the results with 
fkh250CON-lacZ, AbdA mutants that are compromised in their ability to cooperatively bind 
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Figure 2.6.  The C-terminal UR motif of AbdA mediates cooperative binding with 
Exd on fkh250CON. 
Variants of AbdA missing the UR motif (ΔC197, Δ200-220 and 2WAlaΔ200-220) do not form 
cooperative complexes with Exd on fkh250CON in vitro, as analyzed by electrophoretic 
mobility shift assays (EMSAs). Cooperative complexes between AbdA variants and Exd 
are indicated by asterisks. EMSAs were performed in the presence of Exd-HthHM as 
indicated (see Materials and Methods).
DNA with Exd (e.g. ΔC197, Δ200-220 and 2WAlaΔ200-220) fail to suppress the activity of Antp 
(Figure 2.7B). 
Taken together, these data support a model in which phenotypic suppression 
depends on a competition for cofactor-dependent DNA binding. It follows that this 
mechanism would only apply to readouts that depend on regulatory elements that are 
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Figure 2.7.  The UR motif endows AbdA with the ability to dominate over Antp in 
patterning of the larval epidermis. 
Ectopic expression of Antp or AbdA transforms the T1 segment towards a T2 (T1 -> T2) 
or an A2 fate (T1 -> A2), respectively. Same magnification representative images of 
wild-type and transformed T1 segments are shown (A). When mis-expressed in 
combination, wild-type AbdA dominates over Antp generating an A2-like epidermal 
phenotype (B). AbdA variants (AbdAmut) missing the UR motif (ΔC197, Δ200-220 and 
2WAlaΔ200-220) resulted in T2-like phenotypes, suggesting that they were unable to 
overcome the activity of Antp. No such defect in dominance was observed when only 
the YPWM and TDWM motifs were mutated (2WAla), suggesting that the UR motif is 
used by AbdA to dominate over Antp as well as Scr. The percentages of T1 -> A2 
cuticles are normalized by the fraction of AbdA-containing embryos, according to the 
specific genotypes (see Materials and Methods).
targeted by multiple Hox proteins. For example, ectopic Scr can activate fkh and other 
target genes required for salivary gland development in more posterior segments, 
illustrating that this Hox-specific function does not obey phenotypic suppression (Gibson 
et al., 1990; Jegalian and De Robertis, 1992; Kuziora and McGinnis, 1988). Further, it is 
particularly noteworthy that, compared to the anterior Hox protein Scr, AbdA has 
additional motifs that facilitate complex formation with Exd on DNA. Our data suggest 
that when phenotypic suppression is observed, the more posterior Hox proteins may 
have a higher affinity for shared binding sites; this higher affinity is a consequence of 
the quantity and quality of motifs that mediate cooperative DNA binding with Exd. We 
speculate that these motifs may be used differently at different target genes and binding 
sites. We suggest that the YPWM motif provides a common, basal level of interaction 
between Hox proteins and Exd. In the context of Hox-specific regulatory elements, this 
motif may be sufficient to enable Hox-Exd regulation of some target genes (Joshi et al., 
2010). In contrast, in the context of shared enhancers and when multiple Hox proteins 
are co-expressed, additional, paralog-specific motifs present in the more posterior Hox 
proteins enable tighter binding of Hox-Exd dimers to DNA, leading to more posterior 
phenotypes. We have shown this to be the case for a single shared Hox-Exd enhancer 
and suggest that the generality of this mechanism for phenotypic suppression will 
become apparent as more shared and specific targets for Hox proteins are 
characterized at high resolution.
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MATERIALS AND METHODS
 Fly strains and genetic manipulations
! The GAL4/UAS system (Brand and Perrimon, 1993) was used to ectopically 
express UAS-3XHA-Scr (Joshi et al., 2007) and UAS-6XMyc-AbdA variants in 
developing embryos. AbdA variants were cloned into p131 and transgenic lines were 
generated using standard P-element transformation (Abu-Shaar and Mann, 1998). 
Lines were selected for similar expression levels by western blot (Figure 2.4, mouse 
anti-Myc 1:1000). The ubiquitous driver AG11GAL4 was used for all assays. Crosses 
were grown at 28°C. Embryos were collected every 12 hours and fixed as previously 
described (Noro et al., 2006). fkh250-lacZ and fkh250CON-lacZ on the third chromosome 
were used (Ryoo and Mann, 1999). Flip-out clones were generated by crossing hs-flp; 
act<y<Gal4, UAS-GFP to different UAS-6xMyc-AbdA lines and heat shocking larvae for 
10 minutes at 37oC. Wing discs were dissected at wandering stage.
Cuticle preparation
Cuticle preparations were performed as described in Wieschaus and Nusslein-
Volhard (Wieschaus, 1986). AbdA variants and Antp were ubiquitously expressed using 
the AG11GAL4 and crosses were grown at 28 °C. Homeotic transformations were 
scored as either “AbdA-like” (head and thoracic segments transformed towards an A2 
pattern) or “Antp-like” (head and T1 segments transformed towards a T2 identity). The 
percentages of T1 -> A2 cuticles are given as the number of embryos with A2-like 
transformations over the expected number of embryos mis-expressing AbdA, which 
varies depending on the genotype. 
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Immunohistochemistry
Rabbit anti-β-galactosidase (Cappell, 1:5000), mouse anti-Myc (Santa Cruz, 
1:200) and rat anti-HA (Sigma, 1:500) were used for staining embryos as previously 
described (Noro et al., 2006). Anti-spalt (Xie et al., 2007), rabbit 1:500) was used for 
imaginal discs immunostaining. Secondary antibodies used were AlexaFluor488 
(1:500), AlexaFluor555 (1:1,000) and AlexaFluor647 (1:500) conjugates from Molecular 
Probes and embryos were mounted in Vectashield medium. Z-series were collected on 
a Leica SP5 confocal microscope. All embryonic images shown are Z-projections of the 
acquired Z-series.
Protein purification and Electrophoretic Mobility Shift Assays (EMSA)
EMSAs were carried out as previously described (Gebelein et al., 2002). The 
wild-type AbdA construct includes the residues from Ser 79 to the end of the protein 
(Ryoo and Mann, 1999). Schematics of the AbdA mutants used can be found in Figure 
2.3. A nearly full-length wild-type Scr (residues 2-406, Joshi et al., 2007) was used for 
the EMSAs in Figure 2.1. Since regulation of fkh250-lacZ depends on the presence of 
the HM domain of Hth (HthHM) to shuttle Exd into the nucleus but does not require the 
Hth homeodomain (Abu-Shaar et al., 1999; Noro et al., 2006; Stevens and Mann, 
2007), Exd-HthHM heterodimers were co-expressed and purified from E. coli and used 
for all the EMSAs. Hox proteins and Exd-HthHM were purified as His-tagged fusion 
proteins using Ni-chromatography (Gebelein et al., 2002). Protein concentrations were 
determined by the Bradford assay and then confirmed by SDS PAGE and Blue 
Coomassie analysis (GelCode Blue, Pierce). For EMSAs the following amounts of 
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proteins were used: Exd-HthHM 50 ng/lane and AbdA 15 and 45 ng/lane. All the AbdA 
variants were used in equimolar amounts. The fkh250CON probe was previously 
described (Ryoo and Mann, 1999). 
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CHAPTER 3.
Variable motif utilization in Hox-cofactor complex formation 
controls specificity.
Lelli KM, Noro B, and Mann RS. PNAS. December 27, 2011 vol. 108 no. 
52 21122-21127
! This project was started by Barbara Noro as a structure-function analysis of 
AbdA. As previously mentioned in Chapter 2, she constructed and characterized all of 
the AbdA mutants except Δ200-220 and 2WAla Δ200-220. Based on her observations I 
constructed and characterized several Scr and Ubx mutants. Although I collected all of 
the data presented here (with the exception Figure 3.5 panels M, N, O, P, Q and T) 
Barbara conducted many experiments to characterize several of the AbdA mutants, as 
well as identifying the UbdA motif as being necessary and sufficient for Engrailed 





! Hox proteins often bind DNA cooperatively with cofactors such as Extradenticle 
(Exd) and Homothorax (Hth) to achieve functional specificity in vivo. Previous studies 
identified the Hox YPWM motif as an important Exd interaction motif. Using a 
comparative approach, we characterize the contribution of additional conserved 
sequence motifs to the regulation of specific target genes for three Drosophila Hox 
proteins. We find that Sex combs reduced (Scr) uses a simple interaction mechanism, 
where a single tryptophan-containing motif is necessary for Exd-dependent DNA-
binding and in vivo functions. Abdominal-A (AbdA) is more complex, using multiple 
conserved motifs in a context dependent manner. Lastly, Ultrabithorax (Ubx) is the most 
flexible, in that it uses multiple conserved motifs that function in parallel to regulate 
target genes in vivo. We propose that using different binding mechanisms with the same 
cofactor may be one strategy to achieve functional specificity in vivo.
INTRODUCTION
Understanding the molecular processes by which gene expression is regulated 
remains at the core of many biological questions. The predominant model of eukaryotic 
gene regulation emphasizes the role of site-specific transcription factors in target gene 
selection. The initial binding of these transcription factors anchors the rest of the 
transcriptional regulatory complex, or enhanceosome, to the target site. Recruitment of 
additional proteins is often required to determine the regulatory sign, whether a gene is 
activated or repressed, and if this state will be maintained. In some cases the DNA 
sequence can provide considerable insight into which other proteins are recruited 
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(Gebelein et al., 2004). However, enhanceosome formation also requires protein-protein 
interactions:  mutational analyses of transcription factors demonstrate that sequences 
outside of the DNA-binding domain can influence regulatory activity, in part by 
influencing the assembly of DNA-bound protein complexes (Georges et al., 2010; Mann 
et al., 2009).
The Hox or homeotic selector proteins provide a powerful system in which to 
study the role of protein-protein interactions in enhanceosome formation and 
transcription factor function. Best known for their role in anterior-posterior patterning, 
Hox proteins contain a highly conserved DNA-binding domain, termed the 
homeodomain (McGinnis and Krumlauf, 1992). Although most homeodomains bind 
similar AT-rich sequences in vitro (Noyes et al., 2008), each Hox protein displays a high 
level of functional specificity in vivo (Hughes and Kaufman, 2002). These observations 
imply that residues outside of the DNA-binding domain influence specificity in vivo. One 
way Hox proteins achieve higher specificity is through cooperative interactions with 
DNA-binding cofactors such as Extradenticle (Exd in Drosophila; Pbx in vertebrates) 
and Homothorax (Hth in Drosophila; Meis in vertebrates) (Mann and Chan, 1996; 
Moens and Selleri, 2006). Exd and Hth, both members of the three-amino-acid loop 
extension (TALE) family of homeodomain proteins, are obligate dimer partners for both 
nuclear translocation and transcriptional activity in vivo (Rieckhof et al., 1997; Stevens 
and Mann, 2007). Previous genetic analyses highlight the importance of exd and hth for 
Hox function during embryogenesis (Noro et al., 2006; Peifer and Wieschaus, 1990; 
Rieckhof et al., 1997). In addition to Exd and Hth, the abdominal Hox proteins 
Ultrabithorax (Ubx) and AbdominalA (AbdA) also have the ability to bind cooperatively 
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with another homeodomain protein, Engrailed (En) (Gebelein et al., 2004). As with Exd-
Hth-Hox, En-Hox-DNA complex formation has been shown to be critical for Hox-
mediated gene regulation in vivo (Gebelein et al., 2004). 
Biochemical and X-ray crystallography studies identified the highly conserved 
Hox motif called YPWM as one mode by which Hox proteins interact with Exd-Hth. 
However, despite being evolutionarily conserved and present in most Hox proteins, the 
importance of the YPWM motif appears to vary (Mann et al., 2009). For example, while 
vertebrate Hoxa1 and Deformed (Dfd) require the YPWM motif for some Pbx/Exd-
dependent functions (Delval et al., 2011; Green et al., 1998; Joshi et al., 2010; Remacle 
et al., 2004), Ubx and AbdA do not require YPWM for some Exd-dependent functions 
(Galant et al., 2002; Merabet et al., 2003; Merabet et al., 2007; Saadaoui et al., 2011; 
Tour et al., 2005). In the case of Ubx and AbdA, a shared six amino acid motif C-
terminal to the homeodomain, termed UbdA, has been suggested to also contribute to 
interactions with Exd (Chan et al., 1994; Merabet et al., 2007; Saadaoui et al., 2011). 
Interestingly, in addition to UbdA, both Ubx and AbdA have other evolutionarily 
conserved residues in the C-terminus that may also be important for mediating Hox 
functions in vivo (Galant and Carroll, 2002; Hittinger et al., 2005; Merabet et al., 2003; 
Ronshaugen et al., 2002). These C-terminal sequences, which are distinct in Ubx and 
AbdA, could modify UbdA–dependent interactions so that its function may not be 
equivalent in both proteins. Further, the presence of multiple Exd-interaction motifs 
poses the question of what determines which mode of interaction is most relevant for a 
given in vivo function. In the case of Ubx, both the protein context and the target site 
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have been suggested to influence how individual motifs are used (Saadaoui et al., 
2011). 
Currently, it is generally unknown how different modes of cofactor interaction 
influence Hox specificity. In the case of Sex combs reduced (Scr), structural studies 
demonstrated that the YPWM-Exd interaction helps position amino acids of the Hox 
linker region, which separates YPWM from the homeodomain, to make critical contacts 
in the minor groove of a specific DNA binding site (Joshi et al., 2007). These 
observations raise the possibility that other modes of Exd-Hox interaction could also 
alter the way in which these protein complexes recognize and bind to their target DNA 
sequences. In addition, alternate modes of protein-DNA complex formation may also 
impact the recruitment of coactivators and corepressors, as has been suggested for the 
Glucacorticoid receptor (Meijsing et al., 2009).
In the current study, we use a comparative approach to characterize conserved 
sequence motifs for three Hox proteins and analyze their requirement for different in 
vivo functions. We demonstrate that the YPWM motif is critical for Scr to carry out Exd-
dependent functions in vivo. In contrast to the single Exd-interaction motif of Scr, AbdA 
and Ubx are more complex. In addition to the previously described YPWM and UbdA 
motifs, both AbdA and Ubx have other conserved motifs that contribute to cooperative 
complex formation with Exd-Hth in vitro. However, the in vivo requirements for 
conserved motifs vary according to the Hox protein. AbdA uses motifs in a context 
dependent manner, whereas Ubx is more flexible, with some motifs apparently acting in 
a redundant manner for certain readouts. Our results suggest that having multiple 
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sequence motifs adds complexity to the assembly and function of Hox complexes in 
vivo. 
RESULTS
Scr requires its YPWM motif for Exd-dependent functions.
Previous studies demonstrated that the YPWM motif of Scr makes direct contacts 
within the Exd homeodomain and contributes to Scr function in vivo (Joshi et al., 2007; 
Papadopoulos et al., 2010). Because, as shown below, some Hox proteins have 
multiple YPWM-like motifs, we rename them here as W motifs and number them 
according to their proximity to the homeodomain. To specifically test the requirement of 
Scrʼs single W motif, we constructed a mutant variant in which this sequence (YPWM) 
was mutated to four alanines (Scr-W1A; Figure 3.1B). This mutant was assayed both for 
its ability to cooperatively bind with Exd to DNA in vitro and to perform Exd-dependent 
functions in vivo. One well-characterized readout is the Scr-specific target gene 
forkhead (fkh), which utilizes an Scr-Exd DNA-binding site, fkh250, for in vivo regulation 
(Ryoo and Mann, 1999). While strong cooperative binding was observed for Scr-WT 
and Exd to fkh250, Scr-W1A was unable to bind cooperatively with Exd to this site 
(Figure 3.1A). In contrast, both Scr-WT and Scr-W1A were able to bind to DNA as 
monomers in vitro (Figure 3.1A), demonstrating that these proteins are still competent to 
bind DNA.
To test both wild type and mutant proteins for in vivo function, we used the Gal4-
UAS system to misexpress wild type and mutant versions of Scr in vivo (Brand and 
Perrimon, 1993). In wild type embryos endogenous expression of Scr activates fkh250-
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Figure 3.1. Scr requires the W motif for Exd-dependent functions. 
(A) EMSA of Scr proteins with Exd-HthHM on fkh250. HthHM is a homeodomain-less 
isoform of Hth that is sufficient for fkh250-lacZ regulation in vivo (Noro et al., 2006). 
Complexes are indicated with arrows. (B) Schematics of wild type and mutant Scr 
proteins. Homeodomain (HD) in black. Blue designates the W-motif. Red indicates 
residues mutated to alanines (YPWM->AAAA).(C-E) fkh250-lacZ expression. AG11-
Gal4 is a ubiquitous Gal4 driver controlled by armadillo. Embryos were stained for 
ßgalactosidase (ßgal) to monitor fkh250-lacZ expression (white). Yellow arrowheads 
indicate areas of wild type lacZ expression. Brackets indicate induction of ectopic lacZ 
expression. (F) Phase contrast image of a wild type T1 ventral denticle pattern normally 
controlled by Scr. (G-I) Phase contrast images depicting ventral T2 cuticle patterns for 
wild type larvae (G) or animals ectopically expressing wild type Scr (H) or Scr-W1A (I) 
using the AG11-Gal4 driver. 
lacZ only in parasegment 2 (Figure 3.1C). When Scr was ubiquitously expressed 
throughout the embryo ectopic activation of the fkh250-lacZ reporter gene was 
observed (Figure 3.1D). In contrast, Scr-W1A was unable to activate this reporter 
(Figure 3.1E). Scr-W1A was also analyzed for its ability to induce homeotic 
transformations of the larval cuticle. When wild type Scr was ubiquitously expressed 
throughout the embryo, ectopic hairs similar to those found in the first thoracic (T1) 
segment (called the T1 beard, Figure 1F) were observed in additional segments (Figure 
3.1H compared to G). In contrast, ubiquitous expression of Scr-W1A did not induce any 
ectopic beard (Figure 3.1I). However, both Scr-WT and Scr-W1A were able to repress 
the Exd-independent target spalt (sal) in the wing imaginal disc, demonstrating that Scr-
W1A is still an active transcription factor (Figure 3.2). From these results we conclude 
that Scrʼs W motif is crucial to form cooperative complexes with Exd in vitro and execute 
Exd-dependent, but not Exd-independent, functions in vivo. These observations are 
consistent with the observation that severely truncated forms of Scr that retain its W 
motif and homeodomain retain the ability to generate Scr-like transformations in vivo 
(Papadopoulos et al., 2010).
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Figure 3.2. Scr proteins repress sal 
in the wing imaginal disc.
(A,B) Pouch region of wing imaginal 
discs containing clones ectopically 
expressing Scr (A) or Scr-W1A (B) 
stained for GFP (which marks the 
clones) and Sal (red or white). 
Representative clones are indicated 
with red arrowheads.
Multiple conserved motifs contribute to Exd-dependent functions of AbdA in a context 
dependent manner.
In addition to its classical YPWM motif (AbdA-W2, Figure 2A), AbdA has another 
putative cofactor interaction motif C-terminal to its homeodomain, UbdA (AbdA-U, 
Figure 2A) (Chan and Mann, 1993). Based on sequence conservation among 
arthropods we identified two additional sequence motifs: the W motif TDWM (AbdA-W1) 
and RRDR (AbdA-R), C-terminal to UbdA (Figure 3.3). To test the role of each motif, 
both individually and in combination, we made a series of AbdA mutants (Figure 3.4A). 
In the abdomen of the developing embryo, AbdA normally represses the limb-forming 
gene Distalless (Dll) to restrict leg development to the thorax (Vachon et al., 1992). 
Previous studies characterized the DNA binding sites abdominal Hox proteins and their 
cofactors use to directly repress Dll in the abdomen (Gebelein et al., 2002; Gebelein et 
al., 2004). We analyzed the contribution of the conserved motifs of AbdA for cooperative 
complex formation with Exd/Hth on the DMX-R1 binding site (Figure 3.4B). All of these 
motifs individually, except for W1, contribute to AbdAʼs ability to form complexes with 
Exd-Hth on the DMX-R1 binding site (Figure 3.4B). Moreover, we often observed an 
additional reduction in complex formation when multiple motifs were mutated, 
suggesting that they contribute in an additive manner to complex formation with Exd-
Hth. For example, the W1&2A;RA mutant (in which W1, W2, and RRDR motifs are 
mutated) was significantly impaired in complex formation compared to the W1&2A or 
the RA mutants individually (Figure 3.4B). In contrast, when binding was assayed on a 
different site (rhoA) where the functional interaction is between AbdA and Hth (Li-
Kroeger et al., 2008; Uhl et al., 2010), complex formation was only minimally affected, 
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suggesting that these motifs contribute specifically to Exd-dependent DNA binding 
(Figure 3.4C). 
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Figure 3.3. AbdA motifs are conserved.
Alignment of insect AbdA proteins: Bmor (Bombyx mori), Tcast (Tribolium castaneum), 
Dmel (Drosophila melanogaster), Agam (Anopheles gambiae). Relevant motifs are 
highlighted. Alignment was done using default settings of ClustalW.
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Figure 3.4. AbdA has multiple motifs that mediate cooperative complex formation 
with Exd/Hth. 
(A) Schematics of wild type and mutant AbdA proteins. Diagrams are approximately to 
scale. Homeodomain (HD) in black. Blue designates W-motifs. Green designates the 
UbdA motif (U). Purple designates the RRDR motif (R). Red indicates residues mutated 
to alanines (YPWM->AAAA, TDWM->AAAA, KEINEQ->AAAAAA) and RRDR->AAAA). 
(B) Average binding of different AbdA mutants to the DMX-R1 probe. T-tests were used 
to determine if the difference in cooperative binding is significant for a subset of mutants 
(** p-value=0.004 and * p-value=0.031). (C) Average binding of different AbdA mutants 
with Hth-Exd to the rhoA probe. The amount of cooperative complex formation as a ratio 
of wild type binding did not change significantly across the different mutants (ANOVA 
analysis: F(6,13)=2.664 p-value=0.065). Bar graph represents the mean of n≥3 ratios 
from independent experiments for each mutant. Error bars represent standard error of 
the mean (SEM).
We next compared the ability of each mutant to repress Dll in vivo using prdGal4 
to drive expression of AbdA variants in the second thoracic segment (T2). Wild type Dll 
expression in the first and third thoracic segments, where prdGal4 is not expressed, 
was used as reference (T1 and T3 respectively, Figure 3.5A-K). These data parallel the 
in vitro results: most motifs contribute to Dll repression to some extent and often show 
additive affects when tested in combination. For example, additional loss of Dll 
repression was observed for the W1&2A mutant compared to the two single mutants 
(Figure 3.5E compared to C and D), as well as for the W1&2A;RA mutant compared to 
W1&2A and RA (Figure 3.5I compared to E and F). Unlike the W motifs, UbdA is 
necessary for all of the in vivo functions of AbdA analyzed (Figure 3.5G and R). For 
example, mutation of UbdA (UA) alone abolished AbdAʼs ability to repress Dll (Figure 
3.5G). Therefore, no additive effects were observed in compound mutants containing 
mutations in UbdA (Figure 3.5H, J and K). However, although necessary, UbdA is not 
sufficient to impart wild type repressive ability: the AbdA-W1&2A;RA mutant, in which 
UbdA is still intact, did not repress Dll (Figure 3.5I). As with the Scr-W1A mutant, all of 
the AbdA mutants were able to repress sal in the wing imaginal disc (Figure 3.6), 
demonstrating that these proteins are still active transcription factors and that the motifs 
mapped here are required for Exd-dependent functions in vivo. 
! AbdA also patterns the denticle belts in the second through eighth abdominal 
segments (A2-A8) of the Drosophila larva (wild type A2 shown in Figure 3.5W) 
(Sanchez-Herrero et al., 1985). Ectopic expression of AbdA causes homeotic 
transformations to A2 in segments anterior to the wild type A2 segment (Figure 3.5M 
compared to L) (Merabet et al., 2003). By ubiquitously misexpressing AbdA variants 
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Figure 3.5. AbdA uses conserved motifs in a context dependent manner. 
(A-K) Thoracic region of a wild type embryo (A) or embryos expressing AbdA proteins in 
T2 via the prd-Gal4 driver, stained for Dll (white or red) and myc-AbdA (green). The 
protein variant used is indicated on the left. (L-V). Phase contrast images depicting 
ventral T2 cuticle patterns for wild type larvae (L) or animals ectopically expressing wild 
type AbdA (M) or mutant variants (N-V) using the AG11-Gal4 driver. (W) A wild type A2 
ventral denticle pattern normally controlled by AbdA is shown. 
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Figure 3.6. AbdA proteins repress sal 
in the wing imaginal disc.
(A-I) Pouch region of wing imaginal discs 
containing clones ectopically expressing 
AbdA variants stained for GFP (green, 
which marks the clones) and Sal (red or 
white). Representative clones are 
indicated with red arrowheads.
throughout the embryo we tested the effect different mutations have on the ability to 
confer segment identity (Figure 3.5M-V). Similar to loss of Dll repression, mutation of 
UbdA alone, or in combination with other motifs, prevented abdominal-like 
transformations (Figure 3.5R, S, U and V). However, AbdA mutants in which UbdA was 
intact were able to induce strong abdominal transformations (Figure 3.5N, O, P, Q and 
T). Comparing the contribution of each motif for different AbdA functions therefore 
suggests that motif usage is target-dependent.  For example, while W1&2A;RA, which 
has an intact UbdA motif, still induced AbdA-like cuticle transformations it did not 
repress Dll (Figure 3.5I and T). 
Ubx has a different requirement for motifs shared with AbdA.
! Based on the knowledge gained from the AbdA analyses and sequence 
conservation (Figure 3.7), we performed a similar structure-function study of another 
abdominal Hox protein, Ubx, which is a repressor of Dll like AbdA. Also like AbdA, Ubx 
has multiple conserved W motifs and a UbdA motif, as well as a previously identified 
QA motif in an analogous location to the RRDR motif of AbdA (Galant and Carroll, 2002; 
Hittinger et al., 2005). However, unlike AbdA, point mutations in Ubxʼs UbdA motif (to 
AALVAV) did not hinder cooperative complex formation with Exd-Hth on DMX-R1 in vitro 
or the ability to repress Dll in vivo (Figure 3.8A-D). Previous studies have shown that a 
different set of point mutations in the UbdA motif (to VVLIVA) prevented cooperative 
complex formation with Exd-Hth on DMX-R1 (Figure 3.8A) (Merabet et al., 2007). 
However, we find that this set of point mutations, but not the AALVAV mutant, resulted in 
a decrease in the ability of Ubx to bind as a monomer (Figure 3.8A and E). Therefore, 
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any decrease in cooperative complex formation observed with the VVLIVA mutant may 
not be due to a loss of interaction with Exd/Hth but instead to the compromised ability of 
this mutant to bind any DNA sequence. Moreover, and in agreement with the AALVAV 
UbdA mutant, deletion of the entire C-terminus (Ubx-CTΔ), including the UbdA motif, did 
not affect its ability to repress Dll or induce homeotic transformations in vivo (Figure 
3.9D and P). Thus, while the UbdA motif is critical for AbdA to execute its in vivo 
functions, it is dispensable in Ubx.
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Figure 3.7. Ubx motifs are conserved.
Alignment of insect Ubx proteins: Bmor (Bombyx mori), Tcast (Tribolium castaneum), 
Dmel (Drosophila melanogaster), Agam (Anopheles gambiae). The Dmel sequence 
corresponds to the Ubx1a isoform. Relevant motifs are highlighted. Alignment was done 
using default settings of ClustalW.
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Figure 3.8. Point mutations in UbdA can adversely affect monomer DNA-binding.
(A) Binding of Ubx proteins (aa57-380) with Exd-Hth on DMX-R1. Point mutations in 
UbdA are indicated in red. Cooperative complexes are designated by arrows. The wild 
type UbdA sequence is KELNEQ. When this sequence was mutated to VVLIVA as 
described by (Merabet et al., 2007), a loss of cooperative binding was observed. 
However, when the same residues were mutated to AALVAV, complex formation was not 
compromised. (B-D) Thoracic region of a wild type embryo (B) or embryos expressing 
Ubx proteins in T2 via the prd-Gal4 driver, stained for Dll (white or red) and HA-Ubx 
(green). The protein variant is indicated on the left. The AALVAV UbdA mutant is still a 
potent repressor of Dll, while the VVLIVA mutant (Merabet et al., 2007) is not. (E) EMSA 
of Ubx-NTΔ proteins on the monomer Ubx binding site from knot (Hersh et al., 2007). 
Point mutations in UbdA are indicated in red. Monomer Ubx binding is designated by an 
arrow. N-terminally truncated proteins were used to assess binding in the absence of 
any potential inhibitory effects of N-terminal sequences (Chan et al., 1996). The VVLIVA 
mutant of UbdA hinders monomeric Ubx binding, while the AALVAV mutant does not. 
From these data, we conclude that the failure of the VVLIVA mutant to repress Dll 
(Merabet et al., 2007) is likely to be a consequence of compromised homeodomain-
DNA interaction, and not due to a defect in cooperative complex formation with Exd as 
suggested previously (Merabet et al., 2007).
Starting with the Ubx-CTΔ mutant, we then mutated each of four potential W 
motifs (Figure 3.9). Surprisingly, all of these mutants, even when all putative W motifs 
were mutated in the context of Ubx-CTΔ, were able to repress Dll (Figure 3.9D-G). 
Moreover, all of these Ubx mutants were also able to activate dpp674-lacZ, an Exd-
dependent Ubx target in the visceral mesoderm (Capovilla et al., 1994; Chan et al., 
1994) (Figure 3.9J-M). Ubx also controls the formation of a specific pattern of denticles 
in the first abdominal segment (A1) of Drosophila larvae (Figure 3.9T) (Duncan, 1987). 
Ectopic expression of Ubx causes homeotic transformations to A1 in segments anterior 
to the wild type A1 segment (Figure 3.9O compared to N and T) (Gonzalez-Reyes and 
Morata, 1990; Mann and Hogness, 1990). Remarkably, all mutants in the CT∆ series 
were also able to transform T2 to an A1-like identity (Figure 3.9P-S). Similar results for 
Dll repression, dpp674-lacZ activation and cuticle transformation were obtained when 
the same series of mutations were tested in the context of a shorter isoform of Ubx, 
UbxIVa, in which a small portion of the linker region is removed by alternative splicing 
(Figure 3.10) (O'Connor et al., 1988). Unfortunately, truncation mutants aimed at 
identifying essential sequences in the N-terminus were uninformative due to a lack of 
nuclear localization and/or instability of the truncated proteins in vivo (Addendum 1). 
However, it is unlikely that the Ubx N-terminus has additional, non-W motifs for 
interacting with Exd because mutating the W motifs in Ubx-CT∆ effectively eliminated 
cooperative complex formation with Exd on the DMX-R1 binding site (Figures 3.10B and 
3.11). Therefore, these results raise the possibility that Ubx may execute these in vivo 
functions at least in part in an Exd-independent manner.
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Figure 3.9. Ubx does not require C-terminal or W motifs for in vivo functions. 
(A) Schematics of wild type and mutant Ubx proteins. Diagrams are approximately to 
scale. Blue designates W-motifs. Green designates the UbdA motif (U). Purple 
designates the QA motif (Q). Red indicates residues mutated to alanines (PDWL-
>AAAA, YPWM->AAAA, TAWN->TAAN and DIWN->DIAN). (B-G) Thoracic region of a 
wild type embryo (B) or embryos expressing Ubx proteins in T2 via the prd-Gal4 driver, 
stained for Dll (white or red) and HA-Ubx (green). The protein variant is indicated on the 
left. (H-M). Visceral mesoderm region of a wild type embryo (H) or embryos expressing 
Ubx proteins via the AG11-Gal4 driver, stained for ßgal to monitor dpp674-lacZ 
expression (white). Yellow brackets indicate ectopic lacZ activation. (N-T) Phase 
contrast images depicting ventral T2 cuticle patterns for wild type larvae (N) or animals 
ectopically expressing wild type Ubx (O) or mutant Ubx variants (P-S). (T) Wild type A1 
ventral denticle pattern normally specified by Ubx.
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Figure 3.10. Mutation of conserved motifs in UbxIVa does not affect in vivo 
functions despite reducing cooperative complex formation with Exd/Hth in vitro.
(A) Schematics of wild type and mutant UbxIVa proteins. Diagrams are approximately to 
scale. Red indicates residues mutated to alanines (YPWM->AAAA, TAWN->TAAN and 
DIWN->DIAN). (B) Average binding of different UbxIVa mutants to the DMX-R1 probe. 
Bar graph represents the mean of n≥3 ratios from independent experiments for each 
mutant. Error bars represent SEM. (C-F) Thoracic region of a wild type embryo (C) or 
embryos expressing Ubx proteins in T2 via the prd-Gal4 driver, stained for Dll (white or 
red) and HA-Ubx (green). The protein variant is indicated on the left. (G-J). Visceral 
mesoderm region of a wild type embryo (G) or embryos expressing Ubx proteins via the 
AG11-Gal4 driver, stained for ßgalactosidase to monitor dpp674-lacZ expression 
(white). Yellow brackets indicate ectopic lacZ activation. (K-N) Phase contrast images 
depicting ventral T2 cuticle patterns for wild type larvae (K) or animals ectopically 
expressing wild type Ubx (L) or mutant Ubx variants (M and N). (O) Wild type A1 ventral 
denticle pattern normally specified by Ubx.
The Ubx homeodomain and C-terminus are sufficient for several in vivo functions.
Although the sequences C-terminal to the Ubx homeodomain are dispensable for 
Dll repression, sequences N-terminal to the homeodomain are also dispensable: a 
severely truncated form of Ubx that begins at the homeodomain (Ubx-NTΔ, Figure 
3.12A) was a potent repressor of Dll (Figure 3.12E). This mutant, which has no W 
motifs, was also able to activate dpp674-lacZ in the visceral mesoderm (Figure 3.12K), 
but was compromised in its ability to generate a T2 to A1 homeotic transformation 
(Figure 3.12Q). The activity of this protein is particularly striking, as it only consists of 
the homeodomain, the UbdA motif, the QA motif, a poly-alanine stretch and eight C-
terminal residues that are not conserved (Figure 3.10). When either UbdA or QA was 
mutated in the NTΔ context, we observed a partial reduction in the ability to repress Dll 
(Figure 3.12F and G). This reduction in repression correlated with a reduction in the 
ability of these mutants to bind cooperatively with Exd-Hth to DMX-R1 in vitro (Figure 
3.12B). Additionally, NTΔ;UA and NTΔ;QA induced very weak homeotic transformations 
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Figure 3.11. Mutation of Ubx W 
motifs affects cooperative complex 
formation with Exd-Hth. 
Average binding of different Ubx 
mutants to the DMX-R1 probe. Bar 
graph represents the mean of n≥3 
ratios from independent experiments 
for each mutant. Error bars represent 
SEM. T-tests were used to determine 
if the difference in cooperative 
binding is significant for a subset of 
mutants (W1A;CTΔ vs W1&2A;CTΔ 
p-value=0.003 and W1&2A;CTΔ vs 
W1,2&3A;CTΔ p-value=0.002).
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Figure 3.12. C-terminal motifs are sufficient for Ubx function. 
(A) Schematics of NTΔ Ubx proteins. Diagrams are approximately to scale. Red 
indicates residues mutated to alanines or valines (KELNEQ->AALVAV, EKQAQAQK-
>AAVAVAVA). (B) Average binding of Ubx NT∆ mutants to the DMX-R probe. Bar graph 
represents the mean of n≥3 ratios from independent experiments for each mutant. Error 
bars represent SEM. T-tests were used to determine if the cooperative binding is 
significantly different than 1.0 (*** p-value=0.0005 and * p-value=0.043). Due to 
cleavage of the protein in bacteria, the NT∆;UA;QA mutant could not be purified and 
analyzed by EMSA. (C-H) Thoracic region of a wild type embryo (A) or embryos 
expressing Ubx proteins in T2 via the prd-Gal4 driver, stained for Dll (white or red) and 
HA-Ubx (green). The protein variant is indicated on the left. (I-N). Visceral mesoderm 
region of a wild type embryo (I) or embryos expressing Ubx proteins via the AG11-Gal4 
driver, stained for ßgal to monitor dpp674-lacZ expression (white). Yellow brackets 
indicate ectopic lacZ activation. (O-T) Phase contrast images depicting ventral T2 cuticle 
patterns for wild type larvae (O) or animals ectopically expressing wild type Ubx (P) or 
mutant variants (Q-T). (U) Wild type A1 ventral denticle pattern normally specified by 
Ubx.
(Figure 3.12R and S) but both were able to activate dpp674-lacZ (Figure 3.12L and M). 
When both UbdA and QA motifs were mutated in the NTΔ context, the protein was 
completely unable to repress Dll, activate dpp674-lacZ, and induce Ubx-like homeotic 
transformations (Figure 3.12H, N and T). Significantly, all of these proteins, even 
NTΔ;UA;QA, were able to repress sal in the wing imaginal disc, demonstrating that they 
are all still functional transcription factors in vivo (Figure 3.13). Together, these data 
reveal that Ubx is remarkably flexible in its ability to use different motifs to execute its 
various functions in vivo. Moreover, despite many overt similarities with AbdA, Ubx 
utilizes a unique mechanism for regulating Exd-dependent targets in vivo.
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Figure 3.13. N-terminally truncated 
Ubx proteins repress sal in the wing 
imaginal disc.
Pouch regions of wing imaginal discs 
containing clones ectopically 
expressing Ubx or Ubx variants stained 
for GFP (green, which marks the 
clones) and Sal (red or white). 
Representative clones are indicated 
with red arrowheads.
UbdA mediates cooperative complex formation with En.
! Previous studies demonstrated that Exd and Hth are not the only homeodomain 
proteins that Hox factors can bind DNA cooperatively with: both Ubx and AbdA also bind 
cooperatively with En to the Dll DMX-R element (Gebelein et al., 2004). Using in vitro 
DNA-binding assays, we find that in addition to mediating cooperative complex 
formation with Exd-Hth (Figures 3.10B and 3.11), the UbdA peptide also contributes to 
cooperative DNA-binding with En (Figure 3.14). However, there are interesting 
differences in the way in which these two Hox proteins interact with En. For both Ubx 
and AbdA, the homeodomain plus UbdA peptide were sufficient to form cooperative 
complexes with En in vitro (Figure 3.14A). However, Ubx, but not AbdA, bound 
cooperatively with En in the absence of all sequences C-terminal to the homeodomain 
(Figure 3.14B), suggesting that Ubx has additional sequences in its N-terminus or 
homeodomain that are sufficient to mediate cooperative binding with En. Together with 
the Exd binding experiments described above, these results demonstrate that UbdA can 
mediate complex formation with more than one cofactor. Moreover, they also highlight 
that the same evolutionarily conserved motif  – UbdA – is essential in one context 
(AbdA) but dispensable in another context (Ubx). 
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Figure 3.14. The UbdA motif mediates interaction with En.
(A,B) EMSAs of AbdA and Ubx proteins with En on DMX-R1. The positions of Hox-En 
cooperative complexes are indicated with arrows. (A) Truncations include the 
homeodomain (HD) and/or the UbdA motif (U). 
DISCUSSION
Cooperative DNA-binding with cofactors increases the specificity of many 
transcription factors, including Hox proteins. In the case of Hox and Exd, physical 
interactions between these factors are critical for complex formation: the conserved 
YPWM motif, present in nearly all Hox proteins, directly contacts Exdʼs homeodomain 
(Mann et al., 2009). However, additional analysis of Hox proteins and their target genes 
has indicated that the W-Exd interaction is not the only mode of Hox-Exd interaction 
(Galant et al., 2002; Green et al., 1998; Joshi et al., 2010; Merabet et al., 2003; Merabet 
et al., 2007; Saadaoui et al., 2011). Indeed, we demonstrate that there is a surprisingly 
large number of different ways in which Hox proteins functionally interact with cofactors, 
even when regulating the same target gene. 
Increasing specificity using a shared cofactor.
! Considering the sequence similarities between the Hox homeodomains and 
YPWM motifs, it is surprising that the same cofactor can increase DNA-binding and 
functional specificity for Hox family members. As a counter example, the SOX family of 
transcription factors uses different cofactors in different developmental contexts to 
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regulate specific target genes (Kondoh and Kamachi, 2010). Hox proteins are unusual 
in that they all have the ability to utilize the same cofactor, Exd, when executing many of 
their in vivo functions (Mann and Chan, 1996). One way to increase specificity using a 
single cofactor may be through changing the mode of interaction. Accordingly, we find 
that of the three Hox proteins analyzed, each uses a different repertoire of binding 
mechanisms for regulating Exd-dependent target genes.
! Based on our data and previous studies, we suggest that the W motif provides 
Hox proteins with a basal, shared mechanism for interacting with Exd. Interestingly, 
other non-Hox proteins, such as En and MyoD, also use tryptophan residues to interact 
with Exd and Pbx (Knoepfler et al., 1999; Peltenburg and Murre, 1996). In the case of 
Scr, a single W motif is necessary for Exd-dependent functions. However, the 
abdominal Hox proteins Ubx and AbdA utilize more complex binding mechanisms. 
AbdA has an additional W motif, TDWM, as well as sequences in its C-terminus that 
contribute, in a context dependent manner, to the regulation of Exd-dependent targets. 
The observation that motifs are differentially required depending on the in vivo function 
suggests that motif utilization may play a role in target site recognition and gene 
regulation. Previous studies demonstrated that for Scr, interaction of its W motif with the 
Exd homeodomain helps position paralog specific residues of the linker region in the 
minor groove of a specific binding site (Joshi et al., 2007). Although additional structural 
studies are needed to fully address this question, we speculate that the alternative 
modes of Hox-Exd interaction described here may function in an analogous manner by 
directly affecting the way Hox proteins interact with DNA. It is also possible that Exd-
Hox interactions alter the way in which the homeodomain docks onto DNA. In support of 
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this idea, previous studies have shown that sequences immediately C-terminal to the 
homeodomain can play a role in homeodomain structure and specificity (LaRonde-
LeBlanc and Wolberger, 2003; Lin and McGinnis, 1992). Consistently, we find that 
mutating the UbdA motif in Ubx can adversely affect the ability of the homeodomain to 
bind DNA, even in the absence of Exd (Figure 3.8). 
Our results also reveal that despite sharing binding sites and having several 
similar conserved sequence motifs, Ubx uses a more complex binding mechanism 
compared to AbdA. Ubx displays impressive flexibility, in that neither sequences N- nor 
C-terminal to its homeodomain are required for executing some of its functions in vivo 
(Figures 3.9 and 3.12). Ubxʼs complexity is further enhanced by the possibility of an 
Exd-independent mechanism based on the ability of some mutants to function in vivo 
despite their inability to cooperatively bind with Exd/Hth in vitro (Figures 3.9 and 3.11). 
However, as our readout for Dll expression is protein expressed from the native Dll 
locus (as opposed to a reporter construct), we cannot rule out that Ubx has the ability to 
bind cooperatively with Exd to other, as yet unidentified, DNA binding sites using 
sequences still present in the W1,2,3&4A;CTΔ mutant.
In addition to potentially altering Hox-DNA recognition, the fact that some Hox 
proteins have more and qualitatively distinct cofactor interaction motifs may be relevant 
to phenotypic suppression (also called posterior dominance), where more posterior Hox 
proteins post-translationally suppress anterior Hox functions (Bachiller et al., 1994; 
Gonzalez-Reyes et al., 1990; Mann and Hogness, 1990). Consistent with this notion, 
the presence of additional posterior-specific cofactor interaction motifs, such as AbdAʼs 
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UR motif, endows posterior Hox proteins with the ability to out-compete and 
phenotypically suppress more anterior Hox proteins (Noro et al., 2011).
Navigating multiple cofactors
! Lastly, our data suggest that multiple interaction motifs may help Hox proteins 
facilitate interactions with other cofactors. In the case of AbdA and Ubx, cooperative 
complexes on DMX-R include both Exd and En. Using in vitro DNA-binding assays we 
found that the UbdA peptide is necessary and sufficient for AbdA to form cooperative 
complexes with En. Additional structural studies will be necessary to understand the 
exact mechanism for how a single motif can mediate interaction with multiple cofactors; 
however, we speculate that having additional Exd-interaction motifs leaves UbdA free to 
interact with En. Alternatively, UbdA could act as a bridge between the two cofactors, 
helping to anchor both to the DMX-R binding site. Interestingly, UbdA is not required for 
Ubx to form cooperative complexes with En, again suggesting that the same motif has 
distinct properties in different Hox proteins. In addition, these results suggest that Ubx 
has other mechanisms that further enhance its flexibility. Additional homeodomain-
containing proteins such as Hth, (and Meis in vertebrates) have been suggested to 
interact with Hox proteins (reviewed in Moens and Selleri, 2006). Although specific 
interaction motifs have yet to be identified, our data suggest, at least in the case of 
AbdA-Hth-Exd on the rhoA enhancer, that the motifs examined here are not critical for 
these interactions. It is curious that although Hth is also a TALE class homeodomain, 
that the tryptophan-containing motifs are not playing a measurable role in complex 
formation on this target in vitro (Figure 3.5). From the data presented here, it is clear 
85
that the relationship between Hox proteins and their cofactors is not only complex but 
also critical for how functional specificity is achieved.
MATERIALS AND METHODS
Drosophila strains and genetic manipulations
! The GAL4/UAS system (Brand and Perrimon, 1993) was used to ectopically 
express all UAS-Hox variants in developing embryos. Transgenic UAS lines were all 
generated using the phi-C31-based integration system (Bischof et al., 2007), except the 
following AbdA constructs: WT, W1A, W2A, W1&2A, RA and W1&2A;RA, which were 
generated using standard P-element transformation. All AbdA lines were selected for 
similar expression levels to each other as detected by western blot. All phi-C31 based 
transgenes were cloned into pUAST-attB and epitope tagged. UAS-Scr lines were HA-
tagged and inserted into the 51D landing site. UAS-AbdA lines are myc-tagged (Abu-
Shaar and Mann, 1998) and those generated using phi-C31 were also inserted into the 
51D landing site. UAS-Ubx lines are all HA-tagged and inserted into the 86Fa landing 
site. Transgenic lines were confirmed by PCR. Either AG11-GAL4 on the second 
chromosome or prd-GAL4 on the third chromosome was used for ectopic expression as 
indicated. Scr crosses were grown at 25°C, while AbdA crosses were grown at 28°C 
(Joshi et al., 2010). Ubx crosses were also grown at 25°C where transgenes were 
expressed at ≤ 2 fold endogenous Ubx as measured by immunostaining. fkh250-lacZ  
and dpp674-lacZ on the third chromosome were used (Capovilla et al., 1994; Ryoo and 
Mann, 1999). Flip-out clones were generated by crossing hs-flp; act<y<Gal4, UAS-GFP 
to different UAS-Hox lines and heat shocking larvae for 10 minutes at 37oC. Wing discs 
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were dissected at wandering stage. Cuticle preparations were performed using AG11-




Rabbit anti-β-galactosidase (Cappell, 1:5000), mouse anti-Myc (Santa Cruz, 
1:200), rat anti-HA (3F10 from Roche, 1:500), mouse anti-Ubx (FP3.38, 1:10) and 
guinea pig anti-Dll (1:3000) (Estella et al., 2008) were used for staining embryos as 
previously described (Noro et al., 2006). Rabbit anti-Spalt (1:500)  (Xie et al., 2007) was 
used for imaginal discs immunostaining.  Secondary antibodies used were 
AlexaFluor488 (1:500), AlexaFluor555 (1:1,000) and AlexaFluor647 (1:500) conjugates 
from Molecular Probes. Embryos and imaginal discs were mounted in Vectashield 
medium. Z-series were collected on a Leica SP5 confocal microscope. All embryonic 
images shown are Z-projections of the acquired Z-series.
Protein purification and Electrophoretic Mobility Shift Assays (EMSA)
All proteins were his-tagged and purified from E.coli (BL21 or BL21pLysS, 
Agilent) after 2 hr (Scr and Ubx) or 4 hour (AbdA, Exd-Hth, and Exd-HthHM) induction 
with IPTG using either Ni- or Co- chromatography (Gebelein et al., 2002). Constructs 
were optimized for purification under native conditions: Scr (Joshi et al., 2007), Ubx1a 
(Ryoo and Mann, 1999), AbdA (Ryoo and Mann, 1999), Exd (Gebelein et al., 2002), Hth 
(Gebelein et al., 2002), HthHM (Noro et al., 2006) and En (aa421-552). Truncated 
proteins not represented in schematics include the following residues: AbdA HD 
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(aa121-197), AbdA HD+U (aa121-206), Ubx HD(aa282-345), Ubx HD+U (aa282-354), 
AbdA CTΔ (aa79-197). Mutant variants were made using PCR mutagenesis. Exd-HthHM 
and Exd-Hth heterodimers were co-expressed and purified from E. coli and used for all 
the EMSAs (Gebelein et al., 2002). Protein concentrations were determined by the 
Bradford assay and then confirmed by SDS PAGE and Blue Coomassie analysis 
(GelCode Blue, Pierce). EMSAs were carried out as previously described (Gebelein et 
al., 2002). DNA probes include: fkh250 (Ryoo and Mann, 1999), DMX-R1 (Gebelein et 
al., 2004), DMX-R (Gebelein et al., 2004), rhoA (Li-Kroeger et al., 2008) and knot 
(Hersh et al., 2007). Cooperative DNA binding was calculated as a ratio of the amount 
of mutant-Exd-Hth complex to the amount of wild type-Exd-Hth complex in the same 
gel. For each reaction 50ng or 100ng of Exd-HthHM or Exd-Hth and 150ng of Engrailed 
were used. Equimolar amounts of Hox proteins were used for each experiment 
(0.5-1.5pmoles of Scr, 0.5-4.5pmoles of AbdA and 1-15pmoles of Ubx, details upon 
request). DNA binding was calculated using phosphoimaging as detected by the 
Typhoon (Amersham) and quantified by ImageQuant (Amersham). Prism (Graphpad 




! Ubx has multiple W motifs that coordinate cooperative complex formation with 
Exd/Hth in vitro (Chapter 3). However, none of these motifs are necessary for Ubx 
function in vivo (Chapter 3). To test if any of these motifs are sufficient we constructed a 
series of N-terminal truncations (Figure A1.1). Unfortunately, many of these mutants 
either did not express or were mislocalized (Figure A1.1). For example, the construct 
starting at W3 with all W motifs intact localized to both the nucleus and the cytoplasm 
(Figure A1.1). However, mutation of W motifs within this truncated context was able to 
restore full nuclear localization (Figure A1.1). The NLS for all Hox proteins is located in 
the homeodomain and therefore present in all of these truncations. Based on previous 
studies that have suggested that the YPWM motif can autoinhibit DNA-binding of Hox 
proteins (Chan et al., 1996), we believe that the W motifs are masking the NLS via a 
similar mechanism. Furthermore, these truncated proteins are not detectable via an 
anti-Ubx antibody where the epitope has been mapped to the homeodomain (data not 
shown). Therefore, we believe that intra-molecular interactions between the W motifs 
and the homeodomain are interfering with proper nuclear translocation. In addition to 
problems with cellular localization, many of the truncations suffer from reduced 
expression levels. Multiple Gal4 drivers were used with similar results. In attempt to get 
expression of the homeodomain alone we also constructed a GFP-HD fusion construct. 
Although this protein is expressed and localized to the nucleus, it is unable to repress 
Dll (data not shown). 
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! Despite these technical difficulties, several conclusions can be drawn from this 
data. First, we provide in vivo evidence that the W motifs functionally interact with the 
homeodomain. Furthermore, N-terminal sequences may mitigate these intra-molecular 
interactions to allow nuclear translocation under wild type conditions. Second, the Ubx 
homeodomain is not sufficient for Dll repression. Lastly, in combination with the C-
terminal mutants discussed previously in Chapter 3, these studies suggest that while 
none of the sequence motifs are necessary they are sufficient for Dll repression in vivo.
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Figure A1.1 Schematics of mutant Ubx proteins. 
Blue designates W-motifs. Red indicates residues mutated to alanines (PDWL->AAAA, 
YPWM->AAAA, and TAWN->TAAN). All constructs are truncated at the end of the 
homeodomain. 
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Construct Expression Localization Repress Dll
+152;CTΔ ~WT Nuc + Cyto Yes
+152;W1,2&3A;CTΔ ~WT Nuc No
+210;CTΔ ~WT Nuc + Cyto Yes
+210;W1&2A;CTΔ ~WT Nuc Variable
+210;W1,2&3A;CTΔ ~WT Nuc No
+240;CTΔ <<WT ND NA
+240;W1&2A;CTΔ <<WT ND NA
+277;WT;CTΔ None* NA NA
HD None* NA NA
eGFP-HD ND Nuc No
Figure A1.2 Ubx N-terminal 
truncation mutants do not 
express or localize properly.
A. Table describing results from in 
vivo misexpression experiments. 
Multiple Gal4 drivers were used. 
~WT indicates that the expression 
levels looked similar to UAS-UbxWT. 
However, due to issues with nuclear 
localization it was difficult to quantify  
based on immunostaining. <<WT 
indicates that some expression was 
seen by eye but was too weak to 
image. None* means that the levels 
were below detection via 
immunostaining. Nuc indicates 
nuclear localization and Cyto 
indicates cytoplasmic localization. 
ND = Not Determined. NA = Not 
Applicable. B. Thoracic region 
expressing Ubx proteins in T2 via 
the prd-Gal4 driver, stained for Dll 





! Embryonic expression of the transcription factor Distalless (Dll) in the leg 
primordia is necessary for leg development (Cohen, 1990). This early expression of Dll 
is controlled by the 304 enhancer, which contains a Hox-responsive repressor element 
called DMX-R (Gebelein et al., 2004). DMX-R has two Hox binding sites flanking Exd 
and Hth sites (Figure A2.1). Mutation of either Hox site can disrupt reporter expression 
in vivo (Gebelein et al., 2004). However, only the section of DMX-R called DMX-R1, has 
the canonical Hox/Exd/Hth binding site arrangement, making it most useful for analyzing 
the contribution of potential Exd-interaction motifs to cooperative complex formation. 
This is supported by the correlation between the relative abilities for different AbdA 
mutants to cooperatively bind DMX-R1 in vitro and repress Dll in vivo (Chapter 3). 
However, in the case of DMX-R2 where the binding site arrangement is Exd/Hth/Hox, 
mutations in predicted Exd-interaction motifs do not affect cooperative complex 
formation (Figure A2.2). These data are similar to those on the rhoA binding site 
(Chapter 3), suggesting that the functional interaction may be between AbdA and Hth. 
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Figure A2.1. Arrangement of binding sites in the DMX-R element.
Binding sites are color coordinated and the En binding site is underlined. Brackets 
indicate sequences included in the DMX-R1 and DMX-R2 probes.
93
Figure A2.2 AbdA has multiple motifs that mediate cooperative complex formation 
with Exd/Hth. 
(A) Schematics of wild type and mutant AbdA proteins. Diagrams are approximately to 
scale. Homeodomain (HD) in black. Blue designates W-motifs. Green designates the 
UbdA motif (U). Purple designates the RRDR motif (R). Red indicates residues mutated 
to alanines (YPWM->AAAA, TDWM->AAAA, KEINEQ->AAAAAA and RRDR->AAAA). 
(B) Average binding of different AbdA mutants to the DMX-R1 probe. T-tests were used 
to determine if the difference in cooperative binding is significant for a subset of mutants 
(** p-value=0.004 and * p-value=0.031). (C) Average binding of different AbdA mutants 
with Hth-Exd to the DMX-R2 probe. The amount of cooperative complex formation as a 
ratio of wild type binding did not change significantly across the different mutants 
(ANOVA analysis: F(6,26)=1.996 p-value=0.1028).(D) Average binding of different AbdA 
mutants with Hth-Exd to the DMX-R1&2 probe. T-tests were used to determine if the 
difference in cooperative binding is significant for a subset of mutants (** p-value=0.008 
and * p-value=0.035).
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Figure A2.3. Ubx has multiple motifs that contribute to cooperative complex 
formation with Exd-Hth. 
A. Schematics of wild type and mutant Ubx proteins. Diagrams are approximately to 
scale. Blue designates the W-motif. Green designates the UbdA motif. Purple 
designates the QA motif. Red indicates residues mutated to alanines (PDWL->AAAA, 
YPWM->AAAA, TAWN->TAAN and DIWN->DIAN). B. Average binding of different Ubx 
mutants to the DMX-R1 probe. C. Average binding of different Ubx mutants to the DMX-
R2 probe. C. Average binding of different Ubx mutants to the DMX-R1&2 probe. Bar 
graphs represents the mean of n≥3 ratios from independent experiments for each 
mutant. Error bars represent SEM. 
Binding to the composite DMX-R1&2 site appears to be an average of the two sites 
(Figure A2.2). 
! Analogously, mutations in potential Exd-interaction motifs in Ubx display similar 
binding profiles to AbdA mutants on DMX-R1, DMX-R2 and DMX-R1&2 in vitro (Figure 
A2.3). Cooperative binding of Ubx mutants with Exd/Hth to DMX-R1 is drastically 
affected, while binding to DMX-R2 is relatively unaffected and binding to the composite 
site, DMX-R1&2, is an average of binding to the two individual sites (Figure A2.3). Since 
truncation experiments were unable to determine the contribution of individual W motifs 
(Addendum 3), we made a series of mutants where all the W motifs, except for one, are 
mutated and the C-terminus is deleted (Figure A2.3). These studies suggest that the W 
motif closest to the homeodomain is sufficient for cooperative complex formation and 
the ability to rescue cooperative binding decreases with distance from the 
homeodomain (Figure A2.3).
! In contrast to AbdA, where in vitro binding to DMX-R1 correlates with repression 
of Dll in vivo, all Ubx mutants are able to repress Dll, as well as two reporter constructs 
304-lacZ and DMX-lacZ (Chapter 3 and Figure A2.4). We propose that Ubx may have 
an Exd-independent binding mechanism. Future ChIP experiments may address this 
possibility using DMX-R constructs where the Exd/Hth binding sites have ben mutated. 
However, it is also possible that, unlike AbdA, Ubx can utilize both Hox sites in DMX-R 
in vivo. Experiments designed to test the requirement for each Hox binding site were 
inconclusive due to differences between repression mechanisms in the anterior and 
posterior compartments of each segment. DMX-R also contains binding sites for the 
repressor proteins Sloppy paired (Slp) and Engrailed (En) that control Dll repression in 
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the anterior and posterior compartments, respectively (Figure A2.1) (Gebelein et al., 
2004). Future ChIP experiments using these mutated constructs may more precisely 
assess in vivo binding.
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Figure A2.4. Ubx mutants can repress reporter constructs.
A. Ubx mutants are able to repress DMX-lacZ and Dll expression. DMX-lacZ includes 
the entire DMX element as previously described (Gebelein et al., 2004). B. Ubx mutants 
are able to repress 304-lacZ and Dll expression. 304-lacZ recapitulates Dll expression in 
early leg primodria as previously described (Vachon et al., 1992). Prd-Gal4 was used to 
express UAS-Ubx mutants in the second thoracic segment. 
Addendum 3.
Extradenticle: Hox is just a ho without it.
! The interaction between tryptophan-containing motifs (W motifs) and the TALE 
motif in the Exd homeodomain is highly conserved (Mann et al., 2009; Moens and 
Selleri, 2006). The goal of this project was to test the requirement for YPWM-TALE 
interactions for all Hox proteins in vivo. Exd is broadly expressed throughout the embryo 
and itʼs function is regulated at the level of nuclear translocation by its obligate dimer 
partner Hth (Rauskolb et al., 1993; Rauskolb and Wieschaus, 1994). Previously, our lab 
has demonstrated that ubiquitous expression of exd using a tubulin driver can rescue 
exd null flies. To take advantage of the phi-C31 integration system I created an attP-
tubulin-3xFlag-exd transgene so that each construct could be inserted into the same 
location to ensure similar expression levels. However, none of the attP-based rescue 
constructs I generated were able to fully rescue exd in any of the attB landing sites 
used. Phenotypically, the rescued males were highly uncoordinated and sterile due to 
non-motile sperm (data not shown). Western blot analyses suggested that the 
expression levels were insufficient for complete rescue (data not shown). 
! To test the contribution of the TALE motif to cooperative complex formation in 
vitro, we generated a mutant Exd protein with an internal deletion of the three amino 
acids in the TALE motif (ExdΔLSN). Cooperative binding of ExdΔLSN  with Ubx and AbdA 
was reduced compared to wild type Exd, and abolished with Scr and Antp (Figure A3.1). 
These data are consistent with the Hox mutational analyses (Chapters 2 and 3), 
supporting the hypothesis that Ubx and AbdA have multiple modes of interaction with 
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Exd, while Scr and Antp rely on a single W motif. One caveat to these experiments is 
that the DNA binding of the ExdΔLSN-Hth dimer is less than 1/4 of wild type dimers 
(Figure A3.2 green bars). In an attempt to create a TALE mutant of Exd that would 
maintain close to wild type levels of DNA binding ability but interfere with W motif 
interactions, additional constructs were designed and tested in vitro. Unfortunately, all of 
the mutants that demonstrated improved DNA binding (compared to the ExdΔLSN 
mutant) showed a similar increase in complex formation (Figure A3.2). After close 
inspection of the Exd homeodomain structure it appears that the conformation of the 
TALE motif is critical for positioning an adjacent ʻPYPʼ motif to directly contact the DNA 
phosphate backbone (Figure A3.3). Although the ʻPYPʼ motif does not make base-












ng Figure A3.1. Posterior Hox proteins can 
form complexes with ExdΔLSN in vitro. 
Cooperative binding ability of the ExdΔLSN 
mutant. Graph depicts ratios of binding 
abilities (ExdΔLSN -Hox/Exdwt-Hox 
complexes) over several independent 
experiments. EMSAs were conducted as 
described previously using the consensus 
probe fkh250CON (Gebelein et al., 2002; 
Ryoo and Mann, 1999). 
Figure A3.2. Mutations in the TALE 
motif affect DNA binding.
Graph depicts ratios of binding abilities 
for different Exd TALE mutants with 
different Hox proteins or as a dimer with 
Hth. EMSAs were conducted as 
described previously using the 
consensus probe fkh250CON (Gebelein 


















Consistently, when the region between the second and the third helices of the Exd 
homeodomain was replaced with the corresponding region of a consensus 
homeodomain structure lacking the ʻPYPʼ motif, DNA binding was completely lost (data 
not shown). From these experiments and observations we concluded that due to 
structural constraints the ideal Exd mutant (one that interferes with W motif interactions 
while maintaining DNA binding) may not be possible.  
! The identification of non W motifs that mediate cooperative complex formation 
with Exd suggested that Exd might harbor additional Hox interaction motifs outside of 
the TALE motif in the homeodomain (Chan and Mann, 1993; Lelli et al., 2011; Merabet 
et al., 2011; Merabet et al., 2007; Noro et al., 2011; Saadaoui et al., 2011). We sought to 
identify additional sequences in Exd that contribute to Hox-Exd cooperative DNA 
binding. DNA binding experiments using AbdA and different N-terminal truncations of 
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Figure A3.3. Structure of the Exd homeodomain bound to DNA.  
A. Hydrophobic pocket created by the TALE motif (LSN residues indicated). B. TALE-
PYP (LSNPYP) represented as sticks and the mesh represents the surface structure of 
the Exd homeodomain. Oval highlights the polar contact of Tyr25 with the phosphate 
backbone of DNA. Tryptophan of Scr shown in green. Polar contacts are indicated by 




Exd suggested that sequences in the PBC-A domain were required for cooperative 
complex formation (Figure A3.4). Based on these results we conducted an alanine-scan 
of the PBC-A domain assaying interaction with the HM domain of Hth and cooperative 
complex formation with Scr, Ubx and AbdA (Figure A3.5). We also tested the effect of 
deleting a predicted coiled-coil domain (CC) in the PBC-B domain. The heat map in 
Figure A3.4 summarizes the results of these experiments, where green indicates 
cooperative complex formation similar to wild type and red indicates a loss of 
cooperative binding. All mutants were able to interact with the HM domain of Hth as 
tested by co-purification from E. coli. All of the mutants that displayed a reduction in or 
loss of cooperative complex formation (mutants 8, 9, 14 and CC) correlated with a 
reduction in or loss of DNA-binding as a heterodimer with Hth (data not shown). 
Unfortunately, due to the effect these mutations have on DNA-binding it is not possible 
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Figure A3.4. Exdʼs 
PBC-A is required for 
cooperative DNA 
binding with AbdA. 
A. Schematics of Exd 
proteins used. 4th 
indicates an additional 
helix that contributes to 
homeodomain (HD) 
function. B. EMSAs 
were conducted as 
described previously 
using the consensus 
probe fkh250CON 
(Gebelein et al., 2002; 




to discern effects on cooperative complex formation. To test Exd-Hox interactions off the 
DNA, we attempted a series of pulldown experiments using both GST (Glutathione S-
transferase) and MBP (maltose binding protein). However, these experiments were 
uninformative due to a general loss of interaction specificity (data not shown), 
suggesting that DNA-binding contributes to Hox-Exd interactions.
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Figure A3.5. Mutations in the PBC domains of Exd affect DNA binding.
A. Sequences in the PBC-A domain that were mutated to alanines. Each sequential 
section of five amino acids is colored coordinated with a number in the table. B. Heat 
map displaying experimental results. Dark green indicates binding levels similar to wild 
type. Light green indicates a reduction in binding compared to wild type. Red indicates a 
loss of binding. CC is an internal deletion of the predicted coiled-coil in PBC-B.
Chapter 4
Discussion and future directions
!
! Hox proteins have fascinated researchers for decades. Mutations in Drosophila 
Hox genes produce dramatic phenotypes such as the famous antenna to leg 
transformations (Gehring, 1987). At a molecular level, they are equally intriguing, 
displaying distinct functional specificities despite the potential for promiscuous DNA-
binding. The classic example of this “specificity paradox,” Hox genes provide a valuable 
system for studying transcription factor function and gene regulation. The goal of my 
work was to understand how Hox proteins use cofactors, such as the PBC proteins 
Extradenticle and Homothorax, to increase their functional specificity. The mutational 
analyses described here have provided us with an expanded view of how Hox proteins 
functionally interact with cofactors. However, as with most research projects, this work 
poses more questions than it was originally designed to address. How do different 
motifs contribute to specificity? How do complexes using different modes of interaction 
differ structurally? What is the evolutionary relevance of having multiple motifs? How do 
interactions with cofactors other than Exd contribute to in vivo binding of Hox proteins?
How could different modes of interaction contribute to specificity?!
! Recent studies from our lab demonstrate that cooperative complex formation with 
Exd reveals latent specificities of Hox proteins (Slattery et al., 2011). One way this is 
accomplished depends on interaction with Exd to position residues between the YPWM 
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and the homeodomain, called the specificity module, to recognize the sequence-
dependent DNA structure in the minor groove of specific targets (Joshi et al., 2007; 
Rohs et al., 2010). Therefore, in the case of Scr and Dfd where a single W motif is 
required for Exd-dependent functions, specificity is likely dictated by the homeodomain 
and the specificity module (Joshi et al., 2010). However, other mechanisms may exist 
for for Hox proteins that have additional modes of cofactor interaction. For example, 
based on a series of point mutations in the Ubx UbdA motif (Chapter 3), we postulate 
that the UbdA motif contributes to DNA-binding by either modulating homeodomain 
function or directly participating in DNA recognition. Furthermore, the RRDR motif of 
AbdA and the QA motif of Ubx are both positioned close to the UbdA motif and may 
function in a similar manner, perhaps to modulate the function of the UbdA motif. It has 
been suggested that motifs may functionally interact to control specificity (Merabet et 
al., 2011; Saadaoui et al., 2011). Our data is not inconsistent with this idea. However, 
until we have a better structural understanding of how these motifs interact with 
cofactors and DNA it will be difficult to say how these motifs contribute to specificity. 
Therefore, future structural studies should use larger and perhaps mutant proteins on 
different target sites to address these issues. 
! Additionally, SELEX-seq experiments are under way to determine how mutating 
different motifs affects the specificity of Ubx and AbdA. Based on the data described 
here, we would predict that different subsets of binding sites would be recognized 
depending on the mode of interaction. However, the current SELEX-seq data available 
uses a homeodomain-less isoform of Hth called HM.  Although the HM isoform is 
sufficient for many Hox-related functions, including activation of fkh250-lacZ (Noro et al., 
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2006), future experiments using full-length Hth will provide a more complete list of 
possible Hox binding sites by including sites that require Hth DNA-binding, such as the 
DMX-R and different binding site arrangements such as Hox/Hth/Exd. These sites 
would provide helpful tools for characterizing Hox-Hth interactions. Including the Hth 
homeodomain may also increase the flexibility of the complex, allowing for all modes of 
interaction to contribute to specificity. This may be particularly important for Hox proteins 
such as Ubx and AbdA that require Hth binding for many of the currently identified target 
sites (Gebelein et al., 2004; Li-Kroeger et al., 2008). In vertebrates, the Hth homologs 
Meis and Prep also contribute to Hox functions (Moens and Selleri, 2006). Therefore, 
understanding how Hth and itʼs homologs contribute to binding site selection would 
provide further insight into how complex flexibility contributes to specificity. Lastly, 
comparing the Exd/HM and Exd/Hth SELEX-seq data sets would determine the 
contribution of Hth to the binding specificities of different Hox proteins. For example, 
Hox proteins with only a single mode of interaction, such as Scr and Dfd, should have a 
smaller, more restricted set of binding sites; whereas Hox proteins with multiple modes 
of interaction should have a larger, more diverse array of possible binding sites. 
Assaying different Ubx and AbdA mutants in this context may help to parse out which 
configurations contribute to binding at different sites.
! Although these in vitro experiments would provide valuable information regarding 
binding site composition, locating relevant binding sites in vivo is challenging with such 
short sequences. The generation of different genomic rescue constructs would provide 
powerful tools to address specificity in vivo. First, these constructs could be used to 
conduct more comprehensive phenotypic analyses by avoiding the lethality associated 
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with ectopic misexpression of Hox genes using the Gal4-UAS system. Moreover, 
barring any dominant negative effects, combining genomic rescue constructs with the 
flp-FRT system would allow for tissue specific rescue of individual Hox proteins at 
endogenous levels. Second, if constructed with an efficient epitope tag these constructs 
could also be used for ChIP-seq or ChIP-exo analysis to identify target sites (Rhee and 
Pugh, 2011). Furthermore, pairing these experiments with tissue specific expression of 
a nuclear tag could provide additional refinement using nuclear immunoprecipitation to 
first isolate nuclei from specific cells.
Comparing Ubx and AbdA
! The posterior Hox proteins Ubx and AbdA are similar in many aspects. First, both 
are abdominal Hox proteins that have some overlapping targets such as Distalless and 
dpp (Capovilla et al., 1994; Vachon et al., 1992). Second, their homeodomains differ by 
only three amino acids. SELEX-seq results demonstrate that they recognize similar 
binding sites (Slattery et al., 2011). Third, both are able to repress wing genes such as 
spalt (Galant et al., 2002). Lastly, both have multiple motifs that mediate cooperative 
complex formation with Exd in vitro (Chapters 2 and 3). However, despite many of these 
similarities AbdA and Ubx behave very differently in the mutational analyses described 
here. For example, while the overall in vitro binding profiles of mutant proteins are 
similar (Addendum 2), corresponding mutants display dramatically different 
functionalities in vivo (Chapter 3). One very simple explanation for these results could 
be that the truncated Ubx proteins used for in vitro analyses do not adequately 
represent the binding capabilities of the wild type Ubx protein in vivo. Another 
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explanation could be that Ubx has an Exd-independent binding mechanism or that other 
binding mechanisms not affected by the mutations function redundantly. Future ChIP 
experiments analyzing Ubx binding at sites where the Exd/Hth sites have been mutated 
would determine if Ubx can bind without Exd/Hth. However, determining if other binding 
mechanisms are contributing to Ubx function will be more challenging due to differences 
between repression complexes in the anterior vs posterior compartments. Mutational 
analyses of the DMX-R element demonstrate that repression in the posterior 
compartment is highly sensitive to mutations, whereas the anterior compartment is more 
resilient (Gebelein et al., 2004). Furthermore, based on the observations that En can 
cooperatively interact with Ubx and AbdA, we speculate that repression in the posterior 
compartment is mediated by a highly cooperative protein complex containing: Hox, En, 
Exd and Hth and that perturbation of this complex in any way can result in derepression. 
In contrast, no cooperative binding is observed between Slp and Hox proteins, 
suggesting that these complexes may be more flexible (Gebelein and Mann, 2007). 
Furthermore, Ubx is only expressed in the anterior compartments of the abdomen 
suggesting that evolutionary pressures on Ubx and AbdA may differ with respect to Dll 
regulation. Therefore, it is possible that because AbdA is responsible for repressing Dll 
in the posterior compartments it most effectively utilizes the first Hox site that is adjacent 
to the En binding site. This hypothesis is supported by the correlation between in vitro 
binding on DMX-R1 and Dll repression in vivo (Chapter 3). Similarly, since Ubx is only 
expressed in anterior compartments and coordinates Dll repression with Slp, Ubx may 
be able to more efficiently utilize both Hox binding sites. This hypothesis would provide 
one explanation for why, despite similar binding abilities on DMX-R2 in vitro (Addendum 
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2), only Ubx mutants are able to repress Dll in vivo. Future studies aimed at 
understanding the difference between the binding mechanisms in the anterior vs 
posterior compartments would help to discern how Ubx vs AbdA and En vs Slp control 
Dll regulation.
! Despite these discrepancies regarding Dll repression, AbdA is more posterior to 
Ubx and, according to phenotypic suppression, will dominate over Ubx. Based on the 
data presented, the quantity and quality of AbdAʼs Exd-interaction motifs should 
outcompete Ubx for binding and regulation of shared targets. Since both proteins 
repress Dll it is not possible to test this hypothesis in the context of DMX-R; however, 
Ubx activates expression of fkh250CON-lacZ. Future in vivo competition experiments 
would address if the same principles that applied to Scr and AbdA apply to two Hox 
proteins with multiple motifs. However, one caveat to these experiments, and those 
presented in Chapter 2, is that we cannot control for the possibility that repressive 
mechanisms dominate over activation. Ideally, a reciprocal system where the more 
anterior protein represses and the posterior protein activates target gene expression via 
the same binding site would address this caveat. Unfortunately, no such enhancer 
exists to date. Hopefully, future studies will identify a site suitable for these studies.
Vertebrate Hox-cofactor interactions
! Unlike Drosophila, which has a single copy of each Hox protein, vertebrates have 
multiple paralogous copies of the Hox clusters with a total of 39 Hox genes. Additional 
copies of the Hox cofactors including: four Pbx genes, the ortholog of Exd, four Meis 
and two Prep genes, the Hth orthologs (Moens and Selleri, 2006), further increase the 
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potential complexity of the vertebrate Hox-cofactor code. However, due to a general 
lack of direct targets and complications from genetic redundancy, most studies 
analyzing Hox-cofactor interactions have focused on the genetic requirement for 
tryptophan containing motifs. All vertebrate Hox proteins, except some of the AbdB 
orthologs in paralog groups 11-13, have W motifs that facilitate interactions with Pbx 
proteins (Moens and Selleri, 2006). Similar to Scr and Dfd, some vertebrate Hox 
proteins require a W motif for some functions (Delval et al., 2011; Knoepfler et al., 2001; 
Remacle et al., 2004; Schnabel et al., 2000; Vitobello et al., 2011; Yaron et al., 2001). 
For example, targeted mutagenesis of the murine Hoxa1 W motif parallel the Hoxa1 
loss-of-function phenotype during hindbrain-patterning (Remacle et al., 2004). However, 
other functions such as neural crest cell migration and cranial nerve development are 
not as severely affected as the Hoxa1 loss-of-function animals, suggesting that the W 
motif is required in a context dependent manner (Remacle et al., 2004). Other studies 
have also demonstrated differential requirements for W motifs (Fischbach et al., 2005; 
Knoepfler et al., 2001; Shen et al., 2004). In the case of Hoxb6, overexpression of either 
wild type or W motif mutant proteins in bone marrow cells increases cell proliferation 
and self renewal as well as formation of immortalized myeloid cell lines (Fischbach et 
al., 2005). However, co-expression of Meis1 synergizes with Hoxb6 overexpression 
during acute myloid leukemia progression (Fischbach et al., 2005). Therefore, the 
functional interaction may be between Hoxb6 and Meis1 in a similar manner to AbdA 
and Hth on the rhoA binding site (Li-Kroger et al., 2006). Identification of direct targets 
and binding sites will address whether cooperative complex formation between Hobx6 
and Meis can explain the W motif-independent function of Hoxb6. It has also been 
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shown using yeast two-hybrid assays that some Hox proteins can interact with Meis 
proteins, further supporting the possibility that Hox-Meis interactions could contribute to 
some Hox functions (Williams et al., 2005). In the case of Hoxb8, mutation of the W 
motif causes dominant homeotic transformations similar to loss-of-function phenotypes 
for other Hox proteins (Medina-Martinez and Ramirez-Solis, 2003). One explanation 
could be that removal of the autoinhibitory effect of the W motif may allow Hoxb8 mutant 
proteins to outcompete other Hox proteins for DNA-binding (Medina-Martinez and 
Ramirez-Solis, 2003). The ability for mutant Hox proteins to display hyperactive 
functions when the W motif is mutated has also been observed for the Drosophila Hox 
protein Labial (Chan et al., 1996). Identification of direct binding sites would allow for 
ChIP analyses to test this hypothesis. Additionally, data from hematopoietic stem cells 
suggest that regions outside of the W motif and the homeodomain contribute to Hox4-
induced self-renewal (Iacovino et al., 2009). These studies and those described in this 
thesis argue that multiple motifs often contribute to Hox/cofactor cooperative binding 
and function. Therefore, the existence of non W-motifs must be addressed before 
declaring that a Hox readout is or is not cofactor-independent. Further studies are also 
needed to determine the contribution of Hox-Meis and Hox-Prep interactions to Hox 
specificity.
! A recent study using different ChIP-based assays suggests that Pbx1 may 
function as a pioneer factor for Estrogen Receptor alpha (ERα) recruitment to known 
binding sites in breast cancer cells (Magnani et al., 2011). Depletion of Pbx1 using 
short-interfering RNAs decreased ERα binding at sites predicted to have Pbx1 pre-
loaded on the DNA (Magnani et al., 2011). Binding of ERα at sites predicted to be Pbx1-
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independent were largely unaffected (Magnani et al., 2011). Although it is unknown if the 
ability for Pbx to function as a pioneer factor affects Hox-related functions, it is possible 
that alterations in DNA accessibility may be another way cofactors can affect Hox target 
specificity. To date it is unknown if the Drosophila homolog Exd is also capable of acting 
as pioneer factor. Future studies will hopefully address the molecular mechanisms 
allowing Pbx and/or Exd to function as both pioneer factors and cooperative cofactors 
and how these two functions can work together to regulate gene expression.    
Hox specificity in the era of genome-wide studies.
! Recent genome-wide studies demonstrating widespread binding of site-specific 
transcription factors highlight the role of DNA accessibility and question the importance 
of DNA-binding specificity in gene regulation (Biggin, 2011; Li et al., 2008; MacArthur et 
al., 2009; MacQuarrie et al., 2011). Some members of the field suggest that instead of 
discrete binding events at specific target loci, transcription factors bind to the majority of 
genes and that the level of occupancy correlates with regulation (Biggin, 2011). While 
DNA accessibility likely significantly contributes to transcription factor binding, several 
lines of evidence argue against the ʻQuantitative Continuaʼ hypothesis. First, models 
generated using genome-wide binding data suggest that within regions of open 
chromatin transcription factor binding can be predicted based on sequence specificity 
(Kaplan et al., 2011). Second, many of these studies use whole embryo ChIP-chip data, 
averaging binding across many dynamic tissue types. Using tissue-specific ChIP-exo 
may refine the number the of binding events (Rhee and Pugh, 2011). Lastly, as 
described here, small mutations outside of the DNA binding domain can have significant 
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effects on in vivo regulation. If specificity does not contribute to target gene regulation, 
than activity regulation should not be affected as long as the innate DNA-binding ability 
of transcription factors is preserved. As demonstrated by clonal repression of the wing 
gene spalt (Figures 2.5, 3.2, 3.6, 3.13) all of the mutants generated are able to bind and 
regulate target genes. Furthermore, mutations in different sequence motifs, outside of 
the homeodomain, affect gene regulation in a site specific manner (Chapter 3). These 
data all suggest that DNA-binding specificity contributes to transcription factor target 
gene regulation and argues against a widespread quantitative model. 
! Although the work described here focuses on only a subset of Drosophila Hox 
proteins, it begins to address mechanisms by which a relatively small number of 
transcription factors can regulate thousands of genes in response to a myriad of intra- 
and intercellular signals. Hopefully, future research will build upon this work to further 
integrate different mechanisms of transcription factor specificity into the complex 
process of gene regulation.
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Appendix 1.
Hox Specificity: Unique Roles for Cofactors and 
Collaborators.
Richard S. Mann, Katherine M. Lelli, and Rohit Joshi, Hox Specificity: Unique Roles for 
Cofactors and Collaborators. In Olivier Pourquie, editor: Current Topics in 
Developmental Biology, Vol. 88, Burlington: Academic Press, 2009, pp. 63-101.
!
! I have included this chapter to provide the reader with a more detailed 
background into Hox-cofactor interactions. My specific contributions included: creating 
the logos in figures 3.2, generating the images of the structures presented in Figures 
3.4 and 3.5 and curating all of the known Hox targets to generate Table 3.1. I was also 
in charge of the referencing.
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