Abstract. In this paper we study the following problem: given an integer array A[1 . . n], is there a word w of length n over arbitrary alphabet Σ such that
Introduction
The Morris-Pratt algorithm [14] , first known linear time pattern matching algorithm, is well known for its simple, yet beautiful concept. It simulates a forward-prefix-scan deterministic finite automaton for pattern matching [2] , using a carefully chosen failure function π (also known as a border array). The algorithm utilizes an array of values of the function for successive prefixes of the pattern. It behaves like the automaton in the sense that it reads each symbol of the text once and simulates the transition of the automaton. Determining the transition of this automaton may take even linear time (in the length of the pattern) for some symbols of text. Nevertheless, the amortized time per transition is constant, and the required values of the prefix function can be calculated beforehand in linear time in a similar fashion.
The failure function itself is of interest, as for instance it encodes all the information about the periodicity of the word. Therefore it is often used in word combinatorics and numerous text algorithms, see [2] [5] [6] . The Morris-Pratt algorithm has many variants. In particular, the KnuthMorris-Pratt algorithm [12] works in exactly the same manner, but utilizes a slightly different failure function, namely the KMP array π (or strong failure function). The time bounds for KMP algorithm are precisely the same as for MP algorithm, but KMP has smaller upper bound on delay -for KMP this bound is O(log m), whereas for MP it is O(m), where m denotes the length of the pattern. Both bounds are known to be tight.
One of the recent trends in text algorithms and word combinatorics is a study of validation of different text functions -that is, given an array of numbers A, is there a word w such that A is the array of values of some text function on w (like, π, prefix, suffix etc.), see for example [3] , where prefix is considered.
We investigate the following problem: given an integer array A[1 .
. n], is there a word w over arbitrary alphabet Σ, such that A[i] = π w [i] for all i, where π w denotes the failure function for w of the Morris-Pratt algorithm? If so, what is the minimum cardinality of the alphabet Σ over which such word exists? Pursuing these questions is motivated by the fact that very often one is interested only in values of π w for every prefix of a word w rather than the word itself, so it makes sense to ask, whether there is a word w such that A = π w for a given array A. We are interested in an online algorithm, meaning that the values from the input array are given one-by-one, and we are required to output the answer after reading each such single value. The maximal time spent on processing a single piece of input is the delay of the algorithm, and whenever this delay is constant, we say that the algorithm is real time. 
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This problem was addressed already by other researchers. In particular, a linear algorithm for determining the minimum size of Σ is known [11] . In fact, a simple linear online algorithm for this problem is known [7] , though it has a min(n, |Σ|) delay. We prove that |Σ| = O(log n) and then provide online real time algorithm working in RAM model (i.e. we assume that we are allowed to manipulate Θ(log n)-bits long machine words in a single step) and using O(n) bits. It can be shown that Ω(n) bits of space are necessary, if the algorithm cannot re-read the input.
Then we turn our attention to π . There is an offline linear bijective transformation between π and π . This transformation can be performed without access to the word but only to the arrays themselves, thus checking whether there exists w such that A = π w can be done in linear time. On the contrary, our online linear algorithm is rather involved and it is the first polynomial algorithm for this problem. The procedure uses LCA queries on suffix trees as subroutine, thus it works in RAM model. We conjecture, that the suffix trees can be eliminated by deeper combinatorial insight.
The problem was already investigated for a slightly different variant of π [7] -the function g considered can be expressed by π as g[n] = π [n − 1] + 1. The aforementioned bijection between π and π cannot be applied to g, as it essentially uses the value π[n] = π [n], which is not available. Still, an offline algorithm for this problem is known [7] . No known polynomial upper bound on its running time was shown and there are instances on which it needs Θ(n 2 ) time. Our algorithm needs just changes of indices in order to validate A as g instead of π , thus improving the known upper bound.
In our work we not only give fast algorithms for considered problems, but also expose some combinatorial properties of π and π which can be of independent interest. For example, we show that
and any Σ.
Preliminaries
For w ∈ Σ * , we denote the length of w by |w|. For v, w ∈ Σ * , by vw we denote the concatenation of v and w. We say that u is a prefix of w if there is v ∈ Σ * , such that w = uv. Similarly, we call v a suffix of w if there is u ∈ Σ * , such that w = uv. A word v that is both a prefix and a suffix of w is called a border of w. By w[i . . j] we denote the subword v of w, such that w = uvx, |u| = i − 1 and |uv| = j. In particular, w[i] = w[i . . i] denotes the i-th letter of w. We call a prefix (respectively: suffix, border) v of the word w proper if |v| < |w|.
For a word w the failure function π w is defined as follows: For i = 1, 2 . . . , n, π w [i] is the length of the longest proper border of w[1 . . i]. By π (k) w we denote π w composed k times with itself, namely π (0)
. This convention applies to other functions as well. We omit the subscript w in π w , whenever it is unambiguous. (1) it is a proper one,
These allow us to present the well-known algorithm that calculates the values of the failure function in linear time. An example of calculating π according to Compute-π is given on Figure 1 . It is well-known, that π w and π w can be obtained from one another in linear time, using additional lookups in w to check conditions of the form w[i]
What is perhaps less known, these lookups are not necessary, i.e. there is a bijection between π w and π w . Values of this function, as well as its inverse can be computed in linear time. The correctness of the below two procedures follows from two observations:
Compute
3 Online π verification
Let T be a graph with V (T ) = {1, 2, . . . , n} and directed edges Figure 2 for an example. Clearly T is a directed tree: each vertex except the vertex 1 is adjacent with exactly one outgoing edge and, by (1), the graph is acyclic. Vertex 1 is the root of T and all the edges are directed towards it. Therefore we use the standard notion father[i] to denote the unique out-neighbor of i for i > 1. We also call i an ancestor of i > 1 if i = father (k) [i] for some k > 0 (note that i is not its own ancestor). Define a similar structure T with π instead of π:
For some i this may equal to 0, in such case no edge is present. Thus T may be a forest. By (3)- (4) father [i] can be expressed using π:
Our approach to validate A as π is as followswe assume that A = π w for some word w and (implicitly) construct T , T using A instead of π. Using those graphs we detect invalidity of A as soon as it occurs.
Since the graphs T and T is uniquely defined by the table A we apply terms father, ancestor etc. also to the table A.
Edges in T reflect the comparisons done by Compute-π(w) for each symbol of w (vertex of T ). In what follows, we formalize the connection between ancestors in T and equalities and inequalities between certain symbols of w that hold if A = π w . The above fact follows from the way Compute-π works. Refer to Figure 2 for an example. Using T a slightly stronger statement can be formulated:
The following criteria follow from Fact 2: if A = π w for some w then
By easy induction on i it can be shown that (5) implies (1) and (2).
while j > 0 and
Conditions (5)- (6) are necessary and sufficient for the A to be valid π function [7] . They yield a simple algorithm for testing, whether A is a valid π table and calculating the minimal size of alphabet required [9] .
Criterion (6) is quite compact, but we use a more complicated version (7) , to this end the following definition is needed: Definition 1. Let ∼ denote the reflexive, symmetric and transitive closure of the following binary relation
Then it can be easily shown by induction that (6) is equivalent to
is the first of its equivalence class on the path in T from i to the root.
This observation allows a more sophisticated algorithm for checking validity of A -for all i a set of candidates for π[i] is kept. The sets of candidates satisfy a simple recursive formula [8] :
Instead of repeated checking on the path to the root, the checks are made at the node [8] . After this modification the algorithm runs in time and space O(n) and has O(min(n, |Σ|)) delay [8] . Those results are not obvious, as a set of candidates is kept at each node. But the total amount of all such valid candidates is linear, due to result of Simon [15] . Hence an algorithm from [8] achieves a logarithmic delay. Both of the above algorithms use linear number of machine words (or, in other words, as much as Θ(n log n) bits). It can be shown that at least Ω(n) bits are necessary in the streaming setting, in which we get the values one-by-one (i.e. we cannot re-read the input):
Theorem 3. Deterministic streaming verification of π or π array of length n requires Ω(n) bits of memory.
An intriguing question arises -are those O(n) bits of memory enough? One can show that there are at most c n valid π arrays of length n, for some constant c, so it should be possible. We show that, at least in case of π validation, O(n) bits are indeed enough, even in the online setting. The running time is still linear and the algorithm is real time.
First let us take a closer look at Validate-π(A). Assuming that is has already processed the prefix A[1 . . i − 1], we know that it is a valid π array. Thus we may calculate its corresponding is among the ancestors of i in T and if so verify whether it is a valid candidate for π for a new position attached to this path, i.e. that no lower ancestor in T was assigned the same letter. We also extract this letter. To perform those operations efficiently, we store O(log 2 father [x]) bits of information for each position x. We show that the total size of this storage is O(n) and yet we are be able to quickly extract information concerning a given x. To this end, we upper bound the number of large values of π . First we need more insight into the structure of π array. Each i, such that π Proof. Assume otherwise -there are three occurrences whose marked prefixes overlap each other. Observe that no two such occurrences can begin or end at the same position. We show that there cannot be many long occurrences. More precisely: Let i be the smallest among their ending positions (see Figure 3) . As all marked blocks overlap, we know that w[1 . . len] has two different periods a > 0 and b > 0 such that a + b ≤ 2 · 2 k ≤ len. So, from the periodicity lemma gcd(a, b) is also its period. But it means that all those three occurrences expect the same letter y = x at position i + 1, so they all should end right there. letters and consider one of those subblocks. Mark the first 2 k characters of each occurrence corresponding to such value of π . All marked letters must occur in a block of length 2 k+1 − 1 (see Figure 4) and from Lemma 3, no position is marked more than twice. Thus there cannot be more than 2· to identify x, as the rest can be calculated from the number of the block, in which it is kept. To get to the information associated with any given index x, we iterate through at most 12 blocks, starting from the block no. 12 . Hence, for k = 1, 2, . . . , b(x), binary encodings of at most 2 of the ancestors in T of x are of length exactly k. We store this information as shown on Figure 5 : there are two slots for each value of k. Each valid candidate of x is written in the leftmost unoccupied slot it fits to. This makes checking whether y is among valid candidates of a given x particularly simple: just check its two possible locations. Afterwards we change the corresponding flag to 0.
The other operation we need to perform is adding a new index i. Whenever we do that, we need to copy all ancestors of father We cannot afford to perform the copying eagerly, as there might be as much as log n machine words that need to be copied. We use a lazy approach instead, keeping a list of memory chunks (each of them possibly consisting of many machine words) that should be copied. After processing each index, we move a constant number of words from this list.
ancestors active 0101 . . . 01011 Fig. 5 . Information kept for a single index.
Assume that there are αb(x) words that need to be copied for a single index x and that after processing each position, we copy up to β words from the list. Whenever there are many elements on the list, we choose the one corresponding to the smallest value of b(x) (this can be easily performed in O(1) time if we keep many lists and bit vector of those that are nonempty). For technical reasons, we start copying words associated with x not earlier than after processing index divisible by 2
. Now we are ready to prove that:
Lemma 5. All information associated with x is successfully copied after processing at most 2
positions.
Proof. Consider a recursive equation c 0 = 1 and c n+1 = 2c i + 12. Clearly c n ∈ Θ(2 n ), so take β, such that c n < β2 n . Imagine that after processing one position, we get β chips and the copying of a single word costs us one chip. We say that a block [ 2 k , ( + 1)2 k ) is properly responsible for copying the information about x, if b(x) = k and
) is responsible for copying x if it is properly responsible for x or one of the blocks [ 2 k , 2
) is responsible for x. It is easy to see that each block is responsible for at most c k elements. We show by induction on k, that each block of length 2 k manages to copy all the information about x'es, it is responsible for, if we do not consider elements with b(x) > k and none of the blocks copy elements it is not responsible for. For k = 0 the thesis is obvious: there is at most one element the block is properly responsible for. Consider the induction step and a block [ 2 k , ( + 1)2 k ). Both of its subblocks manage to copy their elements, hence we only need to carry about the elements, for which it is properly responsible. Since they are available for copying at position 2 k , it is enough to show, that we have enough chips to pay for them. The total cost of copying is at most 2c k−1 + 12 = c k and we have β2 k , enough.
Just before we put pointer to the block of memory corresponding to x on the list of chunks that should be copied, we update its w[x], bit vector of valid candidates, and insert father [x] on its ancestors list. We also lit a special flag meaning that the rest of its content has not been copied yet. When we need to extract some information from the block of memory corresponding to some index, it might happen that copying of its content has not finished yet. In such case, we look at the block of memory corresponding to its father . If it is also not ready yet, we look at its father (2) , and so on. Lemma 2 and Lemma 5 guarantee that a constant number of such lookups are enough to get to an ancestor with all ancestors already copied. This give us an algorithm which is both time and space optimal:
Theorem 4. π array of length n can be validated in real time using O( n log n ) machine words of Θ(log n) bits.
The above construction can be greatly simplified if Θ(n) machine words are used while retaining constant delay, see Validate-π-RAM in the appendix.
Online strong prefix function validation
While we already know a simple algorithm Compute-π-From-π , which computes π w out of π w , this algorithm is not online, as it starts computation from the last element of π . Moreover, it assumes that π [n] = π[n], which does not hold for online setting. Therefore in order to validate online A as π w for some word w and calculate the minimum size of required alphabet, we have to do better. In general, we still try to recover π out of π first and then use Validate-π for π to check validity of it and calculate the minimum size of required alphabet. But this time the task is much harder.
until not change High level idea of the algorithm is as follows: imagine information on A as a set of points (i, A[i]). The algorithm keeps a maximal candidate function π w , such that A = π w : for each other π w , such that π w = A, it holds that π w [i] ≤ π w [i] for each i. We think of π as a collection of maximal slopes: a set of indices i, i + 1, . . . , i + j is a slope, if
When new letter is read, we have to update π w or claim that there is no such word. It turns out, that only the last slope has to be updated. Formally, the following invariants are kept by the algorithm after reading A[1 .
Please note, that after reading i input symbols we recover π[1 . . i + 1]. The algorithm keeps also some additional data structures. It can be shown, that (i1)-(i3) imply a stronger property, which is essential for future analysis
for all j not on the last slope.
Theorem 5. Validate-π correctly computes π w , such that A = π w and calculates the minimum size of the alphabet required. . An obvious solution is treating A as a text (over an alphabet of at most n letters) and building its suffix tree. Then checking whether two fragments are the same is essentially a lowest common ancestor query, which can be performed in constant time, even if allow both LCA queries and adding leaves to the tree [4] . There is one problem, though: most of the existing linear time suffix tree construction algorithms [13] [16] assume that the alphabet is of constant size. The only algorithm [10] achieving linear complexity without this assumption we are aware of does not work in an online fashion and as such is inappropriate for our purposes. Of course one can simply write each value of π [i] in binary and get a text over a constant size alphabet, but doing so in a naive way results in a text of size n log n bits and the same running time. We need a slightly more refined approach: when encoding the values of π , we omit all the leading zeroes and add special separators between encodings of two consecutive values. For example 1 can be encoded as 10, 0 as 00 and 11 is used as separator. The size of the resulting description is clearly O( i log π [i]) bits. 
Theorem 6. Validate-π runs in linear time.
Note that since Validate-π keeps the function π[1 . . i + 1] after reading input A[1 .
. i], then no changes are needed to adapt it to function g(i) = π [i − 1] + 1 used in [7] .
Open problems
Our algorithms work in RAM model. So, two interesting questions remain:
1. Is there a real time algorithm for validating A as π in the pointer machine model? 2. Is there a linear time algorithm for validating A as π in the pointer machine model? Also, is it possible to achieve smaller delay in validating A as π ? Doing so requires eliminating LCA queries on suffix trees from the construction. We believe it can be done with better understanding of the underlying word combinatorics. In particular, to obtain a real time algorithm for this problem, removing the suffix trees from the construction seems to be necessary.
We also believe that investigating the asymptotic behaviour of the number of valid π arrays of length n would be an interesting combinatorial exercise. [i] for some k ≥ 1.
Proof. When calculating the candidates for π[i] we look at the sequence of values father[i], father (2) [i], . . . but whenever w[father ) [i]], we can safely skip father (k+1)
[i]. The largest value i such that i = father
Proof. First observe that if π
[n] are periods of w[1..n]. Since their sum is at most n 2 + 1 + n 2 = n + 1, by periodicity lemma also gcd(n − π[n], n − π (2) [n]) is a period, hence π[n] − π (2) [n] is a period as well. Therefore 
2 . Consider vertex i, such that father (3) [i] = i 1 . Then father [i] ≥ i 3 , since father (2) [i 3 ] = i 1 . Therefore father (3) [
which ends the proof.
B.1 Simpler algorithm Validate-π-RAM
The simpler version of our real time π validation algorithm also works in RAM model. Since Σ = O(log n) then also candidates[i] has at most O(log n) elements. Instead of keeping information on all of them we shall just remember, what is their depth . This can be encoded in a bit vector using only a constant number of machine words. is really an ancestor of i and perhaps it is not the first node on path from i to the root with this letter -it is only known, that its depth is correct. In order to deal with those problems we employ data structures [1] , working in RAM model, which supports the level ancestor query: LevelAnc(i, d ) for a node i at depth d returns ancestor j of i at depth d − d . The data structure used [1] works for dynamic trees (i.e., with possible addition of new elements) and has a constant time per query and addition of new node.
To use this data structure, each node should have two additional fields: depth and depth . We treat bit vectors as ordinary tables, e.g. 
