Abstract. In this paper, an integrated offline recognition system for unconstrained handwriting is presented. The proposed system consists of seven main modules: skew angle estimation and correction, printedhandwritten text discrimination, line segmentation, slant removing, word segmentation, and character segmentation and recognition, stemming from the implementation of already existing algorithms as well as novel algorithms. This system has been tested on the NIST, IAM-DB, and GRUHD databases and has achieved accuracy that varies from 65.6% to 100% depending on the database and the experiment.
Introduction
"Optical character recognition (OCR) is a topic nearly as ancient as the computer. A survey by Harnon [1] in 1972 cites nearly 130 works, among them some significant results for our problem of recognizing handwritten words. A more recent tutorial, in 1985, by Srihari [2] didn't show any significant progress for this problem. Pattern recognition researchers, among them Eden and Rosenfeld, undertook the task, but did not pursue it. Thus handwritten word recognition acquired the reputation, a very difficult if not impossible problem." (Jean-Claude Simon, 1992) [3] .
This was the situation in 1992, and although it would be incorrect to say that no progress has been achieved since then, the problem of handwritten recognition, especially as far as script or unconstrained handwriting is concerned, still remains open. Many new approaches have been proposed concerning integrated systems [4] , specific applications [5, 16] , and various languages [6] . Through co-operation and competition a lot of work has been done not only in recognition but also in the required preprocessing stages of an OCR system [7] . There are even large companies (e.g., ABBYY, Parascript) that have presented integrated systems for handwritten character recognition. However, these systems require certain restrictions, such as small skew angle, well-segmented characters, training for certain forms, etc.
In this paper, an integrated offline recognition system for unconstrained handwriting is presented. The proposed system consists of seven main modules stemming from the implementation of already existing algorithms (line segmentation, word segmentation) as well as novel algorithms (skew angle estimation and correction, printed-handwritten text discrimination, slant removing, character segmentation and recognition).
After a brief presentation of the system in the following section, each task is described in detail in Sects. 3-9. Then, in Sect. 10 three series of experiments are described for evaluating the proposed system, and the conclusions drawn by this study are presented in Sect. 11.
System presentation
In this paper an integrated system for unconstrained handwriting is proposed. In the strong belief that the preprocessing stage of an OCR system is at least equally important as the recognition part, we paid special attention to all the preprocessing stages. Thus, our system, presented in Fig.1 , copes with the following tasks: -Skew angle estimation and correction: several methods have been proposed to solve the problem of skew detection [8, 9] . Analytical reviews regarding these methods can be found in [10, 11] . Although many of these approaches are satisfactorily accurate and fast, they are designed to handle printed documents in general. The few proposed methods for handwritten or mixed (i.e., handwritten and printed) documents concern specific applications [12] . Chin [13] analyses this problem and emphasizes that the methods which handle printed pages successfully do not successfully manage handwritten pages very well or even if they do the computational cost is great. Our approach concerns general-purpose applications and can handle handwritten, printed or mixed documents. -Printed-handwritten text discrimination: in recent years, several page segmentation techniques have been proposed concerning text areas in document images as well as regions with different textures than that of the background or that of the graphics. Anil K. Jain [14] proposed a method for document image segmentation based on a multi-channel filtering approach using Gabor filters, while Etemad [15] uses a multiscale wavelet packet representation. In our system we consider the particular problem of discriminating between handwritten and machine-printed text. -Line and word segmentation: a variation of an already existing approach described by Shridar and Kimura [8] is employed since it combines ease of implementation and high accuracy results. -Slant correction: the most commonly used method for slant estimation is the calculation of the average angle of near-vertical strokes [16, 17, 18] . This approach requires the detection of the edges of the characters and its accuracy strongly depends on the specific characters that compose the word. Shridar [8] presents two more methods for slant estimation and correction. In the first one, the vertical projection profile is used while the second one makes use of the chain code method. Our approach is based on a simple algorithm and achieves a very low response time while being character independent. -Character segmentation: the majority of the existing segmentation algorithms use rules that have been extracted by empirically observing human writing. Thus, although the results may be satisfying sometimes, there is no guarantee that all possible rules or the optimal rule set have been found. On the other hand, some methods that have been used in order to extract the required rules automatically (e.g., hidden
Markov models, neural networks [19] , etc.) provide rules that are based on numerical data. As a consequence, understanding and improving the extracted rules is very difficult. The character segmentation algorithm used here is based on a simplified version [20] of the transformation-based learning theory [21] , a technique that has been widely applied to natural language processing, allowing the extracted rules to be post-revised manually, if necessary. -Character recognition: the recognition procedure consists of two steps: feature extraction and classification. Govindan [22] classifies the features into two categories, namely, structural and statistical, while Bunke [23] estimates that the structural approach is closer to the human way of recognition. Following this approach in our system, a 280-dimension vector is created for each character, consisting of histograms and profiles. A new histogram and two new profiles are introduced.
Skew angle correction
The skew angle estimation of the document page is performed by employing its horizontal histogram and the Wigner-Ville distribution (WVD). Specifically, the maximum intensity of the WVD of the horizontal histogram of a document image is used as the criterion for its skew angle estimation. Tests with several distributions [10] , members of Cohen's class [24] , proved WVD to be the best trade-off between computational cost and accuracy for the task.
The horizontal histogram of a properly oriented document page presents the maximum peaks and the most intense alternations between peaks and dips than any other histogram-by-angle of the same page [8, 9] . In order to apply it, the WVD and its maximum intensity curve is calculated for each histogram. Thus, a curve of maximum intensity stands for every angle. The curve that presents the maximum peak is selected. It should be noted that the calculation of the histograms and the further application of the Wigner-Ville function for every skew angle are not required, since it would imply unnecessary computational complexity and cost. Instead, at the beginning, an initial step (Big Step) is used for a first estimation (Angle1 ), and then a rotation degree-by-degree is applied within a smaller area for a more detailed estimation (Angle2 ). For further detail (Angle3 ), rotations by 0.1 degrees are also applied. In our experiments big steps between 2 degrees and 15 degrees have been used without affecting the accuracy. However, big steps of more than 25 degrees may fail to detect the correct area since the difference between the curves of maximum intensity that correspond to large skew angles with respect to the correctly oriented page is minimized.
On the other hand, it is worth mentioning that a few text lines suffice for the skew angle detection. Thus, the use of the whole page is not necessary. Moreover, this method is imposed in the case of multi-column documents, where the use of a part of the page is safer, and which concurrently reduces the computational time and complexity significantly. However, the selection of a part that will contain text instead of graphics or photos may constitute a problem.
For selecting such a part the whole page is scanned by a window of size equal to the part of the page we wish to use, and with an overlap of half the size both on the horizontal and the vertical axis. Two measures are calculated for each position of the window: the amount of black pixels in the window and the amount of alternations between black-to-white and white-to-black pixels. The two measures are normalized in [0, 1] and multiplied. The window with the maximum value is selected. The two measures aim at localizing the window with the maximum density in black pixels and the most alternations between white and black pixels, at the same time, since these two characteristics are more likely to co-occur in a window with text than with graphics or photos.
Consequently, the proposed algorithm for skew angle estimation and correction, after window selection, is described in Fig. 2 .
Detailed tests were performed either on artificially rotated postscript documents or artificially rotated images from known databases in order to know in advance the prospective estimated skew angle. The results in Table 1 [25] proved that the accuracy of the estimation procedure does not depend on the resolution level, the presence of borders, the number of columns, the presence of graphics, or the size or the amount of different fonts -printed or handwritten -included in the page. The relation of the confidence range of the estimated skew angle with the achieved accuracy is shown in Fig. 3 . The performance of our algorithm with a confidence range greater than 0.3 degrees is perfect. Note that in most cases a deviation of 0.3 degrees or less is not likely to be detected with the naked eye.
In our system we used the proposed algorithm for skew angle estimation in the area of ±45 degrees, using a big step of 10 degrees and a window of size 600 × 600 pixels unless the size of the page is smaller than this in which case the window is adapted proportionately. In Fig. 4 a document image from the IAM-DB [26] database, artificially rotated by −42.1 degrees, is shown before and after skew angle correction as well as the selected window.
Handwritten text discrimination
The proposed technique relies on the fact that printed characters show strong regularity in shape, while handwritten text has no such characteristics [28, 29] . Two assumptions have been made in the application of this technique: a) the skew angle problem has been solved; and b) the areas of printed and handwritten text are not overlapped. First, a preprocessing stage of segmentation is performed, where a well-known method, the constrained run-length algorithm (CRLA) [27] , also known as "smearing", is used. The document is segmented into smaller areas, called first-order connected components (CC).
Before going further, the first-order CCs that satisfy any one of the following criteria are eliminated [30] In order to determine whether the remaining CCs contain handwritten or printed text, the CCs included in each first-order CC are found (second-order CCs). Thus, several structural and statistical measures are associated to each of the first-order and second-order CCs. These measures are used to characterize every first-order CC based on the regularity in appearance of their corresponding second-order CCs. From now on, unless otherwise indicated, for all the mentioned operations on groups of CCs, groups of second-order CCs corresponding to a firstorder one are meant. In an image document the secondorder components are mostly characters and punctuation marks. Unlike these, in handwritten text, the connected components generally consist of fewer characters and are mostly words or groups of characters, although this depends on the writing habits of the writer. This reduces the chances of resemblance (confusion) between the two types.
We focus on the following measures in more detail:
-The black pixel density of a CC: this is the number of black pixels of the CC normalized by the amount of pixels included in the BB. In general, areas of printed text present a higher black pixel density than handwritten ones, although the use of a thick pen or a marker by the writer may constitute an exception.
-The ratio between distinct heights and the number of all the second-order CCs of a first-order CC: for printed text, the heights of the CCs (mostly characters) are regular, so the number of the distinct heights is quite small. Contrary to this, handwritten text very seldom has this characteristic. Thus, the value of the mentioned ratio is very small for printed text compared to handwritten text. This criterion works well for relatively large areas where there are enough data to justify a statistical approach, such as in the histogram study. -The average vertical correlation of a first-order CC:
this is the mean of the vertical correlation values of all the second-order CCs in a given first-order CC.
The vertical correlation of a CC is a measure of its periodicity. For its calculation, a step S is chosen. The amount of times that for every line i and column j, both the pixels
[i][j] and [i + S][j]
of the document image im belong to that CC are counted and multiplied by the height BB /S, and then divided by the area of the BB:
Thus, the higher the final value, the more correlated the CC. -The average vertical weighted correlation: this is the same as before; however, vert correl is divided by the number of black pixels belonging to the CC.
The more correlated the CCs, the higher the final value. Moreover, this measure does not depend on the pixel density. The basic particularity is the periodicity of the pixel lines of the character's BB, in the sense that if a line with a significant number of pixels (or most of that line) repeats itself in the BB, then there is a high chance for that area to be a printed character. The best examples of the weighted vertical correlation are B, E, 8, m.
-The vertical symmetry of a CC: this measures the occurrences that the pixels on the lines i and height BB -i and on the same column j both belong to the CC.
The horizontal symmetry of a CC: this is similar to the vertical symmetry, but it involves the pixels on the line i and on the columns j and width BB − j.
-The center symmetry of a CC: in this case it is checked whether the pixels that are symmetric with respect to the centroid belong simultaneously to the CC
-The aspect ratio of a CC: this is the ratio between the width and the height of the BB corresponding to the CC. The aspect ratio of a second-order CC corresponding to a printed area is in general smaller than for handwritten text, due to the latter's characteristics (cursive script, joining characters together, etc.).
The average aspect ratio of a first-order CC is also smaller for printed text than for handwritten text. A problem may appear in the case of hand-printed text.
Next, we describe the decision rules used for the classification of the first-order CCs into handwritten or machineprinted text areas:
-If the black pixel density is too small (below threshold t 1 = 0.3) or too high (above threshold t 2 = 0.6), then the respective area is labeled as handwritten. Otherwise, if the average aspect ratio is sub-unitary and the ratio between the number of distinct heights and the number of the second-order CCs of the firstorder CC is very small, the subject area is likely to be printed. -If the sum of the average vertical (weighted and nonweighted) correlation, average vertical symmetry, average horizontal symmetry, and average center symmetry is below a chosen limit s 1 =1.5, the CC is labeled as handwritten. If the sum is above a limit s 2 =1.9, then it is classified as printed. -Finally, if the CC has not been classified yet, we check whether the maximum aspect ratio or the average aspect ratio is higher than a threshold t asp =2.48. If any of them is, then the CC is likely to be handwritten, otherwise, it is printed.
Tests were performed on the IAM-DB database (Fig. 5) . Moreover, since we considered the forms of IAM-DB an easy case, we also used other forms filled by students. The mentioned thresholds gave an average success rate of first-order CC discrimination around 96%. However, the rest 4% are small areas that failed to be classified either because they were too small to give enough data or because they consisted of both printed and handwritten overlapped text. Thus, the 4% error rate that concerns small first-order CCs is not the 4% of the image document but much less. In Fig. 5 the result of our system for the document page of Fig. 4 is illustrated. Note that the only way to find the appropriate thresholds is by experimental tests.
Line segmentation
The horizontal projection profile is most commonly employed for the line segmentation. If the page is skew corrected and the lines well separated as in Fig. 6 , the histogram will present well-separated peaks and valleys. However, in handwritten writing this method can be problematic because of the short between-line distances, Although problematic, this method can give a good estimation of the number of the lines included in a document page. This is the information that we extract from the horizontal projection profile of the page. The valleys with minima less than a certain threshold (1/50 of the page width was found to be a good threshold) are considered to be likely beginners of line segments. The area is examined sequentially pixel by pixel until an entire white path is outlined. The area of the valley is examined starting from the left edge of the page. While white pixels are met we continue towards the right edge of the page. When black pixels are met we move up and down looking for alternative paths. In cases where two lines are merged because of long ascenders or descenders the local histogram is calculated and the path goes on passing from the minimum of the histogram. When we reach the right edge a crooked line is outlined consisting of as many white pixels as possible. In Fig. 7 an example of a difficult case taken from the GRUHD database [31] is presented where the selected paths (a) as well as the output of our system after the line segmentation (b) are indicated.
Slant removal
A technique similar to the one used in skew angle estimation is employed here, though the vertical projection profile of parts of the line text image is used.
The proposed technique could be applied directly to the text line images resulting from the previous module. However, the uneven valleys of the vertical histogram, i.e., wide valleys between words and narrow valleys between characters, could give a confusing result in some cases. This is the reason that we preferred to use part of the text lines instead. The longer the parts and the most solid are the best, since they include more information and a more even histogram. In order to select these parts the same method used in word segmentation was followed, but with a threshold 1/4 of the threshold used in word segmentation (see Sect. 7). The ten longest from the resulting parts were selected. These parts usually are entire words or parts of words.
A non-slanted word presents clear gaps between its characters, even if the characters are connected. These gaps introduce deep dips in the vertical histogram of the word, while the characters draw more or less sharp peaks. Instead, in a slanted word, the inclined characters cover the gaps between the characters and this is interpreted by fewer deep dips and smoother peaks in the vertical histogram. The WVD is also used here to detect the histogram with the most indented alternations. The procedure that is followed, described in detail in Fig. 8 is similar to the one for skew angle estimation. Thus, the slant that corresponds to the curve of maximum intensity with the highest peak is selected. Moreover, as previously, a step is used in order to avoid the forward and backward slant of the images for every angle. first estimated angle. The selected step is a random selection. Our experiments showed that the method works quite well for even smaller or bigger steps. We chose not to proceed further with the slant estimation since slants smaller than 1 o are not clear to sight. The average estimated slant of the ten text portions is considered to be the estimated slant of the document and is removed. In  Fig. 9 , the document of Fig. 6 , is shown after slant removing.
Word segmentation
The vertical projection profile of each text line is employed in order to perform word segmentation. Contrary to the line segmentation, in handwriting the words are almost always well separated. However, the valleys of the histogram cannot be certain word boundaries, since untouched characters can also cause dips. These two cases can be distinguished by examining the width of the valley.
In normal handwriting a gap between words is not normally shorter than the mean character width, while a gap in the word is unlikely to be longer than that. By mean width of character, we consider the width of characters such as a, b, c, d, etc., excluding the characters i, l, j, m, w that are either too short (i, l), or too long (m, w). Thus, the width of a character is a good criterion for the estimation of the word boundaries. Although the character width differs between characters and writers, a rough estimation of the mean width could be made by accepting that -excluding the ascenders and descenders -the characters with mean width (as defined above) present width equal to their height. Thus, by locating the height of the main body of the words, we have a rough but satisfactory approach to the required threshold. In order to achieve this we calculated the horizontal histogram of a part of a text line (a tenth was used in our case) and excluded the upper and lower parts of the line where the value of the histogram falls under 1/3 of its peak value. The remaining height will constitute our threshold. The success rate of this technique in our experiments was 97%, presenting sider the width of characters such as a, b, c, d etc, excluding the characters i,l,j,m,w tha her too short (i,l), or too long (m,w). Thus the width of a character is a good criterion fo imation of the word boundaries. Although the character width differs between characters iters, a rough estimation of the mean width could be made by accepting that excluding enders and descenders the characters with mean width (as defined above), present width e their height. Then by locating the height of the main body of the words, we have a rough isfactory approach of the required threshold. In order to succeed that we calculated rizontal histogram of a part of a text line (a tenth was used in our case) and excluded the u lower parts of the line where the value of the histogram falls under the 1/3 of its peak v e remaining height will constitute our threshold. The success rate of this technique in periments was 97%, presenting a drawback only in short words (i.e., words with less ee characters). Fig. 9 , after word segmentation a problem only for short words (i.e., words with less than three characters).
The valleys of the vertical histogram of a text line, with width greater than the above threshold, are considered to be the boundaries between words. If it is known that the whole document is written by one person this estimation is enough to be carried out just once in a page, otherwise it is safer to do it several times. In Fig. 10 the document of Fig. 9 , is shown after word segmentation.
Character segmentation
Our character segmentation algorithm is based on a simplified version [20] of the transformation-based learning theory [21] , a technique that has been widely applied to natural language processing. This technique automatically extracts the required knowledge in the form of IF-THEN rules. Moreover, the rules are easily comprehended, since they are not based on opaque tables of statistics. The character segmentation procedure includes two stages: a presegmentation stage provides a first estimation of the segment boundaries; this is followed by a machine learning algorithm that refines the presegmentation and provides the final segment boundaries.
Presegmentation
During this stage the word is processed and a first estimation of the position of the possible segment boundaries is carried out. Both ascenders and descenders of a word complicate the tracing of possible segment boundaries. In order to avoid this problem, our approach focuses on the main body of the word as was defined in the previous paragraph. Nevertheless, we increased this zone 1/4 of its height up and down since in handwritten words the characters are not always written horizontally.
Characters without ascenders and descenders, such as a, e, c, etc., present almost the same height and width even when they are handwritten, although this varies from person to person. The same happens with the rest of the characters, if we exclude their ascenders and descenders. Thus, the only exceptions in the English alphabet are the characters w, m, i, j, l, and ω and ι of the Greek alphabet. However, even in these cases, if a general estimation is required, the width can be expressed as (3/2)*height (m, w, ω) or 1/2*height (i, j, l, ι). Since in the presegmentation stage only an initial estimation of the possible character segments is performed, the main height of the main body of the word is taken into account.
After the calculation and smoothing of the vertical histogram of the word, the minima of the histogram are extracted. The amount of considered minima is limited to the quotient of the length of the word and to the half of the main height. This is the number of minima when all the characters of the word are i, l, j. Moreover, the distance between these minima should be at least 1/3 the height, since a character is unlikely to fit in less than this width. The segment boundaries that intersect (not touch) a character twice are excluded since they are extremely likely to be false.
If the distance between two successive segment boundaries is longer than the main height, then we look for an intermediate segment boundary by finding the minimum of the histogram in this area.
The final step of the presegmentation is the vectorization of the remaining segments. Here, it is crucial to keep the information that best distinguishes the segments. Thus, the selected 7-parameter vectors consist of the following information:
-The position that the starting segment boundary intersects a character (if it does), with respect to the main height. -The value of the vertical histogram at the starting segment boundary of the segment. -The width of the current segment as a proportion of the main height. -The position of the two longest horizontal (or almost horizontal) strokes (if they exist) in the segment, with respect to the main height. -The position of the two longest vertical (or almost vertical) strokes (if they exist) in the segment, with respect to the segment width.
Transformation-based segmentation
Transformation-based learning (TBL) is a machine learning theory that requires already annotated data in order to extract the appropriate knowledge in the form of simple rules. In particular, the rules are of the following format:
IF triggering environment THEN transformation
where the transformation changes the state of a tag (e.g., a segment boundary) if the condition described in the triggering environment is valid. Initially, the training data are annotated based on an initial-state annotator. The extraction of rules is performed via an iterative procedure. During each iteration, all the possible transformations are tested and the one that achieves the best results (by comparing the derived data with the already manually annotated data) is selected. Thus, an ordered list of rules is learned. Learning stops when no rule manages to improve the accuracy of the annotated corpus beyond a predefined threshold. TBL is an application-independent theory and has been applied successfully to a wide range of natural language processing tasks, including part-of-speech tagging [21] , text chunking [32] , and dialog act tagging [33] . In order to be adapted to a specific application the following have to be defined: -The initial state annotator.
-The space of allowable transformations (rules and the triggering environments). -The objective function for comparing the corpus to the truth and choosing a transformation.
TBL does not take into account the features of a certain application. This fact may cause problems in the accuracy of the model as well as considerable losses regarding the training-time cost. In order to overcome these problems a variation of the traditional TBL has been proposed [20] . This variation suits applications that are characterized by a limited number of possible transformations. Notice that character segmentation is a problem of this category since a tag may take only two values: 0 representing a false segment boundary; and 1 representing a true segment boundary. Therefore, the possible transformations are only two (i.e., 0 →1 and 1 →0).
The above variation of TBL first all applies the rules that perform the least likely transformation regardless of the errors they may produce. Afterwards, all the rules that perform the next likely transformation are applied. Moreover, all the rules are extracted by comparing the training data to the already annotated data only one time and, therefore, the required training-time cost is considerably lower. Considering only two possible transformations, the annotation procedure of an unseen case is performed by first applying the less-likely transformation rules (i.e., 1 → 0) and, then, applying the rules that perform the most-likely transformation (i.e., 0 → 1). In Fig. 11 the document of Fig. 10 , is shown after character segmentation.
Character recognition
As already mentioned, the recognition module consists of two steps: feature extraction and classification. As we strongly believe that some of the most important points of a handwritten character recognition system are the preprocessing stages and the selection of the mostappropriate features, we focused on the first step; feature extraction. Thus, during feature extraction, a 280-dimension vector is created for each character, consisting of histograms and profiles.
In more detail, during the training procedure, each character is normalized in a 32 × 32 matrix, which is used for feature extraction. Trying to describe each matrix and, consequently, each character in the best way, we decided on three histograms and two profiles: the horizontal, the vertical, and the radial histogram, and the out-in and the in-out radial profiles.
The horizontal profile is the number of black pixels in every row of the matrix (32 values) . Similarly, the vertical profile is the number of black pixels in every column of the matrix (32 values). We define as the radial histogram the number of black pixels existing on a rad that starts from the center of the character matrix and ends at the edge of it. The radial histogram is calculated rotating the rad by a step of 5 degrees (72 values). Additionally, we defined the out-in radial profile as the position of the first black pixel met on the rad, looking from the periphery of the character to the center. A value is considered for every 5 degrees as well (72 values). In a similar way, we define the in-out radial profile as the position of the first black pixel on the rad, looking from the center of the character to the periphery (72 values). Thus a 280-dimension vector is extracted. The vectors of the training set, after normalization, were classified using the k-means algorithm.
In the recognition procedure, the above-mentioned vector is calculated for every segment as well as for a pair of two successive segments, as the possibility of a character to be shared in two segments is considered. The Euclidean distances between these vectors and the representative vectors of the classes are calculated and the possilililiy tlat thi govemment mnght invohe the Public Ordir act , tgjb , and declare the whob ralby illegal -whitter the demomhators ut clown or not -uas bang diuuned in whilehall lastmght . Jt uas last iised a year ago , to cleal with the St. Pancras sent nots . Toclay Mr. Butfr will have talhs with Rlici Comnimioner hi Joseph hmpson to clraw up linal plans for the n Battb of Parliument Guaren Nmp Fig. 12 . The final output of our system for the document image of Fig. 11 minimum distance stands as a criterion for a character to be selected. In Fig. 12 the final output of our system for the document image of Fig. 11 is shown.
Experiments -evaluation of the system
In this paper, we focus on the evaluation of the recognition task as well as of the proposed integrated system. The readers who are interested in obtaining more information concerning the other tasks of the system can refer to previous publications by the authors [10, 25, 34, 35, 36] .
In order to evaluate our system three types of experiments were performed. In the first one the system was trained with symbols from the subsets HSF 0-7 of the NIST [37] database and tested on the same database. In the second case the system trained with the NIST but was tested on the IAM-DB [26] . Finally, the system was trained and tested using the GRUHD database [31] of Modern Greek. In all the mentioned cases the system was tested using 2,000 samples from each symbol and there was no overlapping between training and test sets, while there were 128 classes for each symbol. Thus, the writers used in testing were completely different from the ones used in training.
1 st Experiment: the system was first trained with 2,000 samples from the NIST database for every symbol belonging to the following categories: digits, uppercase characters, and lowercase characters. Then, it was tested on the above categories from the same database. The accuracy rate in each case is shown in Table 2 . If the second and third selected symbol is also considered, then the accuracy is also shown in the same table.
2
nd Experiment: the system was trained as before, using the NIST database, and applied to about 280 forms of the IAM-DB database of unconstrained writing. Half of the forms were first skewed artificially in order to check the behavior of the system on skewed documents. Moreover the type of forms of the specific database was ideal to check the task of printed-handwritten text discrimination as well. The accuracy here -depending on the form -varied from 71% to 75.8%, an accuracy rate much lower than the one achieved on the NIST database. There are two reasons that contributed to this decrease. The NIST is a database of hand-printed characters that are wellsegmented and much easier to recognise. On the other hand, in the IAM-DB both lowercase and uppercase characters had to be recognized at the same time. Although no lexicons or grammar rules were used in our system, in the case of the IAM-DB, where uppercase and lowercase characters coexist in the same text, a simple rule was taken into account: the existence of uppercase characters was considered only for the first letter of a word. exceeded 80% when the second selected character was considered as well. Moreover, the dependence of the system's accuracy upon the experimental conditions was examined. Due to space restrictions it is difficult to give diagrams and examples for every case. However, some characteristic diagrams are illustrated, most of them concerning the NIST database. Thus, in Fig. 13 , the variations in recognition accuracy by changing the number of classes per symbol are shown for the NIST database, while in Fig. 14 the relation between accuracy and the size of training set for the same database is demonstrated. Next, the Fig. 15 illustrates the contribution of the histograms and profiles to the system accuracy.
Since character recognition systems are very often used by only one writer, we also trained and tested our system for specific writers. The data and their organization of the above-mentioned databases did not permit extended experiments. In this case, the GRUHD database was used. Due to the limited available training data, the system was trained with eight samples per symbol and was tested with 2-10 samples per symbol. The experimental results for three writers are shown in Table 4 .
The computational cost very much depends on the size of the page as well as on the length of the text in the page. In the above-described experiments the mean computational cost was around 40 s per page in a Pentium III at 1 GHz. However, we consider the relative computational cost as presented in Fig. 16 to be of more interest. The training is done offline and the time it takes depends on the number of samples.
Conclusions
An integrated offline recognition system for unconstrained writing has been presented. The proposed system consists of seven main modules, namely, skew angle estimation and correction, printed-handwritten text discrimination, line segmentation, slant removing, word segmentation, and character segmentation and recognition, stemming from the implementation of already existing algorithms as well as novel algorithms.
A very well-known time-frequency distribution, the WVD, in combination with the projection profile tech- nique, are used in order to detect the page skew angle as well as the slant of the characters. The idea behind these algorithms is that the alterations between peaks and dips of both the horizontal histogram of a properly oriented page/word image and the vertical histogram of a non-slanted word will be the most intense. The connected components technique as well as several structural and statistical measures are involved in order to discriminate between handwritten and printed text. Character segmentation is based on a simplified version of a technique that has been widely applied to natural language processing -the transformation-based learning theorywhile character recognition is based on a simple algorithm that focuses on the extraction of the features that best describe a character. During the development of the system, special attention was given to the good collaboration and robustness of the different modules of the system. It is of great importance that the system can cope with the imperfections of each module although this is not always possible.
In more detail, the skew angle estimation module is expected to give a maximum error of 0.3 degrees. This error can be handled with success in the other modules with the possible exception of the handwritten text discrimination module (Sect. 4, assumption a). However, even in the case that an area is falsely characterized, our experiments prove that it is possible to be characterized as handwritten. In our experiments only once was an area misclassified as being printed when it was in fact handwritten.
The line segmentation algorithm, although very successful up to now in localizing the number of lines, frequently left "rubbish" behind, mainly consisting of accents that remained in the line above. Such cases were handled by recognition module where the character was cleaned of "rubbish".
Slant removal is not a necessary stage, but it improves the character segmentation and recognition procedures by sometimes more than 15%.
Punctuation often presents a problem in word segmentation. It is rarely the case that a word is split in two, and more often two words are joined together to form one. In this case the error can be handled later with the use of lexicons.
The character segmentation and recognition modules depend on each other. The character segmentation module is the module that most affects recognition. This is considered to be one of the most difficult procedures of OCR. Bearing in mind the results of the previous section, we draw the conclusion that the character segmentation module costs up to 20% of the character recognition, being the difference between isolated and script writing. The difficulties of character segmentation have made a lot of researchers build word recognition systems. However, these approaches limit the use of the systems in certain applications and limit the size of lexicons.
The described system has been tested on three different databases with a success rate that varies from 65.6% to 100% depending on the database and the conditions of the experiment. The recognition algorithm presented is very fast and provides a good solution. Nevertheless, the use of a more complex and time-consuming recognition algorithm could further improve performance. Our principal goal was to develop a system with minimum response time and relatively high accuracy. The authors' conviction is that the lowest results can be considerably improved by the use of lexicons or grammar rules [38] , which might be the aim of future work.
Comparisons of the results with other systems are difficult due to the differences in experimental details, as well as in data collection. However, Heutte [39] gives recognition rates for well-separated uppercase characters and digits of 97.27% and 97.84%, respectively, that are improved by up to 98.54% and 98.96% if the second choice is considered as well. Mohamed and Gader present a segmentation-free system whose accuracy -with the use of lexicon -varies from 89.3% to 97.2% depending on the system.
