Abstract. The motivation for this paper is the study of arithmetic properties of Shimura varieties, in particular the Newton stratification of the special fiber of a suitable integral model at a prime with parahoric level structure. This is closely related to the structure of Rapoport-Zink spaces and of affine Deligne-Lusztig varieties.
0. Introduction 0.1. Motivation. Understanding arithmetic properties of Shimura varieties has been and still is a key problem in number theory and arithmetic geometry. One important tool (for Shimura varieties of PEL type, where points correspond to abelian varieties with additional structure) is to study the Newton stratification of the special fibre of a suitable integral model of the Shimura variety. The Newton strata are the loci where the isogeny class of the p-divisible group of the corresponding abelian variety is constant. There is a unique closed Newton stratum, the so-called basic locus. In the Siegel case, this is the supersingular locus. A similar picture is available in the more general case of Shimura varieties of Hodge type.
The starting point for this paper is the observation that in certain special cases, the basic locus admits a nice description as a union of classical Deligne-Lusztig varieties, the index set and the closure relations between the strata being encoded in a Bruhat-Tits building attached to the group theoretic data coming with the Shimura variety; see Section 2.6 for references. Precise information about the basic locus of this kind has proved to be useful for several purposes: For example, to compute intersection numbers of special cycles, as in the Kudla-Rapoport program (see e.g., [38] , [39] ) or in work towards Zhang's Arithmetic Fundamental Lemma (e.g., [46] ). Helm, Tian and Xiao use cycles found in the supersingular locus to prove the Tate conjecture for certain Shimura varieties [51] , [25] .
The non-basic strata, on the other hand, can sometimes be related to Levi subgroups of the underlying algebraic group. Those strata are called Hodge-Newton decomposable, and one can hope to study them (and their cohomology, etc.) by a kind of induction process, see e.g. the work of Boyer [4] and of Shen [49] .
It turns out that there is a close relationship between these two phenomena, made precise in Theorems B and C below. Apart from this connection, these theorems also show that the existence of a "nice description" of the basic locus, as made precise below and in Section 4.10, is equivalent to a very simple condition on the coweight µ coming from the Shimura datum (we call µ minute, Def. 2.2) and is also equivalent to a certain condition which involves only the non-basic Newton strata.
To give a more precise statement, we introduce some notation. We will start in a purely group theoretic setting which does not have to arise from a Shimura datum. Afterwards, we will state a version of the main result for Shimura varieties. In order not to overcharge the introduction, we will not repeat all definitions of "standard" notation; the details can be found in Section 1.1.
Let G be a connected reductive group over a non-archimedean local field F . Denote by σ the Frobenius ofF , the completion of the maximal unramified extension of F , over F . We fix a conjugacy class {µ} of cocharacters of G over the algebraic closure F , and, as usual, denote by B(G, {µ}) the set of "neutral acceptable" σ-conjugacy classes in G(F ) with respect to {µ}, and by Adm({µ}) the {µ}-admissible set, a finite subset of the Iwahori-Weyl groupW .
Denote by b 0 ∈ G(F ) a representative of the unique basic σ-conjugacy class in B(G, {µ}).
For a σ-stable standard parahoric subgroupK (the "level structure"), which we encode as a subset K ⊆S of the set of simple affine reflections inW , and any b ∈ G(F ), we have the generalized affine Deligne-Lusztig variety
one of the main players in this article. It was introduced by Rapoport in [43] . This is a subscheme, locally of finite type, of the partial affine flag variety attached toK (in the usual sense in equal characteristic; in the sense of Zhu [59] in mixed characteristic). We can then characterize B(G, {µ}) as the set of those σ-conjugacy classes [b] such that X(µ, b) K = ∅ (the latter property being independent of the choice of representative inside a σ-conjugacy class, and of K).
Hodge-Newton decomposition.
For non-basic b, one can sometimes relate X(µ, b) K to a Levi subgroup, namely when the pair (µ, b) is Hodge-Newton decomposable (HN-decomposable) (Def. 2.1). Previously, this notion has been studied in the case of hyperspecial level structure, or at least assuming that G is quasi-split, see [47, Def. 4.28] , [7, 2.5 
]). Our first main result is
Theorem A. (Theorem 3.16) Suppose that (µ, b) is HN-decomposable with respect to the Levi subgroup M . Then
where P ′ runs through a certain finite set of semistandard parabolic subgroups, M ′ is the unique Levi subgroup of P ′ containing the fixed maximal torus, and X See Section 3 for the notation used here. The index set of the disjoint union, in the notation of Section 3, is P σ /W σ K ; see in particular Sections 3.4 and 3.5. In the simple case where the set S 0 of simple finite reflections is preserved by the σ-action onW and K = S 0 , this index set has only one element and the isomorphism takes the form X(µ, b) K ∼ = X M (µ M , b M ) KM . The Hodge-Newton decomposition for F -crystals (with additional structures) originates in Katz's work [31] . Its variations for affine Deligne-Lusztig varieties and Rapoport-Zink spaces with hyperspecial level structure have been considered by several authors; we mention Kottwitz [36] , Mantovan [41] , Shen [49] , Chen-Kisin-Viehmann [7, Prop. 2.5.4, Thm. 2.5.6], and Hong [26] . See also [10 To the best of our knowledge, the HN decomposition in the case of a general parahoric subgroup is a new result. If the triple (G, µ, b) corresponds to a Rapoport-Zink space, then our result implies an HN decomposition for the underlying reduced scheme of the RZ space (see Section 6.3). On the other hand, several of the above mentioned articles establish decompositions for the generic fibre of the RZ space (in most cases, only hyperspecial level structure is considered, however). We expect that a HN decomposition of the generic fiber of the RZ spaces exists, when (µ, b) is HN decomposable.
Fully Hodge-Newton decomposable pairs (G, {µ}). Our second main result is
Theorem B. (Theorem 2.3) Let (G, {µ},K) be as in 1.1. Suppose that G is quasi-simple over F . Then the following conditions are equivalent:
(1) (HN-decomp) The pair (G, {µ}) is fully Hodge-Newton decomposable;
(2) (minute) The coweight µ is minute; In particular, the validity of the conditions (3)- (5) only depends on the choice of (G, {µ}) and is independent of the choice of the parahoric subgroup K.
The condition (2) that µ is minute is an easy to check combinatorial condition, Def. 2.2, even though the statement is a little subtle in the non-quasi-split case. For the meaning of condition (5) (where we should more precisely speak of the perfections of classical Deligne-Lusztig varieties in the case char(F ) = 0) see Sections 2.2 and 4.10.
0.4.
Weakly admissible versus admissible locus. Now assume that F has characteristic 0, and that µ is minuscule. To the triple (G, b, {µ}), there is attached a period domain F wa (G, b, {µ}), the so-called weakly admissible locus inside the partial flag variety for G and µ. This is an adic space which contains as an open subspace the admissible locus F a . Weak admissibility is a group theoretic condition which is (in comparison) easy to understand. On the other hand, admissibility is defined in terms of modifications of vector bundles on the FarguesFontaine curve and thus intimately linked to Galois representations, and we view it as hard to understand. See [44] for a survey and for further references.
In some rare cases, the admissible locus and the weakly admissible locus coincide. Hartl [16, Thm. 9.3] , computed all cases where this happens for G = GL n . The question was further discussed by Rapoport and Fargues. Fargues [9] checked a case for an orthogonal group and conjectured that the two loci coincide if and only if the difference between the Newton polygons of µ and b is "very small". The condition that (µ, b) is HN-decomposable for all non-basic b is exactly of this type. Equivalently, the condition of µ being minute makes this precise in a group theoretic way without referring to the set B(G, {µ}). The idea that the coincidence of admissibility and weak admissibility may be related to the conditions in Theorem B was raised by Rapoport. It appears reasonable to give Fargues's conjecture the following precise form:
Conjecture 0.1. (Fargues, Rapoport) If char(F ) = 0 and µ is minuscule then the conditions in the above theorem are equivalent to (7) (wa=a) The admissible locus F a (G, b 0 , {µ}) is equal to the weakly admissible locus F wa (G, b 0 , {µ}).
In fact, the proofs of the results of Hartl and Fargues show that condition (7) is closely related to the question of HN-decomposability, and we would hope that the equivalence of (1) and (7) can be shown directly, without going into the classification. 0.5. Fully Hodge-Newton decomposable Shimura varieties. If (G, {µ},K) arises from a Shimura datum (assumed to satisfy the axioms of [23] ), then we may reformulate the above result as follows. These axioms ensure, in particular, that we have a suitable integral model, and good notions of Newton and EKOR strata inside the special fibre. See Section 6.1 for further details and for the notation used below.
Theorem C. (Theorem 6.4) If (G, {µ},K) arises from a Shimura datum as in Section 6.1, and G is quasi-simple over F , then the conditions (1) to (5) in the previous theorem (more precisely: Theorem 2.3) are equivalent to the following equivalent conditions: (3 ′ ) (non-basic -leaves ′ ) All non-basic Newton strata consist of only finitely many leaves, i.e., in the notation of [23] , as recalled in Section 6.1: For all non-basic [b] ∈ B(G, {µ}), In particular, the validity of these conditions only depends on the choice of (G, {µ}) and is independent of the choice of the parahoric subgroup K.
To prove this theorem, we prove that each condition of (3), (4), (5) 
In many of the cases of the above list which correspond to Shimura varieties (most of them do), the existence of a decomposition of the basic locus into Deligne-Lusztig varieties has already been proved before for hyperspecial level structure or selected maximal parahoric level structures. Mostly, the proofs rely on a direct analysis of the set of lattices that describes the underlying space via Dieudonné theory, rather than the connection with affine Deligne-Lusztig varieties. It seems that for arbitrary level structure this direct analysis is so complicated that it could be carried out only in small rank cases. A different approach is used by Helm, Tian and Xiao [50] , [51] , [25] ; they work directly with the Shimura varieties, and make use of algebraic correspondences between special fibers of Shimura varieties for different groups (notably unitary groups with different signatures). See Section 2.6 for an overview.
Remark 0.2. Compare the similar classification in [11] . The list given there classifies those cases where K is a maximal proper subset ofS (with K = σ(K)) and where it is required that allw ∈ Adm({µ}) ∩ KW with W supp σ (w) finite are σ-Coxeter elements in this finite Weyl group.
The case where G is not quasi-simple overF was not dealt with. 0.7. Leitfaden.
Classif.
Here, the equivalence between conditions (1) and (2) and the classification are rather easy to prove, so these three characterizations should be seen as one block in the above diagram. The most difficult part of our proof is to show that the Fix Point Condition (6) implies that µ is minute, for a general parahoric. The case of a maximal parahoric is considerably simpler. In fact, for a maximal parahoric corresponding to a special vertex, we can essentially give a proof which does not use the classification of Dynkin diagrams (see Cor. 5.11). Several shortcuts could be taken: The implication (5) ⇒ (4) can be proved directly. From (5), one can obtain the classification in a way similar to [11] . 0.8. Acknowledgments. We thank Michael Rapoport for interesting discussions and in particular for bringing up the question how our results relate to the question when the admissible and weakly admissible locus coincide. We also thank Laurent Fargues and Haifeng Wu for fruitful conversations.
Notation and preliminaries
In this section, we describe our setup and recall several definitions and results from other sources. No claim to originality is made.
1.1. The group-theoretic set-up. Let F be a non-archimedean local field with valuation ring O F and residue field F q . Let F be an algebraic closure of F , and letF be the completion of the maximal unramified extension of F with valuation ring OF and residue field k = F q . We denote by σ the Frobenius ofF over F , by Γ = Gal(F /F ) the absolute Galois group of F , and by Γ 0 = Gal(F /F un ) ⊆ Γ the inertia subgroup. We identify Γ 0 with the absolute Galois group ofF .
Let G be a connected reductive group over F and σ be the Frobenius automorphism on G(F ). Let S be a maximalF -split torus of G over F (for the existence of such a torus see [5, 5.1.12] ), and let T be its centralizer. Since G is quasi-split overF , T is a maximal torus. Denote by N the normalizer of T in G.
We have the (relative) finite Weyl group W 0 = N (F )/T (F ) and the Iwahori-Weyl group W = N (F )/T (F ) 1 , where T (F ) 1 is the unique parahoric subgroup of T (F ). Since T is preserved by σ, σ acts on N (F ), and we obtain σ-actions on W 0 andW . The natural projectionW → W 0 is σ-equivariant.
Set V = X * (T ) Γ0 ⊗ Z R. The action of σ on TF induces a σ-action on V (the "usual", linear σ-action).
Associated to G ⊇ S, there is an apartment A in the Bruhat-Tits building of G overF , an affine space under V on whichW acts by affine transformations. See [52, 1.2] . We obtain a
Here Aff(A) denotes the group of affine transformations of the affine space A. The Frobenius morphism σ on G induces an action on A.
We fix a σ-invariant alcove a of A and letȊ be the Iwahori subgroup corresponding to a. We fix a special vertex in the closureā of a which is fixed under the Frobenius of the (unique) quasisplit inner form of G. Using this vertex as the base point, we identify A with the underlying affine space of V .
By the identification of A with V , the action of σ on A induces an action on V by an affine transformation on V . We obtain a natural mapW ⋊ σ → Aff(V ), where Aff(V ) = V ⋊ GL(V ) is the group of affine transformations on V . Let p :W ⋊ σ → GL(V ) be the projection map. Then p(σ) is precisely the "usual action" mentioned above, i.e., the (linear) action induced from the action of V . In the sequel, we will always denote this action by p(σ), and denote by σ the action by an affine transformation.
The dominant chamber is by definition the unique chamber whose closure contains a. We denote by V + the closure of the dominant chamber in V . Let B ⊇ TF be the corresponding Borel subgroup of GF .
, where w ∈ W 0 is the unique element such that σ 0 (V + ) = V + . This is the L-action of σ on V .
A slightly different point of view is the following: Let Ψ 0 (G) be the based root datum of G, i.e., the inverse limit over all pairs (T ,B) consisting of a maximal torusT ⊆ GF and a Borel subgroupB ⊇T (overF ), of the based root data attached to the pair (T ,B). The transition maps are the identifications of root data between different such pairs, say (T ,B), (T ′ ,B ′ ) which come from a suitable inner automorphism α of GF such thatT ′ = α(T ),B ′ = α(B). Then σ acts on Ψ 0 (G), and the action, when "evaluated" on the pair (TF , B), is the L-action. See [2,
If G is quasi-split, and hence the special vertex used to identify A and V is fixed by σ, then σ acts linearly on V , i.e., σ = p(σ), and fixes the corresponding Weyl chamber, so σ 0 = p(σ) = σ. Now consider a general G again. The root datum Ψ 0 (G) depends only on GF , and the action of σ remains unchanged when G is replaced by an inner form. This gives a way to interpret the L-action in terms of the (unique) quasi-split inner form of G.
We fix, once and for all, a W 0 ⋊ σ 0 -invariant inner product on V .
The extended affine Weyl group. The Iwahori-Weyl group (sometimes called the extended affine Weyl group)W = N (F )/(T (F ) ∩Ȋ) and the finite Weyl group W 0 = N (F )/T (F ) are central objects of this paper. Our choice of a special vertex gives rise to a semi-direct product decompositionW
Note that the inclusion W 0 ⊆W is not σ-equivariant in general. For any w ∈W , we choose a lifting in N (F ) and denote it byẇ. The groupW acts on the apartment A. Denote by Ω ⊆W the stabilizer of a. Then we havẽ W ∼ = W a ⋊ Ω, where W a (the "affine Weyl group") is the Iwahori-Weyl group of the simply connected cover of the derived group of G. Note that W a is a Coxeter group and one has the Bruhat order and the length function on W a , corresponding to our choice of base alcove. We extend the length function and the Bruhat order on W a toW in the usual way: for w, w ′ ∈ W a , τ, τ ′ ∈ Ω we set ℓ(wτ ) = ℓ(w), and
The Frobenius morphism σ on G induces a length-preserving group automorphism onW and on W a , which we still denote by σ. We denote by B(W ) σ the set of σ-conjugacy classes inW . For any subset K ofS, the set of simple affine reflections inW , we denote by W K the subgroup ofW generated by the simple reflections in K and by KW the set of minimal length representatives in their cosets in W K \W .
The Newton vector. Let us recall the definition of the Newton vector of an element w ∈W : Consider wσ as an element of the semidirect productW ⋊ σ , where σ denotes the finite group generated by σ inside the automorphism group ofW . There exists n such that (wσ) n = t λ ∈W ⋊ σ , λ ∈ X * (T ) Γ0 . The not necessarily dominant Newton vector of w is ν w := λ/n ∈ V . The Newton vector ν w ∈ V + of w is by definition the unique dominant element in the W 0 -orbit of ν w ∈ V . It is easy to see that these elements are independent of the choice of n.
We recall the definition of straight elements and straight conjugacy classes [21] . We regard σ as an element in the groupW ⋊ σ . The length function onW extends in a natural way to a length function onW ⋊ σ by requiring ℓ(σ) = 0.
We say that an element w ∈W is σ-straight if ℓ(wσ(w)σ 2 (w) · · · σ m−1 (w)) = mℓ(w) for all m ∈ N, i.e., ℓ((wσ) m ) = mℓ(w) for all m ∈ N. Equivalently, w is σ-straight if and only if ν w , 2ρ = ℓ(w), where ρ denotes half the sum of the positive finite roots.
We call a σ-conjugacy class ofW straight if it contains a σ-straight element, and denote by B(W ) σ−str the set of straight σ-conjugacy classes ofW .
The admissible set. Let {µ} be a conjugacy class of cocharacters of G over F . Let µ ∈ X * (T ) be a dominant representative of the conjugacy class {µ}. Let µ be the image of µ in X * (T ) Γ0 . The {µ}-admissible set ( [37] , [43] ) is defined by
LetK be a standard σ-invariant parahoric subgroup of G(F ), i.e., a σ-invariant parahoric subgroup that containsȊ. We denote by K ⊆S the corresponding set of simple reflections. Then σ(K) = K. We denote by W K ⊆W the subgroup generated by K. We set Adm
The Kottwitz classification. Let B(G) be the set of σ-conjugacy classes of G(F ). We denote by κ the Kottwitz map (see [47, (2 
with values in the Γ-coinvariants of the algebraic fundamental group π 1 (G) of G. We denote by ν the Newton map (see [34] , or [22, 1.1]),
For w ∈W , all representatives in N (F ) are σ-conjugate and their common image under the Newton map is ν w ; cf. Thm. 1.3 below.
By [35] , the map (κ, ν) :
+ is injective. In other words, a σ-conjugacy class is determined by the two invariants: the images of it under the Kottwitz map and under the Newton map.
We have the dominance order on
The set B(G, {µ}). We set, cf. [35] , [43] , [47] ,
Here µ ♮ denotes the common image of µ ∈ {µ} in π 1 (G) Γ , and µ denotes the average of the σ 0 -orbit of µ. The set B(G, {µ}) inherits a partial order from B(G). It has a unique minimal element [b 0 ], the σ-conjugacy class of τ 0 , where τ 0 is the unique element in Ω such that t µ ∈ W a τ 0 .
Since the Kottwitz map κ is constant on B(G, {µ}), we may view it as a subset of V via the Newton map. For any i ∈ S 0 , let ω ∨ i ∈ V be the corresponding fundamental coweight and α ∨ i ∈ V be the corresponding simple coroot. We denote by ω i , α i ∈ V * the corresponding fundamental weight and corresponding simple root, respectively. For each σ 0 -orbit O of S 0 , we set
The following description of B(G, {µ}) is obtained in [22 We have the following results by the second-named author.
(2) ([19, Proposition 4.1]) Let Adm({µ}) σ−str be the set of σ-straight elements in the admissible set Adm({µ}) and B(W , {µ}) σ−str be its image in B(W ) σ−str . Then For w ∈W K \W /W K , denote by
the affine Deligne-Lusztig variety attached to w and b. We will omit the subscript K if K = ∅, i.e.,K =Ȋ is the standard Iwahori subgroup. In the equal characteristic setting, this is the set of k-valued points of a locally closed subscheme of the partial affine flag variety G(F )/K, equipped with the reduced scheme structure. In the mixed characteristic setting we consider X w (b) as the k-valued points of a perfect scheme in the sense of Zhu [59] and Bhatt-Scholze [1] , a locally closed perfect subscheme of the p-adic partial flag variety. We usually denote this (perfect) scheme by the same symbol X w (b) K , but we are mostly working just with the k-valued points.
In the theory of local Shimura varieties (or of Rapoport-Zink spaces), it is natural to consider the following union of affine Deligne-Lusztig varieties:
Similarly as before, we can view this as the k-valued points of a (perfect) scheme embedded in a partial affine flag variety. As before, we will omit the subscript K ifK =Ȋ. For w ∈ KW and b ∈ G(F ), we set
where · σ means the σ-conjugation. It is the image of X w (b) under the projection map G(F )/Ȋ → G(F )/K. It is also proved in [11, 3.4] that
This decomposition is finer than the decomposition X(µ, b) K = ⊔ w∈Adm K ({µ}) X w (b) K and it plays an important role in the study of Shimura varieties with arbitrary parahoric level structure. This decomposition is analogous, in terms of Shimura varieties, to the decomposition of a Newton stratum into its intersections with the EKOR strata, cf. 6.1.
Main results
2.1. We first introduce the notions of Hodge-Newton decomposable pairs (µ, b), and of minute coweights, both of which play important roles in the main theorem.
2.1.1. For an element b ∈ G(F ) with Newton vector ν b , we denote by M νb the centralizer of ν b (cf. Section 3.1). 
Here { } is the fractional part of the real number.
Note that if G is quasi-split, then σ(0) = 0 and the condition above is that µ, ω O 1. However, for non-quasi-split groups, the nontrivial contribution from σ has to be taken into account. 
KW with central Newton vector, w • σ has a fixed point in a.
In particular, the validity of the conditions (3)- (6) only depends on the choice of (G, {µ}) and is independent of the choice of the parahoric subgroup K.
See Section 4.10 for an explanation why condition (5) implies condition (5) in the informal version of the theorem stated in the introduction, namely that X(µ, b) K is a union of classical Deligne-Lusztig varieties in a natural way.
2.3.
Passage to adjoint groups. Let G ad denote the adjoint group of our reductive group G. We denote the automorphism of G ad induced by σ again by σ. Then G ad decomposes as a product
where each G i is adjoint and simple over F . We can identify
and
It is easy to see that
For all conditions except for condition (3) it is easy to check that they can be verified on the individual factors of this decomposition: Proposition 2.4. Decompose the adjoint group of G into factors G i as above. Let (C) be one of the conditions (1), (2), (4), (5), (6) of Theorem 2.3. Then the following are equivalent: 
2.4.
Passage to simple groups overF . Suppose that G is adjoint and simple over F , i.e., the action of σ on the set of connected components of the associated affine Dynkin diagram is transitive. Then we have
where G i are isomorphic simple reductive groups overF , and σ(G i ) = G i+1 for all i. Here we set G k+1 = G 1 . Now we construct a simple reductive group G ′ overF as follows. Let G ′F = G k and the
Since G is adjoint, we have σ = τ σ 0 , where τ ∈ Ω and σ 0 (S 0 ) = S 0 . Note that σ 0 preserves dominant cocharacters. We set µ
is theF -simple pair associated to (G, {µ}). Then by definition, µ is minute (for G) if and only if µ ′ is minute for G ′ . We consider the map
This map induces a map from the set B(G) of σ-conjugacy classes on G(F ) to the set B(G ′ ) of the σ ′ -conjugacy classes on G ′ (F ). By [22, §4] , this map induces a bijection from B(G, {µ}) to
2.5. Classification. We will first describe the classification in terms of the triple (W a , µ, σ), where W a is an affine Weyl group, µ is a dominant coweight in the associated root system, and σ is a length-preserving automorphism on W a . (Note that in general the translation t µ ∈W will not be an element of W a .)
We use the same labeling of the Coxeter graph as in [3] . If ω ∨ i is minuscule, we denote the corresponding element in Ω by τ i ; conjugation by τ i is a diagram automorphism ofW which we denote by τ i again. Let ς 0 be the unique nontrivial diagram automorphism for the finite Dynkin diagram if W 0 is of type A n , D n (with n 5) or E 6 . For type D 4 , we also denote by ς 0 the diagram automorphism which interchanges α 3 and α 4 . Theorem 2.5. Assume that G is quasi-simple overF and µ = 0. Then (G, {µ}) is fully HodgeNewton decomposable if and only if the associated triple (W a , µ, σ) is one of the following:
The theorem is proved in Section 4.
2.6. Interpretation. Let G be adjoint and simple over F and let µ be a dominant coweight of G.
Absolutely simple cases.
The following table lists all cases where G is absolutely simple, µ = 0, and (G, {µ}) is fully Hodge-Newton decomposable. We use the notation of Tits's table.
Cases where G is not absolutely simple.
If we drop the assumption the G be absolutely simple, but require that µ is nontrivial on each F -factor of G, then the pair (G, {µ}) is fully Hodge-Newton decomposable if and only if it is in the list of the previous paragraph, or it is one of the following
. By 1 ς 0 we denote the automorphism of A n−1 × A n−1 exchanging the two factors. (In this case, the passage to aF -simple group yields the case (Ã n−1 , ω
) and E/F is a quadratic totally ramified extension. (In this case, the extended affine Weyl group is of typeÃ n−1 , and the image of µ in X * (T ) Γ0 is ω
Note that the difference of the numbers of cases in the list in Theorem 2.5 and the lists given here arises as
• For the triple (W a , µ, σ), we consider the (unoriented) affine Dynkin diagram, while for the pair (G, {µ}) we consider the (oriented) local Dynkin diagram.
• Also for the triple (W a , µ, σ), we only consider the connected affine Dynkin diagram, while for the pairs (G, {µ}) we consider the cases where σ acts transitively on the set of connected components of affine Dynkin diagrams. This leads to the Hilbert-Blumenthal case which corresponds to the triple (Ã n−1 , ω
2.7. We list the cases where the description of the basic locus in a Shimura variety has been proved in previous work.
Unitary groups.
(1) The fake unitary case. The (A n , ω ∨ 1 ) case arises from U (1, n), p split, and the basic locus is 0-dimensional. This is the situation considered by Harris and Taylor in [15] . (2) The Drinfeld case. The case (
is the Drinfeld case and the basic locus is the whole Shimura variety.
) is the U (1, n), p inert case. For hyperspecial level structure, the basic locus is studied by Vollaard and Wedhorn in [55] . Compare also the article [25] by Helm, Tian and Xiao about products of the form U (n, 1) × U (1, n).
is the unramified U (1, n) with nonsplit hermitian form case.
For certain maximal parahoric level structure the basic loci were studied by Rapoport, Terstiege and Wilson in [45] . For level structure giving rise to exotic good reduction they were studied by Wu [56] . (4) The Hilbert-Blumenthal case.
• The unramified case
. Note that this case also arises as the local situation attached to certain unitary Shimura varieties, and the corresponding stratification of the supersingular locus is exploited by Tian and Xiao [50] , [51] (in the case of hyperspecial level structure). They show that the irreducible components of the supersingular locus provide sufficiently many cycles to ensure that the Tate conjecture holds for the special fiber of the Shimura variety. The case of Hilbert fourfolds was earlier done by Yu [57] .
• The ramified case Res E/F P GL n , µ is (ω
) and E/F is a quadratic ramified extension.
Orthogonal groups. SO(2, n) of a quadratic form
The cases (B n , ω
See the paper [28] by Howard and Pappas for related results, once again for the case of hyperspecial level structure.
Exceptional cases. Some of the exceptional cases have been studied in the case of hyperspecial level structure, for example:
The case (
2 ) is the U (2, 2), p inert case and for hyperspecial level structure, the basic locus is studied by Howard and Pappas in [27] .
The case (G, µ, K) = (C 2 , ω ∨ 2 ) is the Siegel case for Sp(4) and for hyperspecial level structure, the basic locus was studied by Katsura and Oort [30] and Kaiser [29] ; see also the paper [38] by Kudla and Rapoport (where the results are applied to computing intersection numbers of arithmetic cycles).
For the other exceptional cases, we do not know of a reference in the literature, but there is no question that they can be dealt with in a similar way.
Cases which do not arise from a Shimura variety. Not all the cases come from a Shimura variety:
3. Hodge-Newton decomposition 3.1. In this section, we assume that the group G is adjoint.
Recall that we fix a W 0 ⋊ σ 0 -invariant positive definite symmetric bilinear form , on V . Let Φ be the set of relative roots of G (overF ). For any v ∈ V , we set Φ v,0 = {a ∈ Φ; a, v = 0} and Φ v,+ = {a ∈ Φ; a, v > 0}. Let M v ⊆ G(F ) be the Levi subgroup generated by T and U a for a ∈ Φ v,0 and let N v ⊆ G(F ) be the unipotent subgroup generated by U a for a ∈ Φ v,+ . Put P v = M v N v , which is a semistandard parabolic subgroup of G with N v being its unipotent radical. Then M v and P v are a semistandard Levi subgroup and a parabolic subgroup respectively. Moreover, P v is standard (with respect to the fixed Borel B ⊆ GF overF ) if and only if v is dominant.
Γ0 ⊗Q, we can view v as a homomorphism D → TF → GF . Here D denotes the pro-torus with character group Q. Then M v is the centralizer of this homomorphism inside GF . In this sense, our notation is compatible with Kottwitz's notation in [34] .
LetW v =W (M v ) be the Iwahori-Weyl group of M v and v be the Bruhat order onW v . It can be described in the following way: for x, y ∈W v , x v y if and only if there exist affine reflections r 1 , · · · , r n ofW v such that x r 1 x · · · r n · · · r 1 x = y. Here is the usual Bruhat order onW .
As the dominant M v -chamber we take the unique M v -chamber which contains the fixed dominant chamber for GF . Below we say that v ′ ∈ V is P v -dominant, if it is M v -dominant and α(v ′ ) 0 for all α ∈ Φ v,+ , i.e., for all α occurring in N v . This yields one chamber inside V , and in particular for every v ′ ∈ V , the W 0 -orbit of v ′ contains a unique P v -dominant element. By a superscript, we denote conjugation, e.g.,
We recall the definition of alcove elements introduced in [10] and [12] and discuss some properties of them.
Definition 3.1. Let w ∈W and v ∈ V . We say w is a (v, σ)-alcove element if
The following result follows directly from the definition.
for any e ∈ V .
Proof. Assume that xσ = t λ z for λ ∈ X * (T ) Γ0 and z
Proof. We can assume w ′ = sw for some reflection s ∈W v . Suppose that there exists k ∈ Z such that α(q) > k > α(sw(q)) for α ∈ Φ v,+ and q ∈ a. Since w is a (v, σ)-alcove, we have
Since s ∈W v , p(s) = s γ for some γ ∈ Φ v,0 . By replacing γ with −γ if necessary, we can assume w(q) − sw(q) ∈ R >0 γ ∨ . Hence α(γ ∨ ) > 0. Since sw < w, wa and sa are on the same side of the hyperplane V s , and a and swa are on the other side of the hyperplane V s . Since w(q) − sw(q) ∈ R >0 γ ∨ , we have s(q) − q ∈ R >0 γ ∨ and α(s(q)) > α(q) > k > α(sw(q)), which means sa > α swa (with notation as in [10, 2.1]). Now we have a = ssa > p(s)(α) sswa = wa, contradicting the assumption that w is a (v, σ)-alcove element. Therefore swa α a for all α ∈ Φ v,+ . Thus w ′ is a (v, σ)-alcove element.
The following result is proved in [42, Lemma 2.1]. 
, 0) (but not with respect to M ν b ). The picture shows the "Newton polygons" of v ♭ , ν b and µ, following the usual convention that the slopes of the polygon segments are the entries of the anti-dominant representative. In terms of the picture, the property that (µ, b) is HN decomposable corresponds to the fact that the Newton polygon of ν b has a break point which lies on the Newton polygon of µ.
For any semistandard
Then we have a natural embedding
The following result is proved in [10, Theorem 2. 
and likewise we write J
Mv b
for the σ-centralizer inside M v (F ).
the set of minimal length representatives in their cosets in W 0 /W J . We assume that (µ, b) is Hodge-Newton decomposable with respect to M , which means by Definition 2.1 that
σ be the set of σ-stable parabolic subgroups of G containing the maximal torus T which are conjugate to P . For P ′ ∈ P σ , we have
where N ′ is the unipotent radical of P ′ and M ′ ⊆ P ′ is the unique Levi subgroup containing T . Since P ′ is conjugate to P , there exists a unique element
Notice that two W 0 -conjugate vectors in V are the same if they have the same associated parabolic subgroup. Thus we have z
The main purpose of this section is to establish the Hodge-Newton decomposition for X(µ, b) K , i.e., to show that X(µ, b) K is the disjoint union of X M ′ ( * , * ) * , where M ′ are certain semistandard Levi subgroups that are conjugate to the given Levi M . In order to do this, we first show that for each such M ′ , there exists a representative of [b] in M ′ (F ).
Proof. By [18, §3] , the σ-conjugacy class [b] contains a representativeẇ for some w ∈W . Then
On the other hand, by Lemma 3.7, we have p(σ)( 3.5. LetK ⊆ G(F ) be a standard σ-stable parahoric subgroup, corresponding to K ⊆S. Let
We have an embedding
where the first map comes from the closed immersion F L(M ) → F L(G) and the second map is given by gK → h P ′ gK.
is a parahoric subgroup and K M ′ is the corresponding set of simple reflections in the Iwahori-Weyl groupW (M ) of M ; µ P ′ = z P ′ (µ) is the unique P ′ -dominant conjugate of µ and h P ′ is an element in G(F ) with b P ′ = h −1 P ′ bσ(h P ′ ). Thanks to Proposition 3.8, the image of φ P ′ ,K does not depend on the choices of b P ′ and h P ′ , but only depends on P ′ . We simply write φ P ′ for φ P ′ ,∅ .
We first discuss the W σ K -action on P σ .
Lemma 3.9.
The following conditions are equivalent:
Note that for any x, y ∈W ,ȊxȊyȊ ⊆ ∪ x ′ xȊ x ′ yȊ. We havȇ
. In other words, z P ′′ = u 1 z P ′ x for some u 1 ∈ W K and x ∈W M . Therefore, P ′′ =ż P ′′ P =u 1żP ′ẋ P = u1ż P ′ P =u 1 (P ′ ) and (a) follows.
It suffices to show
Indeed, noticing that
. Hence p(z 
K is also σ-stable. By assumption there exists u ∈ W K such thatu(P ′ ) = P ′′ . Moreover, noticing that P ′ is normalized by W M ′ ,K , we can and do assume further that u ∈ W M ′ K . Since P ′ , P ′′ are σ-stable, we havė 
where the second equality follows from ( * ). The proof is finished.
The following result describes the relation between the images of φ P ′ for various P ′ . Here K M ′ is the subset of simple reflections ofW (M ′ ) corresponding to the standard parahoric subgroupK
Proposition 3.10. LetK be a standard σ-stable parahoric subgroup corresponding to K ⊆S.
, compare the proof of (a)⇒(c) of Lemma 3.9) andν
Notice thatż
K be as in Lemma 3.9. We may take h P ′′ = h P ′u −1 and b P ′′ =ub P ′u −1 . Now we have
We have the following decomposition of the admissible set, which plays a crucial role in the study of Hodge-Newton decomposition (see Theorem 3.16 below).
Theorem 3.11. Under the assumptions in Section 3.4, we have
Before proving this theorem, we first need several technical Lemmas.
We have
Here ye − e denotes the unique dominant element in the Weyl group orbit of ye − e, the second equality follows from Lemma 3.3 and the last inequality follows from y ∈ Adm({µ}) ⊆ Perm({µ}), the {µ}-permissible set, see [37] . Therefore,
xe − e, v = max{ ye − e, v , p(s)(ye − e), v }.
Since ye − e, p(s)(ye − e) ∈ xσ(e) − e + R =0 α ∨ , we have α ∨ , v = 0 and ye − e, v = xe − e, v . By Lemma 3.5, y is a (v, σ)-alcove element. By Lemma 3.3,
Corollary 3.13. Let x, v, µ be as in Lemma 3.12. Let w ∈ Adm({µ}) such that x w. Then x v w, w is a (v, σ)-alcove element and ν w , v = µ, v ♭ .
Proof. Since x w, there exists a sequence of affine reflections s 1 , s 2 , · · · , s ℓ(w)−ℓ(x) such that
By Lemma 3.12, one can prove by induction on i that
Lemma 3.14. Let x be a σ-straight element in Adm({µ}) withẋ ∈ [b]. Then there exists a unique element v
Assume another v ∈ W 0 · v ♭ satisfies the conditions of the lemma. Then such that w is a (z(v ♭ ), σ)-alcove element and ν w , z(v
Since w ∈ Adm({µ}), w t y(µ) for some y ∈ W 0 . By Lemma 3.12, w z(v ♭ ) t y(µ) , t y(µ) is also a (z(v ♭ ), σ)-alcove element and
On the other hand, suppose
Then x is also a (z
By Lemma 3.14,
Now we state our main theorem in this section. Theorem 3.16. Assume that (µ, b) is Hodge-Newton decomposable with respect to M . LetK be a standard σ-stable parahoric subgroup of G(F ) corresponding to K ⊆S. Then we have the Hodge-Newton decomposition
as a disjoint union of open and closed subsets. Remark 3.17. In the Hodge-Newton decomposition, one may fix the standard Levi subgroup M overF and work with various rational structures on it instead of working with various semistandard Levi subgroups. More explicitly, for each
F ) and the Frobenius automorphism on M P ′ is given by σ P ′ = Int(ż
, where K P ′ is the subset of simple reflections ofW (M ) corresponding to the standard parahoric subgroupK P ′ = M (F ) ∩ż
Proof of Theorem 3.16. By Theorem 3.6 and Theorem 3.11, the theorem holds forK =Ȋ, that is,
By Proposition 3.10, we deduce that
where the first and the last equalities follow from the fact that π To show each Im(φ P ′ ,K ) in the finite disjoint union on the right hand side of the decomposition, is open and closed, it suffices to show it is closed. But X
First part of the proof
In this section, we verify the →-directions in the blueprint §0.7. By assumption, G is quasisimple over F . By Section 2.3, we may assume that G is of adjoint type. We also assume that µ = 0.
(1 HN-decomp) ⇒ (2 minute). Suppose that
Thus by definition, the σ-conjugacy class corresponding to v is not Hodge-Newton decomposable.
(2 minute) ⇒ (1 HN-decomp). Let v ∈ B(G, {µ}).
If v is not basic, then there exists i such that v, α i = 0. Let O be the σ 0 -orbit of i. Using Theorem 1.2, we obtain
Since µ is minute, this implies that either v, ω O = 0 or v, ω O = µ, ω O . Since v is dominant and v, α i = 0, we cannot have v, ω O = 0. Therefore, µ − v, ω O = 0 and the corresponding σ-conjugacy class is Hodge-Newton decomposable with respect to M S0−O .
Classification ⇒ (2 minute)
. This is just a routine check. We verify the (B n , ω ∨ 1 , τ 1 ) case and leave the other cases to the readers.
Here σ = Ad(τ 1 ) and σ(0) = ω ∨ 1 . We identify V and its dual with n i=1 Re i , where e i , e j = δ ij . The simple roots of G are e 1 − e 2 , e 2 − e 3 , · · · , e n−1 − e n , e n . The fundamental coweights are ω 
In the last three cases, µ, ω i = 1 for some i. By the definition of minute, we must then have σ 0 (i) = i and { σ(0), ω i } = 0. This leads to the choices of σ for (W a , µ) in those cases.
As to the case (W a , µ) = (Ã n−1 , ω Proof. We may pass to G ad and then, as in Section 2.3, pass to one of its simple factors. If µ = 0, then the argument in §4.4 implies that the corresponding triple (W a , µ, σ) is isomorphic to (Ã n−1 , ω
The case of (Ã n−1 , ω ∨ 1 , id) is the case considered by Harris and Taylor in [15] . In this case, it is easy to check that every element in Adm({µ}) is straight. Therefore, for any [b] ∈ B(G, {µ}), and any parahoric subgroupK, dim X({µ}, b) K = 0.
(1 HN-decomp)+(2 minute) ⇒ (3 non-basic -leaves).
Recall that G is assumed to be quasi-simple over F . In particular, σ and σ 0 act transitively on the connected components of S and S 0 respectively. We have a direct sum decomposition
M be the first factor of µ with respect to this decomposition. Since µ M is M -dominant, µ M ∈ i∈SM R 0 α ∨ i and thus µ − µ M , α j 0 for j ∈ S 0 − S M , which means µ − µ M is dominant. Since µ = 0 and M G, applying Lemma 4.3, we have µ − µ M = 0 and hence
Let n ∈ N be the order of σ P ′ as an affine transformation of V . In particular, (σ 0 ) n = 1. We show that ( ‡)
This is [22, Lemma 4 .2 (1)]. We repeat the proof here for convenience. Let v ♭ be as in §3. 4 .
. By assumption we have
By ( ‡) we have
where the inclusion follows from the fact z −1
The proof is finished.
Let O be a σ 0 -orbit of S M . Combining ( †) and Lemma 4.4 we deduce that 
If w is a minimal length element in its σ-conjugacy class, then by [18] , f (b) = f (w) and so 0 = dim X w (b) = ℓ(w) − ν b , 2ρ , hence w is σ-straight. 4.9. Support of w. For w ∈ W a , we denote by supp(w) the support of w, i.e., the set of i ∈S such that s i appears in some (or equivalently, any) reduced expression of w. For τ ∈ Ω, define
In other words, supp σ (wτ ) is the minimal τ σ-stable subset K ′ ⊆S such that wτ σ ∈ W K ′ ⋊ τ σ }. Let w ∈W and K ⊆S. We write Ad(w)σ(K) = K if for any k ∈ K, there exists k ′ ∈ K with ws σ(k) w −1 = s k ′ . In this case, w ∈ KW σ(K) .
As in [11, 3.1] , for any w ∈W and K ⊆S with σ(K) = K, the set {K ′ ⊆ K; Ad(w)σ(K ′ ) = K ′ } contains a unique maximal element, which we denote by I(K, w, σ), cf. also [17, 1.3] .
We have the following results on the finiteness of support. Note that although we need to talk about the closure of an Iwahori double coset, working inside the p-adic loop group/affine Grassmannian, this proof does work in mixed characteristic. Alternatively, instead of invoking this theory, one can also apply the above proof in the equal characteristic setting, working with the "usual" loop group, and then rephrase the statement of the proposition in a purely combinatorial way, using class polynomials, say, in order to show that the result can be transferred from the equal to the mixed characteristic case.
Proof. Let x ∈ W I(K,w,σ) . Then by Lang's theorem for the parahoric subgroup P I(K,w,σ) , we havȇ IwxȊ ⊆ G(F ) · σȊ wȊ. Since W supp σ (w) is finite,ȊwȊ is contained in a basic σ-conjugacy class of G(F ). ThusȊwxȊ is contained in the basic σ-conjugacy class of G(F ). By Proposition 4.6, W supp σ (wx) is finite for any x ∈ W I(K,w,σ) . It follows that W supp σ (w)∪I(K,w,σ) is finite. Proof. In view of the fact that the decomposition arises by projection from the decomposition in the Iwahori case, and since this projection is closed, it is enough to observe that the closure of a classical Deligne-Lusztig variety is a union of classical Deligne-Lusztig varieties.
(4 EKOR ⊆ Newton) ⇒ (5 basic -EKOR). The implication (4 EKOR
A combinatorial description of the closure relations in this decomposition can in principle, at least in each individual case, be worked out along the lines of [11, §7] , cf. also [17, Theorem 3.1 (2)], where the closure of a general fine Deligne-Lusztig variety is described. However, the combinatorics involved is in general much more complicated than in the Coxeter cases of [11] , e.g., the set Adm({µ}) ∩ KW will not in general have a simple description. Although formally speaking, in [11] only the case of equal characteristic was considered, the decomposition and the same closure relations hold in the mixed characteristic case, using once again [59, Cor. 1.24] and the fact that the projections from the affine flag variety to partial affine flag varieties are closed in this setting, too. Proof. Say we have w ∈ W a τ for τ ∈ Ω.
(⇒): Let K = supp σ (w). Then wτ −1 ∈ W K and by assumption W K is finite. We have
Since τ σ(K) = K, the action of τ σ on V , which is of finite order, preserves V K ∩ā. So there exists v ∈ V K ∩ā such that τ σ(v) = v and hence wσ(v) = v as desired.
(⇐): Let v ∈ā such that wσ(v) = v and let K = {s ∈S; s(v) = v}. In particular, W K is finite. Since v ∈ā ∩ wσ(ā), there exists w ′ ∈ W K such that wσ(a) = w ′ (a). So τ σ = (w ′ ) −1 wσ and hence τ σ(v) = v. Therefore, we have τ σ(K) = K and supp σ (w) ⊆ K as desired.
5.2. Now we introduce the following condition, formulated in terms of the affine Weyl groupW (together with the action of σ and the choices of µ and K). This is condition (6) In the rest of this section, we show that the fixed point condition (FC) implies Theorem 2.3 (2 minute), or equivalently, the classification.
5.4.
To study the (FC) condition, it suffices to consider each F -factor of the corresponding group of adjoint type, G ad , individually. Our first goal is to reduce the study of the (FC) condition further to groups that are simple overF .
Assume that G is adjoint and simple over F . Let (G ′ , {µ ′ }) be theF -simple pairs associated to (G, {µ}) (Section 2.4). LetK = ( 
As a consequence, we have Proposition 5.3. The projection map to the k-th factor G(
Proof. We havȇ
HereȊ ′ is the standard Iwahori subgroup of G ′ , and the second equality follows from the fact that the admissible sets are closed under the Bruhat order; the third one follows from the fact that {p(σ)(λ)} = {σ 0 (λ)} for any cocharacter λ; the fourth one follows from Theorem 5.2.
5.5. It is easy to see that µ is minute for G if and only if µ ′ is minute for G ′ . On the other hand, let
be the multiplication map. There is no obvious relation between the image of Adm({µ}) ∩ KW (under m) and Adm({µ ′ }) ∩ K ′W ′ , and it is difficult to relate the (FC) conditions of G and of
To overcome this difficulty, we introduce the subset
By [19, Theorem 6 .1] (see also [13, Proposition 5.1] for a different proof), we have that K Adm({µ}) ♠ ⊆ Adm({µ}).
Proposition 5.4. Let µ 1 , µ 2 ∈ X * (T ) Γ0 be dominant cocharacters. Then
5.6. We first consider the case where K ⊆ S 0 . In this case, it is easy to see that if
We may write y as y = t λ u, where λ ∈ {µ 1 + µ 2 }, the W 0 -conjugacy class of µ 1 + µ 2 , and u ∈ W K . Since λ is K-dominant, λ = λ 1 + λ 2 , where λ i ∈ {µ i } for i = 1, 2 are K-dominant. We set K 1 = {i ∈ K; λ 2 , α i = 0}. Write u = u 1 u 2 with u 1 ∈ W K1 and u 2 ∈ K1 W K . Then t λ2 u 2 ∈ KW and y = t λ1+λ2 u = (t λ1 u 1 )(t λ2 u 2 ). It remains to show that
We prove this by contradiction. Suppose that
Thus u(α) < 0 and λ, α = 0. Hence t λ u / ∈ KW . That is a contradiction. This finishes the proof for the case where K ⊆ S 0 . 5.7. The general case involves the comparison between the original root system and the one defined by a "change of origin". To explain this, we introduce the following notation.
Let p : Aff(V ) = V ⋊ GL(V ) → GL(V ) be the projection map. We set W K = p(W K ) ⊆ GL(V ). This is the Weyl group associated to the root system Φ K defined as follows: Let i ∈ K. If i ∈ S 0 , we set α i = α i . Otherwise, we set α i = −θ, where θ ∈ Φ + is the highest root such that s i = t θ ∨ s θ . Denote by Φ K the (finite) root system spanned by α i for i ∈ K. This is a root system of Dynkin type K. We see that Φ + K := Φ ∩ ( i∈K Nα i ) is a system of positive roots of Figure 2 . An example for G = P Sp 4 , µ = (
The origin is at the thick dot. The set Adm({µ}) consists of the thirteen alcoves inside the thick line. The intersection KW ∩ Adm({µ}) consists of the 9 alcoves shaded in (light or dark) gray. The set Adm({µ}) ♠ consists of the 4 alcoves shaded in dark gray. On the other hand,W K is an extended affine Weyl group. Let ℓ K (resp. K ) be the length function (resp. Bruhat order) determined by the base alcove a K := {v ∈ V ; 0 < v, α < 1, α ∈ Φ + K } in the usual way. Following our usual conventions, we write
for the system of minimal length representatives inW K for the cosets in W K \W K .
To compare the two functions ℓ and ℓ K , and the two partial orders and K onW K , we need to change the origins between 0 in V and the barycenter e K of the facet corresponding toS − K. Let t e K : V → V be the affine transformation given by translation by e K . Then t
(b)w ∈ KW if and only if t (FC ♠ ): If w ∈ K Adm({µ}) ♠ has central Newton point, then w • σ fixes a point inā. This new condition behaves better than (FC) with respect to passing from G to
To show that (6 FC) implies (2 minute), we may therefore assume that G isF -simple.
When we enlarge K, the condition (FC ♠ ) becomes weaker, so it is enough to check the implication that (FC ♠ ) implies µ is minute when K is maximal, i.e.,S − K is a single σ-orbit. In other words,K is a maximal σ-stable parahoric subgroup of G(F ). Note that the parabolic subgroup W K is finite.
To complete the proof that (FC ♠ ) implies µ is minute, and thus the proof of Theorem 2.3, we are now reduced to proving the following statement:
For anF -simple and adjoint group G over F and maximal σ-stable K S , (FC ♠ ) implies that µ is minute.
For the rest of this section, we assume that these assumptions are satisfied.
Let
be a union of some connected components of K (view K as a Dynkin diagram). We denote by θ K ′ the sum of all highest roots in Φ
and U K ′ ⊆ V be the intersection of the affine root hyperplanes H i for i ∈ K ′ . Let e K be the barycenter of the facet corresponding toS − K. Since K is σ-stable, σ(e K ) = e K . We are interested in certain σ-Coxeter elements in W K ′ . By definition, an element c in W K ′ is a σ-Coxeter element if in some (equivalently, any) reduced expression of c exactly one simple reflection out of each σ-orbit occurs.
is an orthogonal decomposition. Therefore, to compute the Newton vector, we can consider the three summands individually. Since λ is central on K ′′ , it is enough to look at the second and third summands.
We start by proving that p(cσ) − id is invertible on
, where v j ∈ā is the vertex corresponding to j. Note thatS − K is a single σ-orbit inS since K is a maximal σ-stable subset ofS. Thus e K is the unique cσ-fixed point in U K , that is, p(cσ) − id is invertible on the linear subspace U K − e K . On the other hand, since c is a σ-Coxeter element for K ′ , 0 is the unique p(cσ)-fixed point in V K ′ , which means p(cσ) − id is also invertible on V K ′ .
Therefore e K is the unique cσ-fixed point in
The statement of the lemma follows; cf. the argument in [10, Lemma 9.4.3].
5.11. Next we discuss the construction of certain σ-Coxeter elements in a finite Weyl group.
Let (W, S) be a finite Weyl group with a diagram automorphism σ. We say that (Γ, i) is a based sub-diagram if Γ is a sub-diagram of the Dynkin diagram of W and i ⊆ Γ is a subset that contains exactly one element in each connected component of Γ. We define c Γ,i;n = j∈Γ dist(i,j)=n for some i∈i s j , where dist(i, j) ∈ N ∪ {∞} denotes the distance between two vertices i, j in the graph Γ. Since the Dynkin diagram of any finite Weyl group does not contain a circle, any two vertices with the same finite distance to a given one are not adjacent to each other. Thus the above element does not depend on the choice of the ordering. We define c Γ,i = c Γ,i;0 c Γ,i;1 · · · c Γ,i;|Γ|−1 .
We say that a sub-diagram of S is a σ-component of S if it is a union of some connected components of S such that σ acts transitively on these connected components.
Lemma 5.6. Let (W, S) be a finite Coxeter group and σ be a diagram automorphism of W . Let i ⊆ S such that each σ-component of S contains precisely one element of i. Then there exists a based sub-diagram (Γ, i) such that Γ contains exactly one element in each σ-orbit of S. In particular, the element c Γ,i is a σ-Coxeter element of W .
Proof. It suffices to consider the case that S is connected, which follows easily by a case-by-case analysis.
The following result describes the action of c Γ,i on V .
Lemma 5.7. Let W be a finite Weyl group and V be a geometric representation of W . Let (Γ, i) be a based sub-diagram such that each σ-component of S contains precisely one element of
Proof. It suffices to consider the case where σ acts transitively on the set of connected components of the Dynkin diagram of W . In this case, i = {i} for some i ∈ Γ. We simply write c i for c Γ,i and c i,n for c Γ,i;n . We show by induction on n that
If n = |Γ| − 1, the statement follows from (a). Assume it holds for n + 1. We show it holds for n. Set Γ(m) = {j ∈ Γ; dist(i, j) = m} and Γ( m) = ∪ m ′ m Γ(m ′ ). For each j ∈ Γ(n) we have
where the second and fifth equalities hold because j, j ′ ∈ Γ are not adjacent if dist(i, j ′ ) n + 2; the third equality follows from (a). Then by induction hypothesis we have
where the first equality follows from induction hypothesis, the last one follows from (b). The lemma is proved.
We now return to our usual setting. The following result gives particular elements in K Adm({µ}) ♠ .
Proposition 5.8. Let λ ∈ {µ} be a K-dominant cocharacter. Let K ′ be the union of σ-components C of K such that λ is noncentral on C. Let (Γ, i) be a based sub-diagram of K ′ such that Γ contains exactly one element in each σ-orbit on K ′ and that λ, α i > 0 for any i ∈ i. Then t λ c i ∈ K Adm({µ}) ♠ . Moreover, the Newton point of t λ c i is central.
Proof. The "Moreover" part follows from Lemma 5.5. To prove the main part, write c i as a product according to the connected components of Γ. Since the factors commute with each other, it is enough to show that t λ c ∈ K Adm({µ}) ♠ for each factor c. This means that without loss of generality, we can assume i = {i} for some i ∈ K ′ and hence that Γ is connected (we will not require the condition that Γ contains exactly one element in each σ-orbit anymore).
Let y = t So we have λ, p(s 1 ) · · · p(s j−1 )(α j ) λ, α i1 1 as desired.
5.12. We say a triple (λ, Γ, i) is permissible (with respect to (G, µ, K)) if it satisfies the assumption in Proposition 5.8. Denote by K i the union of connected components of K that intersect with i. For any j ∈ K, we denote by ω j,K the fundamental weight associated to the root system Φ K and we set ω O,K = j∈O ω j,K for any σ-orbit O in K. Let p K : V → V K be the orthogonal projection (with respect to the inner product on V fixed in the beginning, Section 1.1). Let
Lemma 5.9. Let O be a σ-orbit in K and let j be the unique element in Γ ∩ O. Then
where the second equality follows from Lemma 5.7.
The following proposition puts strong restrictions on elements arising from a permissible triple and at the same time satisfying the fixed point condition. It will be the key to the proof that (FC ♠ ) implies that µ is minute.
Proposition 5.10. Let (λ, Γ, i) be a permissible triple such that t λ c Γ,i σ has a fixed point v ∈ā,
Moreover, if equality holds, then we have v, α j = 0 for all j ∈ S 0 ∩ K such that the multiplicity of α j in θ K ∈ NΦ + K is strictly smaller than the multiplicity of α j in θ. In particular,
, where 1 ς 0 is the automorphism exchanging the two connected components of K i .
Proof. We first show that for any γ ∈ Φ
By definition, v K , γ = v − e K , γ . To prove that v K , γ 0, it suffices to consider the case where γ = α i is a simple root in Φ K . If i ∈ S 0 , then e K , α i = 0 and v, α i 0. Otherwise, γ = −θ, where θ is the highest root in Φ + . In this case,
The "Moreover" part now follows easily.
(2) Using (*) and (1), we have
By Lemma 5.9, we have λ, ω O,K = v K , γ for some γ ∈ Φ + K . Hence 0 λ, ω O,K 1. Now part (2) follows from the fact that Φ K is quasi-split with respect to σ 0 .
(3) This follows from (1) via a case-by-case computation.
Let us explain how this proposition is the key tool to prove that (FC ♠ ) implies that µ is minute. Say for simplicity that K is connected (the general case will be dealt with below). Assuming that (FC ♠ ) holds in a case where µ is not minute, we have to find a K-dominant λ ∈ {µ} which is not central on K. Then there exists i ∈ K with λ, α i > 0. By Lemma 5.6, there is a based sub-diagram (Γ, {i}) of K such that Γ contains exactly one element in each σ-orbit of K. By Prop. 5.8, the element t λ c {i} lies in K Adm({µ}) ♠ and hence t λ c {i} σ has a fixed point inā. If we can arrange things such that one of the properties (1), (2), (3) of Prop. 5.10 fails, then we have obtained the desired contradiction. A particularly simple case is given as the following corollary.
Corollary 5.11. Suppose thatS − K consists of a single σ-fixed special vertex, then (FC ♠ ) ⇒ µ is minute.
Proof. Under this assumption, we may assume that K = S 0 . By part (2) of Prop. 5.10 it is then enough to show that there exists a permissible triple of the form (µ, Γ, i). We choose i with µ, α i > 0, set i = {i} and apply Lemma 5.6 to find a suitable Γ.
Finally, we prove that Proposition 5.12. AssumeS is connected. If µ is not minute, then there exists some permissible triple (λ, Γ i , i) such that (FC) ♠ fails for t λ c i .
5.13
. We first prove the Proposition for classical groups, except for small rank cases:
If K is not connected, then a straightforward case-by-case analysis shows that we may choose λ such that either λ is non-minute on Φ K or λ is noncentral on at least two of the connected components of K that are not both isomorphic to A 1 . This contradicts Proposition 5.10. Now we assume that K is connected. By the proof of Corollary 5.11, the corresponding parahoric subgroupK is not a special maximal parahoric subgroup. Since K is a maximal σ-stable proper subset ofS, we are in one of the following cases (up to isomorphism):
• G is of type 2Ã n−1 (for n 5), and K is obtained fromS by removing a σ-orbit which is of the form A 2 . Now K is of type A n−2 and we can assume K = {1, 2, · · · , n − 2}. Since µ is non-minute, that is, µ / ∈ {ω
• G is of type 2B n (for n 4) and K =S − {0, 1} is of type B n−1 . Since µ = ω ∨ 1 , we can choose λ such that p K (λ) = ω 2,K and hence Prop. 5.10 (2) fails.
• G is of typeB n or 2B n (for n 4) and K =S − {n} is of type D n−1 . Again, since µ = ω ∨ 1 , we can choose λ such that λ = ω ∨ n−1,K and hence Prop. 5.10 (2) fails.
• G is of type 2C n (for n 3) and K =S − {0, n} is of type A n−1 . We can choose λ such that p K (λ) = 0. If 5.10 (2) holds, then p K (λ) ∈ {ω • G is of type 4D n (for n 5) and K =S − {0, 1, n − 1, n} is of type A n−3 . Then Prop. 5.10 (1) fails similarly as the 2C n case above.
• G is of type 2D′′ n (for n 5) and K =S − {0, n} is of type A n−1 . Again, Prop. 5.10 (1) fails similarly as the 2C n case above.
• G is of type 2D n or 2D′ n (for n 5) and K =S − {0, 1} is of type D n−1 . Since µ = ω ∨ 1 , we can choose λ such that λ = ω ∨ 2,K and hence Prop. 5.10 (2) fails.
5.14. The basic idea for the small rank classical groups and the exceptional groups is similar, but involves more case-by-case analysis and direct constructions of the permissible triples that do not satisfy (FC) ♠ . We provide the details for typeÃ 3 , typeD 4 and typeẼ 6 . If σ is of order 3, we may assume {1, 3, 4} is a σ-orbit. If K equals {1, 3, 4} or {0, 1, 3, 4}, we can assume further that λ is noncentral on {1, 3, 4}, then Prop. 5.10 (3) fails directly. Assume K = {0, 2} and (FC) holds holds for (λ, Γ, i). Then λ is minuscule (or minute) on K by Prop. 5.10 (2). One computes by Lemma 5.9 that v K , α
. Since the multiplicity of α 2 in θ is two, we have by Prop. 5.10 (1) that v, α j = 0 and hence v K , α
, which is impossible. The case K = {2} can be handled similarly.
5.15. TypeẼ 6 . Case (1): σ = id.
If K =S − {j} for j ∈ {0, 1, 6}, then Prop. 5.10 (2) fails by Corollary 5.11. If K =S − {j} for j ∈ {2, 3, 5}, we can assume j = 2 and claim that λ such that λ is nonminute for K ′ =S − {0, 2} and hence Prop. 5.10 (2) fails. Indeed, if λ is minute for
−1 since µ = 0. Then the K-dominant cocharacter in the W K -orbit of s 2 (λ) is non-minute for K ′ and the claim is verified. If K =S − {4}, then, by a similar argument as in K =S − {2}, we can assume λ is noncentral on at least two connected components of K and Prop. 5.10 (3) fails.
Case (2):
, the arguments are similar as in Case (2).
Remark 6.1. The axioms of [23] are known to hold in the unramified PEL case for p > 2, and for odd ramified unitary groups. See the joint work of the second-named author and Zhou [24] . Most of the axioms are also verified for Shimura varieties of Hodge type by Zhou [58] .
We write F = Q p , G = G ⊗ Q Q p , and K = K p to make the connection with our previous setting. After making some group-theoretic choices as in Section 1.1, K corresponds to a subset K ⊆S. From the Shimura datum, we obtain a conjugacy class {µ} of cocharacters (we follow the conventions of [23] ). Many of the axioms are related to the following commutative diagram:
Here byK σ we indicate thatK acts by σ-conjugation.
We then have
For any [b] ∈ B(G, {µ}), the Newton stratum S K, [b] is defined to be the fiber of δ K over [b] . For any w ∈ W K \ Adm({µ}) K /W K , the Kottwitz-Rapoport stratum (KR stratum) KR K,w is defined to be the fiber of λ K over w.
There is another stratification of Sh K introduced in [23] . For any w ∈ Adm({µ}) ∩ KW , we set EKOR K,w = Υ −1 K (K σ (ȊwȊ)/K σ ) and call it the Ekedahl-Kottwitz-Oort-Rapoport stratum (EKOR-stratum) of Sh K attached to w ∈ KW . The EKOR stratification is finer than the KR stratification. If G is unramified and K is hyperspecial, the EKOR stratification coincides with the Ekedahl-Oort stratification in [53] . 6.2. Shimura varieties, RZ spaces and affine Deligne-Lusztig varieties. Note that although no affine Deligne-Lusztig varieties appear in the commutative diagram in the previous section, using the restriction of the Lang map G(Q p ) → G(Q p )/K σ , g → g −1 bσ(g), to X(µ, b) K , we obtain a bijection
In particular, Υ K restricts to a map from the Newton stratum for b to J b \X(µ, b) K (k):
Another (but similar) way to relate Newton strata to affine Deligne-Lusztig varieties is via Rapoport-Zink spaces. In the following discussion, we always use the "flat RZ space" (whose special fibre is described, by the coherence conjecture as proved by Zhu, by the µ-admissible set), rather than the "naive RZ space". By the uniformization theorem (by Rapoport-Zink in the PEL case; by Kim [32] in the case of Shimura varieties of Hodge type), the Rapoport-Zink space attached to the pertaining data is related in an explicit way to the basic locus of the Shimura variety. Cf. [54] , [55] for an example of how to make this explicit.
For the non-basic Newton strata, the connection is more complicated: To describe the full Newton stratum, the leaves in the sense of Oort have to be taken into account as well. In the case of a hyperspecial level structure, the Newton stratum has been shown to have an "almostproduct structure", i.e., there is a surjective finite-to-finite correspondence between the Newton stratum and the product of the central leaf and a truncated RZ space. See [40] , [14] , [6] .
Consider the following condition which can be thought of as an analogue of (part of) the axioms in [23] , in the setting of RZ spaces:
There is an isomorphism of perfect schemes
In [59, Prop. 0.4] , this is proved in the case of hyperspecial level structure. We expect that the arguments there can be extended to the case of RZ spaces attached to a PEL-datum (using the coherence conjecture proved by Zhu which ensures that the special fiber of the RZ space "corresponds to" the admissible set figuring in the definition of X(µ, b) K ), and that things can be arranged such that via the uniformization theorem of Rapoport and Zink, one obtains a commutative diagram relating the maps (♦) and the map from the Newton stratum for b to J b \X(µ, b) K induced by Υ K .
6.3. Hodge-Newton decomposition for RZ spaces. To make a precise statement, let us fix the following notation: Assume that (G, b, µ) arises from a PEL-datum, fix a level structure K ⊆S, σ(K) = K, and let M = M(G, µ, b) K be the corresponding RZ space. . When regarded as a moduli space of p-divisible groups with additional structure, the image of this immersion is the locus where one has a product decomposition of the type "specified by M ". Note that in [47] , it is assumed that the framing object has a product decomposition, i.e., lies in the image of the map; this means that the closed immersion above should be thought of as the composition of the map in [47] and the automorphism of M given by the change of framing object, analogously to the map (3.1). Similarly as for affine Deligne-Lusztig varieties, while the map itself depends on these choices, the image does not.
We will require below that the condition (♦) is satisfied for G and M , and that these isomorphisms give rise to a commutative diagram with the map in (3.1). This is true in the case of [59, Prop. 0.4] .
From the Hodge-Newton decomposition for affine Deligne-Lusztig varieties, Theorem 3.16, we obtain Theorem 6.2. In the above situation, assume that (♦) holds, compatibly with passing to Levi subgroups, and the conditions in Section 3.4 hold, i.e., the pair (µ, b) is HN decomposable with respect to some Levi subgroup M . Then we have a decomposition
as a disjoint union of open and closed subschemes.
Proof. The morphisms described above induce a morphism from the union of the RZ spaces attached to the Levi subgroups to the space on the left hand side. The properties that this is a surjection, that the union is disjoint and that the subsets are open and closed can be checked after passing to the perfection. There the desired statement follows directly from Theorem 3.16, using property (♦).
We expect that the result also holds for RZ spaces of Hodge type; to establish this, one needs to define the closed immersions of spaces coming from Levi subgroups, and check property (♦). Furthermore, it seems reasonable to hope that this result holds not only on the level of the underlying reduced subschemes, but also on the level of the corresponding adic spaces, i.e., for the generic fibres. Results of this type have been proved by several people, cf. Mantovan [41] , Shen [49] , Hong [26] . All the cited papers deal with hyperspecial level structure only, however. In particular, the validity of these conditions only depends on the choice of (G, {µ}) and is independent of the choice of the parahoric subgroup K.
We prove the theorem by proving that each of the conditions listed above is equivalent to the group theoretic version, i.e., the condition in Theorem 2.3 with the corresponding label.
6.6. Newton strata versus leaves: (3) ⇐⇒ (3 ′ ). In view of (6.2), the equivalence of (3) and (3 ′ ) follows from the following 
