Cognitive radios have been proposed as a means to implement efficient reuse of the licensed spectrum. The key feature of a cognitive radio is its ability to recognize the primary (licensed) user and adapt its communication strategy to minimize the interference that it generates. We consider a communication scenario in which the primary and the cognitive user wish to communicate to different receivers, subject to mutual interference. Modeling the cognitive radio as a transmitter with sideinformation about the primary transmission, we characterize the largest rate at which the cognitive radio can reliably communicate under the constraint that (i) no interference is created for the primary user, and (ii) the primary encoder-decoder pair is oblivious to the presence of the cognitive radio.
I. INTRODUCTION
Observing a severe under-utilization of the licensed spectrum, the FCC has recently recommended [7] , [8] that significantly greater spectral efficiency could be realized by deploying wireless devices that can coexist with the incumbent licensed (primary) users, generating minimal interference while somehow taking advantage of the available resources. Such devices could, for instance, form real-time secondary markets [15] for the licensed spectrum holders of a cellular network or even, potentially, allow a complete secondary system to simultaneously operate in the same frequency band as the primary. The characteristic feature of these cognitive radios would be their ability to recognize their communication environment and adapt the parameters of their communication scheme to maximize the quality of service for the secondary users while minimizing the interference to the primary users.
In this paper, we study the fundamental limits of performance of wireless networks endowed with cognitive radios. In particular, in order to understand the ultimate system-wide benefits of the cognitive nature of such devices, we assume that the cognitive radio has non-causal knowledge of the codeword of the primary user in its vicinity 1 ; in this, we are motivated by the model proposed in [6] . We address the following fundamental question:
What is the largest rate that the cognitive radio can achieve under the constraint that 1 Note that this does not imply that the cognitive user can decode the information that the primary user is communicating since there are secure encryption protocols running at the application layer. The decoded codeword is a meaningless stream of bits for the cognitive user.
(i) it generates no interference for the primary user in its vicinity, and (ii) the primary receiver uses a single-user decoder, just as it would in the absence of the cognitive radio? We will refer to these two imperative constraints as the coexistence conditions that a cognitive secondary system must satisfy. Of central interest to us is the communication scenario illustrated in Fig. I : The primary user wishes to communicate to the primary base-station B p . In its vicinity is a secondary user equipped with a cognitive radio that wishes to transmit to the secondary base-station B s . We assume that the cognitive radio has obtained the message of the primary user. The received signal-to-noise ratio of the cognitive radio's transmission at the secondary base-station is denoted by SNR. The transmission of the cognitive radio is also received at B p , and the signalto-noise ratio of this interfering signal is denoted by INR (interference-to-noise ratio). If the cognitive user is close to B p , INR could potentially be large.
Our main result is the characterization of the largest rate at which the cognitive radio can reliably communicate with its receiver B s under the coexistence conditions and in the "low-interference-gain" regime in which INR ≤ SNR. This regime is of practical interest since it models the realistic scenario in which the cognitive radio is closer to B s than to B p . Moreover, we show that the capacity achieving strategy is for the cognitive radio to perform precoding for the primary users's codeword and transmit over the same time-frequency slot as that used by the primary radio.
To prove our main result, we allow the primary and secondary systems to cooperate and jointly design their encoderdecoder pairs and then show that the optimal communication scheme for this cooperative situation has the property that the primary decoder does not depend on the encoder and decoder used by the secondary system. This cooperative communication scenario can be thought of as an interference channel [1] , [17] , [4] but with degraded message sets 2 : Achievable schemes for this channel have been first studied in [6] . A related problem of communicating a single private message along with a common message to each of the receivers has been studied in [13] .
Furthermore, we exhibit a regime in which joint code design is beneficial when one considers the largest set of simultaneously achievable rates of the primary and cognitive users. We show that, unlike in the low-interference-gain regime, knowledge of the code used by the cognitive radio is required by the primary decoder in order to achieve all the rates in the capacity region of this interference channel when INR SNR. The rest of this paper is organized as follows. We first present the Gaussian cognitive channel in Section II. We state our main result, the capacity of the cognitive channel in the low-interference-gain regime INR ≤ SNR, in Section III. The proof of our main result is given in Section IV, where we demonstrate the capacity region of the underlying interference channel with degraded message sets which inherently allows for joint code design. We then show that the benefit of joint code design becomes apparent in the high-interference-gain regime INR SNR; this is done in Section IV-B.4.
II. THE CHANNEL MODEL AND PROBLEM STATEMENT

A. The cognitive channel
Consider the following communication scenario which we will refer to as the cognitive channel.
The additive noise at the primary and secondary receivers, Z n p := ( Z p,1 , Z p,2 , . . . , Z p,n ) and Z n s := ( Z s,1 , Z s,2 , . . . , Z s,n ), is assumed to be i.i.d. across symbol times i = 1, 2, . . . n and distributed according to N (0, N p ) and N (0, N s ), respectively 3 . The correlation between Z n p and Z n s is irrelevant from the standpoint of probability of error or capacity calculations since the base-stations are not allowed to pool their signals. The primary user has message m p ∈ {0, 1, . . . , 2 nRp } intended for the primary receiver to decode, the cognitive user has message m c ∈ {0, 1, . . . , 2 nRc } intended for the secondary receiver as well as the message m p of the primary user. The average power of the transmitted signals is constrained by P p and P c , respectively:
The received signal-to-noise ratios (SNRs) of the desired signals at the primary and secondary base-station are p 2 P p /N p and c 2 P c /N s , respectively. The received SNRs of the interfering signals at the primary and secondary base-station (INRs) are f 2 P c /N p and g 2 P p /N s , respectively. The constants (p, c, f, g) are assumed to be real, positive and globally known. The results of this paper easily extend to the case of complex coefficients (see Section 5.3 of [11] ). The channel can be described by the pair of per-time-sample equations
where Z p is N (0, N p ) and Z s is N (0, N s ). We can convert this channel into the "standard form":
where
The capacity of this cognitive channel is the same as that of the original channel since the two channels are related by invertible transformations 4 .
In deriving our main result we will consider this standard form of the cognitive channel without loss of generality and we will refer to it as the cognitive (1, a, b, 1) channel.
B. Coding on the cognitive channel
Let the channel input alphabets of the primary and cognitive radios be X p = R and X c = R, respectively. Similarly, let the channel output alphabets at the primary and secondary receivers be Y p = R and Y s = R, respectively.
The primary receiver is assumed to use a standard singleuser decoder to decode m p ∈ {1, 2, . . . , 2 nRp } from Y n p , just as it would in the absence of the secondary system: Any decoder which achieves the AWGN channel capacity, such as the maximum-likelihood decoder or the joint-typicality decoder, will suffice. Following standard nomenclature, we say that R p is achievable for the primary user if there exists a sequence (indexed by n) of encoding maps, E n p : {1, 2, . . . , 2 nRp } → X n p , satisfying X n p 2 ≤ nP p , and for which the average probability of decoding error (average over the messages) vanishes as n → ∞.
The cognitive radio is assumed to have knowledge of m p , hence we have the following definition:
Definition 2.1 (Cognitive code): A cognitive (2 nRc , n) code is a choice of an encoding rule (whose output we denote by
such that X n c 2 ≤ nP c , and a choice of a decoding rule
The following key definition formalizes the important notion of coexistence conditions that the cognitive secondary system must satisfy.
Definition 2.2 (Achievability: cognitive user): A rate R c is said to be achievable for the cognitive user on a cognitive (1, a, b, 1) channel if there exists a sequence of cognitive (2 nRc , n) codes such that the following two constraints are satisfied:
1) The average probability of error vanishes as n → ∞, 2) A rate of R * p def = 1 2 log(1 + P p ) is achievable for the primary user.
Definition 2.3 (Capacity):
The capacity of the cognitive channel is defined to be the largest achievable rate R c for the cognitive user. Our main result, presented in the following section, precisely quantifies the capacity of the cognitive channel in the "lowinterference-gain" regime.
III. THE MAIN RESULT
If the received SNR of the cognitive radio transmission is lesser at the primary receiver than at the secondary receiver, we say that the primary system is affected by a low interference gain. This is the case that is most likely to occur in practice since the cognitive radio is typically closer to its intended receiver (the secondary base-station) than to the primary basestation. In terms of the parameters of our problem, this situation corresponds to f √ N s ≤ c N p in our original cognitive channel, or, equivalently, to a ≤ 1 in the corresponding standard-form cognitive (1, a, b, 1) channel. Our main result is an explicit expression for the capacity of the cognitive channel in this regime.
Theorem 3.1: The capacity of the cognitive (1, a, b, 1) channel is
as long as a ≤ 1. The constant α * ∈ [0, 1] is defined in (14) . Note that Theorem 3.1 holds for any b ∈ R (or equivalently any p, g ∈ R in the original cognitive channel).
IV. PROOF OF THE MAIN RESULT A. The forward part
To show the existence of a capacity-achieving cognitive (2 nR * c , n) code, we generate a sequence of random codes such that the average probability of error (averaged over the ensemble of codes and messages) vanishes as n → ∞. In particular, we have the following codes:
• E n p ensemble: Given m p ∈ {1, 2, . . . , 2 nRp }, generate the codeword X n p ∈ R n by drawing its coordinates i.i.d. according to N (0, P p ). • E n c ensemble: Since the cognitive radio knows m p as well as E n p , it can form X n p and perform superposition coding as follows:
where α ∈ [0, 1]. The codewordX n c encodes m c ∈ {1, 2, . . . , 2 nRc } and is generated by performing Costa precoding [3] (also known as dirty-paper coding) treating (b + α Pc Pp )X n p as non-causally known interference that will affect the secondary receiver in the presence of N (0, 1) noise. The encoding is done by random binning [3] . • D n c : Costa decoder (having knowledge of the binning encoder E n c ) [3] . The key result of Costa [4] is that, using the dirty-paper coding technique, the maximum achievable rate is the same as if the interference was also known at the receiver, i.e., as if it were absent altogether. The characteristic feature of this scheme is that the resulting codewordX n c is statistically independent of X n p and is i.i.d. Gaussian. To satisfy the average power constraint of P c on the components of X n c , each coordinate ofX n c must, in fact, be N (0, (1 − α)P c ). Hence, the primary receiver can treatX n c as independent Gaussian noise. Using standard methodology, it can be shown that the average probability of error for decoding m p (averaged over the code ensembles and messages) vanishes, as n → ∞, for all rates R p below
Similarly, the average probability of error in decoding m c vanishes for all rates R c below
However, in order to ensure that a given rate is achievable for the cognitive user in the sense of Definition 2.2, we must have that
Observe that, if a = 0, any choice of α ∈ [0, 1] will satisfy (13) : in this case we should set α * = 0 to maximize the rate achievable for the cognitive user. For 0 < a ≤ 1, by the Intermediate Value Theorem, this quadratic equation in α always has a unique root in [0, 1]:
Finally, since the code-ensemble-averaged (and messageaveraged) probabilities of error vanish, there must exist a particular sequence of cognitive codes and primary encoders for which the (message-averaged) probabilities of error vanish as well. Hence, R * c = 1 2 log(1 + (1 − α * )P c ) is achievable for the cognitive user in the sense of Definition 2.2.
B. The converse part 1) Proof outline:
In order to prove the converse to our main result we will first relax the constraints of our problem and allow for joint primary and cognitive code design. This relaxation leads naturally to an interference channel with degraded message sets 5 , which we will abbreviate as IC-DMS for convenience.
Our approach is to first characterize the capacity region of the IC-DMS, i.e., the largest set of rate tuples (R p , R c ) at which joint reliable communication can take place. We then make the key observation that the joint coding scheme that achieves all the rate tuples in the capacity region of the IC-DMS has the property that the decoder at the primary receiver is a standard single-user decoder. Furthermore, we show that there exists a point (R p , R c ) = (R * p , R * c ) on the boundary of the capacity region of the IC-DMS, where R * p = 1 2 log(1+P p ) and R * c = 1 2 log(1 + (1 − α * )P c ) with α * given by (14) . We then conclude that R c = R * c is the capacity of the corresponding cognitive channel.
2) The capacity region of the IC-DMS under a low interference gain: The following theorem characterizes the capacity region of the (1, a, b, 1) -IC-DMS with a ≤ 1 and arbitrary b ∈ R.
Theorem 4.1: The capacity region of the (1, a, b, 1 )-IC-DMS with a ≤ 1 and b ∈ R is given by the union, over all α ∈ [0, 1], of the rate regions
Proof of achievability: The random coding scheme described in the forward part of the proof of Theorem 3.1 (Section IV-A) achieves the rates (15) and (16) stated in the theorem. We emphasize that, in this scheme, the primary receiver employs a single-user decoder. Proof of converse: See Appendix A of [11] .
3) The capacity of the cognitive channel under a low interference gain: The proof of Theorem 4.1 reveals that the jointly designed code that achieves all the points on the boundary of the capacity region of the IC-DMS is such that the primary receiver uses a standard single-user decoder, just as it would in the absence of the cognitive radio. In other words, the primary decoder does not depend on the cognitive encoder/decoder. Thus, in order to find the largest rate that is achievable by the cognitive user in the sense of Definition 2.2 we can without loss of generality restrict our search to the boundary of the capacity region of the underlying IC-DMS. Hence, to find this capacity of the cognitive channel, we must solve for the positive root of the quadratic equation (13) in α. The solution is given by α * in (14) , hence the capacity is
Thus we have established the proof of Theorem 3.1. The proof of the converse of Theorem 4.1 allows us to characterize the sum-capacity of the (1, a, b, 1) -IC-DMS for any a ≥ 1 and the entire capacity region if a is sufficiently large. These two ancillary results are shown in the following section.
4) The high-interference-gain regime: 
Proof: See Appendix B of [11] . Contrary to the development so far, in the following section we will observe that, in the very-high-interference-gain regime, the optimal (jointly designed) IC-DMS code is such that the primary decoder depends on the cognitive encoder.
The benefit of joint code design When the interference gain at the primary receiver due to the cognitive radio transmissions (parameter a) is sufficiently large, the optimal decoder at the primary receiver of the IC-DMS is one that decodes the message of the cognitive user before decoding the message of the primary user.
First, we demonstrate an achievable scheme in the following lemma. 
is achievable as long as
Proof: The primary transmitter forms X n p by drawing its coordinates i.i.d. according to N (0, P p ). Since the cognitive radio knows m p (and the primary encoder) it forms X n p then generates X n c by superposition coding:
whereX n c is formed by drawing its coordinates i.i.d. according to N (0, (1 − α)P c ) for some α ∈ [0, 1]. The decoder at the primary receiver first decodes m c treating (1+a αP c /P p )X n p as independent Gaussian noise. It then reconstructs aX n c (which it can do because it knows the cognitive encoder) and subtracts off its contribution from Y n p before decoding m p . The decoding rule at the secondary receiver is simply to decode m c treating (b + αP c /P p )X n p as independent Gaussian noise. The rates achievable with this scheme are then exactly given by (19) and (20) , provided that the rate at which the primary receiver can decode the cognitive user's message is not the limiting factor, i.e., Solving this quadratic inequality for a, we find that the condition is satisfied only when a satisfies inequality (21) stated in the theorem. Theorem 4.3: A point (R p , R c ) is on the boundary of the capacity region of the cognitive (1, a, b, 1)-interference channel if there exists α ∈ [0, 1] such that 1) (R p , R c ) = (R p (α),R c (α)) whereR p (α) andR c (α) are defined in (19) and (20), respectively, 2) a and b satisfy the condition given in (21), and
dRp(x) x=α and b max (µ, a) is defined in Appendix C of [11] . Proof of achievability: Given in Lemma 4.2. Proof of converse: Given in Appendix C of [11] .
Observe that Theorem 4.3 characterizes the entire capacity region of the (1, a, b, 1)-IC-DMS with a ≥ P p P c /K(1) + K(1) + P p 1 + (b P p + √ P c ) 2 and b ≤ b max (µ α , a).
