Abstract: Due to patient heterogeneity in response to various aspects of any treatment program, biomedical and clinical research is gradually shifting from the traditional "one-size-fits-all" approach to the new paradigm of personalized medicine. An important step in this direction is to identify the treatment by covariate interactions.
Introduction
Due to patient heterogeneity in response to various aspects of any treatment program, biomedical and clinical research is gradually shifting from the traditional "one-sizefits-all" treatment settings to the cutting-edge paradigm of personalized medicine.
An important step in this direction is to identify the treatment by covariate interactions. In the conventional approach, investigators would first identify a set of key covariates. Treatment by covariate interactions would then be examined either by comparing treatment vs. control in subgroups defined by the key covariates, or by testing the regression coefficients of the treatment by covariate interaction terms in a multivariable linear model. These approaches, however, are feasible only when the set of covariates is small. When there is a moderate to large number of covariates under consideration, both the subgroup analysis and the testing approach based on multiple regression is either infeasible or unreliable due to overfitting.
In recent years, a number of novel methodologies have been developed in order to identify treatment by covariate interaction effects with the ultimate goal of treatment selection. Gunter et al. (2011) provided a ranking based method to identify variables that aid in treatment decisions. Tian and Tibshirani (2011) proposed a way to select binary covariates sequentially based on an index score. Qian and Murphy (2011) and Lu et al. (2013) considered incorporating an l 1 type penalty in the regression model to deal with high dimensional covariates while allowing the selection of important treatment by covariates interactions. Tian et al. (2014) discussed the extension to binary and survival types of outcomes. Shi et al. (2016) studied statistical properties of this framework for different types of penalty functions. Zhao et al. (2012) proposed a weighted SVM type approach to directly estimate the optimal treatment selection rule via optimizing a surrogate hinge loss of the expected outcome. This work was further extended by Song et al. (2016) to allow for variable selection and by Liu et al.
(2018) to allow for negative weights and improved accuracy. Huang and Fong (2014) considered the use of truncated hinge loss instead of hinge loss. Tree based methods are proposed in Su et al. (2008) , Laber and Zhao (2015) and Tsai et al. (2016) . Functional data approaches are presented in McKeague and Qian (2014) , Ciarleglio et al. (2015) and Laber and Staicu (2018) . Other statistical methods along this line include Song and Pepe (2004) , Zhang et al. (2012) , Wang et al. (2012) , Chen et al. (2017) , Zhou et al. (2017) , Zhang and Zhang (2018) , and so on. A major gap in this literature, however, has been the scarcity of formal hypothesis testing procedures that take variable selection into account.
There is a limited number of papers that discussed novel hypothesis testing approaches for subgroup identification of enhanced treatment effect. Shen and He (2015) developed a likelihood-based test for the existence of a subgroup based on linear logistic-normal mixture models. Fan et al. (2017) proposed a method to test and identify a subgroup using change-point techniques. Wager and Athey (2018) investigated a forest-based method for treatment effect estimation and inference. These methods focused on the test of non-linear treatment effects, and worked well with a relatively small set of covariates. Hsu et al. (2015) presented a closed testing procedure to identify subgroups based on matching, which required one-to-one exact matching of cases to controls.
In this paper, we consider data from either randomized trials or observational studies. We aim to identify covariates that interact with treatment, among a large set of candidate covariates, via a sequential testing procedure. First, a marginal screening test is used to detect whether there is any covariate that significantly interacts with treatment. If the test is significant, then we proceed to test whether there are additional treatment by covariate interactions in a forward stepwise fashion. The procedure continues until the p-value exceeds the pre-specified level of significance. At each step, we transform each candidate variable by orthogonalizing it with respect to covariates identified in previous steps, select the variable that has the strongest sample correlation with the estimated interaction model, and test if the selected variable interacts with treatment. Under the alternative hypothesis of some treatment by covariate interaction, the selection procedure consistently estimates the covariate that has the strongest association with the interaction model, and our test statistic is asymptotically normal. In contrast, if there is no treatment by covariate interaction (i.e., if the null hypothesis is true), then the selected covariate does not converge (in probability) and the test statistic has a non-normal limiting distribution. Forward stepwise regression has been extensively studied (Barron and Cohen 2008; Donoho and Stodden 2006; Wang 2009; Ing and Lai 2011) . However, the vast majority of the literature focused on studying the variable selection consistency properties, instead of hypothesis testing. This is a non-regular post-model-selection inference problem (Breiman 1992; Leeb and Pötscher 2006) . In prediction literature, valid inferential methods for this type of problems have been proposed based on the maximal marginal regression coefficient (e.g. McKeague and Qian 2015; Luedtke and van der Laan 2018 ) and the re-gression coefficients after variable selection (e.g., Bühlmann 2013; Belloni et al. 2014; Zhang and Zhang 2014, Lockhart et al. 2014; van de Geer et al. 2014; Ning and Liu 2017) .
We propose to calibrate our test statistic either by directly sampling from the null (if the null distribution is estimable) or by using the m-out-of-n bootstrap. The m-out-of-n bootstrap is a general tool for conducting valid statistical inference for non-regular parameters (Shao 1994; Bickel et al. 1997) . It is the usual nonparametric bootstrap (Efron 1979) except that the resample size m is of a smaller order than the original sample size n. With an appropriate choice of m, the m-out-of-n bootstrap acts as a smoothing operation on the empirical distribution of the data. Data-driven methods for choosing m in various contexts were proposed in Hall et al. (1995) , Lee (1999) , Bickel and Sakov (2008) and Chakraborty et al. (2013) . In this paper, an adaptive choice of m that directly connects with a measure of non-regularity is developed.
The paper is organized as follows. In Section 2, we set up the framework and describe the initial marginal screening test for identifying the variable that most strongly interacts with treatment in the randomized trial setting. In section 3, we present the sequential test procedure. In section 4, we extend our method to allow double robustness in observational studies where the propensity score model is unknown. In Section 5, we conduct simulations comparing proposed methods with existing competitors, and illustrate the methods using two data examples. We conclude with a discussion in Section 6. Proofs of the theorems and details of simulations and tables are presented in the Supplementary Materials.
Marginal Screening Test for Randomized Trials

Marginal regression
Suppose we are given pre-treatment information, treatment assignment, and outcomes from n patients. For simplicity, suppose there are only two competing treatments A ∈ {0, 1}. Let X ∈ R p be the vector of pre-treatment variables, and Y be a scalar outcome. Let q 0 (x) P (A = 1|X = x) be the propensity of receiving treatment 1 in the observed data as a function of pre-treatment variables X = x. In this section
and Section 3, we assume that the data come from a randomized trial, so q 0 (x) is known.
We frame the problem in terms of the model
where β 0 ∈ R p , h 0 (X) E(Y |X, A = 0), and the error term ǫ has mean zero, finite variance, and is uncorrelated with A−q 0 (X) and (A−q 0 (X))X. The term α 0 +X T β 0 models T (X) E(Y |X, A = 1) − E(Y |X, A = 0), the causal treatment effect for patients with pre-treatment information X; thus, (α 0 + X T β 0 )A is the treatment-bycovariate interaction model. In this paper, we propose a sequential testing procedure to identify covariates that interact with treatment.
As an initial step, we are interested in testing whether there is any treatment-bycovariate interaction. That is, we want to test
Our proposed method is based on fitting p working marginal regression models, and conducting a single test on the marginal regression coefficient of the most informative covariate of causal treatment effect T (X). Specifically, note that
The kth marginal regression model aims to estimate
And the index of the most informative predictor of T (X) is
By taking first order derivative of (2.3) with respect to (α, θ) and noting that E(W |X) = 0, we have under model (2.1),
where
Assume that k 0 is unique when β 0 = 0. We can verify that β 0 = 0 if and only if θ k = 0 for all k = 1, . . . , p. Thus hypothesis (2.2) is equivalent to
Using data from a randomized trial, we can estimate k 0 and θ 0 bŷ
respectively, where P n denotes the sample average,φ n (X) is an estimate of E(Y |X),
Our first result gives the asymptotic distribution ofθ n . 
T is a mean-zero normal random vector with covariance matrix Σ given by that of the random vector with components
. . , p, and Σ is assumed to exist.
Remark.φ n (X) is an estimate of E(Y |X), which can be obtained via intercept model, regularized regression, or other non-parametric methods that guarantee the convergence ofφ n (X) to some functionφ(X). The result does not requireφ n (X) to be a consistent estimate of E(Y |X). However, a good estimate of E(Y |X) may help reduce the variance of each Z k , and thusθ n . For example, in the randomized trial where q 0 (X) = 1/2, W = 1/2 or −1/2. Thus for k = 1, . . . , p,
So the variance of each Z k is minimized whenφ(X) = E(Y |X).
To test θ 0 = 0, one way is to estimate the null distribution of n 1/2θ
n by setting β 0 = 0 in Theorem 1, and replacingφ(X) withφ n (X) and expectation with sample average, respectively. The p-value can be calculated by comparing the observed test statistic n 1/2θ n with the estimated null distribution. Although this approach works in the randomized trial setting, it may not work in case of observational studies where the null distribution is difficult to estimate (see Section 4). Below, we introduce an m-out-of-n bootstrap approach to estimate the asymptotic distribution ofθ n .
2.2
The m-out-of-n bootstrap m-out-of-n bootstrap is a general tool to remedy bootstrap inconsistency due to nonsmoothness (Shao 1994; Bickel et al. 1997) . When the resample size m is of a smaller order than n, the empirical distribution converges to the true distribution at a faster rate than the analogous convergence of the m-out-of-n bootstrap sample empirical distribution to the empirical distribution. Intuitively, this implies that the empirical distribution converges to the true distribution first and thus bootstrap resamples behave as if they were drawn from the true distribution.
For a selected resample size m, letθ * m be the analog ofθ n based on the bootstrap sample of size m. To construct a (1 − α) × 100% confidence interval for θ 0 , we first find c l and c u , the lower and upper α/2-quantiles of m 1/2 (θ distribution as n 1/2 (θ n − θ 0 ) conditionally (on the data), in probability.
A key challenge in m-out-of-n bootstrap is how to choose m. Bickel and Sakov (2008) proposed an adaptive choice of m for constructing CIs for extrema, and proved that the chosen m satisfies the conditions in Theorem 2. In our simulation studies, we have found that their approach, although controls type I error rate at the nominal level, may not have sufficient power in our setting. Alternatively, in the context of Qlearning for estimating optimal dynamic treatment regimes, Chakraborty et al. (2013) developed a scheme for selecting m for inference of stage-1 regression parameters that adapts to the degree of non-regularity. The tuning parameter involved in the procedure was chosen by double bootstrap, which is very time consuming in our setting.
We extend Bickel and Sakov's method for choosing m by adding a crude pretesting step with the goal of improving the power without inflating the type I error rate. In particular, we definê
where T n =θ n /σ n is the conventional t-statistic based on the selected covariate Xk n , and α is the level of significance. Note that
So √ 2 log n on the right hand side of (2.5) guarantees thatr P → 1 θ 0 =0 . The second component within max on the right hand side of (2.5) is used to control the type I error rate in case of small samples (see McKeague and Qian (2015) ). Ifr = 0, we consider it as a crude rejection of H 0 , and propose to use the regular n-out-of-n bootstrap to conduct a refined test. On the other hand,r = 1
indicates that there might be some non-regularity, and we propose to use Bickel and Sakov's method for choosing m. The complete algorithm is given below.
1. Calculater defined in (2.5). Ifr = 0, then choosem = n. Otherwise, continue with steps 2-4 to obtain Bickel and Sakov's estimate m BS .
2. Consider a sequence of m's of the form: m j = ⌈d j n⌉, for j = 0, 1, 2, .. and 0 < d < 1, where ⌈x⌉ denotes the smallest integer ≥ x, and d is a tuning parameter.
3. For a given data set (with estimateθ n ), and for all js, define the following bootstrap empirical distribution function:
is the m j -out-of-n bootstrap version of the estimateθ n fro the b-th bootstrap sample, b = 1, . . . , B.
4. Bickel and Sakov (2008) chose m as the minimizer of the sup-norm of the successive differences between the bootstrap empirical distribution functions:
Bickel and Sakov (2008) used d = 0.75 in their simulation study, and reported robustness to other values. In our setting, we found that our method is pretty robust to the choice of d ∈ [0.7, 0.9]. In the simulation, we used d = 0.8 for our analysis.
Conditional Sequential Test for Randomized Trials
In the previous section, we have proposed a marginal screening test to detect whether there is any covariate that interacts with treatment. If the null in (2.4) is rejected, we will selectk n as the most informative predictor of the causal treatment effect. In this section, we propose to extend our test to detect additional treatment-by-covariate interactions.
The procedure is carried out in a forward stepwise fashion. At each step, let J ⊂ {1, . . . , p} denote the index set such that {X j : j ∈ J} have been identified as having significant interaction with treatment previously. We aim to test whether there is any X k ∈ {X j : j ∈ J C } that interacts with treatment. Specifically, we re-write model (2.1) as
where X J = {X j : j ∈ J} and X J C = {X j : j ∈ J C }. The goal here is to test
Note that the index set J includes previously selected covariates. And thus the the null hypothesis is actually a function of the observed data. This makes any sequential test beyond the initial step a conditional hypothesis test. Nonetheless, under the alternative hypothesis, the selected covariate is the truly most informative predictor at each step with probability tending to 1 (see proofs of Theorems 1 and 3). So the index set J will converge to a fixed set if the alternative hypotheses in previous steps hold.
That is, X T J γ k is the weighted projection of X k on the space spanned by X J . By first order conditions, E W 2 U k X = 0. After algebraic simplification, we can reformulate model (3.1) as
T + Γβ 0,J C with Γ being a parameter matrix with columns
Note that (3.2) is of similar form as model (2.1), with X replaced by U . Thus to test β 0,J C = 0 is equivalent to testing
, and k
We can estimate θ ′ 0 byθ ′ n using the same approach as described in Section 2, except with
Theorem below gives the asymptotic distribution ofθ ′ n and establishes the bootstrap consistency.
Theorem 3. Assume conditions i) -iii) in Theorem 1 hold. Suppose k
random vector with covariance matrix Σ given by that of the random vector with
for k ∈ J C , and Σ is assumed to exist.
Furthermore, Letθ
′ * m be the m-out-of-n bootstrap analog ofθ
Test of θ ′ 0 = 0 can be conducted using either the sampling from null procedure or the m-out-of-n bootstrap procedure as described in Section 2.
Double Robustness in Observational Studies
In observational studies, the propensity score q 0 (X) is usually unknown. A parametric model, such as (penalized) logistic regression can be used to estimate q 0 (X). By replacing q 0 (X) with a consistent estimateq n (X), similar results as in Theorems 1 -3 can be obtained.
In this section, we further improve the procedure to allow for double robustness in the sense that as long as q 0 (X) or h 0 (X) is consistently estimated, a valid inferential procedure as described previously can be established. We start with model (3.1), where the goal is to test β 0,J C = 0 after {X j : j ∈ J} have been detected in previous steps. Note that the initial test of β 0 = 0 is a special case with J = ∅. Letq n (X) andĥ n (X) be the estimates of q 0 (X) and h 0 (X) based on the observational data, andq(X) andh(X) be the limit ofq n (X) andĥ n (X), respectively (see Appendix A for conditions onq(X) andh(X)). Denote W A −q(X).
To ensure double robustness, parameter estimates are often obtained through solving estimating equations, known as G-estimation for structural mean models (Robins 1989 (Robins , 1994 Vansteelandt and Goetghebeur 2003) . Past research in this area focused on fitting a full causal treatment effect model restricted to a small set of variables, and studying the efficiency of the estimate. In this section, we apply g-estimation marginally on each covariate, and conduct test based on the selected most informative covariate. Specifically, for each k ∈ J C , let (δ k , ψ k ) be the solution to
After algebraic simplification, we have
,
s., and under the assumption that ǫ is uncorrelated with ( W , W X), we have
To identify the most informative predictor, we need to identify the optimization objective function corresponding to equation (4.1). Note that under model (3.1), whenq(X) = q 0 (X) orh(X) = h 0 (X) a.s., the left hand side of (4.1) is equivalent
, where the quantity inside the expectation can be viewed as a quasi-likelihood score function. Thus the solution to (4.1) satisfies
Intuitively, X T J δ k + X k ψ k can be viewed as the best weighted linear approximation of the causal treatment effect T (X) = α 0 + X T β 0 based on ( X J , X k ). Thus it is natural to define the most informative predictor in {X j : j ∈ J C } by
Under the assumption that k o 0 is unique when β 0,J C = 0, we have that β 0,J C = 0 if and only if ψ k = 0 for all k = 1, . . . , p. Thus testing β 0,J C = 0 is equivalent to testing
The asymptotic distribution ofψ n depends on the limiting behavior ofq n (X) and h n (X), and is difficult to estimate. Thus m-out-of-n bootstrap will play an important role in obtaining valid inference for ψ 0 . Letψ * m denote the bootstrap analog ofψ n . Below we give the asymptotic distribution ofψ n and prove the bootstrap consistency.
A complete list of assumptions is given in Appendix A. Appendix A hold. Then under model (3.1) ,
Theorem 4. Suppose Assumptions (A1)-(A5) in
in probability.
Numerical studies
In this section, we study the performance of the proposed sequential testing procedure using simulated data, and give illustrations of the approach in two studies.
Simulations
Below we briefly summarize simulations studies. See Section S3 in the Supplementary Materials for details of simulations and tables.
In the randomized trial setting, we compare the proposed sampling from null (NULL) and m-out-of-n bootstrap (m-boot) procedures with four competing methods: Likelihood ratio test (LRT), Multiple testing with Bonferroni correction (BONF),
n-out-of-n bootstrap (n-boot), and m-out-of-n bootstrap with m chosen by Bickel and Sakov's method (m BS -boot). Three data generating models are considered, representing different numbers of active interaction terms. The sequential testing procedure is carried out to evaluate the power or type I error rate at each step. The two proposed methods (NULL andm-boot) provide good control of type I error rate and good power in all cases.m BS -boot and LRT are less powerful as compared to the proposed methods. n-boot fails to control the type I error rate. When the components of X are uncorrelated, BONF is as good as our proposed methods in terms of type I error rate control and power. However, when the components of X are highly correlated, BONF is less powerful for large p (see Tables S1 and S2 in the Supplementary Materials).
In the observational study setting, we compare the proposedm-boot method witĥ m BS -boot and n-boot methods. We consider four data generating models: two with correctly specified q 0 (X) and mis-specified h 0 (X), two with mis-specified q 0 (X) and correctly specified h 0 (X). Linear logistic regression model with adaptive lasso is used to estimate the propensity score model q 0 (X), and linear regression with adaptive lasso is used to estimate the main effect h 0 (X). The proposedm-boot method provides good control of type I error rate and good power in all cases.m BS -boot lacks power as compared tom-boot, and n-boot fails to control the type I error rate (see Table S3 in the Supplementary Materials).
Nefazodone-CBASP trial example
The Nefazodone-CBASP trial was conducted to compare the efficacy of three treatments for chronic depression (Keller et al. 2000) . In this trial, 681 patients were randomly assigned to 12 weeks of outpatient treatment with nefazodone, the cognitive behavioral-analysis system of psychotherapy (CBASP), or the combination of the two treatments. Various assessments were taken throughout the study, among which the score on the 24-item Hamilton Rating Scale for Depression (HRSD) was the primary outcome. Low HRSD scores are desirable. Primary analysis showed that, on average, the combination treatment was significantly better than any single treatment (p-value < 0.001 for both comparisons), and there was no overall difference between two single treatments.
In the current analysis, we conduct two comparisons: combination vs nefazodone alone and combination vs. CBASP alone, to see if there is any covariate-by-treatment interactions. The outcome Y is reduction in 24-item HRSD score from baseline, and there are 50 baseline covariates. We consider n = 656 patients for which the final 24-item HRSD were observed. In both comparisons, we estimateφ(X) = E(Y |X) by ridge regressions, and carry out the sequential tests in 5-steps. The selected covariates and p-values from different methods are presented in Table 1 . For comparison of combination treatment vs. CBASP alone (n=438), the regular n-boot suggests three important covariates: Subthreshold panic disorder (p = 0.016), Psychotherapy for past depression (p = 0.034), and Alcohol abuse (p = 0.050). However, this is not supported by any other methods. For comparison of combination treatment vs Nefazodone alone (n = 440), again regular n-boot identifies three covariates: Psychotherapy for past depression (p < 0.001), Alcohol dependence (p = 0.020), and Obsessive compulsive disorder (p = 0.030). With LRT, all p-values are greater than 0.1. In between, the NULL,m-boot and BONF methods show that only "Psychotherapy for past depression" has a p-value less than 0.1, which indicates that this may be worth further investigation.
COPES and CODIACS example
The COPES and CODIACS studies were conducted to compare the stepped care approach to standard care for patients with post-ACS (acute coronary syndrome) depression (Davidson et al. 2010 (Davidson et al. , 2013 . Each trial enrolled about 150 patients. In As an illustrative example, for the combined data from the above two studies, we consider treatment A as whether a patient had received psychotherapy more than half of the time during the 6-month study period. Note that while the original two studies were randomized trials, the "treatment received" variable A as defined above is observational in nature. There are 26 baseline covariates, including patient demographics, symptoms, and severity of symptoms in different domains (cardiac, depression, etc). The outcome is reduction in BDI at 6 months from baseline. The sample size n = 265 for which the final BDI and treatment information are available.
For the propensity score model, after initial analysis we find that the treatment A as defined above strongly depends on the treatment arm and patient preference. So we estimate the propensity score by logistic regression with treatment preference and whether the patient was assigned to stepped care or usual care. The main effect h 0 (X) = E(Y |X, A = 0) is estimated using ridge regression with 26 baseline covariates using patients in the A = 0 group. We conduct 5 steps sequential tests, and the results fromm-boot and n-boot are presented in Table 2 . The n-boot identifies two important treatment-by-covariate interactions: NEMC Role limitation emotional T-score (p = 0.004) and GRACE score (p = 0.024), while our proposedm ad -boot method suggests that only NEMC Role limitation emotional T-score may be worth further investigation. 
Discussion
This paper develops a novel inference procedure to sequentially identify treatment-bycovariate interactions for data from randomized trials as well as observational studies.
The proposed method guarantees rigorous control of type I error rate at each step, and has greater power than competing testing procedures. Although derivation of the asymptotic results assumes fixed dimension p, numerical studies evidenced that the proposed test continues to work when p is large. Theoretical investigation of the diverging p case is a challenging and interesting topic for future research.
Another challenge is to provide theoretical support to effectively control the false positive rate over the whole sequence of forward stepwise path. As discussed in Tibshirani et al. (2016) , sequential testing is typically only validated at each step. G 'Sell et al. (2016) proposed stopping rules for exact control of ordered false discovery rate control under the assumption that the null p-values are independent. It would be worthwhile to study how to extend their methods to our setting so that the stepwise guarantees can be converted into stopping rules with desired inferential properties.
We have restricted attention to a single-stage treatment-by-covariate interaction problem. However, time-varying treatments are common, and are needed, e.g., for in-dividuals with a chronic disease who experience a waxing and waning course of illness. The goal then is to identify informative covariates of treatment effect at each stage. Q-learning and A-learning are extensions of regression to multi-stage setting (Murphy 2003 (Murphy , 2005 Moodie et al. 2007) . It is well known that the regression coefficients for variables at stages prior to the last are non-regular (Robins 2004; Moodie et al. 2010; Chakraborty et al. 2010 Chakraborty et al. , 2013 Laber et al. 2014; Song et al. 2015) . In that case, the selection procedure adds another layer of non-regularity to this already non-regular problem. It would be interesting albeit challenging to extend our approach to the multi-stage setting. We view this as an important future work.
Supplementary Materials
The online supplementary materials contain proofs of Theorems 3 and 4 and details of simulation studies.
A Assumptions of Theorems 4
Theorem 4 requires the following assumptions.
, where ∆ h (x) and ∆ q (x) are vector-valued deterministic functions of x, andŜ h andŜ q are data dependent random vectors satisfying i). ∆ h (X) and ∆ q (X) are square integrable random vectors; and
for some variance-covariance matrix Σ o assumed to exist.
(A3) The error term ǫ in model (2.1) has mean zero, finite variance, and is uncorrelated with ( W , W X), where W = A −q(X).
(A6) Letq * m (X) andĥ * m (X) be estimates of q 0 (X) and h 0 (X) based on the bootstrap sample of size m.
conditionally on the data (in probability), where ∆ h (x) and ∆ q (x) are defined in Assumption (A2'), andŜ * h and S * q are bootstrap sample dependent random vectors satisfying
conditional on the data, in probability.
Remark 1. {Z k : k ∈ J C } in Theorem 4 is a normal random vector defined as
Remark 2. Assumptions (A2) and (A6) require that the original sample and bootstrap sample estimates of h 0 (x) and q 0 (x) are well behaved. One can verify that, under appropriate conditions, the assumptions hold when h 0 (x) and q 0 (x) are estimated using linear/logistic regression, ridge regression, or variable selection methods Section S1 contains proofs of Theorem 3. The required Assumptions are also included for completeness.
Theorems 1 and 2 follow from Theorem 3 with J = ∅ and XJ = 1. In this case,
And the proofs are omitted.
Section S2 contains proofs of Theorem 4. The required Assumptions are also included for completeness.
Section S3 contains details of simulations and tables.
S1 Assumptions and proofs of Theorem 3
Assumptions:
(C1) The error term ǫ in model (2.1) has mean zero, finite variance and is uncorrelated with W and W X.
Proof for part i) of Theorem 3.
By first order conditions, we have
where the second equality follows from the fact that E(W 2 U k ) = 0.
Under Assumption (C1), it is easy to verify that the new error term ǫ ′ in model (3.2) has mean zero, and is uncorrelated with W and W U k for k ∈ J C . Replacing Y by the right hand side of (3.2) yields α
In addition, note that
, where
Similarly, we can verify thatθ
Note that P n W 2Û k = 0., Again using first order conditions, we have
where the second equality follows from the fact that
By definition of U k andÛ k , it is easy to verify that
Thus the third term in (S1.1) equals
4 1/2 P → 0 under Assumptions (C2) and (C3). by Lemma 19.24 of van der Vaart (1998), we have G n WÛ k φ (X)−φ n (X) = o P (1). The second term in (S1.1) equals
Plugging in (S1.2) into (S1.1) and using LLN yields
which is maximized at unique k ′ 0 when β 0,J C = 0. Sincek ′ n maximizes the left hand side of the above display, it follows immediately thatk
The proof is completed by using Slutsky's lemma and the CLT and noticing that θ
Case 2. β 0,J C = 0. In this case θ
This implies that
where {Z k : k ∈ J C } is a normal random vector with covariance matrix given by that of the random vector with components
For any t ∈ R |J C | , let h(t) be a J C -dimensional vector of zeros, except a 1 at the maximal element of t. We can re-write n 1/2θ′
Under Assumption (C4), we have |Corr(W U k , W U j )| < 1 for k = j, and thus
And the result follows by applying the continuous mapping theorem to (S1.5).
Proof for part ii) of Theorem 3.
We use P * m to denote average over the bootstrap sample of size m, and G * m = √ m(P * m − P n ). In the case of Z n,k in which ǫ is not observed, we also replace ǫ bŷ
M denote expectation conditional on the data, and let P M be the corresponding probability measure. The bootstrap analog ofθ
By first order conditions,
By the definition ofÛ * k and U k , It is easy to verify that P *
So the second term in (S1.7) equals
conditionally on the data, in probability. And the third term in (S1.7) equals
which converges to zero, conditionally on the data, in probability, under Assumptions (C2) and (C3). The last term in (S1.7) equals
is defined in (S1.4). Plugging in (S1.8) and (S1.9) into (S1.7) yields
conditionally on the data, in probability. When β 0,C = 0, it is easy to verify that
conditionally on the data, a.s. for k ∈ J C . This implies that
where the convergence follows from the condition that, when β 0,
This, together with (S1.10) andk
conditionally in probability. The result follows from bootstrap CLT, continuous mapping theorem, and Slutsky's lemma.
and m
conditionally on the data, in probability. The result follows by using similar arguments are those at the end of the proof of part i).
S2 Assumptions and proofs of Theorem 4
Assumptions.
conditionally on the data (in probability), where ∆ h (x) and ∆ q (x) are defined in Assumption (A2), andŜ * h andŜ * q are bootstrap sample dependent random vectors satisfying
Proof for part i) of Theorem 4. First note that for k ∈ J C ,
where the second equality follows from Assumptions (A1) and (A2). Thus the second term of (S2.12) equals
, and the fourth term equals −E W L k ∆ h (X) Ŝ h + o P (1). Plugging these into (S2.12), we have
Case 1. β 0,J C = 0. In this case, (S2.13) implies thatψ k P → ψ k . In addition, it is easy to verify that
The result follows from Assumption (A2') Case 2. β 0,J C = 0. In this case ψ k = 0 for k ∈ J C under Assumptions (A3) and (A5). Thus nψ
The result follows using similar techniques as those in the proof of part i) of Theorem 3.
Proof for part ii) of Theorem 4.
For k ∈ J C , let (δ * k ,ψ * k ) be the solution to
conditionally in probability. Similarly, the third term of (S2.14) equals
conditionally in probability, and the fourth term of (S2.14) equals
Multiple testing with Bonferroni correction (BONF). At each step, marginal regression models are used. A t-test with Bonferroni correction is then carried out to detect whether each regression coefficient θ ′ k is non-zero. The intersection of the |J C | null hypotheses coincides with our null in each step.
n-out-of-n bootstrap (n-boot). This procedure is similar to the proposed m-out-of-n approach, except that the usual n-out-of-n bootstrap is used at each step.
m-out-of-n bootstrap with m chosen by Bickel and Sakov's method ( m BS -boot). This procedure is similar to the proposed m-out-of-n approach, except that m is chosen via Bickel and Sakov's method at each step.
We consider three examples for the data generating model:
In all examples treatment A ∼ Bernoulli(0.5), and X is generated from a mean zero p-dimensional normal distribution with an exchangeable variance-covariance structure Var(X k ) = 1 and Cov(X j , X k ) = ρ for j = k, where ρ takes values 0 and 0.6, and the noise ǫ ∼ N(0, 1) is independent of X.
In the first model, there is no active interaction term. We perform one step screening test to evaluate the type I error rate of the proposed test. In the second model, there is one active interaction term. Thus we perform sequential tests in two steps. The first step evaluates the power of the test and the second step evaluates the type I error rate. Similarly, in the third example, we conduct the test in three steps, the first two steps for power and the last step for type I error rate control.
We consider n = 200, and p = 10, 50, 100. A nominal 5% significance level is used throughout. The number of bootstrap resamples is taken as 1, 000. Empirical rejection rates based on 500 Monte Carlo replications are reported in Tables S3 and  S4 . The two proposed methods (NULL andm-boot) provide good control of type I error rate and good power in all cases.m BS -boot and LRT are less powerful as compared to the proposed methods. n-boot fails to control the type I error rate. In the case of independent X, BONF is as good as our proposed methods in terms of type I error rate control and power (Table S3) . However, when the components of X are highly correlated, BONF is less powerful for large p (Table S4) . Table S3 : Rejection rate (%) over 500 Monte Carlo replications for independent X for randomized trials (n = 200).
Model
Step 
S3.2 Simulations for observational studies
In the observational study setting, we compare the proposedm-boot method witĥ m BS -boot and n-boot methods. We consider four data generating models:
i') logitP (A = 1|X) = (X 1 + X 2 )/2 + (X 4 − X 3 )/4, Y = (X 1 + X 2 + X 3 ) 2 /4 + ǫ;
ii') logitP (A = 1|X) = (X 1 + X 2 )/2 + (X 4 − X 3 )/4, Y = (X 1 + X 2 + X 3 ) 2 /4 + (1 + X 2 )A + ǫ; iii') logitP (A = 1|X) = (X 1 + X 2 ) 2 /2 − (X 3 + X 4 ) 2 /2, Y = (X 1 + X 2 + X 3 )/2 + ǫ; iv') logitP (A = 1|X) = (X 1 + X 2 ) 2 /2 − (X 3 + X 4 ) 2 /2, Y = (X 1 + X 2 + X 3 )/2 + (1 + X 2 )A + ǫ.
In all examples X is generated from a mean zero p-dimensional normal distribution with an exchangeable variance-covariance structure Var(X k ) = 1 and Cov(X j , X k ) = ρ for j = k, where ρ takes values 0 and 0.5, and the noise ǫ ∼ N(0, 1) is independent of X.
In the analysis, linear logistic regression model with adaptive lasso is used to estimate the propensity score model q 0 (X), and linear regression with adaptive lasso Table S4 : Rejection rate (%) over 500 Monte Carlo replications for X with pairwise correlation of 0.6 for randomized trials (n = 200).
Model
Step is used to estimate the main effect h 0 (X). So in models i') and ii'), q 0 (X) is correctly specified, while h 0 (X) is misspecified; in models iii') and iv'), q 0 (X) is misspecified, while h 0 (X) is correctly specified. Similar to the randomized trial setting, there is no active interaction term in models i) and iii). We perform one step screening test to evaluate the type I error rate of the proposed test. In models ii) and iv), there is one active interaction term. Thus we perform sequential tests in two steps. The first step evaluates the power of the test and the second step evaluates the type I error rate.
We consider n = 200, and p = 10, 50, 100. A nominal 5% significance level is used throughout. The number of bootstrap resamples is taken as 1, 000. Empirical rejection rates based on 500 Monte Carlo replications are reported in Table S5 . The proposedm-boot method provides good control of type I error rate and good power in all cases.m BS -boot lacks power as compared tom-boot, and n-boot fails to control the type I error rate. Table S5 : Rejection rate (%) over 500 Monte Carlo replications for observational studies (n = 200).
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