The problem of estimating discovery probabilities has regained popularity in recent years due to its frequent appearance in challenging applications arising from ecology, biology, bioinformatics, genetics, linguistic, etc. In this paper, for the first time, a connection is established between the celebrated Good-Turing estimator and a class of Bayesian nonparametric estimators for discovery probabilities recently appeared in the literature. Specifically, under a two parameter Poisson-Dirichlet prior and for a large sample size, we show that Bayesian nonparametric estimators for discovery probabilities are approximately equal to suitably smoothed Good-Turing estimators. Such an approximation is then thoroughly discussed with a view towards smoothing techniques typically adopted for the Good-Turing estimator. As a by-product of our results, we also present a novel methodology for associating exact and asymptotic credible intervals to Bayesian nonparametric estimators for discovery probabilities.
Introduction
The problem of estimating discovery probabilities is associated to situations where an experimenter is sampling from a population of individuals belonging to different species with unknown proportions.
Assuming an ideally infinite number of species, species labels are denoted by (X * i ) i≥1 and their respective proportions in the population by (p i ) i≥1 . Given an initial sample of size n, the estimation of discovery probabilities consists in determining the probability that the (n + m + 1)-th observation coincides with a species whose frequency, within an enlarged sample of size (n + m), is exactly l, for any m ≥ 0 and l = 0, 1, . . . , n + m. This probability is referred to as the (m; l)-discovery. In terms of the unknown species proportions p i 's, the determination of the (m; l)-discovery corresponds to estimating the probability
where N i,n+m is the frequency with which the species of type X * i is recorded in the enlarged sample of size (n + m). Clearly D n,m (0) is the proportion of yet unobserved distinct species or, equivalently, the probability of discovering a new species. The complement 1 − D n,m (0) is the sample coverage, namely the proportion of distinct species in the sample. The problem of estimating the (m; l)-discovery has regained popularity in recent years due to its frequent appearance in challenging applications arising from ecology, biology, bioinformatics, genetics, linguistic, etc.
A noteworthy approach for estimating discovery probabilities was developed by Alan M. Turing and Irving J. Good during their collaboration at Bletchley Park in the 1940s. This approach led to a nonparametric estimator for the (0; l)-discovery, which first appeared in the seminal paper by Good (1953) . Specifically, let H be a statistical hypothesis that determines the species proportions (p i ) i≥1 .
Also, let M l,n be the number of distinct species with frequency l in the initial sample of size n, and let m l denote the corresponding realization in the observed sample. Then, according to Good (1953) , an estimator of the (0; l)-discovery iš D H,n,0 (l) = (l + 1) E H (M l+1,n+1 ) n + 1
for any l = 0, 1, . . . , n, where E H is the expected value with respect to the p i 's specified by H.
Any parameter of the distribution (p i ) i≥1 is typically estimated from the sample. Examples of these distributions are presented in Good (1953) and, among them, we mention the Zipf laws and the discretized Pearson laws. In order to obtain a distribution-free estimator, Good (1953) suggested to approximate (1) by replacing E H (M l+1,n ) with the observed value m l+1 . Specifically, D H,n,0 (l) ≈Ď n,0 (l) = (l + 1) m l+1 n ,
where the symbol ≈ is used to mean "approximately equal to". The estimatorĎ n,0 (l) in (2) is known as the Good-Turing estimator. The paper by Good (1953) is considered as one of the precursors of the so-called empirical Bayes method. In this respect, it is worth remarking the close resemblance between the estimator (2) and formula (19) of Robbins (1956) , and between the argument given in Good (1953) for justifying estimators (1) and (2) and the empirical Bayes method described by Robbins (1956) .
See also Robbins (1964) for details.
While one may intuitively expect that m l is the main ingredient for estimating the (0; l)-discovery, D n,0 (l) is in fact a function of m l+1 . Hence, for instance, if m l+1 = 0 then one estimates as zero the (0; l)-discovery, and this regardless of m l . Moreover,Ď n,0 (l) is a good approximation only if n is large and the m l 's are smoothed in a neighborhood of m l and m l+1 . These features represent a significant drawback of the Good-Turing estimator: indeed, as l becomes larger compared to n, the m l 's become increasingly noisy and the gaps where m l = 0 become larger. For this reason, as pointed out by Good (1953) , any concrete application ofĎ n,0 (l) requires a choice of some method for smoothing the m l 's. Smoothing techniques are needed to obtain a more regular collection of m l 's which can be used as good proxies in (2). Smoothing is typically done by making local assumptions, for example that √ m l , as a function of l, is approximately parabolic. In general, if S characterizes a local smoothing assumption, then S(m l )'s are the smoothed values and a more accurate form of (2) is obtained by settingĎ n,0 (l) ≈Ď S,n,0 (l) = (l + 1)
S(m l+1 ) n for large n. Of course the best value for S(m l+1 ) would be E H * (M l+1,n ) where H * is the true statistical hypothesis on the p i 's. See the monograph by Sampson (2001) and references therein for a comprehensive account on local smoothing techniques. An alternative method of smoothing would be to make use of all possible H's by assuming, for instance, H to be selected from a superpopulation with an assigned distribution. This method was briefly hinted at in Good (1953) and then left as an open problem by stating: "unfortunately, this theoretically satisfying method leads to a mathematical problem that I have not solved". The reader is referred to Section 2 and Section 3 in Good (1953) for a thorough discussion on smoothing techniques. Good and Toulmin (1956) provided some interesting developments to the theory originally expounded in Good (1953) . In particular they introduced an estimator of the (m; 0)-discovery, here denoted byĎ H,n,m (0), for any m ≥ 1. Specifically, given an initial observed sample of size n, let us consider an additional unobserved sample of size m ≥ 1. Furthermore, let λ = m/n. The main result in Good and Toulmin (1956) , then, can be expressed as followš
The estimatorĎ n,m (0) in (3) is known as the Good-Toulmin estimator. As observed by Good and Toulmin (1956) , due to the alternating sign of the sum in (3), if λ is large thenĎ n,m (0) can yield inadmissible estimates. This instability arises even for values of m moderately larger than n, typically m greater than n is enough for it to appear. Of course a more accurate estimator than (3) may be obtained by replacing the m i 's with suitably smoothed values. The seminal papers by Good (1953) and Good and Toulmin (1956) , along with many others in the field, have originated a rich and consolidated body of literature that is well surveyed in Bunge and Fitzpatrick (1993) and Colwell and Coddington (1994) . More recent contributions are reviewed in Chao (2005) . Among them we recall the papers by Mao and Lindsay (2002) and Mao (2004) in which alternative derivations ofĎ n,m (0) are presented.
In this paper, for the first time, a connection is established between the Good-Turing estimator and a class of Bayesian nonparametric estimators for discovery probabilities recently proposed by Lijoi et al. (2007) and Favaro et al. (2012) . Bayesian nonparametric inference for discovery probabilities is based on the randomization of the unknown species proportions p i 's in D n,m (l). This is in line with the superpopulation approach originally hinted at by Good (1953) . Specifically, letP = i≥1 p i δ X * i be a discrete random probability measure, namely (p i ) i≥1 are nonnegative random weights with some distribution such that i≥1 p i = 1 almost surely, and (X * i ) i≥1 are random locations independent of (p i ) i≥1 and independent and identically distributed according to a nonatomic probability measure ν 0 .
A sample of n individuals (X 1 , . . . , X n ) is taken from a population with composition directed byP , namely
P ∼ Π, for any n ≥ 1, with Π playing the role of the prior. Then, according to the de Finetti representation theorem, (X i ) i≥1 is an exchangeable sequence. In this framework, and assuming Π in the class of Gibbs-type priors introduced by Gnedin and Pitman (2006) , Lijoi et al. (2007) and Favaro et al. Barger and Bunge (2010) and Guindani et al. (2013) . The main advantages of the Bayesian nonparametric approach, with respect to the approach in Good (1953) and Good and Toulmin (1956) , consist in dispensing with the specification of a statistical hypothesis H and, in particular, with the specification of large n approximations and ad hoc smoothing techniques. In this respect the Bayesian nonparametric approach provides a powerful approach, which naturally leads to a simple and exact expression forD n,m (l). As shown in Lijoi et al. (2007) and Favaro et al. (2012) ,D n,0 (l) andD n,m (0) produces more reliable and stable estimates thanĎ n,0 (l) andĎ n,m (0), respectively, even for a large m.
Within the class of Gibbs-type priors we focus on the two parameter Poisson-Dirichlet prior introduced by Perman et al. (1992) , which includes the Dirichlet prior by Ferguson (1973) as a special case.
See Pitman and Yor (1997) for details. Such a prior stands out for both mathematical tractability and inferential properties and, therefore, it represents a natural candidate for applications. See De Blasi et al. (2013) for a thorough discussion. Under the model (4) with Π being a two parameter PoissonDirichlet prior, let (X 1 , . . . , X n ) be a sample featuring (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Then, for large n, we show thatD n,0 (l) is approximately equal toĎ n,0 (l) with suitably smoothed m l 's. Our result thus suggests that, for a large sample size, the randomization of the species proportions p i 's in D n,m (l) takes on the interpretation of a smoothing technique in the sense of Good (1953) . Such a smoothing technique, differently from the local smoothing discussed in Good (1953) , can be considered as a nonparametric model-based smoothing. Indeed, while the local smoothing was introduced as an ad hoc tool for post-processing the m l 's in order to improve the performance ofĎ n,0 (l), the smoothing obtained by the large n approximation ofD n,0 (l) is naturally induced by the nonparametric prior Π.
We show that the smoothing induced by the two parameter Poisson-Dirichlet prior has two interesting features: i) it is closely related to the so-called Poisson smoothing and Zipf smoothing discussed by Good (1953) and Engen (1978) ; ii) it is invariant with respect to the choice of Π in a subclass of the Gibbs-type priors including the two parameter Poisson-Dirichlet prior with the exception of the Dirichlet prior.
The connection betweenD n,0 (l) andĎ n,0 (l) can be extended toD n,m (l). Specifically, under the model (4) with Π being a two parameter Poisson-Dirichlet prior, let (X 1 , . . . , X n ) be an initial observed sample. Also, let (X n+1 , . . . , X n+m ) be an additional unobserved sample thus giving rise to an enlarged sample (X 1 , . . . , X n+m ). Then, for a fixed n and large m, we show thatD n,m (l) is approximately equal toĎ m,0 (l) with m l replaced by a smoothed version of the Bayesian nonparametric estimator of the number of distinct species with frequency l in the enlarged sample. Interestingly, such a smoothing coincides with the smoothing of the m l 's in the large n approximation ofD n,0 (l).
As a by-product of this result, we also present a novel methodology to control the uncertainty of the point estimatorD n,m (l), for any m ≥ 1 and l = 0, 1, . . . , n + m. While focusing on determining a closed form expression forD n,m (l), Lijoi et al. (2007) and Favaro et al. (2012) left open the problem of associating a measure of uncertainty toD n,m (l). In this paper, under a two parameter PoissonDirichlet prior, we provide a comprehensive answer to this important problem by showing how to derive exact and asymptotic credible intervals for the estimatorD n,m (l). We mainly focus on large m asymptotic credible intervals, since in most of the situations of practical interest the size of the additional sample is very large and the computational burden makes the evaluation of exact credible intervals almost impossible. In particular we show how to combineD n,m (l) with large m asymptotic credible intervals and we present an illustration dealing with some benchmark Expressed Sequence Tags (ESTs) datasets. A comparison with asymptotic confidence intervals for the Good-Toulmin estimatorĎ n,m (0) is also presented and discussed.
The paper is structured as follows. Section 2 provides a brief review of the Bayesian nonparametric estimators for discovery probabilities we resort to, along with some known sampling properties of the two parameter Poisson-Dirichlet prior. In Section 3 and Section 4 we present and discuss our main results, namely the connection between Good-Turing estimators and their Bayesian nonparametric counterparts under a two parameter Poisson-Dirichlet prior. In particular, in Section 4 we discuss the usefulness of our results for deriving exact and asymptotic credible intervals for the point estimator D n,m (l). In Section 5 we show how to implement large m asymptotic credible intervals and we present some illustrations.
Bayesian nonparametric estimators for discovery probabilities
As outlined in the Introduction, in this section we review Bayesian nonparametric estimators for discovery probabilities under the assumption that the p i 's in D n,m (l) are randomized by a two parameter
Poisson-Dirichlet prior. This prior assumption consists in specifying the distribution ofP in (4) as follows: i) for any σ ∈ [0, 1) and θ > −σ, the random probabilities p i 's are such that p 1 = V 1 and
are independent random variables with V j distributed according to a Beta distribution with parameter (1 − σ, θ + jσ); ii) the random location X * i 's are independent of the p i 's and independent and identically distributed according to a nonatomic probability measure ν 0 . The Dirichlet prior is recovered by setting σ = 0. Throughout the paper we shorten "two parameter Poisson-Dirichlet" by PD(σ, θ). Furthermore, we denote byP σ,θ a PD(σ, θ) random probability measure and by EP σ,θ the expected value with respect to the PD(σ, θ) prior.
Let (X 1 , . . . , X n ) be a sample fromP σ,θ . The discreteness ofP σ,θ implies a random partition of (X 1 , . . . , X n ) into K n distinct observations X * 1 , . . . , X * Kn with frequencies N n = (N 1,n , . . . , N n,Kn ) such that 1≤i≤Kn N i,n = n. Distinct observations identify the K n different species being recorded and N i,n is the number of individuals in (X 1 , . . . , X n ) of type X * i . Pitman (1995) first derived the joint distribution of the random variables K n and N n , namely
where (a) n = (a)(a + 1) · · · (a + n − 1) stands for the n-th ascending factorial of a, with (a) 0 ≡ 1.
In various applications, it is useful to describe the probability distribution of the random partition induced by (X 1 , . . . , X n ) in terms of M n = (M 1,n , . . . , M n,n ) where M i,n stands for the number of distinct species in (X 1 , . . . , X n ) with frequency i. Hence, (5) can be rewritten as
for any (m 1 , . . . , m n ) of nonnegative integer numbers such that 1≤i≤n im i = n and 1≤i≤n m i = j.
The distribution (6) is referred to as the Ewens-Pitman sampling formula and it includes as special case the sampling formula introduced by Ewens (1972) . See Pitman (2006) for a comprehensive and stimulating account on distributions over random partitions.
The distribution (5) determines the predictive distribution characterizingP σ,θ . See, e.g., Pitman
(1995) and Pitman (1996) . Such a predictive distribution, assuming that (X 1 , . . . , X n ) features K n = j ≤ n distinct species with frequencies N n = (n 1 , . . . , n j ), has the simple expression
for any n ≥ 1. The predictive distribution (7) provides some insights into the inferential implications associated with the specification of a PD(σ, θ) prior. The probability of sampling a new species, namely a species not detected in (X 1 , . . . , X n ), depends on n and j. In particular, if σ = 0 this probability depends solely on n. The parameter σ tunes the probability of discovering new species:
the larger σ the higher is the probability of discovering new species.
According to the definition of D n,0 (l), under a PD(σ, θ) prior the Bayesian nonparametric estimator of the (0; l)-discovery is read directly from the predictive distribution (7). Specifically, let (X 1 , . . . , X n ) be a sample fromP σ,θ featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ).
Then, the Bayesian nonparametric estimator of the (0; 0)-discovery iŝ
whereas the Bayesian nonparametric estimator of the (0; l)-discovery, for any l = 1, . . . , n, iŝ
Estimators (8) and (9) provide natural Bayesian nonparametric counterparts to Good-Turing estimatorsĎ n,0 (0) andĎ n,0 (l), respectively, under aP σ,θ prior. Note that the number j of distinct species and the sample size n are sufficient to estimate the (0; 0)-discovery. If σ = 0 the sole n is sufficient to estimate the (0; 0)-discovery. Differently, the number m l of distinct species with frequency l and the sample size n are sufficient to estimate the (0; l)-discovery.
In order to introduce the Bayesian nonparametric counterpart of the Good-Toulmin estimator, for any m ≥ 1 let (X n+1 , . . . , X n+m ) be an additional unobserved sample fromP σ,θ thus giving rise to Lijoi et al. (2007) and Favaro et al. (2009) showed that the Bayesian nonparametric estimator of the (m; 0)-discovery iŝ
Note that, differently from (8), the inner conditional expected value in (10) is random because the additional sample (X n+1 , . . . , X n+m ) is assumed to be not observed, for any m ≥ 1. Recently, Favaro et al. (2012) provided an extension of (10) by determining the Bayesian nonparametric estimator of the (m; l)-discovery, for any l = 1, . . . , n + m. Such an estimator iŝ
Estimator (10) We conclude by presenting a generalization of the above Bayesian nonparametric estimators.
Specifically, for any m ≥ 0 and τ ≥ 1 let (l 1 , . . . , l τ ) be a collection of distinct indexes such that l i = 0, 1, . . . , n + m, for any i = 1, . . . , τ . We define the (m; l 1 , . . . , l τ )-discovery as the cumulative
Such a generalization is motivated by the fact that in several applications one is interested, rather than in estimating the (m; l)-discovery, in estimating the probability of discovering the so-called rare species. These are species not yet observed or species observed with a frequency below a certain threshold τ . In this case, the Bayesian nonparametric estimator of the probability of discovering a rare species coincides with the estimator (12) where l i = i − 1 for any i = 1, . . . , τ .
Good-Turing estimators via Bayesian nonparametrics
Under a PD(σ, θ) prior, the most notable difference between Good-Turing estimators and their
Bayesian nonparametric counterparts can be traced back to the different use of the information contained in the observed sample (X 1 , . . . , X n ). The Good-Turing estimatorĎ n,0 (0) is a function of m 1 while the Bayesian nonparametric estimatorD n,0 (0) in (8) is a function of j. In general, for any l = 1, . . . , n, the Good-Turing estimatorĎ n,0 (l) is a function of m l+1 while the Bayesian nonparametric estimatorD n,0 (l) in (9) is a function of m l . In this section we show that for a large sample size n and for any l = 0, 1, . . . , n,D n,0 (l) is approximately equal to a Good-Turing estimatorĎ n,0 (l) with suitably smoothed m l 's.
Our result stems from the large n asymptotic behaviour of the number K n of distinct species in a sample (X 1 , . . . , X n ) fromP σ,θ . Specifically, let us consider σ ∈ (0, 1) and θ > −σ. We denote by f σ the density function of a positive σ-stable random variable, and we introduce a nonnegative random variable S σ,q , for any real q > −1, with density function of the form
Note that the random variable S
is the so-called polynomially tilted positive σ-stable random variable. See Pitman (2006) for details. Pitman (1999) showed that, as n → +∞, one has
Then, for any l = 1, . . . , n, the large n behaviour of M l,n follows directly by combining the fluctuation (14) with Corollary 21 in Gnedin et al. (2007) . Specifically, as n → +∞, we obtain
See Pitman (2006) for refinements of (14) and (15). For σ = 0 and θ > 0 the random variables K n and M l,n are characterized by a different large n asymptotic behaviour. Specifically, for any λ > 0 let P λ be random variable distributed according to a Poisson distribution with parameter λ. Then,
−→ θ and M l,n a.s.
Theorem 1. Let (X 1 , . . . , X n ) be a sample fromP σ,θ featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Then, for large n and any l = 0, 1, . . . , n, one has i) for any σ ∈ (0, 1) and θ > −σ
ii) for σ = 0 and θ > 0D
Proof of Theorem 1. Approximations displayed in (16) and (17) follow by exploiting the definition of D n,0 (l) and the aforementioned fluctuations for K n and M l,n . Specifically, let σ ∈ (0, 1) and θ > −σ.
For l = 0, by combining the estimator (8) with fluctuations (14) and (15) one haŝ
for large n. In general, for any l = 1, . . . , n, by combining the estimator (9) with fluctuations (14) and (15) one hasD
for large n. Approximations in (16), then, are obtained by a direct application of (18) and (19). The case σ = 0 and θ > 0 follows by similar arguments. Specifically, instead of exploiting fluctuations (14) and (15) we apply the fluctuation for M l,n under the assumption σ = 0 and θ > 0.
Theorem 1 shows the connection between Good-Turing estimators and their Bayesian nonparametric counterparts obtained by randomizing the p i 's in D n,0 (l) with a PD(σ, θ) prior. Such a connection is established by means of two large n approximations of the estimatorD n,0 (l). The first approximation in (16) and (17) shows thatD n,0 (l) is approximately equal toĎ n,0 (l) with unsmoothed m l 's.
The second approximation in (16) and (17), then, shows how to smooth the m l 's appearing in the first approximation. Hence, for a large sample size n, the Bayesian nonparametric estimatorD n,0 (l)
is approximately equal to a smoothed Good-Turing estimatorĎ n,0 (l), and the smoothing depends on whether σ ∈ (0, 1) or σ = 0. Approximations forD n,0 (l 1 , . . . , l τ ) follows from (12) by a straightforward application of Theorem 1.
Theorem 1 suggests that, for a large sample size, the randomization of the species proportions p i 's takes on the interpretation of a smoothing technique in the sense of Good (1953) . Such a smoothing, differently from the local smoothing discussed in Good (1953) , is a nonparametric model-based smoothing since it is directed by the PD(σ, θ) prior. For any σ ∈ (0, 1) and θ > −σ the PD(σ, θ)
prior induces a smoothing such that m l is approximately equal to a proportion σ(1 − σ) l /(l + 1)! of the number of distinct species in the observed sample. This smoothing is related to the so-called
Poisson smoothing, originally hinted at by Good (1953) , in which m l is approximately equal to a proportion e −λ λ l /l! of the number of distinct species in the observed sample, for any λ > 0. Specifically,
Poisson smoothing under the choice of a suitable parameter λ. Indeed, according to Devroye (1993) 
and P λ is a random variable distributed according to a Poisson distribution with parameter λ > 0, then
where G 1,1 , G 1,1−σ and G 1,σ are independent Gamma random variables with parameters (1, 1), (1, 1− σ) and (1, σ), respectively. For this reason, we refer to the smoothing induced by a PD(σ, θ) prior with σ ∈ (0, 1) as the Poisson-Gamma smoothing. Note that the Poisson-Gamma smoothing does not depend on the parameter θ > −σ. This is because our approximations are obtained by combining the first order large n approximations (θ + jσ)/(θ + n) ≈ jσ/n and 1/(θ + n) ≈ 1/n with the large n asymptotic behaviour M l,n /K n a.s.
−→ σ(1 − σ) (l−1) /l!. For σ = 0 and θ > 0 the PD(σ, θ) prior, namely the Dirichlet prior, induces a smoothing such that m l is approximately equal to θ/(l + 1). This is somehow reminiscent of the well-known Zipf smoothing discussed by Good (1953) . Specifically such a smoothing is determined by assuming that (p i ) i≥1 is a Zipf distribution or a suitable modification of it. See, e.g., Equations (53), (54) and (55) in Good (1953) for a detailed account. See also Zipf (1949).
Approximations (16) and (17) are determined by the interplay between the large n asymptotic behaviors of K n and M l,n under a PD(σ, θ) prior. Hereafter we show that approximations (16) are invariant with respect to the choice of a prior in a large subclass of the Gibbs-type priors including the PD(σ, θ) prior. Under Gibbs-type priors Bayesian nonparametric estimators for discovery probabilities are available from Lijoi et al. (2007) and Favaro et al. (2012) . Gibbs-type priors generalizes the PD(σ, θ) prior as follows. Let σ ∈ (−∞, 1) and let V = (V n,j ) j≤n,n≥1 be nonnegative weights satisfying the recursion V n,j = V n+1,j+1 + (n − jσ)V n+1,j with V 1,1 = 1. We denote byP σ,V a discrete random probability measure distributed according to a Gibbs-type prior. If (X 1 , . . . , X n ) is a sample from
for any n ≥ 1, with X * 1 , . . . , X * j being the K n = j ≤ n distinct species in (X 1 , . . . , X n ) with frequencies N n = (n 1 , . . . , n j ). If V n,j = 0≤i≤j−1 (θ + iσ)/(θ) n↑1 then (20) reduces to the predictive distribution (7). See Pitman (2003) for an explicit expression and for characterizations of the V n,j 's under the assumption σ ∈ (0, 1). In particular, here we recall that for large n one has V n+1,j+1 /V n,j ≈ σj/n and V n+1,j /V n,j ≈ 1/n. The parameter σ tunes the probability of discovery new species. If σ ∈ (0, 1) then the larger σ the higher is the probability of generating a new species. If σ ∈ (−∞, 0) things work the other way round and each new generated species reduces the probability of generating further new species. This provides an intuition for the fact that the assumption of Gibbs-type prior with σ ∈ (−∞, 0) implies a finite number of distinct species in the population. See De Blasi et al. (2013) .
As for the PD(σ, θ) prior, under a Gibbs-type prior the Bayesian nonparametric estimator of the (0; l)-discovery is read directly from the predictive distribution (20). Specifically, let (X 1 , . . . , X n ) be a sample fromP σ,V featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ).
Estimators (21) and (22) provide natural Bayesian nonparametric counterparts to Good-Turing estimatorsĎ n,0 (0) andĎ n,0 (l), respectively, under a Gibbs-type prior. Note that (21) and (22) have the same sufficient statistics of the corresponding estimators (8) and (9) under a PD(σ, θ) prior. The next theorem extends Theorem 1 to the subclass of Gibbs-type priors with σ ∈ (0, 1).
Theorem 2. For any σ ∈ (0, 1) let (X 1 , . . . , X n ) be a sample fromP σ,V featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Then, for large n and any l = 0, 1, . . . , n, one
Proof of Theorem 2. Approximations displayed in (23) follow by exploiting the definition of D n,0 (l) and fluctuation limits for K n and M l,n under a general Gibbs-type prior with σ ∈ (0, 1). In particular, with regards to the fluctuation limit for K n , Pitman (2003) showed that as n → +∞
where T σ is a nonnegative and almost surely finite random variable. Then, for any l = 1, . . . , n, Corollary 21 in Gnedin et al. (2007) leads to the fluctuation for M l,n . Specifically, as n → +∞
Since V n+1,j+1 /V n,j ≈ σj/n and V n+1,j /V n,j ≈ 1/n thenD n,0 (0) ≈ σj/n andD n,0 (l) = (l − σ)m l /n for large n. Then, along lines similar to the proof of Theorem 1, approximations in (23) are obtained by suitably combining these large n approximations with fluctuations in (24) and (25).
For any Gibbs-type prior with σ ∈ (0, 1), the Bayesian nonparametric estimatorD n,0 (l) is approximately equal, for large n, to a Poisson-Gamma smoothed Good-Turing estimatorĎ n,0 (l). In other words, the smoothing of the m l 's in the approximatingĎ n,0 (l) does not depend on the V n,j 's. As observed for the PD(σ, θ) prior, this is because our approximations are obtained by combining the first order large n approximations V n+1,j+1 /V n,j ≈ jσ/n and V n+1,j /V n,j ≈ 1/n with the large n asymptotic behaviour M l,n /K n a.s.
−→ σ(1 − σ) (l−1) /l!. Under higher order large n approximations we expect that the V n,j 's do affect the smoothing of the m l 's and, accordingly, we expect a smoothing which is no more of Poisson-Gamma type. A first attempt of deriving these higher order approximations, although in a context different from Bayesian nonparametric inference for discovery probabilities, has been recently proposed by Ruggiero et al. (2013) . There, second order approximations of V n+1,j+1 /V n,j and V n+1,j /V n,j are obtained with respect to a suitable specification of the V n,j 's and σ = 1/2. These specifications correspond to a Gibbs-type prior introduced in Lijoi et al. (2005) and known as the normalized inverse-Gaussian prior. Unfortunately, apart from this special case, we do not have a comprehensive answer for the problem of extending Theorem 2 to higher order large n approximations of V n+1,j+1 /V n,j and V n+1,j /V n,j . Work on this is ongoing.
On Bayesian nonparametric estimators for the (m; l)-discovery
For any m ≥ 1 let (X n+1 , . . . , X n+m ) be an additional unobserved sample fromP σ,θ thus giving rise to an enlarged sample (X 1 , . . . , X n+m ). Also, let the initial part (X 1 , . . . , X n ) feature K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Under this framework, in this section we extend Theorem 1 to the (m; l)-discovery, for any m ≥ 1 and l = 0, 1, . . . , n + m. This extension requires the study of the large m asymptotic behaviour of the random probability
As already pointed out in Section 2, we remark that D n,m (l) is random because the additional sample (X n+1 , . . . , X n+m ) is assumed to be not observed, for any m ≥ 1. The distribution of D n,m (l) takes on the interpretation of the posterior distribution, with respect to (X 1 , . . . , X n ), of the (m; l)-discovery. Hereafter we derive an explicit expression for the distribution of D n,m (l) and, in particular, we characterize its large m asymptotic behaviour. Besides leading to an extension of Theorem 1, these distributional results provide a useful tool for associating exact and asymptotic credible intervals to the point estimatorD n,m (l) = E[D n,m (l)]. With a slightly abuse of notation, throughout this section we write X | Y to denote the random variable whose distribution corresponds to the conditional distribution of X given Y .
We start by considering the random probability D n,m (0). Let K (n) m be the number of new distinct species in the additional sample. This is the number of distinct species generated by (X n+1 , . . . , X n+m ) and not coinciding with species already detected in (X 1 , . . . , X n ). Then, according to (8),
where the posterior distribution P[K (n) m ∈ · | K n = j] has been first obtained in Lijoi et al. (2007) and then investigated in Favaro et al. (2009) . Specifically, for any σ ∈ (0, 1) and θ > −σ, one has
andK l,m be the number of distinct species with frequency l in the enlarged sample. This is the number of new distinct species with frequency l in (X n+1 , . . . , X n+m ) plus the number of distinct species with frequency l that arise by updating, via (X n+1 , . . . , X n+m ), the frequencies already induced by (X 1 , . . . , X n ). Then, the identity (26) can be extended in order to determine the distribution of the random probability D n,m (l), for any l = 1, . . . , n + m. According to (9),
where the posterior distribution
has been derived and investigated in Favaro et al. (2013) . Specifically, for any σ ∈ [0, 1) and θ > −σ, one has
where C j,t denotes the set of the t-combinations (without repetitions) of the set {1, . . . , j}, and x stands for the integer part of x. Equation (31) takes on the interpretation of the Bayesian nonparametric estimator of the number of distinct species with frequency l in the enlarged sample of size (n + m). In particular, note that by combining (29) with (31) one obtains the estimator (11).
The next theorem extends Theorem 1 to the (m; l)-discovery. Such a theorem exploits identities (26) and (29) together with some results in Favaro et al. (2009) and Favaro et al. (2013) on the large m asymptotic behaviour of the random variable K (n) m | (K n = j) underP σ,θ . Specifically, let σ ∈ (0, 1) and θ > −σ. Let us introduce the random variable S σ,θ,n,j defined as follows
with B a,b being a random variable distributed according to Beta distribution with parameter (a, b), and S σ,θ being a random variable with density function (13). Also, B j+θ/σ,n/σ−j is assumed to be independent of S σ,(θ+n)/σ . Favaro et al. (2009) showed that, as m → +∞, one has
The large m behaviour of M (n) l,m , for any l = 1, . . . , n + m, follows directly by combining the fluctuation (33) with Corollary 21 in Gnedin et al. (2007) . Specifically, as m → +∞, we obtain
For σ = 0 and θ > 0 the random variables
. . , m l )) have a different large m asymptotic behaviour. Indeed Favaro et al. (2013) showed that such a large m behaviour coincides with the large n asymptotic behaviour of the random variables K n and M l,n , respectively. See Favaro et al. (2009) for refinements on these fluctuations. Theorem 3. Let (X 1 , . . . , X n ) be a sample fromP σ,θ featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Then, for large m and any l = 0, 1, . . . , n + m, one has i) for any σ ∈ (0, 1) and θ > −σ
Proof of Theorem 3. The proof is along lines similar to the proof of Theorem 1. Indeed approximations (35) and (36) follow by combining identities (26) and (29) with the aforementioned fluctuations
. We start by considering the case σ ∈ (0, 1) and θ > −σ. By combining (26) and (29) with (33) and (34), respectively, one has
as m tends to infinity. Then, for any p ∈ [0, 1], fuctuations (33) and (34) lead to the large m approximations
respectively. Approximations in (35) follows by taking the expected value with respect to the righthand side of (38) and (39), respectively. The case σ = 0 and θ > 0 follows by similar arguments.
Specifically, we replace (37) with mD n,m (l) a.s.
−→ (lP θ/l 1 N (l) + θ1 {0} (l)) as m tends to infinity, and we apply the corresponding fluctuations for the M 
For σ = 0 the PD(σ, θ) prior induces a smoothing such thatM
l,m is approximately equal to θ/(l + 1). Observe that, along lines similar to those described in Section 3, Theorem 3 can be extended to Gibbs-type priors with σ ∈ (0, 1). Specifically, let (X 1 , . . . , X n ) be a sample fromP σ,V featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Then, for large m and for any l = 0, 1, . . . , n + m the Bayesian nonparametric estimatorD n,m (l) can be approximated as in (35) witĥ
l,m replaced by the corresponding estimators under a Gibbs-type prior with σ ∈ (0, 1). Explicit expressions for these estimators are available from Lijoi et al. (2007) and Favaro et al. (2013) .
See also Favaro et al. (2012) .
We conclude this section by pointing out the usefulness of the above distributional results in controlling the uncertainty ofD n,m (l), for any m ≥ 1 and l = 0, 1, . . . , n + m. While deriving the closed form expressions forD n,m (l) in (10) and (11), Lijoi et al. (2007) , Favaro et al. (2009) and Favaro et al. (2012) did not consider the problem of associating a measure of uncertainty toD n,m (l). Our distributional results for D n,m (l) fill this important gap by providing a concrete tool for associating credible intervals to the point estimatorD n,m (l). The problem of deriving credible intervals forD n,m (l) reduces to the problem of evaluating the distribution of the random probability D n,m (l). In such a context, then, identities (26) and (29) play a crucial role. In particular by combining (26) and (29) with (27) and (30), respectively, a simulation algorithm can be implemented in order to generate values from D n,m (l). These values, then, are used to evaluate appropriate quantiles for obtaining exact credible intervals forD n,m (l).
There are, however, situations of practical interest where j, n and m are required to be very large and the computational burden for evaluating the distribution of D n,m (l) becomes overwhelming. This happens, for instance, in various genomic applications where one has to deal with relevant portions of cDNA libraries which typically consist of millions of genes. In order to overcome this drawback we exploit the asymptotic behaviour of D n,m (l), for fixed n and large m, and use the appropriate quantiles of the limiting random variable to obtain asymptotic credible intervals forD n,m (l). According to Theorem 3, for any σ ∈ (0, 1) and θ > −σ, one has
and, for σ = 0 and θ > 0,
as m → +∞. Hence we can resort to a simulation algorithm for generating values from the limiting random variables in (41) and (42), and then use these values to evaluate quantiles. In Section 5
we present this simulation algorithm and we show how to combineD n,m (l) with asymptotic credible intervals. The next proposition provides a generalization of (41) and (42) to the random probability
Such a result, then, provides a fundamental tool for obtaining asymptotic credible intervals for the estimatorD n,m (l 1 , . . . , l τ ).
Proposition 1. Let (X 1 , . . . , X n ) be a sample fromP σ,θ featuring K n = j ≤ n distinct species with (M 1,n , . . . , M n,n ) = (m 1 , . . . , m n ). Furthermore, for any τ ≥ 1 let (l 1 , . . . , l τ ) be a collection of distinct indexes such that l i = 0, . . . , n + m for any i = 1, . . . , τ . Then, one has i) for any σ ∈ (0, 1) and θ > −σ
ii) for σ = 0 and θ > 0
Proof of Proposition 1. Fluctuations (43) and (44) arise from the study of the large m behaviour
. . , X n ] with r i ≥ 0 for any i = 1, . . . , τ . Let σ ∈ (0, 1) and θ > −σ. By combining the definition of D n,m (l 1 , . . . , l τ ) with the multinomial theorem, we can write
where we set P r,τ = {(r 1 , . . . , r τ ) : r i ≥ 0 for i = 1, . . . , τ and 1≤i≤τ r i = r}. According to the fluctuation (41), the last expression can be approximated, for large m, by the following quantity
where an explicit expression for 
Applications
Under a PD(σ, θ) prior, we show how to combineD n,m (l) andD n,m (l 1 , . . . , l τ ) with large m asymptotic credible intervals, and we present an illustration dealing with some benchmark ESTs datasets.
This completes the framework set up in Lijoi et al. (2007) and Favaro et al. (2012) , thus making Bayesian nonparametric estimators for discovery probabilities fully amenable of use. ESTs represent an efficient way to characterize expressed genes from an organism. The rate of gene discovery depends on the degree of redundancy of the cDNA library from which such sequences are obtained. Correctly estimating the relative redundancy of such libraries, as well as other quantities such as the probability of sampling a new or a rarely observed gene, is therefore of fundamental importance since it allows one to optimize the use of expensive experimental sampling techniques. See Susko and Roger (2004) for details.
We consider five cDNA libraries. The tomato-flower cDNA library. See Quackenbush et al. (2000) . For this library the observed sample consists of n = 2586 ESTs with j = 1825 distinct genes whose frequencies are m i, 2586 = 1434, 253, 71, 33, 11, 6 , 2, 3, 1, 2, 2, 1, 1, 1, 2, 1, 1 with i ∈ {1, 2, . . . , 14} ∪ {16, 23, 27}. Two cDNA libraries of the amitochondriate protist Mastigamoeba balamuthi : the first library is non-normalized, whereas the second library is normalized, namely it undergoes a normalization protocol which aims at making the frequencies of genes in the library more uniform so to increase the discovery rate. See Susko and Roger (2004) . For the Mastigamoeba non-normalized the observed sample consists of n = 715 ESTs with j = 460 distinct genes whose frequencies are 346, 57, 19, 12, 9, 5, 4, 2, 4, 5, 4 , 1, 1, 1, 1, 1, 1 with i = {1, 2, . . . , 12}∪{16, 17, 18}∪{27}∪{55}. For the Naegleria gruberi anaerobic the sample consists of n = 969 ESTs with j = 631 distinct genes whose frequencies are m i, 969 = 491, 72, 30, 9, 13, 5, 3, 1, 2, 0, 1, 0, 1 with i ∈ {1, 2, . . . , 13}. Previous inferential studies of these data sets, both in the frequentist and in the Bayesian frameworks, are in, e.g., Quackenbush et al. (2000) , Mao and Lindsay (2002), Mao (2004) , Susko and Roger (2004) , Lijoi et al. (2007) , Lijoi et al. (2008) , Favaro et al. (2009 and Favaro et al. (2013) .
In order to implement asymptotic credible intervals forD n,m (l) andD n,m (l 1 , . . . , l τ ), the first issue to face is represented by the specification of (σ, θ) in the prior. Here we specify σ and θ by resorting to an empirical Bayes procedure. Specifically, let (X 1 , . . . , X n ) be a sample fromP σ,θ featuring K n = j ≤ n distinct species with respective frequencies N n = (n 1 , . . . , n j ). Then, the empirical Bayes procedure consists in choosing the values of θ and σ that maximize the likelihood function given in (5). This corresponds to setting (σ, θ) = (σ,θ), where
(1 − σ) (ni−1) .
The estimates (σ,θ) obtained for the considered libraries are shown in Table 1 . Notice that, alternatively, one could specify a prior distribution of (σ, θ). Nonetheless, posterior distributions for discovery probabilities are highly peaked and not very sensitive to such prior specification and, therefore, for the sake of simplicity, we undertook the empirical Bayes procedure.
( Table 1 about here)
Preliminaries
Fluctuations (41) and (43) provide a useful tool to approximate the distribution of the random probabilities D n,m (l) and D n,m (l 1 , . . . , l τ ). The same limiting results would clearly hold true for any scaling factor r(m) such that r(m) ≈ m σ−1 . Moreover, as it is clear by inspecting Table 2 , as soon as θ and n are not overwhelmingly smaller than m, the asymptotic estimator
can be far from the exact estimatorD n,m (l). See formulae (10) and (11) for the exact estimator and formula (40) for the asymptotic estimator. Hence, the corresponding asymptotic credible intervals could be far from the exact estimates. For this reasons we introduce the scaling r θ,n,j ], and we define the unbiased estimator
Similar observations holds true for the estimatorD n,m (l 1 , . . . , l τ ). Note that, according to (43), the asymptotic counterpart of this estimator coincides withD n,m (l 1 , . . . , l τ ) = 1≤i≤τD n,m (l i ). In particular, we introduce the scaling r
and we define the unbiased estimator
It is We make use of (41) and (43) to quantify the uncertainty of estimates. In particular we are interested in asymptotic credible intervals forD n,m (l) andD n,m (l 1 , . . . , l τ ). This can be readily done by evaluating appropriate quantiles of the distribution of the limiting random variable S σ,θ,n,j . For instance let s 1 and s 2 be quantiles of the distribution of S σ,θ,n,j such that (s 1 , s 2 ) is the 95% credible interval with respect to this distribution. Then, according to (41) and (46), the set
is a 95% asymptotic credible interval forD n,m (l). Analogous observations hold true for the estimator D n,m (l 1 , . . . , l τ ). In order to determine the quantiles s 1 and s 2 , we resort to a simulation algorithm for sampling the limiting random variable S σ,θ,n,j . Note that, from the distributional identity (32), this procedure involves sampling the random variable S σ,q with density function (13).
A strategy for sampling S σ,q was proposed by Favaro et al. (2009) . Let W σ,q = S −1/σ σ,q and we introduce a random variable U q distributed according to a Gamma distribution with parameter (q, 1). Then, conditionally on U q = u, the distribution of W σ,q has density function proportional to f σ (w) exp{−uw}. Therefore, the problem of sampling from (13) boils down to the problem of sampling from an exponentially tilted stable distribution. Here we improve the sampling scheme proposed in Favaro et al. (2009) by resorting recent algorithms for sampling from an exponentially tilted positive σ-stable random variable. See, e.g., Devroye (2009) and Hofert (2011) . In particular, we consider the so-called fast rejection algorithm proposed in Hofert (2011) . This is an exact sampling method that exploits a clever factorization of the Laplace transform of exponentially tilted positive σ-stable random variables. Summarizing, in order to sample from S σ,θ,n,j we devised the following algorithm:
Observe that an alternative approach to sample S σ,q would consist in using the sampling scheme for polynomially tilted positive σ-stable random variable proposed in Devroye (2009).
Illustrations
The analysis we carry out has three main focuses. First, we show that the tuning of the scaling factor that appears in (41) and (43) is of fundamental importance when the additional sample size m is not much larger than original sample size n and θ. To this end, we provide a comparison between the exact estimatorD n,m (0) in (10) and the corresponding asymptotic estimatorsD n,m (0) andD * n,m (0) in (45) and (46), respectively. We also compare the corresponding asymptotic credible intervals. Second, we compare the performance of the Good-Toulmin estimatorsĎ n,m (0) and its Bayesian nonparametric counterpartD n,m (0). More specifically, along with point estimates for the (m; 0)-discovery, we focus on uncertainty quantification for the two classes of estimators, where, as for Good-Toulmin estimators, we consider confidence intervals as devised with a moment-based approach in Mao (2004) . Finally, we provide asymptotic credible intervals forD n,m (l) andD n,m (l 1 , . . . , l τ ). These asymptotic credible intervals complete the study recently presented in Favaro et al. (2012) . Table 2 compares estimates obtained by means of the exact estimatorD n,m (0) and by means of the corresponding asymptotic estimatorsD n,m (0) andD * n,m (0). With regards to the asymptotic estimators, 95% credible intervals are also provided. It is apparent thatD n,m (0) provides estimates that are not precise unless the additional sample size m is very large, namely m = 100n. This is in contrast with the performance ofD * n,m (0). Nonetheless, for m = 10n, asymptotic 95% credible intervals forD n,m (0) cover the exact estimates of the (m; 0)-discovery.
( Table 2 about Finally, we confine ourselves to consider the two Naegleria libraries and we determine asymptotic credible intervals forD n,m (l) andD n,m (l 1 , . . . , l τ ). With regards to these two EST libraries, Bayesian nonparametric inference for discovery probabilities have been recently considered in Favaro et al. (2012) , where estimates for discovery probabilities and cumulative discovery probabilities are obtained.
However, in Favaro et al. (2012) no measures of uncertainty are provided for these estimates. Table   3 and Table 4 summarize posterior estimates of the (m; l)-discovery for l = 0, . . . , 4 and estimates of (m; l 1 , . . . , l τ )-discovery for τ = 3, 4, 5. These estimates are endowed with asymptotic 95% credible intervals obtained by combining results (41) and (43) with asymptotic 95% credible intervals as m ranges in [0, 3000], for both Naegleria datasets.
( Table 3 and Table 4 Table 2 : Comparison between the exact estimatorD n,m (0) and corresponding asymptotic estimatorŝ D n,m (0) andD Table 3 : Naegleria aerobic library.D n,m (l), for l = 0, 1, 2, 3, 4, andD n,m (0, . . . , τ ), for τ = 3, 4, 5, and corresponding unbiased asymptotic 95% credible intervals (c.i.). Figure 2: Naegleria libraries. Exact estimatesD n,m (0, . . . , τ ), for τ = 3, 4, 5, (solid curves) together with asymptotic 95% credible intervals (dashed curves). Black curves refer to Naegleria aerobic, red curves to Naegleria anaerobic. The size m of the additional sample ranges in [0, 3000] .
