Consensus and trajectory tracking of SISO linear multi-agent systems under switching communication topologies and formation changes by López-Limón, Carlos et al.
Kybernetika
Carlos López-Limón; Javier Ruiz; Alejandro Cervantes-Herrera; Antonio
Ramírez-Treviño
Consensus and trajectory tracking of SISO linear multi-agent systems under switching
communication topologies and formation changes
Kybernetika, Vol. 49 (2013), No. 2, 375–390
Persistent URL: http://dml.cz/dmlcz/143373
Terms of use:
© Institute of Information Theory and Automation AS CR, 2013
Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.
This document has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://dml.cz
KYB ERNET IK A — VO LUME 4 9 ( 2 0 1 3 ) , NUMBER 2 , PAGES 3 7 5 – 3 9 0
CONSENSUS AND TRAJECTORY TRACKING OF SISO
LINEAR MULTI-AGENT SYSTEMS UNDER SWITCHING
COMMUNICATION TOPOLOGIES AND FORMATION
CHANGES
Carlos López-Limón, Javier Ruiz-León, Alejandro Cervantes-Herrera
and Antonio Raḿırez-Treviño
The simultaneous problem of consensus and trajectory tracking of linear multi-agent systems
is considered in this paper, where the dynamics of each agent is represented by a single-input
single-output linear system. In order to solve this problem, a distributed control strategy
is proposed in this work, where the trajectory and the formation of the agents are achieved
asymptotically even in the presence of switching communication topologies and smooth forma-
tion changes, and ensuring the closed-loop stability of the multi-agent system. Moreover, the
structure and dimension of the representation of the agent dynamics are not restricted to be
the same, as usually assumed in the literature. A simulation example is provided in order to
illustrate the main results.
Keywords: consensus, multi-agent systems, tracking, switching systems
Classification: 68T42, 93C30
1. INTRODUCTION
A multi-agent system (MAS ) can be described as a group of dynamical systems which
interact with each other by means of the state or the outputs of their neighbors, in
order to achieve a common goal. Multi-agent systems typically execute common tasks
with distributed control actions and local information. In recent years, multi-agent
systems have attracted the attention of the scientific community for their capacity to
perform cooperative and coordinated tasks under an individual control paradigm, and
their multiple applications in the fields of autonomous vehicles, transportation systems,
multi-processor computing and power systems, among others. Many topics such as
consensus, formation, trajectory tracking and flocking have been widely studied, and
other approaches as self organization, goal achievement with robustness to component
failures and network evolution are becoming the objective of current research.
In this paper, we are interested in the output consensus and trajectory tracking prob-
lem of multi-agent systems. Output consensus deals with the problem of the agreement
of the outputs of the agents composing a MAS, while output regulation deals with the
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problem of trajectory tracking of a signal generated by an exosystem. Addressing out-
put consensus and output regulation simultaneously allows the interaction of different
systems in a coordinated trajectory tracking using restricted information.
Regarding reported contributions in the literature related to consensus and/or trajec-
tory tracking of MAS, the following results can be mentioned. A theoretical framework
for the analysis of consensus algorithms in multi-agent systems is presented in [16],
where an overview of methods for convergence and analysis of consensus algorithms is
presented. Consensus algorithms, both for linear and nonlinear systems, are introduced
in [17] and [14], and a Lyapunov function is used to analyze the convergence of the con-
sensus algorithms. A general formulation of multi-agent formation is presented in [3],
where the authors also address some issues such as how the information flow topology
affects the system coordination stability and performance.
In [10], necessary and sufficient conditions for an appropriate distributed linear sta-
bilizing feedback are established, and it is shown the relationship between the formation
convergence rate and the Laplacian matrix (directed) eigenvalues. Optimal algorithms
for the consensus of a MAS are proposed in [20] and [2], but trajectory tracking is not
addressed.
Necessary and sufficient conditions to achieve agent consensus using distributed con-
trollers, and the consensus of multi-agent systems with switching interaction topologies
are studied in [22].
A feedback control law to achieve predefined formations for a MAS is proposed in
[26], where virtual agents are used as leaders to ensure that the group of agents follows
a desired trajectory.
In [18], the problem of MAS with switching communication topologies and communi-
cation time delays is analyzed. The stability analysis considering the MAS as a switched
system is carried out using a common Lyapunov function. However, the analysis is fo-
cused only on single integrator systems.
A leader-follower consensus problem of multi-agents with a time-invariant communi-
cation topology and an observer-type consensus protocol based on output measurements
is proposed in [11]. In [4, 25] and [15] a controller design to achieve formation and tra-
jectory tracking is developed. These references consider the case of switching topology
and input delays, however, the agent dynamics are restricted to singe integrators.
In [19], an overview of necessary and sufficient conditions for reaching consensus
with fixed and switching communication topologies is presented. Also, control laws for
consensus and trajectory tracking for single and double integrator dynamics are included.
Distributed control schemes for robust output regulation of a networked linear system
with uncertainties are proposed in [24] and [23]. Even when the uncertainties in the
dynamics can be considered as non homogeneous linear systems, the control scheme is
limited to systems with the same dimension and the communication topology as well as
the formation must be static.
An event-triggered technique for the control law of MAS is used in [6] in order to
reduce the computational cost. Also, a tracking control law for leader-follower MAS with
and without communication delays is designed and input-to-state stability is analyzed.
However, the control law is restricted to double integrator dynamics.
In [21] and [1] the design of distributed control laws to achieve consensus and tra-
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jectory tracking for MAS is presented. Switching topologies and different dynamics
of each agent are considered, however, the description of the systems must be of the
same dimension and structure. Also, a minimum dwell time is required to ensure the
convergence, which is not always possible to obtain.
Despite the previously mentioned contributions, most of the existing results related
to MAS consensus are restricted to agents with relatively simple dynamics, i. e. single
and double integrator, or a very restricted switching topology that depends on the speed
of the system dynamics. In works where complex agents dynamics are considered, the
problem of trajectory tracking is not addressed at all.
The present work focuses on the design of a distributed control law for MAS, where
each agent dynamics is represented as a time-invariant single-input single-output (SISO)
linear system. The proposed control law ensures simultaneously asymptotic tracking
and group formation even if the communication topology is switching. This overcomes
previous limitations in existing results, where the switching speed is limited by the
system dynamics.
Another important advantage of our results with respect to previous ones, is that
we consider the consensus and trajectory tracking of MAS, where the agents can have
different dynamics and even different state space dimension.
This work is organized as follows. Section 2 presents the notation and some prelimi-
naries about switched linear systems, consensus and stability. In Section 3, the problem
statement and the control law design for the consensus and trajectory tracking are pre-
sented. In Section 4, a simulation example is shown in order to illustrate the application
of the proposed control strategy. Finally, in Section 5 the conclusions and future work
are presented.
2. NOTATION AND PRELIMINARIES
This section presents notation and preliminaries about communication topologies, con-
sensus, switched linear systems and stability.
2.1. Communication topology
Formation of a group of N mobile agents is commonly described by a graph, G =
(ϑ, ξ,A(t)), where ϑ = {1, 2, . . . , N} is a set of nodes, ξ ∈ ϑ × ϑ is a set of edges
connecting nodes (self edges are not allowed) and A(t), for simplicity A, is the graph
adjacency matrix containing positive weights, where A = [αi,j ] ∈ RN×N . An edge
(νi, νj) ∈ ξ means that node νj can get information from node νi. If an edge (νi, νj) is
contained in ξ, then αj,i > 0. We suppose in this work a bidirectional communication,
i. e. that (νi, νj) ∈ ξ ⇔ (νj , νi) ∈ ξ, except for the reference node ν0, for which
(ν0, νi) ∈ ξ and (νi, ν0) /∈ ξ, ∀i. The set of neighbors of node i at time t will be denoted
by Ni(t), i. e. Ni(t) = {νj : (νj , νi) ∈ ξ, j = 1, . . . , N}.
The topology switches over time as the agents evolve or the communication fails,
therefore the adjacency matrix A changes according to these situations.
A spanning tree, assuming G strongly connected, is a subgraph of G where some arcs
of G are removed in such a way that every node can get information from only one node,
except for the one called the root (in our approach the root is the node ν0). The root node
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does not receive information from any node. A graph has a spanning tree if it is strongly
connected, i.e. if there is a direct path from every node to every other node. In the
present work, every formation is represented by a strongly connected graph containing a
spanning tree. This assumption is fulfilled since it will be considered that every node is
directly connected to the reference node (the virtual agent), ν0 ∈ Ni(t), i = 1, . . . , N, ∀t.
The entries of the adjacency matrix A are defined as αii = 0, αij = 1 if (νi, νj) ∈ ξ
and 0 otherwise. Entries of the Laplacian matrix L are defined as `ii = −ΣNj=1αij and
`ij = αij .
Agent dynamics Si is considered to be represented by a time-invariant SISO linear
system given by
ẋi(t) = Aixi(t) + Biui(t),
yi(t) = Cixi(t), i = 1, . . . , N,
(1)
where xi(t) ∈ Rni , ui(t) ∈ R, yi(t) ∈ R, are respectively the state, input and output
variables, and Ai, Bi and Ci are constant matrices and vectors of appropriate dimen-
sions. In this work, we restrict ourselves to consider systems of the form (1) having
the same relative degree ρ, i. e. the difference between the degrees of the denominator
and numerator polynomials of the transfer function of the systems are equal to ρ. This
implies that the input ui appears explicitly for the first time at the ρth derivative of yi
for all the systems. The reason for this restriction will become evident while deriving
the control law to be applied. Also, we suppose that the systems are stabilizable, i. e.
if there exist uncontrollable dynamics, then they are stable. Additionally, in order to
ensure the stability of the closed-loop system under the proposed control law, for sim-
plicity the dimension of the controllability subspace of each agent dynamics given by
rank
[
Bi AiBi · · · Ani−1i Bi
]
is supposed to be equal to the relative degree ρ. If
this assumption does not hold, then the stability of the closed-loop system would depend
on the zeros of the system (for instance closed-loop stability would also be guaranteed
for minimum-phase zeros systems).
The communication topology of the MAS switches as the system evolves, thus the
MAS becomes a Switched Linear System (SLS ).
2.2. Switched linear systems
A SLS, denoted as 〈F, σ〉, is a switched linear dynamical system where F = {S1, . . . , Sk}
is a collection of time-invariant linear systems
Sσ :
{ ˙̂x(t) = Aσx̂(t) + Bσû(t), x̂(t0) = x̂0
ŷ(t) = Cσx̂(t)
(2)
and σ : [t0,∞) → {1, . . . , k} is a switching signal that determines the evolving linear
system (LS ), x̂(t) ∈ Rn, û(t) ∈ Rm, ŷ ∈ Rp, are respectively the state, input and output
variables, and Aσ, Bσ and Cσ are constant matrices of appropriate dimensions. This
work supposes an observable SLS [5], because the switching signal, represented by the
communication topology of the MAS, is known. With the knowledge of which LS is
currently evolving, it is possible to design a control law for each LS, or in this case for
each communication topology.
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2.3. Stability of SLS
The following definitions and results about stability of SLS will be used in the next
section to show the closed-loop stability of the MAS under the proposed control law
that achieves consensus and trajectory tracking.
A SLS is said to be uniformly asymptotically stable if there exists a positive constant
δ and a KL class [9] function γ such that for any switching sequence the solution of the
autonomous SLS with |x̂(0)| < δ satisfies the inequality
|x̂(t)| ≤ γ(|x̂(0)|, t), ∀t > 0. (3)
If the function γ is of the form γ(r, s) = cre−λs for some c, λ > 0, then we have that
|x̂(t)| ≤ c|x̂(0)|e−λt, ∀t > 0 (4)
and then the autonomous SLS is said to be uniformly exponentially stable.
If (3) and (4) are valid for all switching signals and any initial condition, then the SLS
is called global uniform asymptotically stable (GUAS ) and global uniform exponentially
stable (GUES ), respectively.
The following result, presented in [12], establishes the conditions for a SLS to exhibit
GUES.
Theorem 2.1. (Liberzon [12]) The SLS (2) is GUES if and only if it is locally attractive
for every switching signal.
The equivalence between local attractivity and global exponential stability is pre-
sented in [12], where the problem of stability in SLS is solved obtaining a common
Lyapunov function P , such that
ATσ P + PAσ < 0 ∀ σ. (5)
If the linear matrix inequality (5) holds, we have a quadratic common Lyapunov
function and the SLS is GUES.
3. PROBLEM STATEMENT AND MAIN RESULTS
In this section, a control scheme to achieve consensus and trajectory tracking of a MAS
is proposed, where each agent has a SISO linear system representation.
For a MAS the consensus is achieved when all states of the agents are equal, i. e.
limt→∞ |xi−xj | = 0,∀i, j = 1, 2, . . . , N . This problem is particularly challenging because
communication usually has limited range and can fail easily. Additionally, considering
also trajectory tracking, all the agents of the MAS should track a predefined signal
reference.
In [13] the consensus is achieved for the output’s agents only, i. e.
lim
t→∞
|yi − yj | = 0, ∀ i, j = 1, 2, . . . , N. (6)
The advantage of considering only the output of the agents is that the amount of
information transmitted between elements of the net is reduced, however in [13] the
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dynamics of the agents are restricted to be the same. Now, we will also consider the
consensus of the output in order to reach consensus and trajectory tracking among agents
with non homogeneous dynamics.
Let F be a finite family of SISO linear systems (1), F = {S1, . . . , SN}, in which
every linear system fulfills the constraints of relative degree (ρ) mentioned above, the
uncontrollable dynamics being stable. Each Si is considered to be observable to ensure
that any state feedback can be applied, and let S0 be a virtual agent which provides
the reference signal, and consider a given communication topology. Then, the consensus




αi,j [(yi −∆i)− (yj −∆j)] , i = 1, . . . , N, (7)
where y0 is a reference signal that must be followed by the output yi for each system
of the set F . The adjacency matrix A has a switching time τ > 0. The term ∆i, with
i = 0, 1, . . . , N and ∆0 = 0, is the required separation, not necessarily constant, between
yi and y0, both y0 and ∆i are functions Cρ−1 class. With this defined error (7), then the
consensus problem consists on designing a control law ui such that limt→∞ ei = 0 ∀i. It
can be seen that the consensus and trajectory tracking is achieved when this condition
holds because the error ei includes both.
Note that the error (7) depends on the outputs of the agents (yi), the reference (y0),
the formation (∆i) and the communication topology (αi,j). In this case, we consider
a switching communication topology so that the error dynamics can be expressed as a
SLS system as it will be shown later.
As in previous works, it is important to note that the element S0 represents the
virtual agent and that its output is always known for each agent, i. e. that αi,0 = 1, ∀t
which ensures a spanning tree for G.
If we consider that each agent can transmit its output and error (7) to their neighbors,
it is enough to have a spanning tree in the net to calculate the feedback control. But,
in order to obtain the error of the neighbors of an agent using only the output of the
agents, we propose the following communication topology
νi ∈ Nj and νj ∈ Nk ⇒ νk ∈ Ni. (8)
The previous topology means that if the agent i is connected with the agent j and
the agent j is connected with the agent k then the agent i and the agent k are connected
too, where all communications are bidirectional.
A control input ui can be calculated by the ith agent without knowing the inputs of
the other agents, i. e. the consensus and tracking control law is distributed. This makes
the MAS more flexible and provides many advantages in computational resources for
processing the control law and transmission of information.
In this work, the control law is designed to achieve the consensus of a MAS with
respect to the output of each agent, which reduces the quantity of information to be
transmitted by each agent, since it is enough to know the output of the neighboring
agents to compute the control action, i. e. it is not necessary to know the whole state
of the other agents. This modification allows achieving the consensus among agents of
different state space dimension, since only the output is considered.
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The control scheme to achieve the consensus and trajectory tracking of a MAS is
presented in the next result.
Theorem 3.1. Let F be a MAS system with the characteristics mentioned before and













is the input to be applied to the i-th agent, achieves consensus and trajectory tracking
with error dynamics GUES for the MAS, where βi,ρ = CiA
ρ−1
i Bi, Γi,m = CiA
m
i , Υi =
[Υi,1 . . . Υi,ρ−1]T , Υi,m = Γi,mxi −∆(m)i − y
(m)






αi,1 · · · αi,i−1 2 αi,i+1 · · · αi,N
]
,
and the scalar q and the vector kp of dimension ρ − 1 are the entries belonging to
the vector [q kp] which determines the characteristic polynomial of the Hurwitz matrix
associated to the error dynamics.




αi,j (yi −∆i − y0)−
N∑
j=1
αi,j (yj −∆j − y0) , (10)
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then, the equation (12) is represented as
























Since we are supposing that all agents representations have the same relative degree
ρ, then it follows that CiAm−1i Bi = 0, m = 0, 1, . . . , ρ − 1, and CiA
ρ−1
i Bi 6= 0, [8].
Defining














































In (16), the coefficients β•,ρ are nonzero since all the systems of F are supposed to
have the same relative degree ρ. Now, we can apply the input (9) to (16), and notice
that the input ui requires all the states that appear in Υi for the feedback. This is
fulfilled because all the Si are supposed to be observable and all necessary states can be
determined. Considering that
∑
j∈Ni ki,jej = kie, where e =
[




ki,1 ki,2 · · · ki,N
]






























where Υi = [Υi,1 Υi,2 . . . Υi,ρ−1]T .
Note that kp is a fixed vector, thus in order to obtain an equal error dynamics for
each topology it is necessary to get a fixed gain q for ei = ζi,1, i. e. to solve the following















which can be rewritten as
[−αi,1 . . . `i,i · · · − αi,N ]Qe = −q [0 . . . 1 . . . 0] e, (19)
or equivalently, to solve the following matrix equation that includes all the agents
− LRQ = −qIN (20)
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where LR is the Laplacian matrix without the column and row of the virtual agent,
Q = [kT1 k
T
2 . . . k
T
N ]
T and IN is the identity matrix.
In order to solve the previous equation (20), we first analyze the case where the
communication net is strongly connected [19], i. e. each agent knows the output of all
other agents, thus LR takes the form
LR =

−N 1 · · · 1





1 1 · · · −N
 .
The previous matrix is always nonsingular with N 6= 0, so matrix Q satisfying (20)
is given by




2 1 · · · 1





1 1 · · · 2
 .
In the previous case all the agents are supposed to be connected, but if the commu-
nication topology has the configuration (8) the problem can be solved too, because it
is always possible that the matrix LR assumes a block diagonal form by a similarity
transformation, even if the communication topology is switching, and the solution is





2 α2,1 · · · αN,1





α1,N α2,N · · · 2
 .
The above matrix yields the entries of the vector ki, which switches as the commu-
nication topology does, and the feedback for the error dynamics is
ζ̇i,ρ = −[q kp]ζi. (21)
Thus, the error dynamics of the ith agent is described by
ζ̇i = Mζi
where M is a Hurwitz matrix whose eigenvalues are determined by the vector [q kp].
The matrix M has the form
M =

0 1 0 · · · 0




0 0 0 · · · 1
−q −kp1 −kp2 · · · −kpρ−1

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and we obtain a block diagonal matrix considering all the ζi,j from the error equations
M ′ = diag
(
M, M, M, · · · M
)
where each block M is stable and therefore M ′ is also stable. Furthermore, for any
topology that satisfies (8) the matrix M ′ is the same. From Theorem 2.1, the system is
locally attractive for every switching signal because M ′ is Hurwitz and is the same for
every switching signal because the entries of M do not change due to the feedback. Also
there exists a common Lyapunov function for ζ̇ = M ′ζ, so any Lyapunov function is
common. Therefore the error dynamics e is GUES, i. e. limt→∞ ei = 0 and the consensus
and trajectory tracking are asymptotically achieved for the MAS.
Moreover, it is possible to take the controllable part of the system Si to the normal





żi,ρ = fi(z) + βiui.
Furthermore, the uncontrollable dynamics are considered as a vanishing perturbation,
because they are supposed to be stable. Based on the analysis of an Asymptotic Output





|zi,1 −∆i − y0| = 0
which for the ith agent implies that
lim
t→∞
|zi,1 −∆i − y0| = 0
and since the system is considered to be in normal form, it also holds that
lim
t→∞
∣∣∣zi,m − (m)∆ i − (m)y0 ∣∣∣ = 0, m = 1, 2, . . . , ρ
implying that the dynamics of each agent is also stable. 
4. EXAMPLE
The application of the previous results is illustrated in the following example, where
we consider planar robot manipulator dynamics. Consider three agent dynamics, all







yi = xi,1; i = 1, 2
(22)
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where xi,1 is the angular position, xi,2 is the angular velocity, yi is the output, mi is the
mass of the link, lci is the center-of-mass length, Izi is the moment of inertia, µi is the
coefficient of friction and τi is the torque. For the simulation the parameters are taken as
m1 = 1Kg, m2 = 1.5Kg, lc1 = 0.2m, lc2 = 0.15m, Iz1 = 0.05Kg ·m2, Iz2 = 0.08Kg ·m2,



















































The third agent will be considered as a theoretical dynamics that has an uncontrol-
lable part and is given by ẋ3,1ẋ3,2
ẋ3,3
 =















where we have that all these systems are stabilizable and observable. The entries of the
adjacency matrix A(t) are given by
αi,j =
 1 if ‖yi − yj‖ 6 r for j 6= i,1 if αi,k = 1 and αk,j = 1,0 otherwise, (26)
where r is the action’s radius, with r = 0.35.
Figure 1 shows how the communication topology switches while the agents are evolv-
ing.
We establish the reference function to be tracked as
y0 = sin(t)
which is always known by the agents, i. e. there is always a direct connection from each
agent to the virtual agent.
The initial conditions of each agent are taken as x1(0) = [ −0.1 1 ]T , x2(0) =
[ 0.8 −1 ]T and x3(0) = [ −0.8 −0.7 0.5 ]T . The position of each agent in the
desired formation is determined by the initial conditions in order to avoid collisions.
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Fig. 1. (a) Initial topology, the agents have no communication
between them (b) Topology in which only some of the elements
communicate (c) Final topology, all agents communicate.
The required formation indicates a separation from each agent to the reference function
y0, given by ∆2 = 0.2, ∆3 = −0.2 and a change of formation given by
∆1 =

0; t < 14
0.05t2; 14 <= t < 15
−0.05t2 + 0.1t + 0.05; 15 <= t < 16
0.1; t >= 16.
The objective of the above function, obtained by a quadratic B-spline interpolation,
is the continuity in the derivatives of ∆1.
We select the stable polynomial s2 + 3s + 1 to impose the desired error dynamics,















[ α1,3 α2,3 2 ].






which can be easily seen to be stable, so the error dynamics is also stable, even if the
communication topology switches.
With (23), (24), (25) and the indicated reference and separation functions, we obtain
that Γ1,2 = [0 −0.0556], Γ2,2 = [0 −0.0879], Γ3,2 = [1 0 −1], ẏ0 = cos(t),
..
y0 = − sin(t),
β1,2 = 11.1111, β2,2 = 8.7912, β3,2 = 1. Then, the control can be designed as




















where Υ1 = x1,2 − ∆̇1 − cos(t), Υ2 = x2,2 − ∆̇2 − cos(t), Υ1 = x3,3 − ∆̇3 − cos(t) and
ej =
∑3
i=0 αj,i [(yj −∆j)− (yi −∆i)].
The MAS is composed by the agents dynamics (23), (24) and the communication
topology defined by (26).
Figure 2 shows the outputs of the agents when the control (27) is applied to the MAS
system, where the topology shown in Figure 1 changes approximately at 0.60s and 4.00s.



























Fig. 2. Output path of each agent with respect to the reference
signal y0 in a topology that switches in time.
Note in Figure 2 that the output of each agent achieves the desired separation (∆i),
while the reference function (y0) is tracked, even if the communication topology and the
formation change.
The consensus and trajectory tracking errors of the agents are shown in Figure 3,
where it can be noticed that although the error value changes abruptly when the com-
munication topology switches, it continues to decrease as the system evolves.
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Fig. 3. Consensus and trajectory tracking error of reference of each
agent with a switching communication topology.
5. CONCLUSIONS
In this paper, we presented the design of a control law for the formation and trajec-
tory tracking of MAS with fixed and switching topologies, including formation changes.
With the proposed control, the error dynamics is ensured to be GUES, even if the forma-
tion and the topology of the configuration change, ensuring the existence of a common
Lyapunov function.
As future work, the results presented in this paper can be extended to consider the
case of MIMO or nonlinear agent dynamics. Also, it can be addressed the study of
other control techniques in order to relax the condition of relative degree, and discrete
communication with delays can be considered.
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