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1. INTRODUCTION 
Consider the first-order nonlinear neutral differential equation 
m ] n 
d-t x ( t ) -  E Pi (t) x (t--Ti) +Q (t) 1-I Ifj (x (t - aj (t)))l aj sign x (t - aj (t))=0, 
4=1 ~==1 
t>to, (1) 
where Ti >0, (~j >0,  Pi(t), Q(t), aj(t) • C([to,+Co),R+), f j  •C(R ,R) ,  x f j (x )> 0 (x # 0), 
i 1,2,. m, j 1, 2,. n, and n = 1. "-- " ' ,  = " ' '  Ej=I O:j 
Fromthe point of view of applications, NFDEs appear as models of electrical networks which 
contain loose transmission lines. Such networks arise, for example, in high speed computers 
where loose transmission lines are used to interconnect switching circuits (see [1,2]). Concerning 
existence, uniqueness, and continuous dependence of solutions, see [3-5]. 
Recently, a linearized oscillation theory has been developed in [6-10], etc., for nonlinear dif- 
ferential equations. Roughly speaking, it has been proved that under appropriate hypotheses, 
certain nonlinear differential equations have the same oscillatory character as the associated lin- 
ear equations. In this paper, we first prove two basic lemmas in Section 2 which will be used 
in Section 3 to prove our main results. Then in Section 3, by introducing a transformation, 
we establish a series of sufficient conditions for all solutions of (1) to be oscillatory. Some of 
these conditions are sharp in the sense that when the coefficients Pi(t) and Q(t) are constants 
(i =- 1, 2 , . . . ,m) ,  f j(x) = x and each delay aj(t) is a constant (j -- 1, 2 , . . . ,n ) ,  they are also 
necessary. In Section 4, in the spirit of linearized oscillation, we establish oscillation criteria 
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for (1) based on the oscillation of all solutions of the associated simpler equation (2) obtained 
from (1) by replacing f j (x ( t  - aj(t)))  in (1) by the linear term x(t - a j (t))  
d--t x (t) - Ep ix  (t - ri) + q I I  Ix (t - aj).[ aj sign x (t - aj)  = 0. (2) 
i=1  j= l  
As usual, a solution of (1) is called oscillatory if it has arbitrarily large zeros and nonoscillatory 
if it is eventually positive or eventually negative. 
Throughout his paper, we assume that f j  (j = 1 , . . . ,n )  satisfy certain conditions which 
guarantee the existence of solutions of (1) on [to, +c~). Moreover, for convenience, we use the 
convention that all the inequalities involving t hold eventually. 
2. BAS IC  LEMMAS 
LEMMA 1. In (1), assume that the following two conditions hold. 
(A1) Either Eim=l Pi(t) <_ 1 holds eventually, or each of Pi(t) (i = 1, 2 , . . . ,  m) is bounded and 
there exist a 7 > O, natural numbers ki (i = 1, 2 , . . . ,  m), and a t* >_ to such that 
m 
r i=k i7  ( i=1 ,2 , . . . ,m) ,  E P~( t*+kT)<- l '  k=0,1 ,2 , . . . ,  
i=1  
(A2) limt-_.+~(t - aj(t))  = +c~z, j = 1,2, . . .  ,n. 
I f  x(t)  is an eventually positive solution of (1) and 
m 
y (t) = x (t) - ~ Pi (t) x (t - Ti), (3) 
i=1  
then we have y'(t) <_ O, y(t) > O. 
PROOF. Without loss of generality, we may suppose that 71 < T2 < ... < Tm. It follows from (1) 
that y'(t) <_ O. It remains to show that y(t) > 0. Otherwise, y(t) is eventually negative. Thus, 
there exists a sufficiently large T such that y(t) </3 < 0 for t > T, where/3 is a negative constant. 
Hence, 
m 
x (t)  - P i  ( t)  x (t - = y (t)  < /3 .  
i=1  
When E i~ l  Pi(t) <<_ 1, we have 
x( t )<_~P i ( t )x ( t -T i )+/3<_  max {x( t - r i )}+/3 ,  
l<i<_m 
i=1  
which implies that x(t) is bounded. For arbitrary t E IT, T + 7m] and natural number k, set 
max {x (t + krm 7i)} ix - = z ( t  + kTm - 51 ( t ) )  
l< i<m 
max x t+kTm--  63(t)--7~ =x t+kTm-  ~j(t)  
l< /<m 
- -  - -  j= l  j= l  
where 5j(t) E {71 . . . .  ,Tin}, r = 1,2 . . . . .  k -  1. As 
x t+kTm-~- - '6 j ( t )  <_ max x t+kTm-  ~3( t ) -7 i  +13 
l< i<m 
j= l  - - -  j= l  
= max x t+kTm-  6j(t)  +/3, 
l< i<m 
j= l  
and 
Oscillation Theorems 21 
we have 
[ k ] 
x(t+k,-m) _<x t+k~'r,,--~(t) +kZ 
j= l  
<_ M1 + kfl ~ -c~ (k ~ +oo), 
where M1 is the upper bound of x(t), this contradicts that  x(t) is eventually positive. 
When each of Pi(t) (i = 1,2 , . . . ,m)  is bounded and there exist a T > 0, natural  numbers 
k~ (i = 1 ,2 , . . . ,m) ,  and a t* _> to such that  
m 
z i=k iT  ( i=1,2 , . . . ,m) ,  E P i ( t *+kr )  <_1, 
i=1 
k = 0, 1 ,2 , . . . ,  
we find a natural  number k0 such that  t* +koT ~_ T. Then for every natural  number k >_ ko +km, 
we have 
m 
x (t* + kr) <_ ~_, Pi (t* + kr) x (t* + kr  - ri) + 
i= l  
< max {x(t*+kT--Ti)}+~. 
- -  l< i<m 
Set 
max {x( t*+kT T~)}-- max {x( t*+kr  k i r )}a  - - =x[ t*+(k - l l ) r ]  
l (_ i(m l~i~_rn 
and 
max x t* + k - lj ~" - Ti = x t* + k - lj r , 
l< i<m 
- - j - - - - I  j - - - - I  
where r = 1,2 . . . .  , N(k)  - 1, 15 C {kl, k2 , . . . ,  kin}, and N(k)  satisfies that  
N(k) 
<_k-  ~ l~<_ko+km.  ko 
j= l  
Clearly, N(k)  > (k - ko)/km - 1 --* +oo(k --~ +c~). As 
+ 
- ~ lj r _< max x 
l< i<rn 5=1 / 
[- 
= z It* + [ 
(r)k ]} -- ~ l j  T -- Ti + /3 t* + 
j= l  
-y '~ l  5 -r +~,  
j= l  
we have [( N k)] 
x( t*+kr )<_x  t *+ k -E l  5 T +N(k)  13 
5=1 
< M2 + N (k) ~ ~ -~ (k ~ +oo),  
which also contradicts that  x(t) is eventually positive, where M2 = max{y(t)  : t c It* + koT, 
t* + (k0 + km)r]}. 
The proof of Lemma 1 is complete. 
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LEMMA 2. In (1), let As hold and suppose also that 
(A3) Lo Q(s) ds = and 
m 
lim EP i  (t) = p < 1. (4) 
t ----* --b c~ 
i=1 
I f  x( t ) is an eventually positive solution of(l),  then the results of Lemma 1 hold and limt__.+~ x( t ) 
~0.  
PROOF. As condition (4) implies that A1 holds, the conditions of Lemma 1 are satisfied. Then 
the results of Lemma 1 hold and limt-~+oo y(t) >_ O. By Lemma 2 of [11,12], we have that 
limt~+o~ x(t) = limt-~+o~ y(t)/(1 - p) >_ O. 
If limt_~+o~ x(t) = bl > 0, then there exist a sufficient large T and a b2 > 0 such that 
bi/2 <_ x(t) <_ b2, t >_ T. As fj E C(R,R) and f j(x) > O(x > 0), f j(x) attains a minimum hj > 0 
on [bl/2, b2], that is, 
f j (x ( t -a j ( t ) ) )>h~ min hj, t_>T, j= l ,2 , . . . ,n .  
l< j<n 
From (1), it follows that 
(t) : -Q  (t) (x ( t -  (t)))] < h? _< -hQ (t). 
j= l  j= l  
Together with A2, it follows that y(t) --~ -c~(t --+ +c~), which contradicts y(t) > O. 
The proof of Lemma 2 is complete. 
REMARK 1. Condition A1 in Lemma 1 allows m 1 to 1, E i=I Pi(t) - be oscillatory. When m = 
it can be restated as, Pl(t) is bounded and nonnegative, and there exist a t* >_ to such that 
Pl(t* + kT1) _< 1, k = 0, 1, 2 , . . . ,  which becomes Condition i of Theorem 3.1 in [13]. 
REMARK 2. In Lemma 1 and 2, if x(t) is an eventually negative solution of (1), then the relevant 
results hold. 
3. OSCILLAT ION CRITER IA  
THEOREM 1. In (1), assume that A1 holds and, 
(A4) there exist positive constants Mj >_ Nj > 0 such that Nix 2 <_ xf j (x)  <_ Mix  2, x E R, j = 
1,2 , . . . ,n ,  
(A5) (rj(t+Ti) = Crj(t), i = 1 ,2 , . . . ,m,  j = 1 ,2 , . . . ,n ,  t _> to; liminft~+o~ f:-~(t) Q(s) ds > O, 
where a(t) = minl<_j<n{aj(t) }; 
(A6) there exist a positive and continuous function H(t) and a T >_ to such that liminft--.+oj 
ftt_~(t) H(s) ds > O, and 
inf N~ j Q (t) 1 t exp A aj H (s) ds 
t>T,A>0 \ j= l  ,] ~-~ aj(t) 
~-~exp A H(s)  ds r lP i [ t -a j ( t ) ]  aj > 1, 
j= l  i= l  v~ j= l  
(5) 
then aH solutions of (1) are oscillatory. 
PROOF. I f  there exists a nonoscillatory solution x(t), we suppose that x(t) is eventually positive 
(if x(t) is eventually negative, it can be treated in a similar fashion). From (3) and Lemma 1, we 
have yt(t) <_ O, y(t) > 0, for t _> tl _> to. 
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From (3), it follows that y(t) <_ x(t). Also, from (1), (A4), and (A5), we have 
y' (t) = -Q  (t) f i  [f~ (~ (t - ~j (t)))]"J 
j=l 
_< - J Q (t) I I  [z (t - ~ (t))] ~ 
\J=~ / J=~ 
Set 
=- -  _ -N}  j Q(t) y ( t -  
j=l "= 
+ ~ P~ [t - aj (t)] ~j 1-I x [t - c~j (t) - r~] ~ 
i=l j=l j=l 
_< - N~ ~ Q (t) y [t - Gj (t)] ~j 
j=l 
+ Mj -~j P~ [t - aj (t)] ~'j . 
\ j= l  ,] i=1 Q (t Ti) j=l 
0"j (t)) -~- ~i=1 gi [ t -  (Tj (t)]x(t - aj (t) - Vi)] 
(6) 
y' (t) 
(t) H(t )  - y ( t ) '  
for t > tl. Then A(t) > 0, and (6) reduces to 
A(t) g( t )_> N~ j Q(t) exp __~J  )~(s)g(s)  ds 
j=l j=l aj(t) 
j=l ~=1 Q (t - ~)  
(7) 
× exp A (s) H (s) ds I ]  Pi It - aj (t)] ~j 
--r~ j=l 
_> J Q(t) exp A(s) H(s )ds  , t>_tl.  
\ j= l  ] -~(t) 
By Lemma 2.1 of [14], we have 
lim inf ft (s) H (s) ds < +oc. 
t--*+oo Jt-a(t) 
It is not difficult to see that liminft--.+oo A(t) = A0 c (0, +oc). From (5), there exists a 5 E (0, 1) 
such that 
5 inf j Q(t) n t H(s)  ds 
- J=l (s) 
+ Mj_, j H (t - Ti) exp ~ S (s) ds ~ I  P~ It - aj (t)] "j > 1. 
\3=1 / i=1 Q(t  Ti) _~ 3=1 
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There exists a t2 _> max{tl, T} such that A(t) _> 5A0, t > t2. Substituting this into (7), we have 
,~(t) H(t)_> Nj ~ Q(t) exp 5AoZaj H(s) ds 
j= l  j=l -,.i J 
(9) 
+5AO(IIZrlJaJ) iH ( t -T i )  i=1 -Q-~Ti) -ri g(s) ds) ~IPi[t-aj(t)]a~ , t>t2._ 
Thus, for s _> t2, 
A(s)> inf (~Y~¢) Q(t) { [ ~.~=i / :  ] t~--t2 ~ exp 6Ao aj H (s) ds 
5= 1 aj(t) 
+SA°(~MJaJ)  i=1 Q(t - Ti) \ Jt-Ti H(s) ds) flPi[t-~j(t)]aJ} 
Taking inferior limits in s, we have 
Ao _> inf j Q( t )  ~ t t>_t: ~-~ exp 5AoEC b H(s)ds 
\ j= l  j= l  a.i(t) 
(10) 
~:~exp - . 
5----1 i=i \ Jt--ri j : l  
Le t t ing  )~1 -- 5~o in (10), we have 
t>t2 H~(t) A-7 exp /~1 E O:J H(s) ds - j=l [ j=l aj(t) 
(ii) 
exp ~1 H (,) d, I-[ P' It - ~j (t)V' _ 1. 
j= l  i--1 "r~ j= l  
Since t2 _> T and h i  > 0, (11) contradicts (8). 
The proof of Theorem 1 is complete. 
THEOREM 2. In (1), assume that (4), A5, and A6 hold, and 
l iminf f j (x)  >Nj >0,  l imsupf j (x)  <Mj  <+oc ,  j= l ,2 , . . . ,n .  
x~0 X -- x-*0 X -- 
Then a11 solutions of (1) are oscillatory. 
Note that if there exists a nonoscillatory solution x(t) of (1), then by Lemma 2 we know that 
limt_~+~ x(t) = 0 (since A5 implies that A2 and A3 hold). Hence, the essential parts of A4 hold 
and the proof of Theorem 2 is similar to that of Theorem 1. 
From Theorem 1 and Theorem 2, we can obtain different sufficient conditions for oscillation 
of (1) by appropriate choices of H(t). For instance, if we choose H(t) -- 1, or Q(t), then (5) 
becomes 
inf 1- IN~ ~ Q(t) ~exp A ajaj (t) t>T,A>O \ j= l  / 
(12) 
+ M_ . ,  1 exp(~/ )  P~ [t - ~5 (t)]"' > 1 
\5=1 / ~=1 Q (t - n )  5=1 
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or 
I ] inf N~ j exp A E c~j -~j(t) t>r,~>0 Q (s) ds - j=l  [. j=l  
(13) 
I } + "~ exp A Q(s) ds HP i [ t -a j ( t ) ]  ~j >1.  
\j=l } i=I v~ j=l 
When m = I, M j  = Nj  = i (j = 1,2,.. . ,n) and each aj(t) - aj is a constant (j = 1,2,..•,n), 
equation (12) becomes condition (3.2) in [13], and (13) becomes conditions (3.3) in [13] and R3 
in [15]. 
COROLLARY 1. In (2), suppose that Pi >_ O, q > O, aj > O, Ti and aj are assumed as in (1), 
i = 1,2, . . ,  m; j = 1, 2,.. ., n, and ~i=lm Pi <_ 1. Then all the solutions of (2) are oscillatory if 
and only if 
or 
F l (A)=-A+AEp iexp(AqT i )+ex  p Aq ajaj  >0,  
i=1 
A>O, 
F2(A)=-A+AEp~exp(AT i )÷qex  p A ajaj >0,  A>0.  
i=1 \ j= l  ] 
PROOf. Sufficiency can be proved from Theorem 1 with Mj = Nj = 1 (j = 1, 2 . . . .  , n) and 
H(t) = 1, or q immediately, so we omit it. Now we prove necessity if there is a A1 > 0 such 
that FI(A1) _< 0. Since FI(0) = 1 > 0, there exists a A0 C (0, All such that Fl(A0) = 0. It is 
easy to check that y(t) = exp(-A0qt) is a nonscillatory solution of (2). On the other hand, if 
there is a A: > 0 such that F2(A2) _< 0. Since F2(0) = q > 0, there exists a A* E (0, A2] such 
that F2(A*) = 0. It is easy to check that y(t) = exp(-A*t) is a nonscillatory solution of (2). 
The proof is complete. 
Since e ~ _> ex and e x _> 1 for x > 0, we can obtain the following corollary immediately from 
Theorem 1. 
COROLLARY 2• In (1), assume that AI, A4, and A5 hold• Also, assume that there exists a 
• t positive and continuous function H(t) such that lim mft-,+oo ft-~(t) H(s) ds > O, and 
lim inf j Q(t) t H(s) ds 
t'*+oo \ j= i  ] - '~  e = O~j -aj(t)  
} + M~_~j H(t - Ti) Rift - aj(t)] ~j > 1. 
\ j= l  21 i=l Q(t vi) :=1 
Then all solutions of (1) are oscillatory. 
REMARK 3. Corollary 1 implies that condition (5) in Theorems 1 and 2 are sharp when H(t) = 1 
or Q(t)• 
4. L INEARIZED OSCILLAT ION 
In the following, we establish the linearized oscillation criteria of (1). 
LEMMA 3. In (2), assume that Pi >- O, q > O, aj > O, Ti and c~j are assumed as in (1), 
i = 1,2,. .  ., m; j = 1,2,..  ., n, and ~i=im Pi _< 1. Hall solutions of(2) are oscillatory, then there 
is aeo > 0 such that all solutions of the equation 
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[ ] d x ( t ) -E (p i -e )x ( t - r i )  +(q-e)  Ix ( t -a j ) l  " j s ignx( t -a j )=O (14) 
dt i=1 j=l 
are oscillatory for every e E [0, ~0]. 
PROOF. It follows from Corollary 1 that all solutions of (2) are oscillatory if and only if 
F( )O=-A+AEp iexp(AT i )+qexp A ajaj >0,  A>0.  
i=1 
As F(0) = 1, F(+oc)  = +co, /3 = inf~>o F(A) > 0. Hence, F(A) > 13, A > 0. To complete the 
proof, it suffices to show that there is a eo E [0, 5], 5 = (1/2) minl<i<m{pi, q} such that 
m / 
F~()O=-A+A~--~(p i -e)exp(Ar i )+(q-e)exp A~--~c~jaj >0,  A>0,  
i=1 \ j=l / 
for every e E [0, eo]. As F~(+oo) = +oc, there exists '~1 > 0 such that Fa(A) > O, k > A1. Let 
eo = min{ [Almexp(A1T)+-exp(Ala)]-l~3 5}
where T = maxl<,_<m{7i}, ~ = maxl<_j<_n{aj}. It is clear that e0 > 0 and 
e0 [Aim exp (AIr) + exp (Ala)] _< -~. 
So for 0 < A < A1, we have 
F~o(A ) = -A + A E (Pi - co)exp (AT/) + (q - co)exp A E ajaj 
i=1 \ j= l  / 
= F (A) - A E eo exp (Ari) - e0exp A ajaj 
i=1 j= l  
> F (A) - Alme0 exp (Axr) - e0 exp (Ala) 
1 1 >Z-5Z= ~>0. 
Also, for every A > 0, F~(A) is monotone decreasing for e, so F~o(A ) > Fa(A) > 0, A _> A1. 
From above, we have F~o(A ) > 0, A > 0. Furthermore, for every e E [0, e0], F~(A) > 0, A > 0. 
It follows from Corollary 1 that all solutions of (14) are oscillatory. 
The proof is complete. 
THEOREM 3. In (1), suppose that (4) and A5 hold. Also, suppose that aj (t) >_ aj > O, and 
l iminfPi(t)=pi ( i=1,2 , . . . ,m) ,  l im in fQ( t )=q>0,  (15) 
t---++oo t--*+oo 
lira f j  (x.___)) = 1 (j = 1, 2 , . . . ,n ) .  (16) 
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If ali solutions of (2) are oscillatory, then all solutions of (1) are also oscillatory. 
PROOF. We prove this theorem by considering two cases. 
(i) p = 0, i = 1, 2 , . . . ,  m. It follows from Corollary 1 that all solutions of (2) are oscillatory 
if and only if 
-A+exp Aq ajaj >0, A > O. 
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From (16), we have Mj = Nj = 1 (j = 1, 2,. . . ,  n), and let H(t) = Q(t). Then for every 
> 0, we have 
+ 
l iminf N~ j Q(t) 1 ~ ~ % -oj(t) t-~+~ ~ ~ ~ exp g (s) ds 
J=t L j=l 
~-~-~exp ), H(s) ds f l P~[ t -a j ( t ) l  "~ 
\3=1 i=1 -r~ j= l  
>_~exp ,~q %aj >1, 
j= l  
which implies that  the conditions of Theorem 2 are satisfied. Hence, all solutions of (1) 
are oscillatory. 
m (ii) 0 < )-~=t P~ < 1. Set I = {i : p~ > 0, i = 1, 2 , . . . ,  m}, then I is nonempty. From Lemma 3, 
if all solutions of (2) are oscillatory, then there is a e0 > 0 such that all solutions of the 
equation 
dt iEi j= l  
are oscillatory for every e • [0, e0]. It follows from Corollary 1 that  there exists a eo > 0 
such that: 
1 )~ 
~(p~ - ~) exp (~ (q - ~) ~-d + exp :~ (q ~) > 1, 
• ~, iEI 
A>O,  
for every e • [0,e0]. From (15), for every e'e [0, e0], there is a sufficient large T _> to such 
that 
P., (t) _> p, - e, i • z, Q (t) ___ q - e, t _ T - max {r~, aj ( r )} .  
l<i<m,l<j<_n 
From (16), we have Mj = Nj = 1 (j = 1 ,2 , . . .  ,m), and let H(t) = Q(t). Then 
i H(s) ds t>T,,X>0 ~ exp A~-~aj  -Gi(t) 
- j= l  L j= l  ., 
(s } + Mj_~j H (t : r i )  exp A g (s) ds H P~ [t - aj (t)] ~ 
\ j= l  it i=1 Q (t -- Ti) --Ti j= l  
_ ), (Pi - e) exp ()~ (q - e) v~) + exp ,~ (q - e) ~ %aj > 1, 
which implies that  the conditions of Theorem 2 are satisfied. Hence, all solutions of (1) 
are oscillatory. 
The proof of Theorem 3 is complete. 
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