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This paper deals with the ability of coset codes derivable from (n, 
k) cyclic codes to detect and correct loss of synchronization, or slip, in 
a burst-error channel. Results arc presented both for general cyclic 
codes and burst error correcting cyclic codes. In particular, the Fire 
codes, which correct single burst errors, are considered. Two classes of 
burst-error channels are considered, namely, Type I and Type I I .  In 
Type I channels, slip and additive burst errors cannot occur simul- 
taneously in any received n-tuple. In the more general Type I I  
channels, this restriction is removed. It  is shown that certain coset 
codes can correct slip and burst errors even when they occur simul- 
taneously. Furthermore, both the magnitude and the direction of 
the slip can be determined by examining the syndrome of the re- 
ceived n-tuple. 
1. INTRODUCTION 
Cyclic codes have several desirable propert ies for the transmission of 
d ig i ta l  informat ion (Paterson 1961, Ber lekamp 1968). Two such proper-  
t ies are (1) their  ease of implementat ion,  and (2)  the fact that  certa in 
subclasses are very  efficient addit ive error detectors and eorrectors  (e.g. 
the BC I t  codes).  Unfortunate ly ,  the cyclic p roper ty  that  makes them 
easi ly encoded and decoded also causes them to be susceptible to loss of 
synchronism, or slip, between the t ransmit ter  and receiver. Var ious 
* Some of this work is based on the Ph.D. thesis submitted by S. E. Tavares 
to the Department of Electrical Engineering, McGill University, Montreal 2, 
Canada. This research was supported in part by the National Research Council 
of Canada, under Grant A-2735. 
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techniques have been proposed to overcome this deficiency, without 
sacrificing the desirable properties of the cyclic codes (Stiffier 1965, 
Levy 1966, Tong 1966, Bose and Caldwell 1967, Weldon 1968, Tavares 
1968, Tavares and Fukada 1969a, b). One of the more interesting tech- 
niques is to transmit a suitable coset of the given cyclic code (Stiffter 
1965, Levy 1966, Tong 1966, Tavares 1968, Tavares and Fukada 1969a, 
b). Using the coset code technique, the problem of slip in the presence 
of independently distributed additive errors has been examined else- 
where (Tong 1966, Tavares and ~ukada 1969a, b). In this paper, the 
problem of slip for cyclic codes in the presence of burst errors will be 
examined. Some results that apply to any burst-error-correcting cyclic 
code are also presented. In addition, the performance of the Fire codes, 
which are an important class of single burst-error-correcting cyclic 
codes, is examined. 
2. NOTATION AND DEFINITIONS 
An (n, k) cyclic code will mean a linear cyclic code with word length 
n, having k information symbols and n - k check symbols, all selected 
from GF(q), a Galois field with q elements. Let G(x) be the generator 
polynomial of the (n, k) cyclic code, then G(x) has degree n -- k and 
divides x ~ - 1. In this study, the encoder generates an (n, k) coset code 
by adding a known polynomial, C(x), of degree less than n to each (n, k) 
cyclic code word. The syndrome of a polynomial P(x) will be the re- 
mainder after division by G(x) and will be denoted by {P(x)]. The 
syndrome of P(x) is zero if and only if it is an (n, k) cyclic code word. 
For further information, the reader should consult Peterson (1961) and 
Berlekamp (1968). 
In this paper, an additive burst error of length T is an n-tuple which 
is zero everywhere except in an interval of length T, the first and last 
positions of which are nonzero. 1 Note that this excludes end-around (or 
closed loop) bursts. However, this is a modest restraint since end- 
around bursts may, physically, be considered as being two bursts. Since 
burst-error-correcting cyclic codes usually correct end-around bursts, 
we can take advantage of this feature for handling synchronization 
2 errors. 
It is assumed that the encoder adds the appropriate C(x) to each 
1 Equivalently, ~burst of length T is a polynomial for which the difference be- 
tween the degrees of the highest and lowest erms is T -- 1. 
Tong (1969), has independently observed this fact. 
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cyclic code word before transmission. Upon receiving an n-tuple, the 
decoder first subtracts C(x) and then computes the syndrome of the 
difference. Furthermore, it is assumed that the decoder bases all its 
decisions on this syndrome. Since there are q~-k distinct syndromes, the 
decision space has at most q~-~ points. 
The burst error channels to be considered will be divided into two 
classes: Type I and Type II channels. For Type I channels it is assumed 
that slip and burst errors cannot occur simultaneously in a received 
word. For the more general Type II channels, this restriction is removed. 
The convention adopted is to write polynomi.As in the order of as- 
cending powers (i.e., terms of highest degree on the right). For example, 
the polynomial A (x) is written 
A ( x ) = ao + ax -1- a2x 2 + . . .  + a~_lx "-1 
3. MATHEMATICAL DESCRIPTION OF SLIP 
Any (n, k) cyclic code word W(x) can be written as 
W(x) = F(x).G(x) (1) 
where F(x) is a polynomial of degree less than k. Multiplication of 
W(x ) by x" produces a cyclic shift of s digits in one direction and, con- 
versely, multiplication by x -~ produces a cyclic shift of r digits in the 
other direction. For every cyclic code word W(x), we generate a coset 
code word B(x) which is defined by 
B(x) = W(x) + C(z) (2) 
where C(x) is a fixed polynomial of degree less than n. The eoset code is 
the code actually transmitted over the channel. If there is no slip or 
additive rror, the original cyclic code word is recovered at the decoder 
by subtracting C(x) from each coset code word received. 
Let A(x), B(x) and D(x) be three coset code words transmitted 
consecutively, asshown in Fig. 1. Due to synchronization loss, the re- 
ceiver may erroneously frame an n-tuple consisting of s digits from 
A(x) and n - s digits from B(x), as shown in Fig. 1, in an attempt to 
decode B(x). Then, we say there is a left slip of s digits. More precisely, 
the framed n-tuple is expressed us ~ 
x'B(z) + Us(x) (3) 
3 For further details on the description of slip, see also Tong (1966, 1969), 
Tavares (1968) and Tavares and Fukada (1969a). 
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FIG. 1. The receiver frame for left slip of s bits. A(x), B(x), and D(x) are any 
three consecutive code words from a coset code having word length n. 
where U,(x) is an arbitrary polynomial of degree less than s, which 
arises both from the s digits of the adjacent code word A(x)  framed by 
the receiver, and from the s highest order terms in B(x) .  Similarly, if 
the receiver frames an n-tuple consisting of r digits from D (x) and n -- r 
digits from B(x),  we say there is a right slip of r digits. In this case, the 
framed n-tuple is written as 
x-rB(x) + x"- 'U,(x).  (4) 
So far, a noiseless channel has been assumed, namely, a channel in 
which no additive errors occur. For a burst-error channel, an additive 
burst-error of length t will be represented by a polynomial E~(x) of 
degree less than n. I t  will be assumed that the additive errors in any 
n-tuple occur in a single burst. If the presence of the burst-error Et(x)  
is taken into account, (3) and (4) become, respectively, 
x'B(x)  q- U.(x) q -E , (x )  (5) 
and 
x-rB(x) + x"-rUr(x) + E,(x) .  (6) 
4.1 DETECTION IN A TYPE I CHANNEL 
ThEOrEM 1. Given any ( n, k) cyclic code and a Type I channel, there 
exists an (n, k) coset code Sat can detect a slip of n -- k -- 1 or less digits 
or a burst of length n -- k or less. 
Proof. Choose C(x) = 1. Stiffler (1965) and Levy (1966) have 
proved that this coset can detect a slip of n -- k -- 1 or less symbols (in 
the absence of additive error). Also, it is well known (Peterson, 1961) 
that an (n, k) cyclic code can detect a burst of length n -- k or less (in 
the absence of slip). Q.E.D. 
Observe that in Theorem 1 it is not claimed that the decoder can 
SYNCHRONIZATION OF CYLIC CODES 427 
distinguish between the occurrence of a burst error and a slip, but 
merely that some kind of error is present. Note also that the choices 
C(x) = ~: and C(x) = fix ~-1 (where ~ and fl are nonzero elements of 
GF(q) ) will give the same result. 
4.2 SOME USEFUL  LEMMAS 
The following two lemmas are useful in establishing later theorems. 
LEMMA 1. Any (n, k) binary cyclic code, with minimum distance d, 
can detect the simultaneous occurrence of two bursts of lengths T1 and T.2 if 4 
T1 -{- T2 =<_ max (n - 2k -}- 1, [(3d - 5)/2]). 
COROLLARY 1. Any (n, k) binary cyclic code can correct all single 
bursts of length T or less, where 
T <_- max ([(n - 2k zr 1)/2], [(3d - 5)/4]). 
Proof. (a) To prove that T, -}- T2 _-< n - 2k -}- 1 is sufficient. ~A 
nonzero (n, k) cyclic code word cannot be a burst of length n - k or 
less. EquivMently, an (n, k) cyclic code word cannot have a string of/~ 
or more zeroes unless it is the zero word. 
Consider an n-tuple which consists of two bursts, of length T1 and T~. 
Then regardless of their relative locations in the n-tuple, if T1 + T2 < 
n - 2k ~- 1, there will exist a string of k or more zeros. Hence from the 
above argument, if T~ -~ T2 < n - 2k ~- 1 the n-tuple cannot be a 
nonzero cyclic code word. 
(b) To prove that T1 zr T2 =< (3d -- 5)/2 is sufficient. Consider a 
binary n-tuple that consists of two bursts E~(x) and E~(x), having 
lengths 7'1 and T2, respectively. I t is sufficient o show that 
{~l(x) + E~(z)} ~ 0 (7) 
for all El(x) and E2(x) when T1 + T~ =< (3d -- 5)/2. Let Q(x) = 
El(x) + E2(x) and assume that W[Q(x)] = T~ -}- T~ - m. This im- 
plies that there are a total of m terms missing 6 from the two bursts 
El(x) and E2(x). Now generate Q(x)(x -~ 1) and compute 
W[Q(x)(x + 1)]. It can readily be shown that 
4 [x] Meai ls  the  integer  par t  of x. 
See also Shehadeh and  RobinsoI~ (1968). 
c We say  that  m terms are miss ing  f rom a burs t  Et (z )  of length  t, if W[E~(x)]  = 
t -- m. 
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W[Q(x)(x + 1)] ~ 2m + 4. (8) 
Since an n-tuple cannot be an (n, k) cyclic code word if it has weight 
less than d (where d is the minimum distance of the code), it follows 
that (7) is satisfied if 
W[Q(z)] = T~ + T~ - m < d. (9) 
Also, Q(x) cannot be a cyclic code word if Q(x)(x + 1) is not a cyclic 
code word. Therefore, (7) is satisfied if 
W[Q(x)(x + 1)] =< 2m + 4 < d. (10) 
Eliminating m from (9) and (10), it follows that El(x) + E~(x) is not 
a nonzero (n, k) cyclic code word if 
T~ + T~ ~ (3d - 5)/2. 
Corollary 1 also follows immediately. 
Observe that part (a) is valid for cyclic codes over arbitrary finite 
fields, whereas part (b) is valid only for binary codes. Q.E.D. 
Generalizing the arguments used in part (b) of the proof of Lemma 1 
to multiple bursts, the following result has been proved (Tavares and 
Shiva, 1969). 
L~MMA 2. Any (n, k) binary cyclic code with minimum distance d 
can correct he simultaneous occurrence of p bursts, each of length Ti if 
p -< (d -  1)/2 and 
T, =< max ([(3d -- 4p -- 1)/4], [(d -- 1)/2]). 
i= l  
4.3 DETECTION IN A TYPE II CHANNEL 
T~OREM 2. Given any (n, ]¢) binary cyclic code, there exists an (n, k) 
coset code that can detect the simultaneous occurrence of a single burst of 
length T or less and S or less bits of slip, where 
S + T = max (n -- 2k -- 1, [3(d - 3)/2]).  
Proof. Let 7 C(z)  = 1 + x ~-1, and Et(x) be a burst of length t. Assum- 
7 Tong (1969) has independently used a coset given by C(x) = o: + ~x~-I where 
~: and/~ are nonzero elements of GF(q). However, in his analysis, he has failed to 
take full advantage of the properties of this coset. We have, without penalty, 
set ¢: = /~ = 1. 
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ing a left slip of s bits, it is sufficient o show that s
{x~(W(x) + C(x))  + Et(x)  + U,(x) - C(x)} # 0 (11) 
for all s =< S, t N T, where W(x)  is any word from the (n, k) cyclic 
code and U,(x ) is a random polynomial of degree less than s. 
Substituting C(x) = 1 + x "-~ in (11) and noting that {x~W(x)} = O, 
we have 
{U/x )  + z ~ +/L (z )  + x ~-'1 # 0 ( i2)  
where the random polynomial U/x)  "absorbs" all terms of degree less 
than s. The expression i  (12) may be regarded as the sum of *wo bursts 
of lengths + 2 and t, respectively. Hence, by Lemma 1, (12) is satisfied 
if 
(S + 2) + T =< max (n - 2k + 1, [(3d - 5)/2]) 
or 
S + T -< max (n -- 2k - 1, [3(d -- 3)/21). (13) 
A similar result applies for right slip. Q.E.D. 
The next theorem applies to any cyclic code that can correct a burst 
of length T or less. 
Tt~EORE~ 3. Given an (n, k) cyclic code that can correct single burst 
errors of length T or less, we can find a coset code that can detect he simul- 
taneous occurrence of a burst of length T or less and a slip of T -- 2 or less 
digits. 
The coset is obtained by choosing C(x) = 1 + x ~-I. The proof is 
based on relation (11) and wili not be given here. However, the proof 
becomes obvious when it is noted that a cyclic code that can correct, a 
burst of length T or less can also detect he simultaneous occurrence of 
two bursts, each of length T or less. Note that Theorem 3 is valid for 
cyclic codes over arbitrary finite fields. 
5. CORRECTION IN A TYPE  [ CHANNEL  
TgEOREM 4. Any (n, k) binary cyclic code has a coset code that can 
correct S or less bits of slip and detect a burst of length T or less, in a Type 
I channel, where 
S <= (n - -  k - -  2) /2 (14) 
s Note that  in binary arithmetic,  addit ion and subtract ion are identical. 
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and 
S -{- T -< max (n - 2/¢ --  1, [3 (d  - 3) /2 ] ) .  (15)  
Proof. Let C(x) = 1 + x ~-1. To correct slip, it is necessary that the 
syndromes for right and left slip be distinct. In addition, the decoder 
must distinguish between slip and an additive burst error. The latter 
statement is proved first. Assuming s bits of left slip, it is sufficient o 
prove that 
{x~(w~(x) + C(x)) + uo(x) - c(~)} ~ {w2(x) + E~(x)} (16) 
for all s =< S, t -< T, where Wl(x)  and W2(x) are any two cyclic code 
words and E~(x) is a burst of length t. Putting all terms on the left and 
substituting for C(x), (16) reduces to (12). Hence, (16) is satisfied if 
(13) is true. The same result follows if we assume right slip. I t  remains 
to be shown that the syndromes for left and right sfip are distinct, 
namely, 
{J(W~(x) + ¢(x)) + u~(x)} 
(17) 
{x-'(W~(x) + C(x)) + x'-~U,(x)} 
for all r, s -<_ S, where r ~nd s are the magnitudes of the right and left 
slip, respectively. However, using (17), it has already been shown (Ta- 
rares 1968, Tavares and Fukada 1969b) that, for C(x) = 1 4- x ~-~ 
~he decoder can determine both the magnitude and the direction of the 
slip, for all slip S <-_ (n - l~ - 2)/2, based on the syndrome. Q.E.D. 
THEOaEM 5. Any (n, k) binary cyclic code has a coset code that can 
correct S or less bits of slip and a single burst of length T or less, in a Type [ 
channel, where 
T =< max ([(n -- 2]~ + 1)/2], [(3d - 5)/4]), (18) 
S <= (n - -  k - -  2)/2 (19) 
and 
S + T ~ max (n - 2/~ - 1, [3(d -- 3)/2]). (20) 
Proof. Let C(x) = 1 + x ~-1 and recall Theorem 4. All that remains 
to be proved is the condition under which single burst errors (no slip 
present) have distinct syndromes. This follows at once from Corollary 
1, which results in condition (18). Q.E.D. 
Tn~onv,.~ 6. Given an (n, k) cyclic code that can correct a single burst 
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error of length T or less, we can f ind a coset code that can correct all burst 
errors of length T or less and correct all slip of T - 2 digits or less, in a 
Type I channel. 
Let C(x)  = 1 -~ x ~-1. The proof is similar to that of Theorem 4 and 
only an outline ~ l l  be given here. Using an inequality identical ¢o (16), 
it can be shown that the decoder can distinguish between slip, S, and a 
burst error of length T or less, if S -<_ T - 2. 
Since the decoder can distinguish between a burst error and a slip, 
it can proceed to correct any burst of length T or less. Also, as stated 
in the proof of Theorem 4, the decoder can determine both the magnitude 
and the direction of the slip s, for all s ~ (n -- /~ -- 2)/2. Since no 
(n, k) cyclic code can correct burst errors of length (n - / c ) /2  or greater, 
it follows that T < (n - k)/2. Hence, using the fact that s _-< T - 2, 
we have  
S ~ T -  2 < (n - -  k) 2 < (n -  ~-  2) /2 .  
- 2 
Observe that Theorem 6 is valid for nonbinary cyclic codes. 
6. CORRECTION IN A TYPE  I I  CHANNEL 
In the next theorem, a Type I I  channel is assumed, i.e., slip and burst 
errors are allowed to occur simultaneously. 
Theorem 7. Any  (n, It) binary cyclic code has a coset code that can 
correct the simultaneous occurrence of S or less bits of slip and a single 
burst of length T or less, where 
S ~- T = [3(d -- 7)/4]. 
Proof. Let 9 C(x)  = 1 ~ x + x r+2 ~ x ~-I, which when written as an 
n-tup]e has the form 
T 
[1, ~,o . . .  o,  1, o, . . .  o, 1]. 
I t  is sufficient o show that the syndromes for left slip plus a burst error 
are different from the syndromes for right slip plus a burst error, namely, 
{J(W~(x) + C(x)) + U~(x) + E~(x)} (21) 
{x-~(w~(x) + C(x)) + z~-~u,(x) + E~(z)} 
9 By symmetry,  i t  is easily seen that  another suitable choice is 
C(x) = 1 + x "-~-a ÷ x~-~ + x~-~. 
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for all s, r _-< S; tl, t~ =< T, where the cyclic code word W~(x) suffers s 
bits of left slip and an additive burst of length tl, and W~(x) suffers r
bits of right slip and burst of length t2 • Putting all terms of (21) on the 
left, multiplying through by x r, and then simplifying the expression, we 
have the equivalent relation 
{C(x)(1 + x ~+~) q- U,+~(x) q- Etl(x) q- E~(x)} ~ 0 (22) 
where U~+,(x) = ZU,(x) -q- U~(x). It should be noted that the cyclic 
shift caused by x ~ has only a trivial effect on Etl(x) and Eta(x). It is 
sufficient to show that the polynomial in (22) is not a cyclic code word, 
including the zero word. Now, 
C(x)(1 + x ~+~) + U~.~(x) 
~-i (23) 
= U~+~(x)  + x T+~ + x ~+~ + x r+~+l + x ~+~+T+2 + z , 
where the random polynomial U~+,(x) has absorbed all terms of degree 
less than r q- s. Let Q(x) be the polynomial in (22) and substitute (23) 
into (22). Then, using arguments similar to those used in the proof of 
part (b) of Lemma 1, it can be shown that (22) is satisfied if
S -t- T <= [3(d - 7)/4]. (24). 
Finally, the polynomial Q(x) in (22) is not the zero word if Eta(x) -t- 
Et2(x) does not cancel all the nonzero terms in (23). This is assured if 
n> 2S-}- 2T + 3, or 
2S -]- 2T __ n -- 3. (25) 
It is not difficult to show that (24) implies (25). Q.E.D 
It  turns out that for the choice of coset given in Theorem 7, the de- 
coder can determine the direction but not the magnitude of the slip. 
To overcome this deficiency, consider the coset formed by adding the 
n-tuple 
L M L 
[1,0, ..- 0,1,0 . . .  0,1,0 ..- 0,1], M_>_ L (26) 
where L = max (T, 2S). Written as a polynomial, (26) has the form 
C(x) = 1 q-- x ~+1 q- x '~-L-2 q- x '~-1. (27) 
Using arguments similar to the ones in Theorem 7, it can be shown that 
using the eoset in (27), the decoder can determine the direction of the 
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slip in the simultaneous presence of a burst error if 
S --k T =< [3(d -- 9)/4]. (28) 
I t  remains to be shown that the coset in (27) can also determine the 
magnitude of the slip. In order to do this for two left slips of magnitude 
p and q, where S _>- p > q > 0, it is sufficient to show that 
{x~(W~(x) -k C(x) ) -q- Up(x) -k Et~(x)} (29) 
{x~(W~(x) + C(x)) + Us(x) +/~(x)}  
where the terms are as defined earlier. Simplifying (29) and substituting 
for C(x) from (27), it can be shown that (29) is satisfied for all q < 
p < S. A similar proof follows for any two right slips not exceeding S. 
Finally, the polynomial in (29) cannot become the zero word if Etl(x) ÷ 
Et2(x) cannot cancel all the nonzero terms. This is assured if n ~_ 3L -~ 4, 
where L = max (T, 2S), i.e., n => max (3T + 4, 6S ~- 4). The above 
has proved the following theorem. 
TH~on~M 8. Any (n, k) binary cyclic code has a coset code that can 
determine the magnitude and direction of S or less bits of slip and correct a 
burst of length T or less, even when they occur simultaneously, i f  S ~- T = 
[3 (d -  9)/4], where n >= 3L -~ 4 and L = max (T, 2S). 
The coset is given by C(x) = 1 ~- x L+I ~- x ~-~-2 + x ~-1 
T~EOnEg 9. Given an ( n, lc ) cyclic code that can correct any two bursts 
having total length To or less, we can find a coset that can correct the simul- 
taneous occurrence of a burst of length T or less and a slip qF S digits or less 
~f 
2(L + 2) -~ S ~- T ~ To, L = max (T, 2S) 
Proof. As for Theorem 8, let C(x) = 1 ~ x L+I ~ x ~-L-2 ~ x~-l; 
where n -> 3L ~- 4. Assume the simultaneous occurrence of s bits of 
left slip and a burst error Et(x)  of length t. I t  is desired to show that the 
decoder can determine the error polynomial given by 
C(z)(x ~ - 1) + U~(x) + E~(x). (30) 
I t  is seen that (30) consists of a burst of length t and a burst of length 
2(L ~- 2) -~ s. I t  follows that the error represented by (30) can be cor- 
rected if (2(L ~- 2) -b s) ~- t =< To. A similar proof follows for right 
slip. Q.E.D. 
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From Lemma 2, it is easily seen that To > max ([3(d - 3)/4], [(d - 
1 )/2] ) for any binary cyclic code. 
7. SOME UPPER BOUNDS ON DETECTION AND CORRECTION 
OF SYNCHRONIZATION 
T~EO~EM 10. No coset of any (n, k) cyclic code can detect (with cer- 
tainty) the simultaneous occurrence of S digits of slip and a burst of length 
T when slip lies in the range n - k - T <= S <= k -k T. 
Proof. In order to detect he simultaneous occurrence of a left slip of s 
digits and a burst error E~(x), of length t, (11) must be satisfied. We can 
rewrite (11 ) in the form 
{C(x)(1 - x~)} ~ {U~(x) + Et(x)} (31) 
Now, when s ~- t => n - k, and s ~ k ~- t, U,(x) + E,(x)  can gen- 
erate all possible syndromes. Hence, regardless of the choice of C(x), 
the inequality (31)cannot be guaranteed when n - k - t _-< s _-< k-~ t. 
The condition s =< k + t is added to insure that the coefficients of U,(x) 
are completely arbitrary. Q.E.D. 
Note that the above theorem is valid for cyclic codes over arbitrary finite 
fields. 
COROLLARY 2. No coset of any (n, k) cyclic code can distinguish between 
slip and a burst error of length T, in a Type I channel, when slip lies in 
the range n -- k -- T <= S-< k ~ T. 
The proof is also based on (31) and hence will be omitted. It  is also 
known that (Tavares and Fukada, 1969a) no coset can distinguish 
between right slip and left slip, when slip lies in the range 
(n -- k)/2 ~ S ~ k. (32) 
The next theorem describes a range of slip in which no coset code can 
correct the simultaneous occurrence of slip and a single burst error. 
As for the preceding theorem, this result is not restricted to binary codes. 
T~EORE~ 11. No coset of any (n, ]~) cyclic code can simultaneously 
correct a single burst of length T and S digits of slip when 
(n - -  k - -  2T) /2  <= S ~ k -~ T. 
Proof. I t  is sufficient o show that the inequality (22) cannot be 
guaranteed for all U~+~(x), Eta(x) and E~2(x) when slip S lies in the range 
given in the theorem, where r, s ~ S and tl, t~ - T. Rewrite (22) as 
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{c(x)(1 - x~+")} ~ {u~+~(x) + E,~(x) + E~(x)} (33) 
where the negative sign on the left allows for the fact that the code may 
be nonbinary. When r + s + tl --b t~ > n -- k and r + s < 2/~ + tl -k- t~ 
the random polynomial U~+~(x) + Etl(x) + Eta(x) can generate all 
possible syndromes, and hence (33) cannot be guaranteed. The in- 
equality r + s -<_ 2/~ + t~ + t2 is imposed to ensure that the coefficients 
of U~+~(x) are completely arbitrary. Q.E.D. 
8. SOME EXAMPLES 
In Table I, some numerical results are listed for some of the theorems 
presented so far. For comparison with the case when the additive rrors 
occur independently, asopposed to a single burst, values of S are com- 
puted for Theorem 4 (call it Theorem 4' here) in Tavares and Fukada 
(1969b). For Theorem 4', T in Table I was regarded as due to T inde- 
pendent additive errors. It is stated in Theorem 4' that the decoder can 
determine the magnitude and direc%ion of the slip in the simultaneous 
presence of independent additive errors. Theorem 4' can be compared 
with Theorem 8 in the table. I t  is observed that for all T > 1, Theorem 8
gives values of maximum slip S that are greater than or equal to the 
values given by Theorem 4'. This is consistent with what one would 
expect. A single additive error (T = 1) is a trivial burst error. It is 
also of interest o note that the (127,22) cyclic code has comma-free 
coset codes (since k <= (n - 1)/2), whereas the others do not have 
such a coset. Whenever the value of slip S is calculated to be >_- n/2, 
the value S = In~2] is listed. This is because a slip > n/2 in one direc- 
tion may be regarded as a slip < n/2 in the other direction. In Table i, 
this happens only for the (127,22) code in the case of Theorem 2. 
Theorems 10 and 11 and relation (32) are used for computing some 
upper bounds. In each case, the largest integer lying just below the 
lower limit of the range of S is computed. For example, for Theorem 
10, we computeS=n- -k - -  T -  1. 
9.1 A BR IEF  REVIEW OF F IRE  CODES 
In  tiffs section, we  examine  the prob lem of loss of synchron ism for 
the Fire Codes, wh ich  are a well known class of burs~ error correcting 
cyclic codes. The Fire codes can detect he simultaneous occurrence of 
two burst errors, or correct a single burst error in a code word (Fire 
1959, Peterson 1961). But, since they have small minimum distance 
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TABLE I 
SLIP IN i BURsT-ERRoR CHANNEL FOR SOME CYCLIC CODES 
Cyclic code 
Max imum slip "S" for theorems listed 
Correction for Correction for 
Detection Type I channels Type I I  channels 
(n,k)  d T 2 10 4 5 (32) a 7 8 (4') b 11 
(23, 12) 7 1 5 9 4 4 5 0 0 0 4 
2 4 8 4 4 5 0 0 0 3 
3 3 7 3 3 5 0 0 0 2 
(127, 85) 13 1 14 40 14 14 20 3 2 3 19 
2 13 39 13 13 20 2 1 1 18 
3 12 38 12 12 20 1 0 0 17 
11 4 30 4 0 20 0 0 0 9 
12 3 29 3 0 20 0 0 0 8 
(255, 191) 17 1 20 60 20 20 31 6 5 5 30 
2 19 59 19 19 31 5 4 3 29 
3 18 58 18 18 31 4 3 1 28 
4 17 57 17 17 31 3 2 0 27 
16 5 47 5 0 31 0 0 0 15 
18 3 45 3 0 31 0 0 0 13 
(255, 163) 25 
(127, 22) 47 
1 32 90 32 32 45 12 11 9 44 
2 31 89 31 31 45 11 10 7 43 
3 30 88 30 30 45 10 9 5 42 
4 29 87 29 29 45 9 8 3 41 
5 28 86 28 28 45 8 7 1 40 
22 11 69 11 0 45 0 0 0 23 
23 10 68 10 0 45 0 0 0 22 
1 63 - -  51 51 - -  29 20 20 - -  
2 63 - -  51 51 - -  28 20 18 - -  
3 63 - -  51 51 - -  27 20 15 - -  
4 63 - -  51 51 - -  26 20 12 - -  
16 63 - -  51 51 - -  14 12 0 - -  
20 62 - -  51 51 - -  10 8 0 - -  
32 51 - -  51 51 - -  0 0 0 - -  
33 50 - -  50 50 - -  0 0 0 - -  
40 43 - -  43 43 - -  0 0 0 - -  
" F rom re lat ion (32) in the  text .  
b F rom Theorem 4 in Tavares  and  Fukada  (1969b). 
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(d = 4), they are unsuitable where the additive errors occur inde- 
pendently. 
An (n, k) Fire code may be defined (Peterson, 1961 ) as a cyclic code 
with generator polynomial G(x) given by 
G(x) = P (x )  (z c - 1) (34) 
where P(x  ) is an irreducible polynomial of degree b which has order 1° fl, 
and c is not divisible by ¢~ The word length n of the code is the least 
common multiple of c and ft. From the above definitions and (34), 
it follows that the degree of G(x) is b + c, which implies that b + c = 
n - k. In the results to follow, the properties of Fire codes stated in 
Chapter 10 of Peterson (1961) will be assumed. In particular, Theorem 
10.1 in Peterson is quoted, without proof, for easy reference. 
T~Eon~xt 12. A t'ector that is the sum of two bursts of lengths T1 and 
T2 , respectively, where T2 >- T1, cannot be a code word in a Fire code if 
T I -~ T2 <= c-~ 1 and TI _~ b. (35) 
A corollary follows from Theorem 12, (Peterson 1961). 
COROLLARY 3. A Fire code can correct a single burst error of length 
T1 or less and, in addition, detect any burst of length T2 > TI if  
TI ~- T2 <-_ c + 1 and T1 <-_ b. 
In addition, since any (n,/c) cyclic code can detect a single burst of 
length n -- k or less, a Fire code can detect any single burst error of 
length b + c or less. 
9.2 DETECT ION OF SL IP  FOR F IRE  CODES 
The first result of this section concerns the ability of coset codes of 
Fire codes to detect he occurrence of slip and a single burst error, in a 
Type I I  channel. 
THEOREM 13. Any Fire code has a coset code that can detect he simul- 
taneous occurrence of S or less digits of slip and a single burst of length 
T or less if S + T <= c -  1 and either S <= b - 2 or T <= b, but the 
decoder cannot determine the nature of the error. 
Proof. Let C(x) = 1 + x ~-~. By noting that the simultaneous oc- 
currence of a burst of length t and a slip of s digits generates two bursts 
~0 An irreducible polynomiM has order f~ if it  divides (x~ -- 1) but  not  (xp -- i)  
for a l lp  < B. 
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of length t and s -~ 2 (for C(x) = 1 -~ x"-l), respectively, and applying 
Theorem 12, the theorem follows. Q.E.D. 
In some instances, it may be desirable to correct a single burst error 
and merely detect the presence of slip, assuming a Type I channel. 
The next result applies to this case. 
T~EORE~ 14. Any Fire code has a coset code that can correct a burst of 
length T or less and also detect S or less digits of slip, in a Type I channel, 
where 
T<=b and S~T<=c-1 .  
Proof. Let C(x) = 1 ~- x ~-1. It is necessary to distinguish between a
burst error of length T or less and a slip of S or less digits. This require- 
ment is stated (for left slip) in (16), which reduces to (12). By Corollary 
3, if T _-< b and S ~ T W 2 _< c -~ 1, then (12) is satisfied. A similar 
argument applies for right slip. Q.E.D. 
9.3 CORRECTION OF SLIP FOR FIRE CODES 
In the next theorem, both slip and a burst error are corrected, but a 
Type I channel is still assumed. 
THEORW~ 15. Any Fire code has a coset code that can correct a burst of 
length T or less and correct a slip of S or less digits, in a Type I channel, 
where 
(1) T < b, 
(2) S_<- (b+c- -  2)/2, 
(3) S+T~c-1 .  
Proof. Let C(x) = 1 -{- x "-1 as in Theorem 14, and hence assume the 
results proved there. All that remains to be done is to determine the 
conditions under which the decoder can determine the magnitude and 
direction of the slip. As stated before, the condition (for C(x) = 1 
x ~-1) is that S ~ (n - k - 2)/2 = (b + c - 2)/2. Q.E.D. 
An upper bound on the ability of Fire codes to correct slip and a burst 
error in a Type I channel is stated in the next theorem. 
THEOREM 16. No coset of any Fire code can correct slip of S digits and 
a burst of length T, in a Type I channel, if any of the following are true: 
(1) T~b+I ,  
(2) (b -~ c)/2 <= S <= k, 
(3) b+c- -  T<=S<-_k+ T. 
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TABLE I I  
SLIP IN A BURST ][~RROR CEANNEL FOR TIRE CODES 
Fire codO G(x) = P (x ) (x  ~ --  1) 
(n, k) b ~ c 
Maximum slip "S"  for theorems listed 
Burst Detection for Correct ion for  
length Type II channe~ Type I channe~ 
T 
13 I0 ~ 14 15 16 
(42, 22) 6 21 14 1 12 18 12 9 9 
2 11 17 11 9 9 
3 10 16 109  9 
4 915  99  9 
5 814  88  9 
6 7 13 77  9 
7 412  0 0 0 
8 411  0 0 0 
(105, 94) 4 15 7 1 5 9 5 4 5 
2 4 8 4 4 5 
3 3 7 3 3 5 
4 2 6 2 2 5 
5 1 5 0 0 0 
(105, 84) 6 21 15 1 1319 13910 
2 12 18 12 9 10 
3 1117 11910 
4 1016 10910 
5 915  9910 
6 8 14 8 8 10 
7 413  0 0 0 
8 412  00  0 
9 411  00  0 
10 4 10 0 0 0 
(341,325) 5 31 11 1 914  97  7 
2 813  87  7 
3 712  77  7 
5 510  55  7 
6 3 9 00  0 
7 3 8 0 0 0 
a Obtained by setting S + T = b + c -- 
on Theorem 13. 
b b = degree of P(x) .  
1 and which serves as an upper bound 
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Proof. Since the generator polynomial may itself be regarded as the 
sum of two bursts, each of length b + 1, it follows that a Fire code 
cannot correct a burst of length b + 1 or greater. Inequalities (2) and 
(3) follow from (32) and Corollary 2, respectively, where n - k = 
b + c for a Fire code. Q.E.D. 
No special theorem will be given on the ability of Fire codes to 
correct the simultaneous occurrence of slip and a single burst error. 
The proof of such a theorem reduces essentially to showing that the 
sum of three bursts is not a Fire code word. However, since Fire codes 
have a minimum distance of four (d = 4), they appear to have limited 
ability for correcting slip in a Type II channel. 
9.4 SOME EXAMPLES WITH FIRE CODES 
In Table II, some numerical results for maximum slip S are listed 
for a few Fire codes, based on the theorems presented here. In the 
column for Theorem 16, the values listed are for the largest slip S 
which does not violate any of the three conditions listed in the Theorem. 
Obsel~ce that the performance of some of the coset codes equals their 
upper bound. 
10. CONCLUSIONS 
The ability of coset codes derived from cyclic codes to detect and 
correct loss of synchronism, or slip, in a burst error channel has been 
considered. For cyclic codes in general, it was found that they have 
cosets that can recover from a larger slip in a burst error channel than 
in a channel without memory. However, since the occurrence of slip 
introduces a burst into the received n-tuple, burst error correcting 
cyclic codes are more suitable for channels that suffer from both slip 
and burst errors. As an important example of single burst-error-cor- 
recting cyclic codes, the performance of the Fire codes is examined. 
Since all decoding decisions are based on the syndrome, the receiver 
can take advantage of known decoding techniques for cyclic codes. 
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