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Time-dependent quantum transport through an interacting quantum dot beyond
sequential tunneling: second-order quantum rate equations
Bing Dong, G. H. Ding, and X. L. Lei
Key Laboratory of Artificial Structures and Quantum Control (Ministry of Education),
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A general theoretical formulation for the effect of a strong on-site Coulomb interaction on the
time-dependent electron transport through a quantum dot under the influence of arbitrary time-
varying bias voltages and/or external fields is presented, based on slave bosons and the Keldysh
nonequilibrium Green’s function (GF) techniques. To avoid the difficulties of computing double-
time GFs, we generalize the propagation scheme recently developed by Croy and Saalmann to
combine the auxiliary-mode expansion with the celebrated Lacroix’s decoupling approximation in
dealing with the second-order correlated GFs and then establish a closed set of coupled equations of
motion, called second-order quantum rate equations (SOQREs), for exact description of transient
dynamics of electron correlated tunneling. We verify that the stationary solution of our SOQREs
is able to correctly describe the Kondo effect on a qualitative level. Moreover, a comparison with
other methods, such as the second-order von Neumann approach and Hubbard-I approximation, is
performed. As illustrations, we investigate the transient current behaviors in response to a step
voltage pulse and a harmonic driving voltage, and linear admittance as well, in the cotunneling
regime.
PACS numbers: 72.10.Bg, 73.23.Hk, 73.63.-b
I. INTRODUCTION
The dynamical response of conduction electrons in
open nanostructures driven by time-dependent external
fields has attracted tremendous interest in coherent quan-
tum transport theory because of its potential application
to quantum information processing and single-electron
devices.1–13 In experiments, one is interested in measur-
ing the current response of a mesoscopic system, usually
a quantum dot (QD), driven by time-dependent periodic
signals applied either on the system itself or on the at-
tached leads, leading to the observation of the phenom-
ena, such as quantum pumping5–8 and photon-assisted
tunneling.9,14 An alternative way of external field modu-
lation is to apply radio-frequency signals to the metallic
gates that control the opening of the QD to its elec-
trodes by oscillating tunneling barriers, i.e. a quan-
tum dot turnstile.10–13 It is known that the fundamen-
tal physics of the nanoscale structures is dominated by
two effects, the quantum coherence and electron correla-
tions, which significantly affect the electronic tunneling
through the nanostructures, giving rise to prototypical
quantum phenomena, for instance, the Coulomb blockade
and the Kondo effect. These time-resolved experiments
have therefore motivated the theoretical investigations
for transient current-response behavior of an interacting
QD under influences of arbitrary time-varying external
fields in the cotunneling and the Kondo regimes.
In literature, various theoretical methods have been
developed to study these time-dependent nonequilibrium
phenomena. The scattering matrix approaches can only
be applicable for the noninteracting system.15,16 The
nonequilibrium Green’s function (NGF) methods are be-
lieved to be the most powerful method for investiga-
tion of nonequilibrium time-dependent transport prob-
lem in an arbitrary nanoscale device.17–32 For the case
of noninteracting system, exact analytical solutions were
obtained based on the time-dependent nonequilibrium
Green’s function (TDNGF) to the nonlinear transient
current through a QD in response to sharp step- and
square-shaped voltage pulses and harmonic bias modu-
lations as well.17,20 For an interacting system, certain
approximations have to be invoked to calculate the cor-
related GFs. For instance, the conventional perturbation
theory in the on-site interaction strength U was devel-
oped to study the transient dynamics of the Anderson im-
purity model.28,32 Ac response of this model in the Kondo
regime was examined by applying the time-dependent
Schrieffer-Wolff transformation and combining with the
perturbation theory,24–26 or using an interpolation of the
retarded self-energy.27 An exact analytical solution for
a Kondo QD in response to a rectangular pulsed bias
potential was also derived in the Toulouse point.31 De-
parture from this special point, numerical investigations
on this issue were performed using time-dependent non-
crossing approximation (NCA).29,30 In recent years, sev-
eral advanced approaches that can deal with higher or-
der dynamics have been developed based on the real-
time quantum Monte Carlo and iterative path-integral
methods,33–35, real-time density matrix renormalization
group methods,36–38 etc. Albeit that these new meth-
ods are favorable in studying strong correlation effects,
the validity of their application in the time-dependent
nonequilibrium problem is still controversial.
The generalized quantum master equations (GQMEs)
for the reduced density matrix,39–53 have the ability to
cover the whole parameter regions of the interaction
strength, from weak Coulomb interactions (sequential
2tunneling in the Coulomb blockade regime),42–44,47,48
intermediate couplings (cotunneling),39,45,46,49,50,53
to strong Coulomb interactions (the Kondo-type
tunneling),39,51 depending on which order in perturba-
tion expansion with respect to the tunneling Hamiltonian
is evaluated in the transport kernels. The real-time
diagrammatic technique provides a systematic and
unified scheme to handle any order of expansion terms in
tunneling Hamiltonian and can be in principle exact for
quantum transport.39 This technique was then applied to
study adiabatic and nonadiabatic pumping problems in
a QD.40,41 It is nevertheless a formidable task to identify
all diagrams involving higher order contributions in this
formalism. Recently, an evaluation of the transport
kernels up to fourth-order expansion was accomplished
for the stationary tunneling, which can account for
all processes involving coherent tunneling of one or
two electrons.53 Actually, certain kind of contributions
beyond fourth-order transport kernels can be included
by expanding equations of motion for the density matrix
and the first-order auxiliary current matrices.46 This
second-order von Neumann (SOvN) approach however
relies on the Markov limit, and then fails to describe the
transient tunneling dynamics. A similar but more rigor-
ous scheme was developed by the hierarchical equations
of motion (HEOM) based on the influence functional
in the path integral formalism.50 For infinite levels the
HEOM is exact and its second-tier approximation has
been proven to be completely in agreement with the
results by the real-time diagrammatic formalism at the
same level.50 Recently, the HEOM has been utilized to
study the Kondo effect in the stationary tunneling.51
Therefore, a well developed and convenient theoretical
formalism deserves to be further improved for the
description of transient dynamics of strongly correlated
nanoscale structures under arbitrary time-dependent
external fields, and is currently a very active research
area.
More recently, a general propagation scheme was devel-
oped by Croy and Saalmann for the transient problem in
a noninteracting QD based on the TDNGF techniques.54
In a similar fashion as the SOvN, they started from the
equations of motion (EOMs) of the density matrix and
auxiliary current matrices. By virtue of the TDNGF
techniques and an auxiliary-mode expansion, the cur-
rent matrices can then be expressed in a closed form.
To this end, a set of coupled differential equations for
quantities with only one time argument was obtained. In
this way, this scheme avoids huge costs of numerical cal-
culations in the traditional approaches, which compute
directly the double-time GFs in time-domain requiring a
double integration over time.19,22 Meanwhile, this scheme
allows us to study arbitrary time dependences and struc-
tured reservoirs. This renders it an ideal tool for the
time-dependent problem. Then this scheme was applied
to study electron pumps55 and time-dependent trans-
port in molecular junctions.56–58 Moreover, this scheme
was extended to the interacting case in the Hubbard-I
approximation.59 The purpose of this paper is therefor
to generalize this propagation scheme to account for the
electron-electron interaction beyond this level of approx-
imation, making it capable of investigating the strong
correlation effects in time-dependent nonequilibrium sit-
uations, e.g. the cotunneling and dynamic Kondo-type
tunneling.
The remainder of this paper is organized as follows.
In Sec. II we introduce the time-dependent Anderson
model Hamiltonian and its slave particle representation.
In Sec. III we present the theoretical methodology. Start-
ing from the EOM of density matrix, we define the aux-
iliary current matrices Πησ(t) and then expand them in
terms of auxiliary modes by employing a decomposition
of the Fermi function and NGF technique in the wide
band limit. Subsequently, we derive the EOM of the
auxiliary-mode expansion of the current matrices, which
will generate the next-order auxiliary density matrices
(AMDEs) being related to the second-order correlated
GFs due to the on-site Coulomb interaction. To trun-
cate this procedure, a decoupling approximation has to
be invoked. In this paper, we will utilize three decou-
pling approximations to calculate the second-order GFs,
including the Hubbard-I approximation, the Lacroix’s de-
coupling approximation,60 and its simplified version.61
We find that the EOM of the current matrices is already
closed at the Hubbard-I approximation and is consistent
with the previous result.59. While within the Lacroix’s
decoupling approximation, the whole procedure will be
closed in the EOM of the second-order AMDEs. That is
the reason that we call them as the second-order quan-
tum rate equations (SOQREs). In Sec. IV, in order to
appreciate our formulism, we use our resulting SOQREs
to study the steady-state transport through an interact-
ing QD in the Kondo regime and compare our results
with the previous exact solutions of EOM of retarded
GFs at the same level of approximation.62–64 In Sec. V,
we apply our SOQREs to examine transient current in
response to steplike and harmonic modulations of bias
voltages, and ac linear response as well, in cotunneling
regime. Finally, a conclusion is presented in Sec. VI.
II. MODEL HAMILTONIAN AND
SLAVE-PARTICLE REPRESENTATION
We consider an interacting quantum dot with a single
energy level connected to two normal metal leads, whose
Hamiltonian can be separated as three parts:
H = HC +HQD +HT . (1)
The Hamiltonian HC describes the noninteracting elec-
trons in the two reservoirs, the left (L) and right (R)
leads, and takes the following form:
HC =
∑
ηkσ
ǫηk(t)c
†
ηkσcηkσ, (2)
3where η = {L,R} stands for lead index, k denotes elec-
tron momentum, and σ = {↑, ↓} is the spin orientation
of electrons. Here c†ηkσ and cηkσ are electron creation
and annihilation operators for the electronic state kσ in
the lead η, respectively. Each of the two leads is sepa-
rately in thermal equilibrium with the chemical poten-
tial µη, which is set to be zero in equilibrium condition
and chosen as the energy reference throughout the paper.
The QD Hamiltonian adopts the single-impurity Ander-
son model,
HQD =
∑
σ
ǫdσ(t)c
†
dσcdσ + Und↑nd↓, (3)
in which c†dσ and cdσ are creation and annihilation oper-
ators for a spin-σ electron with an energy ǫdσ(t) on the
QD. ndσ = c
†
dσcdσ is the occupation operator in the QD
and U is the charge energy. In this paper, we assume that
the charge energy is large enough to exclude the double
occupancy of the dot level. The last term HT describes
the tunnel coupling between the QD and two electrodes,
HT =
∑
ηkσ
(
Vηkσ(t)c
†
ηkσcdσ +H.c.
)
, (4)
with the coupling matrix element Vηkσ(t). Here to
model time-dependent transport problem subject to arbi-
trary time-varying bias and/or gate voltages, the single-
particle energies in the dot ǫdσ(t), in the leads ǫηk(t),
and the coupling matrix element Vηkσ(t) are introduced
to be all time dependent and independent of each other:
ǫdσ(t) = ǫ0σ+∆d(t), ǫηk(t) = ǫ
0
ηk+∆η(t), and Vηkσ(t) =
uη(t)V
0
ηkσ . Without loss of generality, we assume that
∆d(t), ∆η(t), and uη(t) are all real functions of time.
Throughout we will use natural units e = ~ = kB = 1.
According to the infinite-U slave-boson
representation,65 the electron operator cdσ can be
written in three possible single electron states, namely:
the empty state |0〉 with zero energy ε0 = 0, the singly
occupied (with spin up or down) electronic state |σ〉, as
cdσ = |0〉〈σ|. (5)
Because these three states expand the entire Hilbert
space, the completeness relation must be satisfied
|0〉〈0|+
∑
σ
|σ〉〈σ| = 1. (6)
These Dirac brackets were then treated as operators:
b† = |0〉 as slave-boson operator and f †σ = |σ〉 as pseudo-
fermion operator. In terms of these auxiliary operators,
Eqs.(5) and (6) become
cdσ = b
†fσ, (7)
b†b+
∑
σ
f †σfσ = 1. (8)
The explicit (anti)communicators of these auxiliary par-
ticles can be easily established from the definitions of the
Dirac brackets:66
bb† = 1, fσf
†
σ′ = δσσ′ , bf
†
σ = fσb
† = 0. (9)
Therefore, using these new fermionic and slave-bosonic
operators, the QD and tunneling Hamiltonians (3) and
(4) can be rewritten, respectively, as:
HQD =
∑
σ
ǫdσ(t)f
†
σfσ,
HT =
∑
ηkσ
[Vηkσ(t)c
†
ηkσb
†fσ +H.c.]. (10)
Furthermore, as far as the three possible single electric
states are considered as the basis, the expectation val-
ues of the diagonal elements of the density matrix, ραα
(α = {0, σ}), give the occupation probabilities of the res-
onant level in the QD being empty, or singly occupied by
spin-σ electron, respectively. In the slave particle nota-
tion, the corresponding relations between the density ma-
trix elements and these auxiliary operators are obvious
as ρˆ00 = |0〉〈0| = b
†b, ρˆσσ = |σ〉〈σ| = f
†
σfσ. According to
Eq. (8), we have
ρ00 +
∑
σ
ρσσ = 1. (11)
III. THEORETICAL METHODS
In this section, we derive the second-order quantum
rate equations (SOQREs) to describe the higher-order
tunneling processes of an interacting QD modeled by
Eq. (1) subject to arbitrary time-dependent potentials.
Since one of the most important observables in the trans-
port problem are the electron occupation number ραα(t)
in the central region, we start from the Heisenberg EOM
of the density matrix element:
iρ˙σσ(t) = 〈[f
†
σfσ(t), H(t)]〉
=
∑
ηk
Vηkσ(t)
[
〈f †σb(t)cηkσ(t)− c
†
ηkσ(t)b
†fσ(t)〉
]
.
(12)
Another important observable is the current Iη(t) from
one of the electrodes to the central region under nonequi-
librium condition, which is defined as the time evolution
of the occupation number operator of the given lead:
Iη(t) = −e〈N˙η〉 = −
ie
~
〈[H,Nη]〉,
with Nη =
∑
kσ c
†
ηkσcηkσ . Since HC and HQD commute
with Nη, one readily finds
Iη(t) =
ie
~
∑
kσ
Vηkσ(t)
[
〈c†ηkσ(t)b
†fσ(t)− f
†
σb(t)cηkσ(t)〉
]
.
(13)
4By defining the first-order ADMEs, the current matri-
ces, Πˆησ(t), as
Πˆησ(t) = i
∑
k
Vηkσ(t)c
†
ηkσ(t)b
†fσ(t), (14)
we can write the EOM of density matrix element Eq. (12)
and the current Eq. (13) in term of the expectation value
of the current matrices, Πησ(t) = 〈Πˆησ(t)〉, as
ρ˙σσ(t) =
∑
η
[
Πησ(t) + Π
†
ησ(t)
]
, (15)
Iη(t) =
e
~
∑
σ
[
Πησ(t) + Π
†
ησ
]
. (16)
Therefor, one has to calculate the current matrices by
solving its own EOM, which will unavoidably cause some
new unknown observables, second-order ADMEs, due to
the existence of Coulomb interaction in the central re-
gion. This procedure will generate an infinite hierarchy
of coupled EOMs for these ADMEs. In order to form a
closed set of equations, some suitable decoupling approxi-
mations have to be invoked to break this hierarchy at cer-
tain level. The choice of an appropriate truncation proce-
dure is critical in order to treat properly the strong corre-
lation effects both from the on-site Coulomb interaction
and from the dot-lead tunnel couplings. Several years
ago, a SOvN approach was derived for electronic coherent
transport through an interacting QD by only consider-
ing two-electron coherent tunneling processes and taking
the Markov limit for the two-electron transition events.46
This SOvN approach is believed to be in full agreement
with the method of the diagrammatic real-time pertur-
bation theory and to be able to describe correlated two-
electron tunneling, cotunneling, because the current is
calculated to higher order in the lead-dot coupling in this
approach. However, the SOvN approach only works for
temperatures above the Kondo temperature and gives in-
correct time evolution behaviors of the tunneling current
and electron occupancies. In this paper, we want to over-
come the two drawbacks. First, a systematic and physi-
cally more clear decoupling approximation is introduced,
e.g. the famous Lacroix’s decoupling approximation,60
to tackle the electronic correlation. Especially different
from the SOvN approach, the present SOQREs will con-
tain the back-action effect of the kinetics of the QD to
the electrodes. Second, our approach allows for easy in-
corporation for arbitrary time-dependent effects in higher
order quantum transport through an interacting QD. For
these purposes, we will, in the following, generalize the
recently developed TDNGF method with auxiliary-mode
expansion to the interacting case.
A. Current matrices and its auxiliary-mode
expansion
The key quantity is here the current matrices defined in
Eq. (14). By applying the TDNGF with the Langreth’s
analytic continuation rules, its expectation value can be
expressed in terms of the Keldysh GFs of the QD as
Πησ(t) =
∑
k
Vηkσ(t)G
<
σ,ηkσ(t, t)
=
∑
k
Vηkσ(t)
∫ t
−∞
dt1V
∗
ηkσ(t1) [G
r
σ(t, t1)
×g<ηkσ(t1, t) +G
<
σ (t, t1)g
a
ηkσ(t1, t)
]
=
∫ t
−∞
dt1
[
G>σ (t, t1)Σ
<
ησ(t1, t)
−G<σ (t, t1)Σ
>
ησ(t1, t)
]
. (17)
The superscripts <,> denote the lesser or greater in-
dices and r, a denote the retarded or advanced indices
of these two-time functions. Gσ,ηkσ(t, t
′) and Gσ(t, t
′)
are the mixture GF and the GFs of the QD, respec-
tively, which are defined using Zubarev’s notation as:
Gνσ,ηkσ(t, t
′) = 〈〈b†fσ(t)|c
†
ηkσ(t
′)〉〉ν , and Gνσ(t, t
′) =
〈〈b†fσ(t)|f
†
σb(t
′)〉〉ν (ν = {<,>, r, a}). gηkσ(t, t
′) are the
exact time-dependent GFs in the leads for the uncoupled
system:
g<ηkσ(t, t
′) ≡ i〈c†ηkσ(t
′)cηkσ(t)〉
= ifη(ǫ
0
ηk) exp
[
−i
∫ t
t′
dτǫηk(τ)
]
, (18)
g>ηkσ(t, t
′) ≡ −i〈cηkσ(t)c
†
ηkσ(t
′)〉
= −i
[
1− fη(ǫ
0
ηk)
]
exp
[
−i
∫ t
t′
dτǫηk(τ)
]
,
(19)
gr,aηkσ(t, t
′) ≡ ∓iθ(±t∓ t′)〈{cηkσ(t), c
†
ηkσ(t
′)}〉
= ∓iθ(±t∓ t′) exp
[
−i
∫ t
t′
dτǫηk(τ)
]
, (20)
where fη(ε) is the Fermi distribution function of the lead
η with the chemical potential µη and the temperature T
[β = (kBT )
−1],
fη(ε) =
1
1 + eβ(ε−µη)
.
Σ
<(>)
ησ (t1, t) are the corresponding self-energies of the QD
due to tunnel-coupling to electrode η:
Σ<ησ(t1, t) =
∑
k
V ∗ηkσ(t1)g
<
ηkσ(t1, t)Vηkσ(t)
= i
∫
dε
2π
fη(ε)e
−iε(t1−t)Γησ(ε, t1, t), (21)
Σ>ησ(t1, t) =
∑
k
V ∗ηkσ(t1)g
>
ηkσ(t1, t)Vηkσ(t)
= −i
∫
dε
2π
f−η (ε)e
−iε(t1−t)Γησ(ε, t1, t),(22)
with f−η (ε) = 1−fη(ε). The generalized level-width func-
tion Γη(ε, t, t
′) depends on the density of states ̺η(ε) of
lead η and the coupling Vησ(ε, t) = Vηkσ(t)
Γησ(ε, t1, t) = 2π̺η(ε)Vησ(ε, t)V
∗
ησ(ε, t1)
5× exp
[
i
∫ t
t1
dτ∆η(τ)
]
. (23)
To obtain the third equality in Eq. (17), we employ the
relation for the two-time functions, the Green’s functions
and the self-energies, defined on the time forward and
backward branches:
Xr,a(t, t′) = ±θ(±t∓ t′)
[
X>(t, t′)−X<(t, t′)
]
. (24)
For further calculation of the self-energies, the detail
information about the linewidth function containing the
density of states ̺η(ε) and the energy-dependent tunnel-
ing matrix element Vησ(ε) have to be given as a input
from the realistic first-principles calculation or be set as
a specific toy model. Actually, two theoretical models are
usually used in the context of quantum transport prob-
lem. One is the Lorentzian-form linewidth function,
Γησ(ε) = 2π̺η(ε)Vησ(ε)V
∗
ησ(ε) =
Γ0ησW
2
ε2 +W 2
, (25)
with the linewidth amplitude Γ0ησ andd the bandwidth
W . Lorentzian linewidth is believed to provide a math-
ematically convenient way to introduce finite-bandwidth
effects on electronic transport through nanoscale device.
The other simpler one is the so-called wideband limit
(WBL), which is valid when the density of states in the
leads varies slowly with energy in the vicinity of the levels
of the central region. In this limit, the density of states
of the lead η, ̺η, and the coupling between the leads and
the central region, V 0ησ , are both assumed to be constant
in the energy window relevant for transport. Obviously,
this results in a tremendous simplification of mathemat-
ical calculation. Here, in order to concentrate our atten-
tion on the main objective of this paper, the correlation
effect on higher order electronic tunneling through a QD,
we chose the WBL in the following calculation. There-
fore, the generalized linewidth function Eq. (23) becomes
energy independence, Γησ(ε, t1, t) = Γησ(t1, t) and
Γησ(t1, t) = Γ
0
ησuη(t)u
∗
η(t1) exp
[
i
∫ t
t1
dτ∆η(τ)
]
, (26)
with a constant tunnel-coupling strength Γ0ησ =
2π
∑
k |V
0
ηkσ |
2δ(ε− ǫ0ηk). Nevertheless, it should be noted
that our methodology is also applicable if the Lorentzian
linewidth function is utilized.
Moreover, the next key skill is to derive analytical ex-
pressions for the self-energies Eqs. (21) and (22), i.e.,
the integral kernel of the current matrices in Eq. (17),
by evaluating integrals involving the Fermi distribution
function. Such expressions will needless to say signifi-
cantly cut down the heavy computational burden for the
simulations of transient response. In literature, the Mat-
subara expansion of the Fermi function has usually been
applied for energy integrals by means of contour inte-
gration using the residue theorem. However, its slow
convergence makes it not suitable for numerical appli-
cations in fermionic many-body theory and time evo-
lution problems in the present investigation. Recently,
several highly accurate and much more efficient approx-
imations have been proposed for the Fermi function,
such as the continued fraction representation,67 the par-
tial fractional decomposition,56,68 and the Pade´ spectral
decomposition.57,69,70 All of these decompositions have
similar mathematical structure with the usual Matsub-
ara expansion, that is an infinite summation over sim-
ple poles which are all located on the imaginary axis.
As a result, these decompositions can be easily incorpo-
rated into many applications with the same precedure as
for the Matsubara summation. In particular, the par-
tial fractional decomposition was recently used by Croy
and Saalmann to transform the integration formula of
the current matrices, Eq. (17), into the summation form,
the auxiliary-mode expansion as is called by them, in
the context of time dependent electron transport in a
noninteracting QD. Here we will use one more efficient
approximation, the Pade´ approximation, to expand the
Fermi function as follows:69,70
fη(ε) ≃
1
2
−
Np∑
p=1
Rp
β
(
1
ε− χ+ηp
+
1
ε− χ−ηp
)
, (27)
where Rp is the pth residue in the Pade´ decomposition,
and χ±ηp = µη ± iχp/β, iχp is the pth Pade´ pole in the
upper complex plane, i.e., χp > 0 (see the Appendix for
the detail of how to calculate these parameters). Np is
the number of Pade´ pole pairs.
Substituting the energy-independent linewidth func-
tion, Eq. (26), and the Pade´ expansion of the Fermi dis-
tribution function, Eq. (27), into the lesser and greater
self-energies, Eqs. (21) and (22), the energy integration
can be accomplished by applying contour integration and
the Cauchy’s residue theorem, and these self-energies can
thus be transformed into the summation forms
Σ≶ησ(t1, t) = ±i
1
2
Γ0ησ|uη(t)|
2δ(t1−t)+uη(t)
∑
p
Σ+ησp(t1, t),
(28)
with
Σ+ησp(t1, t) = u
∗
η(t1)
Rp
β
Γ0ησe
i
∫
t
t1
dτχ+ηp(τ), (29)
for t1 < t, and
Σ≶ησ(t1, t) = ±i
1
2
Γ0ησ|uη(t)|
2δ(t1−t)−u
∗
η(t1)
∑
p
Σ−ησp(t1, t),
(30)
with
Σ−ησp(t1, t) = uη(t)
Rp
β
Γ0ησe
i
∫
t
t1
dτχ−ηp(τ), (31)
for t1 > t, respectively. Here χ
±
ηp(t) = χ
±
ηp+∆η(t). Then,
6we insert the expanded self-energies into Eq. (17) to get
Πησ(t) =
1
4
Γ0ησ|uη(t)|
2(ρ00 − ρσσ) + uη(t)
∑
p
Πησp(t),
(32)
and an auxiliary-mode expansion of the current matrices,
Πησp(t),
Πησp(t) =
∫ t
−∞
dt1Σ
+
ησp(t1, t)
[
G>σ (t, t1)−G
<
σ (t, t1)
]
=
∫ t
−∞
dt1Σ
+
ησp(t1, t) [G
r
σ(t, t1)−G
a
σ(t, t1)] .
(33)
To obtain Eq. (32), we use G<σ (t, t) = iρσσ andG
>
σ (t, t) =
−iρ00 according to the definition of the contour-ordered
GFs. Likewise, it is easy to find
Π†ησ(t) =
1
4
Γ0ησ|uη(t)|
2(ρ00 − ρσσ) + u
∗
η(t)
∑
p
Π∗ησp(t),
(34)
and
Π∗ησp(t) =
∫ t
−∞
dt1Σ
−
ησp(t, t1)
[
G<σ (t1, t)−G
>
σ (t1, t)
]
,
(35)
because of [G±σ (t, t
′)]† = −G±σ (t
′, t) and (χ−ηp)
∗ = χ+ηp.
B. Equations of motion for Πησp and the
second-order ADME
Performing time derivative of Eq. (33) yields
i
∂
∂t
Πησp(t) = u
∗
η(t)
Rp
β
Γ0ησ(ρ00 + ρσσ)− χ
+
ηp(t)Πησp(t)
+
∫ t
−∞
dt1Σ
+
ησp(t1, t)i
∂
∂t
[Grσ(t, t1)−G
a
σ(t, t1)] .(36)
This equation shows that the EOM for the auxiliary-
mode expansion of the current matrices relies on the
EOMs for the retarded and advance GFs of the QD,
i
∂
∂t
Gr(a)σ (t, t1) = δ(t− t1)〈{b
†fσ(t), f
†
σb(t)}〉
+〈〈
[
b†fσ(t), H(t)
]
|f †σb(t1)〉〉
r(a)
= [ρ00(t) + ρσσ(t)]δ(t − t1) + ǫdσ(t)G
r(a)
σ (t, t1)
+
∑
η′k′
{
V ∗η′k′σ(t)
[
G
r(a)
η′k′σ,σ(t, t1)−G
σ¯σ¯,r(a)
η′k′σ,σ (t, t1)
]
+V ∗η′k′σ¯(t)G
σ¯σ,r(a)
η′k′σ¯,σ(t, t1)
}
, (37)
where three new GFs appear in the last equality: the mix-
ture GF Gνη′k′σ,σ(t, t
′) = 〈〈cη′k′σ(t)|f
†
σb(t
′)〉〉ν due to cou-
pling to electrodes, and the two two-particle mixture GF
Gσ2σ3,νη′k′σ1,σ(t, t
′) = 〈〈f †σ2(t)fσ3 (t)cη′k′σ1(t)|f
†
σb(t
′)〉〉ν gener-
ated by the on-site Coulomb interaction inside the QD.
Following standard EOM analysis, one can easily derive
the Dyson equation for the mixture GF,
G
r(a)
η′k′σ,σ(t, t1) =
∫
dt2g
r(a)
η′k′σ(t, t2)Vη′k′σ(t2)G
r(a)
σ (t2, t1).
(38)
Substituting Eq. (37) into the equation Eq. (36) and ap-
plying Eq. (38), we get
i
∂
∂t
Πησp(t) = u
∗
η(t)
Rp
β
Γ0ησ(ρ00 + ρσσ)
+
[
ǫdσ(t)−
i
2
Γσ(t)− χ
+
ηp(t)
]
Πησp(t)
+
∑
η′
[Ωησp,η′1(t)− Ωησp,η′2(t)] , (39)
where Γσ(t) =
∑
η′ |uη′(t)|
2Γ0η′σ, and two new second-
order ADMEs Ωησp,η′α(t) (α = 1, 2) are introduced as
Ωησp,η′1(t) =
∫ t
−∞
dt1Σ
+
ησp(t1, t)
∑
k′
V ∗η′k′σ¯(t)
×
[
Gσ¯σ,rη′k′σ¯,σ(t, t1)−G
σ¯σ,a
η′k′σ¯,σ(t, t1)
]
, (40)
Ωησp,η′2(t) =
∫ t
−∞
dt1Σ
+
ησp(t1, t)
∑
k′
V ∗η′k′σ(t)
×
[
Gσ¯σ¯,rη′k′σ,σ(t, t1)−G
σ¯σ¯,a
η′k′σ,σ(t, t1)
]
. (41)
For the case of noninteracting system, the second-order
ADMEs are vanishing in the WBL, and thus the equa-
tions (15), (32), (34), and (39) together with the normal-
ization relation Eq. (11) already constitute the closed set
of coupled EOMs, which are exactly the same as those
derived by Croy and Saalmann.54 While for an interact-
ing QD under present study, one needs to make some
approximations to calculate the second order GFs.
1. Hubbard-I approximation
First, we employ the Hartree-Fock approximation for
the second order GF:
Gσ2σ3,νη′k′σ1,σ(t, t1) = 〈〈f
†
σ2
(t)fσ3 (t)cη′k′σ1(t)|f
†
σb(t
′)〉〉ν
≈ 〈f †σ2(t)fσ3(t)〉〈〈cη′k′σ1(t)|f
†
σb(t
′)〉〉ν
= δσ2σ3ρσ2σ2(t)δσ1σG
ν
η′k′σ,σ(t, t1).
In this case, we can readily obtain the retarded GF of
the QD, from Eq. (37), in the frequency domain,
Grσ(ε) =
1− ρσ¯σ¯
ε− ǫ0σ +
i
2Γσ(1− ρσ¯σ¯)
, (42)
for the time-independent situation. This is usually re-
ferred to as the Hubbard-I approximation (HIA) in the
context of the GF theory for strongly correlated electron
systems. Thus, the EOM for the current matrices is also
closed and takes the form
i
∂
∂t
Πησp(t) = u
∗
η(t)
Rp
β
Γ0ησ(1− ρσ¯σ¯)
7+
[
ǫdσ(t)−
i
2
Γ′σ(t)− χ
+
ηp(t)
]
Πησp(t), (43)
with Γ′σ(t) =
∑
η′ |uη′(t)|
2(1− ρσ¯σ¯(t))Γ
0
η′σ. Worth notic-
ing that the resulting EOM Eq. (43) is similar with that
derived by using EOM for operators, except for the ex-
tra factor 1 − ρσ¯σ¯(t) in Γ
′
σ(t) in our result. Removing
the factor 1−ρσ¯σ¯ and spin indices in Eq. (43), this equa-
tion reduces exactly to the previously developed EOM
for the current matrices of the noninteracting single-level
QD system in the WBL.54
It is known that the HIA is reasonable at relatively
high temperatures, where the Kondo resonance does not
appear during electron tunneling processes, at T ≫ TK
(TK is the Kondo temperature). However, to investigate
the system at low temperatures, where the higher or-
der coherent tunneling (cotunneling) is the dominating
transport mechanism involving two-electron correlated
scattering processes, and even the Kondo effect plays a
certain role, it is necessary to calculate the second order
GF beyond this level of approximation.
2. Lacroix’s decoupling approximation
At first, we derive the EOMs of the second order GFs,
which will generate three third order GFs,
i
∂
∂t
Gσ¯σ,rη′k′σ¯,σ(t, t1) = −〈f
†
σ¯bcη′k′σ¯(t)〉δ(t − t1)
+[ǫη′k′ (t) + ǫdσ(t)− ǫdσ¯(t)]G
σ¯σ,r
η′k′σ¯,σ(t, t1)
+
∑
η′′k′′
Vη′′k′′σ¯(t)〈〈c
†
η′′k′′σ¯(t)cη′k′σ¯(t)b
†fσ(t)|f
†
σb(t1)〉〉
r
−
∑
η′′k′′
V ∗η′′k′′σ(t)〈〈f
†
σ¯b(t)cη′k′σ¯(t)cη′′k′′σ(t)|f
†
σb(t1)〉〉
r ,
i
∂
∂t
Gσ¯σ¯,rη′k′σ,σ(t, t1) = ǫη′k′ (t)G
σ¯σ¯,r
η′k′σ(t, t1)
+
∑
η′′k′′
Vη′′k′′σ¯(t)〈〈c
†
η′′k′′σ¯(t)cη′k′σ(t)b
†fσ¯(t)|f
†
σb(t1)〉〉
r
+
∑
η′′k′′
V ∗η′′k′′σ¯(t)〈〈f
†
σ¯b(t)cη′′k′′σ¯(t)cη′k′σ(t)|f
†
σb(t1)〉〉
r.
Notice that all these next generation of GFs involve the
excitation of two electrons in the electrodes. In what
follow, we employ the well-known truncated scheme, the
Lacroix’s decoupling approximation (LDA) to contract
pairs of same-spin lead-lead electron operators and pairs
of same-spin dot-lead electron operators:60
〈〈c†η′′k′′σ¯(t)cη′k′σ¯(t)b
†fσ(t)|f
†
σb(t1)〉〉
ν ≈
〈c†η′′k′′σ¯cη′k′σ¯(t)〉G
ν
σ(t, t1),
〈〈f †σ¯b(t)cη′k′σ¯(t)cη′′k′′σ(t)|f
†
σb(t1)〉〉
ν ≈
〈f †σ¯bcη′k′σ¯(t)〉G
ν
η′′k′′σ,σ(t, t1),
〈〈c†η′′k′′σ¯(t)cη′k′σ(t)b
†fσ¯(t)|f
†
σb(t1)〉〉
ν ≈
−〈c†η′′k′′σ¯b
†fσ¯(t)〉G
ν
η′k′σ,σ(t, t1).
Then the formal solutions of the second generation of
GFs are
Gσ¯σ,rη′k′σ¯,σ(t, t1) = −〈f
†
σ¯bcη′k′σ¯(t1)〉g˜
r
η′k′σ¯(t, t1) +
∑
η′′k′′
∫
dt2g˜
r
η′k′σ¯(t, t2)Vη′′k′′σ¯(t2)〈c
†
η′′k′′σ¯cη′k′σ¯(t2)〉G
r
σ(t2, t1)
−
∑
η′′k′′
∫
dt2g˜
r
η′k′σ¯(t, t2)V
∗
η′′k′′σ(t2)〈f
†
σ¯bcη′k′σ¯(t2)〉G
r
η′′k′′σ,σ(t2, t1), (44)
Gσ¯σ¯,rη′k′σ,σ(t, t1) = −i
∫
dt2g
r
η′k′σ(t, t2)Iσ¯(t2)G
r
η′k′σ,σ(t2, t1), (45)
where Iσ¯(t) =
∑
η[Πησ¯(t) + Π
†
ησ¯(t)] is the spin-resolved current difference between the left and right leads, and the
auxiliary two-time retarded function g˜rηkσ¯(t, t
′) is defined as(
i
∂
∂t
− ǫηk(t)− δdσ(t)
)
g˜rηkσ¯(t, t
′) = δ(t− t′), (46)
with δdσ(t) = ǫdσ(t) − ǫdσ¯(t). Inserting the two formal solutions into Eqs. (40) and (41) and after lengthy and
cumbersome calculations, we can derive closed explicit expressions for the second-order ADMEs, under this decoupling
approximation,
Ωησp,η′1(t) = −
i
4
Γ0η′σ¯|uη′(t)|
2Πησp(t) +
∑
p′
u∗η′(t)
∫ t
−∞
dt2
({
Γ0η′σ¯
Rp′
β
uη′(t2) +
i
2
[Γσ(t2) + Γσ¯(t2)] Π
∗
η′σ¯p′(t2)
}
×Πησp(t2)− Γ
0
ησ
Rp
β
u∗η(t2)Π
∗
η′σ¯p′(t2)
)
exp
{
i
∫ t
t2
dτ
[
χ+ηp(τ) − χ
−
η′p′(τ) − δdσ(τ)
]}
, (47)
Ωησp,η′2(t) = 0. (48)
8Employing the two closed second-order ADMEs, we
rewrite Eq. (39) as
i
∂
∂t
Πησp(t) = u
∗
η(t)
Rp
β
Γ0ησ(ρ00 + ρσσ)
+
[
ǫdσ(t)−
i
4
(2Γσ(t) + Γσ¯(t))− χ
+
ηp(t)
]
Πησp(t)
+
∑
η′p′
u∗η′(t)Ωησp,η′σ¯p′(t), (49)
and the EOM for the auxiliary mode expansion of the
second-order ADME, Ωησp,η′σ¯p′(t), reads
i
∂
∂t
Ωησp,η′σ¯p′(t) = i
{
Γ0η′σ¯
Rp′
β
uη′(t)
+
i
2
[Γσ(t) + Γσ¯(t)] Π
∗
η′σ¯p′(t)
}
Πησp(t)
−iΓ0ησ
Rp
β
u∗η(t)Π
∗
η′σ¯p′(t)
−
[
χ+ηp(t)− χ
−
η′p′(t)− δdσ(t)
]
Ωησp,η′σ¯p′(t). (50)
The two explicit expressions, Eqs. (49) and (50), for the
EOMs for the first- and second-order ADMEs, are the
main results of this paper. The two equations adding
Eqs. (15), (32), (34), together with the normalization
relation Eq. (11), thereby constitute the closed set of dif-
ferential equations. We call them the SOQREs. Solving
these differential equations for a given initial condition,
will provide a suitable description of transient dynam-
ics of higher order correlated coherent tunneling through
an interacting QD under an influence of arbitrary time
varying potentials. It is interesting to notice that the
dynamical equation (50) is nonlinear which is stemming
from the on-site Coulomb interaction. While for the non-
interacting QD, the corresponding equation is vanishing
at the WBL as abovementioned or is linear provided that
Lorentzian band width function is employed.
IV. STEADY-STATE SOLUTIONS
In this section, we analyze the time-independent trans-
port using the SOQREs and compare with other meth-
ods.
A. Hubbard-I approximation
First we discuss the HIA. The steady-state solution for
the current matrices can be easily obtained from Eq. (43)
Πησp = −
Rp
β
Γ0ησ(1− ρσ¯σ¯)
ǫ0σ −
i
2Γσ(1 − ρσ¯σ¯)− χ
+
ηp
. (51)
with Γσ = Γ
0
Lσ+Γ
0
Rσ. For spin symmetric case, we have,
ρ↑↑ = ρ↓↓ =
1
3
+
4
3Γσ
∑
ηp
ℜΠησp. (52)
This is a self-consistent equation, giving occupation num-
ber ρσσ as a function of applied bias voltage. Then the
current of, for example, the left lead can be calculated
from Eq. (16) as
IL =
4Γ0LσΓ
0
Rσ
βΓσ
∑
p
Rpℜ
[
(1− ρσ¯σ¯)
ǫ0σ −
i
2Γσ(1− ρσ¯σ¯)− χ
+
Lp
−
(1 − ρσ¯σ¯)
ǫ0σ −
i
2Γσ(1− ρσ¯σ¯)− χ
+
Rp
]
. (53)
On the other hand, according to the NGF approach de-
veloped by Meir and Wingreen, the electron occupation
number is determined by solving the integral equation of
the form61
ρσσ =
∫
dε
π
Γ0LσfL(ε) + Γ
0
RσfR(ε)
Γσ
ℑGrσ(ε), (54)
and the current for an interacting QD is expressed by the
generalized Landauer formula
IL = −
∫
dε
4Γ0LσΓ
0
Rσ
Γσ
[fL(ε)− fR(ε)]ℑG
r
σ(ε). (55)
Employing the analytic expression for the retarded GF
under HIA of the central region, Eq. (42), and the Pa´de
decomposition of the Fermi function, Eq. (27), one can
easily evaluate the occupation number ρσσ and the cur-
rent IL, which is found to be in exact agreement with the
SOQRE results, Eqs. (52) and (53).
B. Simplified Lacroix’s decoupling approximation
Since the SOQRE Eq. (50) is a nonlinear equation, we
can not obtain a simple analytical steady-state solution.
About twenty years ago, Meir et al. developed a simpli-
fied version of the LDA (SLDA) in the EOM method of
the retarded GF to investigate electron tunneling through
a QD out of equilibrium and/or in the presence of a mag-
netic field.61 This SLDA produces interesting results for
the bias voltage dependence of the differential conduc-
tance, showing a zero-bias anomaly and peak splitting
due to Zeeman effect in the presence of a magnetic field.
This approximation has been believed to provide quali-
tatively correct description for the Kondo-type electronic
transport through a QD when the temperature is higher
than the Kondo temperature, T ≥ TK . In their ap-
proximation, Meir et al. derived the analytical solution
of the second retarded GF Gσ¯σ,rη′k′σ(t, t1) to the order of
V 2ηkσ , by simplifying Eq. (44): neglecting the inhomo-
geneous term involving tunneling and ignoring the back
action of the electron tunneling on the electron distribu-
tions of electrodes, i.e., 〈f †σ¯bcη′k′σ¯〉 ≈ 0, 〈c
†
η′′k′′σ¯cη′k′σ¯〉 ≈
δη′′η′δk′′k′fη′(ǫ
0
η′k′).
61 At the end, we find that the EOM
for the second-order ADME, Ωησp,η′σ¯p′(t), Eq. (50) be-
comes a linear differential equation,
i
∂
∂t
Ωησp,η′σ¯p′(t) = iΓ
0
η′σ¯
Rp′
β
uη′(t)Πησp(t)
9−
[
χ+ηp(t)− χ
−
η′p′(t)− δdσ(t)
]
Ωησp,η′σ¯p′(t). (56)
Besides, under this approximation, an analytical ex-
pression for the retarded GF can be derived in the fre-
quency domain as
Grσ(ε) =
1− ρσ¯σ¯
ε− ǫ0σ − Σr0σ − Σ
r
1σ(ε)
, (57)
with Σr0σ = −i(Γ
0
Lσ + Γ
0
Rσ)/2, and
Σr1σ(ε) =
∑
ηk
|V 0ηk|
2
fη(ǫ
0
ηk)
ε− ǫ0ηk + i0
+
. (58)
Since the current formula Eq. (55) is general, we can still
use it to evaluate the current through an interacting QD
in the SLDA provided that the retarded GF is replaced
by Eq. (57). While the SOvN approach gives a quite
different current46
IL = −
∫
dε
2Γ0LσΓ
0
Rσ
|ε− ǫ0σ − Σr0σ − Σ
r
1σ(ε)|
2
[fL(ε)− fR(ε)].
(59)
The difference, we believe, is coming from the fact that
the GF method is a double-time dynamical theory, while
the SOvN is a single-time theory. We emphasize that our
SOQRE is based on the GF method.
C. Numerical discussions
In what follows we perform numerical calculations
based on the SOQREs with both the LDA and SLDA for
the steady-state transport in absence of magnetic field.
In the calculations, we only consider the symmetric sys-
tem, Γ0Lσ = Γ
0
Rσ =
1
2Γ, and use Γ as energy unit through-
out this paper. Moreover, we assume that the external
bias voltage is applied only to the left lead, µL = eV ,
while the chemical potential of the right lead remains
unchanged, µR = 0.
To demonstrate the strong electron correlation effect
on tunneling, we set that the energy level of the QD lies at
least a resonance width Γ below the chemical potentials
of the leads at equilibrium. To be specific, we choose,
in the following calculations, ǫd = −2Γ. Therefore,
this QD will show the Kondo effect, i.e., a peak at the
Fermi energy in the equilibrium density of states (DOS),
̺d(ω = 0), of the dot electrons, when the temperature
becomes lower than a typical energy scale, the Kondo
temperature defined as TK =
√
WΓ/4 exp(−π | ǫd | /Γ),
where W is a high-energy cutoff equal to the half band-
width. Here we set the half bandwidthW = 20Γ, leading
to the Kondo temperature TK = 0.0042Γ for this QD.
It is well-known that for the lead-QD-lead system, the
bias-voltage-dependent differential conductance is pro-
portional to the equilibrium spectral density of the dot
electrons at nearly zero temperature. Then we first an-
alyze the current-voltage characteristic of the system at
−4 −3 −2 −1 0 1 2
0
0.2
0.4
0.6
0.8
1
1.2
V/Γ
di
ff
er
en
tia
l c
on
du
ct
an
ce
 (e
2 /
h)
−5 0 5
x 10−3
0.4
0.6
0.8
1
 
 
LDA
SLDA
T=0.1TK
εd=−2Γ
Figure 1: (Colour online) The calculated steady-state differ-
ential conductance vs the applied bias voltage under µL = V ,
µR = 0 in the SOQRE theory with LDA (solid line) and SLDA
(dashed line), respectively, for the system with ǫd = −2Γ at
the temperature T = 0.1TK . Inset: the detailed behavior of
the Kondo peak around V = 0.
the temperature T = 0.1TK and plot the calculated dif-
ferential conductance in Fig. 1. The numerical results
present two clear peaks in the DOS of the QD: a wide
peak located nearly at V = −2Γ corresponds to the
single-particle state of the QD, and an extremely sharp
peak located exactly at V = 0 is stemming from the
strongly correlated state at the Fermi energy, i.e., the
Kondo peak. Furthermore, we find that the LDA gives
the ̺d(ω = 0) ≃ 1.05 at T = 0.1TK , which is in perfect
agreement with the recent analytical calculations based
on the exact EOM solutions for the impurity’s retarded
GF under the same approximation.63 This value is fifty
percent larger than the SLDA’s, as shown in the inset of
Fig. 1.
To get further comparison between the two approxi-
mations, we investigate the temperature dependences of
the two-terminal linear conductances in a wide tempera-
ture range, from T = 10−4Γ to 10Γ, as shown in Fig. 2.
The linear conductance can be calculated by expand-
ing the SOQREs to the first order with respect to the
bias voltage V in the limit of V → 0. It is clear to ob-
serve that the conductance of the LDA increases gradu-
ally with decreasing of temperature up to nearly 1.2e2/h
at T = 10−4Γ = 0.025TK, which is also consistent with
the exact EOM solutions.63 Instead, the conductance of
the SLDA exhibits an obvious decrease when the temper-
ature becomes lower than the Kondo temperature. These
results indicate that taking full account of the inhomo-
geneous tunneling term and the back action effect on the
electrodes is necessary in order to obtain qualitatively
correct description of the Kondo-type transport through
a QD at T < TK . Therefore, we can conclude that the
present SOQRE approach is an appropriate theoretical
formulation to investigate the electronic tunneling in the
Kondo regime and constitutes a very practical starting
point for the investigation of transient Kondo dynamics.
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Figure 2: (Colour online) The linear conductance as a func-
tion of the temperature T/Γ varying from 10−4 to 10 for the
system with ǫd = −2Γ. We show the calculated results by
the SOQREs with three different approximations, LDA (solid
line), SLDA (dashed line), and HIA (dashed-dotted line). For
comparison, we also plot the result of the first-order rate equa-
tion (dotted line).
On the contrary, the conductances of the two approxi-
mations are getting closer when the temperature is higher
than the Kondo temperature, T > TK , and becomes
nearly indistinguishable at T > 0.1Γ. For comparison,
we also plot the linear conductances calculated by the
HIA and the first-order rate equation43,44 (FORE, i.e.,
the lowest non-vanishing order in the tunneling-coupling
strength Γ) in Fig. 2. It is found that the HIA and the
FORE are completely failure in describing electronic cor-
related tunneling through an interacting QD when the
temperature is decreased to values of the order of the
tunneling-coupling strength or lower, T < Γ. In the con-
text of quantum transport in nanoscale system, it is well-
known that the FORE is only valid when the tempera-
ture is higher than the tunneling strength, i.e., T > Γ,
at which the sequential tunneling is the dominated tun-
neling mechanism.39,42,43 We observe actually here that
the results of the HIA and the FORE are accurately
equal to those of the SOQREs at T ≥ 2Γ, since the ad-
equately strong thermal-broadening induces the occur-
rence of resonant-tunneling. From this figure, we can
therefore classify the electronic tunneling through a sin-
gle QD system into three different physical scenarios de-
pending on the temperature: (1) At low temperatures,
T ≤ TK , the strongly correlated Kondo singlet state
is formed and plays a critical role in tunneling, lead-
ing to a great enhancement of the linear conductance.
This regime is the well-known Kondo regime;61–64 (2)
At the intermediate region, TK < T < Γ, an obvious
enhancement of the linear conductance is still observed
even though the Kondo resonance is not formed. As dis-
cussed above, at this region of temperatures, the tunnel-
ing processes of higher order in Γ involving two or more
electrons play crucial role, which is called electron cor-
related tunneling (i.e., cotunneling) in literature.39,45,46
The enhancement of conductance is ascribed to the renor-
malization effects of dot level due to coupling to the elec-
trodes. It is reminiscence of the strong correlation effect;
(3) At high temperatures, T ≥ Γ, the QD system is in
the sequential tunneling regime.
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Figure 3: (Colour online) The differential conductance as a
function of the bias voltage for the system with ǫd = −2Γ
at three different temperatures, T/Γ = 0.002 (solid lines),
0.1 (dashed lines), and 1.0 (dashed-dotted lines), calculated
by the SOQREs with the LDA (thick-black lines) and SLDA
(thin-red lines).
Finally, we investigate the differential conductance as
a function of bias voltage at different temperatures, as
shown in Fig. 3. It is found that the unambiguous dif-
ference between the two approximations disappears with
increasing bias voltage due to the decoherence effect in-
troduced by nonequilibrium.
V. TRANSIENT DYNAMICS
In this section, we perform numerical investigations
on the spin-independent transient response of the inter-
acting QD under various time-varying bias voltages, in-
cluding steplike and harmonic modulations, by using a
fourth-order Runge-Kutta scheme to solve the ensuing
SOQREs. Therefore, we have to propagate every spin-
independent second-order ADME, Ωηp,η′p′(t), with time,
which contains totally 8N2p unknown real quantities to
propagate. The memory requirement of the proposed
method scales with NM = 8N
2
p + 4Np + 1 and the com-
putational time requirement scales with NT × NM (NT
is the number of time steps). Notice that for lower tem-
perature, more Pade´ pole pairs need to be considered in
the Pade´ spectrum decomposition of the Fermi function
to ensure the numerical convergence. In the following
calculations, we will hence focus our attention on the
transient current only at an intermediate temperature,
T = 0.1Γ, for the purpose of avoiding huge computational
burden. It deserves to point out that since the main tun-
neling mechanism is the cotunneling at this temperature
as discussed above, our following simulations provide us a
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cheap and reasonable benchmark for understanding the
strong correlated effects on electronic transient tunnel-
ing through nanoscale systems. Besides, it is indicated
in Figs. 2 and 3 that the SLDA is sufficiently accurate at
this temperature. Then we will employ this approxima-
tion in the time evolution calculations.
A. Response to steplike modulation
In this subsection, we investigate the response of the
interacting QD system to a large rectangular pulse bias
potential of duration s. We assume that the chemical
potentials of both leads are zero initially, and at t = 0,
a bias pulse with amplitude ∆L is suddenly applied to
the left lead, and increases the single-level energy of the
QD by ∆d, but leaves the right lead unbiased. At a later
time t = s the pulse is switched off. This means following
time dependences:
ǫdσ(t) = ǫd + [θ(t)− θ(t− s)]∆d,
∆L(t) = [θ(t)− θ(t− s)]∆L,
∆R(t) = 0.
We further assume that the barrier heights do not depend
on time, i.e., uη(t) ≡ 1.
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Figure 4: (Colour online) Time-dependent current IL(t)
through left lead in response to an upward step pulse with
different durations s =∞, 3/Γ, 2/Γ, and 1/Γ, for the system
with ǫd = 0 at the temperature T = 0.1Γ by the SOAREs
with the SLDA (black-solid line) and the HIA (red-dashed
line). In comparison, we also plot the results of a noninter-
acting single-level QD with the SOQREs (blue-dotted line).
In order to compare with the previous relevant work
of exact EOM solutions, we first compute the current re-
sponses to step pulses with several durations for both the
noninteracting single-level QD (U = 0) and the interact-
ing QD (U = ∞) with the same energy level ǫd = 0 at
the temperature T = 0.1Γ. The calculated time evolu-
tions of current are plotted in Fig. 4 for the parameters:
∆L = 10Γ and ∆d = 5Γ. It is clear that the simula-
tions for the noninteracting system exactly recover the
previous results of exact EOM solutions:17,20 a ringing
in the response current as a result of coherent electronic
transitions between the leads and the QD with a pulse-
amplitude-dependent period17
∆tL =
2π~
| ∆L − (ǫd +∆d) |
. (60)
For the interacting system the current with the HIA be-
haves similarly as the noninteracting system, exhibiting
ringing with the same period ∆tL = 1.26/Γ, but with
an overall reduced amplitude. Nevertheless, the current
response changes greatly if the correlation effect is con-
sidered more rigorously with the SLDA as shown by the
black-solid line in Fig. 4. It is found, such as, that the os-
cillation period is altered due to the level renormalization
of the QD by the two-electron correlation tunneling as
analyzed in the following discussions; the response time
of the first peak is slower because the repulsive Coulomb
interaction inhibits electron motion through the QD; the
ringing fades away more quickly, which is a consequence
of account of the bias-voltage-induced decoherence effect
within the SLDA; and a temporary sign reversal of cur-
rent is shown immediately after the pulse ends, which is
absent in the HIA and noninteracting cases.
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Figure 5: (Colour online) Time-dependent current IL(t)
through left lead in response to an upward step pulse of the
duration s = 1.5π/Γ for the system with ǫd = −2Γ by the
SLDA (black lines) and HIA (red lines). The current is driven
by different applied bias voltages: ∆L/Γ = 5 (solid lines), 2
(dashed lines), and 1 (dotted lines). The other parameters:
∆d = 0, T = 0.1Γ. Inset: The corresponding differential con-
ductance calculated by the SOQREs with SLDA is plotted as
a function of bias voltage in the case of steady-state transport.
In Fig. 5, we study the current response behavior in
the case that the energy of the QD level always remains
at the Kondo regime, ǫd = −2Γ, even as the bias pulse
is applied (i.e. ∆d = 0), to analyze further the effect
of correlation on transient dynamics. It is clear that
the HIA calculations predict the same period of cur-
rent oscillation as indicated by Eq. (60), for example,
∆tL = 2π/7Γ for the case of ∆L = 5Γ, nevertheless
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the SLDA calculations show that the current oscillates
with a different period ∆tL = 2π/6Γ. The SLDA calcu-
lation also disagrees with the time-dependent NCA cal-
culation, which predicts that the ringing period is inde-
pendent of dot level ǫd, but instead is dependent only
on the bias voltage, 2π/∆L.
30 This specific period has
been ascribed to the Kondo peak splitting. The nonequi-
librium DOS of the Kondo dot exhibits the splitting of
the Kondo peak into two resonances, one at the Fermi
energy of each lead. The coherent electronic transitions
between the two peaks induce current oscillation with a
period 2π~/ | µL + ∆L − µR − ∆R |= 2π/∆L.
30 How-
ever, since we consider the temperature T = 0.1Γ being
much higher than the corresponding Kondo temperature,
TK = 0.0042Γ, no Kondo peak appears in the equilibrium
DOS of the dot electrons, as clearly shown in the inset
of Fig. 5. Interestingly, a wide peak is found nearly at
V = −1.0Γ, which indicates that two-electron correlated
tunneling causes an obvious renormalization, ǫ˜d ≃ −1.0Γ,
of the single-particle energy level of the dot. As far as this
level renormalization is concerned, we can still ascribe
our new ringing period to coherent electronic transitions
between the leads and the QD with the renormalied level,
that is
∆tL =
2π~
| ∆L − (ǫ˜d +∆d) |
. (61)
B. Response to harmonic modulation
Now we move to investigate another time-dependent
transport when external bias voltage is periodic in time.
To be specific, we assume that the ac bias voltages is
applied in-phase to the leads and dot as
∆d,η(t) = ∆d,η cos(ωact). (62)
Figure 6 exhibits the time evolutions of current under
harmonic bias voltages with various driving amplitudes
∆L superposed to a dc bias voltage V at the temperature
T = 0.1Γ. At the case of high dc bias voltage, V = 5.0Γ,
the response current shows the rich structure as displayed
in Fig. 6(a) that many harmonics are excited except for
the case of low driving amplitude ∆L = V/10 = 0.5Γ. At
the linear transport regime, the current response is dif-
ferent from that at the nonlinear regime. For instance,
Fig. 6(b) shows that only the dc and the first harmonic
are enhanced in the current response at the case of low
dc bias voltage, V = 0.2Γ, even subject to a relatively
strong driving voltage up to ∆L = 5V = 1.0Γ. This
conclusion can be further confirmed by numerical cal-
culation of the Fourier spectrum of the time-dependent
current. We display the corresponding spectrum anal-
ysis (the ratio of amplitude of the nth harmonic com-
ponent of the current, In, to the dc part, I0) in Fig. 7
for the two cases. The current response to a harmonic
modulation was previously studied for the Kondo model
based on the Schrieffer-Wolff unitary transformation by
means of bosonization method at the Toulouse limit and
perturbation theory, respectively.24,25 The two analytical
solutions for the ac Kondo model predicted controversial
results on the transient current spectrum. The present
investigation provides current spectrum behavior that is
different from both previous results. From Fig. 7, we can
state that at temperatures above the Kondo temperature,
the magnitudes of the dc and ac components are governed
by two independent parameters, the dc bias voltage V
and the driving voltage ∆L; the first harmonic compo-
nent has a similar magnitude as the dc component and
has at least one order of stronger magnitude than higher
harmonics at the linear dc transport regime [Fig. 7(b)];
while the second and even several higher harmonics are
equally enhanced as the first harmonic component at the
nonlinear dc transport regime [Fig. 7(a)]. Therefore, our
results show that the response current in the cotunneling
regime has similar frequency spectrum behavior as the
noninteracting system (of course the current is largely
enhanced by the electron correlation effect).
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Figure 6: (Colour online) The time evolutions of the current
for harmonic modulations with different driving voltages ∆L
for two dc bias voltages, V = 5Γ (a) and 0.2Γ (b). The other
parameters: ǫd = −2Γ, T = 0.1Γ, ∆d = ∆R = 0. The
modulation frequency is ωac = 3Γ.
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Figure 7: (Colour online) The Fourier representations of the
current with different driving voltages ∆L for two dc bias
voltages, V = 5Γ (a) and 0.2Γ (b). The other parameters are
the same as those in Fig. 6.
In experiments, an easily measurable quantity is the dc
differential conductance, which exhibits the famous zero-
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Figure 8: (Colour online) The calculated dc differential con-
ductance dIdc/dV versus dc bias voltage V subject to a har-
monic modulation with the frequency ωac = 3Γ and various
amplitudes ∆L for the system with ǫd = −2Γ at the temper-
ature T = 0.1Γ. The other parameters: ∆d = ∆R = 0. Inset:
The corresponding results of the noninteracting QD.
bias anomaly as one of the hallmarks of the nonlinear
Kondo effect and electron correlated tunneling (Fig. 3).
In the presence of strong ac modulation, the dc differ-
ential conductance, defined as the derivative of time-
average current Idc with respect to dc bias voltage V , will
exhibit side peaks with increasing dc bias voltage that is
ascribed to the photon absorption assisted tunneling, as
shown in Fig. 8, in which we plot the dc dIdc/dV versus
dc bias voltage at different amplitudes of the driving field.
At a sufficiently large modulation frequency, the nonin-
teracting QD has resonances at V = ǫd + n~ωac (see the
inset of Fig. 8), while the previous analytical solutions for
the Kondo model suggested different characteristic reso-
nances located at V = n~ωac resulted from the splitting
of the Kondo peak in the nonequilibrium situation.24,25
However, we can see clearly from Fig. 8 that at the
temperature where the cotunneling dominates, the res-
onances occur at different locations, V = ǫ˜d+n~ωac, due
to the electron correlation induced level renormalization
as indicated in the above subsection, if the driving field
is sufficiently strong. Besides, in contrast to the non-
interacting system, the zero-bias anomaly is suppressed
by the harmonic modulation, even leading to a zero-bias
minimum.25–27
C. Linear response
Another important issue in the context of the time-
dependent transport in nanoscale devices is the current
response to a small ac voltage driving, which is applied
across the central region in addition to a dc bias volt-
age, i.e., the linear ac conductance in a nonequilibrium
situation for particularly the interacting systems. The
present SOQREs facilitate the calculation of the current
response in the limiting case of a slight ac amplitude,
∆L(t) = −∆R(t) =
1
2δV cos(ωt) with δV → 0.
For the sake of convenience, we rewrite the SOQREs
with SLDA in matrix form:
∂̺
∂t
= [A0 +A1δV cos(ωt)]̺+B, (63)
where ̺ = (ρσσ ,Πησp,Π
†
ησp,Ωησp,η′σ¯p′ ,Ω
†
ησp,η′σ¯p′)
T and
the matrices A0, A1, and B can be read from Eqs. (15),
(49), and (56). Under the condition of small oscilla-
tion amplitude, the time-dependent ADMEs ̺ can be
expanded as44
̺ = ̺(0) + (̺(11)eiωt + ̺(11¯)e−iωt)δV, (64)
where ̺(0) represents the zeroth order solution irrespec-
tive of the ac field, i.e., the stationary solution without
ac modulation, and ̺(1±1) is the positive (negative) fre-
quency part of the first order correction to the station-
ary solution. Substituting this expansion into the time-
dependent SOQREs Eq. (63) and expanding according to
the perturbation parameter δV , therefore, we obtain44
̺(0) = −A−10 B, (65)
̺(1±1) = (±iωI −A0)
−1A1̺
(0), (66)
with I being the unit matrix. Using the first order cor-
rection term ̺(1±1) we can calculate the linear response
current as
δIησ(t) =
{
−
3
2
Γησρ
11
σσ +
∑
p
[
Π11ησσp +
(
Π11¯ησp
)∗]}
eiωtδV
+
{
−
3
2
Γησρ
11¯
σσ +
∑
p
[
Π11¯ησσp +
(
Π11ησp
)∗]}
e−iωtδV. (67)
Then we perform Fourier transformation of the total cur-
rent δI(t) =
∑
σ(δILσ + δIRσ)/2 and obtain the linear
response admittance G(ω) of the QD
G(ω) =
δI(ω)
δV
. (68)
In Fig. 9 we show the resulting linear response admit-
tance G(ω) at the linear transport (V = 0) and non-
linear transport (a finite dc bias voltage V 6= 0 is ap-
plied symmetrically between the left and right leads, i.e.,
µL = −µR = V/2) regimes. Note that our sign of the
imaginary part of the admittance is opposite to the sign
in Ref. 71 and that a positive (negative) ℑG(ω) corre-
sponds to the sign of a capacitive (inductive) component.
For zero external dc bias voltage, the calculated admit-
tance for the noninteracting system resembles exactly the
results reported by Fu and Dudley:71 For the QD with
ǫd = −2Γ, the admittance is capacitive at low frequen-
cies, but turns to an inductive behavior at ω ∼| ǫd |,
meanwhile the ac conductance g(ω) = ℜG(ω) exhibits a
peak implying that a photon-assisted resonance is sat-
isfied at this condition. Moreover, present investiga-
tion shows that a finite dc bias voltage will change the
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Figure 9: (Colour online) Real ℜG(ω) (solid lines) and imagi-
nary ℑG(ω) (dashed lines) parts of the linear response admit-
tance, G(ω), versus frequency for different dc bias voltages V
for the QD with ǫd = −2Γ at the temperature T = 0.1Γ. In-
set: The corresponding results for the noninteracting system.
crossover point as ω ∼| ǫd − µR |=| ǫd + V/2 | since
a new photon-assisted resonance is formed between the
level and the right lead. At the case of V = 4Γ, the ad-
mittance becomes always inductive behavior and a mono-
tonically decreasing of the ac conductance. It is never-
theless observed that the bias voltage dependence of the
admittance exhibits contrary behavior for the interacting
QD in the cotunneling regime. The external bias voltage
induces suppression of the ac conductance at low frequen-
cies. The equilibrium admittance is always inductive but
becomes capacitive at low frequencies due to external dc
bias driving. Therefore, we can conclude that the correla-
tion effect greatly changes the linear ac-response behavior
of the QD.
VI. CONCLUSION
In this paper, we have presented a convenient approach
for the time-dependent electronic Kondo-type tunneling
and cotunneing through an interacting QD subject to
arbitrary time-varying potentials based on the TDNGF.
For this purpose, we have followed the theoretical strat-
egy of a recently developed propagation scheme for time-
dependent transport in a noninteracting QD, in which
a set of coupled ordinary differential equation with only
one time argument is derived based on the double-time
TDNGF by the help of an auxiliary-mode expansion.54
Unlike the case of noninteracting QD, the second-order
ADMEs of the interacting system are however found to
be related to the two-particle GFs, whose EOMs will in-
evitably generate the next-order GFs due to the on-site
Coulomb interaction. Then we have employed the famous
LDA and it’s simplified version to evaluate the higher or-
der GFs. At the end, a closed set of coupled single-time
evolution equations called SOQREs has been established.
It deserves to notice that, in comparison with the previ-
ous SOvN approach, the SOQREs can provide correct
description for transient dynamics of the correlated elec-
tron transport, since no Markov approximation is invoked
in its derivation. Meanwhile, the SOQREs deal with the
electron correlation more rigorously because this scheme
is closely joint with the NGF technique, which is believed
to be most powerful method to investigate the strongly
electronic correlation effect.
To validate the present approach, we have first uti-
lized the resulting differential equations to investigate the
steady-state transport. Our numerical calculations show
that the SOQREs with the original LDA is valid at the
whole range of temperature, from the Kondo-type tun-
neling regime to the sequential tunneling regime, while
the SOQREs with the SLDA is only valid at tempera-
tures above the Kondo temperature since this simplified
decoupling approximation takes no account of the back
action effect of electron tunneling on the electrodes.
As applications, we have employed the present SO-
QREs with the SLDA to investigate time-dependent
cotunneling through an interacting QD in response to
abrupt change and a harmonic modulation of bias volt-
age, respectively. Our calculations have revealed some
new interesting physics in the current response behavior:
1) a ringing of current with a new period after a sharp
bias turn-on; 2) similar frequency spectrum response of
the ac-driving current with the noninteracting QD; but
3) different time-average current-dc bias voltage charac-
teristic from the noninteracting QD, such as suppression
of zero-bias peak in the dc differential conductance with
increasing harmonic modulation amplitude and a new
photon-assisted resonant condition. Our further analy-
sis has indicated that these features are ascribed to an
effective renormalization of the dot level due to the in-
terplay of electron correlation and coherent tunneling be-
tween the QD and leads. Finally, we have discussed ac
linear-response at arbitrary dc bias voltage and predicted
that the interacting QD exhibits entirely different linear-
response admittance from the noninteracting system.
Before ending this paper, let us mention a few pos-
sible directions of future research. First, a WBL has
been invoked in the derivation of the SOQREs in the
present work. Such model has a great advantage that it is
very easy for theoretical calculation and can still provide
some insight into the physics of time-dependent trans-
port through a QD, even though it is far from a realistic
device. The present formulation, nevertheless, can be
readily extended to the case of a finite bandwidth, such
as the Lorentzian linewidth. Moreover, it is known that
the electronic spectral density inside the QD satisfies the
Fermi liquid unitary limit ̺d(ω = 0) = 2/Γ (This DOS
implies that the linear conductance reaches its unitary
limit, 2e2/h.) when the temperature goes to zero.62–64
However, the present approach can not reach such uni-
tary limit since the LDA results in a logarithmic-T de-
pendence of the DOS in the low-T limit but not the exact
T 2 dependence.62,63 Therefore, the third-order quantum
rate equations approach based on a more rigorous decou-
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pling approximation beyond the LDA,64 is desirable for
future investigation of time-dependent Kondo physics at
extremely low temperature.
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Appendix: Pade´ expansion of the Fermi function
In order to perform the energy integration in the self-
energies Eqs. (21) and (22), it is needed to expand the
Fermi function in terms of a finite sum over simple poles.
The Pade´ spectrum decomposition is believed to be most
efficient in numerical calculation, which is defined as
follows:57,69,70
f(x) =
1
1 + ex
=
1
2
−
1
2
sinh(x/2)
cosh(x/2)
≈
1
2
−
Np∑
p=1
Rp
(
1
x− iχp
+
1
x+ iχp
)
, (A.1)
where Rp is the pth residue in the Pade´ expansion, iχp
(χp > 0) is the pth Pade´ pole in the upper complex plane,
and Np is the number of Pade´ pole pairs. For this de-
composition, the residues and poles can be given by the
eigenvalue problem of the symmetric matrix B,69
B | bp〉 = bp | bp〉, (A.2)
with
Bn,n+1 =
1
2
√
(2n− 1)(2n+ 1)
, n ≥ 1, (A.3)
as
χp = 1/bp, (A.4)
Rp = | 〈1 | bp〉 |
2 /(4b2p). (A.5)
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