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ABSTRACT 
Increase in the amount of data provides a huge scope for data analysts to operate and leverage information from them. 
Problems arise when the data varies in formats and their storage mechanisms become heterogeneous. Hence integration 
of data and its conversion to a common structure becomes mandatory. This paper presents a mechanism that operates on 
heterogeneous data sources, identifies conflicts and resolves them using duplicate elimination and ranking techniques. 
Further, a feedback mechanism is incorporated into the architecture, using which reinforcement learning is imposed on the 
architecture. This makes the proposed framework a machine learning architecture that is flexible and adapts according to 
the dynamic environment, which has become a de facto in the current scenario. 
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INTRODUCTION 
Information age has led to a huge increase in the amount of data being generated. Lowered cost of memory devices and 
increase in the read/write capacity of these devices has led to an increase in storage of the generated data. Complexities 
arise in terms of processing the data, when these data sources contain same data. It also becomes mandatory for the 
application to utilize all the available data before concluding a result.  Hence the process of data integration becomes 
mandatory. 
Data integration process has three major goals as to increase the correctness, completeness and to make it concise [10]. 
Correctness is measured in terms of whether the data confirms to the real world standard. Completeness is measures in 
terms of the data present in the records. Conciseness measures the uniqueness of the data. While achieving correctness 
and conciseness are non-trivial, achieving completeness can be achieved by using multiple data sources. 
Conflicts are the inconsistencies and irrelevancies in data from various data sources corresponding to a single entity. Data 
conflicts are of two categories; caused due to uncertainty and the conflicts caused due to contradiction. The major 
questions that arise in terms of solving these conflicts are how to find the best value among the conflicting values? How to 
find it efficiently? Conflicts occur due to missing data and contradictions and can be resolved using any of the following 
methods mentioned in Figure 1.  
 
Fig 1: A Classification of the Conflict Resolution Strategies 
A measure to identify the contribution of individual judgments towards inconsistency in pairwise comparisons is proposed 
in [11]. It addresses the need to provide appropriate measures and proposes two measures, namely congruence and 
dissonance. Congruence helps find the contribution of individual judgments towards the overall inconsistency in a PCM, 
while dissonance supplements congruence and detects outliers and the phenomena of consistency deadlock in the 
system. A similar inconsistency measuring technique is presented in [12] that considers a huge streaming data. It 
considers a stream based inconsistency measurement technique that presents a novel inconsistency measure that can be 
applied to streaming data, and stream based approximation techniques. This paper presents techniques that effectively 
identifies conflicts, detects and eliminates duplicates and finally ranks the results for precision. It also incorporates a 
feedback mechanism that enables reinforcement learning for providing accuracy improvements. A layered scheme for 
identifying inconsistencies for context aware systems is presented in [13]. A similar method considering global conflicts is 
presented in [14]. A semantic based inconsistency resolution system that uses automatic ontology merging system is 
presented in [15]. 
The remainder of this paper is structured as follows; section II presents the system architecture, section III provides a 
detailed structure of the feedback based inconsistency resolution technique, section IV presents the results and section V 
concludes the study. 
SYSTEM ARCHITECTURE 
Feedback based conflict identification and resolution using duplicate elimination and ranking techniques is a method that 
is based on the Reinforcement learning technique that uses the feedback mechanism from the user to identify their 
preferences and filter out only the necessary results. The initial phase deals with designing appropriate wrappers to query 
appropriate data sources. The result sets are then shortlisted and the final pruned results are integrated into the data 
dictionary for further querying. The results are finally ranked using the data properties. User feedback is obtained and 
appropriate weight alteration mechanisms are carried out to reinforce the user’s preferences. Figure 2 presents the system 
architecture of the conflict identification and resolution technique. 
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Fig 2: Conflict Identification and Resolution: Architecture 
FEEDBACK BASED CONFLICT IDENTIFICATION AND RESOLUTION USING 
DUPLICATE ELIMINATION AND RANKING TECHNIQUES 
The feedback based conflict identification and detection using duplicate elimination and ranking techniques uses 
enhanced ranking and similarity identification techniques to provide appropriate ranked results. The query presented by 
the user is either in terms of a single keyword or keyword phrase. This query serves as the major retrieval term. The query 
is passed to the initial phase of the processing architecture of the information retrieval system. 
Exclusive query building using wrappers 
The input query should be modified and should be made compatible to the data source being queried upon, in order to 
build an appropriate working query. Every data source is distinct in its own ways, hence the queries are also different, 
while a database requires query in the format of the SQL, an XML dataset requires tag processing queries, while JSON 
documents require queries specific to their structure. This complicates the process of integrating information from a 
multitude of data sources. Wrappers are designed to perform this operation for the user automatically. Wrappers are 
designed according to the data source that is present in its next level. Wrappers convert the data and prepare the query Z
 `Q12345/7 language used to process the data.  The prepared query is passed to the data source and the results 
obtained are passed to the next level for pruning. Multiple wrappers are employed in the conflict detection architecture 
depending on the data sources being used. The algorithm below presents the working of wrappers. 
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Algorithm: 
1. Input query phrase from the user  
2. Query phrase analysis  
3. Stopword pruning to remove abstract components  
4. Reform query phrase to the format accepted by the base data source 
5. Query construction in accordance with the base data source 
6. Ambiguity analysis in the construction of the query 
7. Query execution in the data source 
8. Result preparation for the next phase 
Data pruning 
Though appropriate data are retrieved by the wrappers (depending on the accuracy of the query language being involved), 
the data still tends to contain unnecessary details, or data with less promising information. Such information is filtered in 
this phase. Data pruning phase uses the concept of TFIDF (Term Frequency-Inverted Document Frequency) to rank the 
results sets for pruning unnecessary data. 
Term Frequency (TF) and the Inverted Document Frequency (IDF) are calculated using (1) and (2) [2,3]. The TF and IDF 
are numerical statistics that are used to identify the importance of a word in relation to a corpus or a text repository. 
  (1) 
where f(t,d) refers to the number of times the word t is present in the document d and count(w,d) refers to the number of 
words in the document d. 
  (2) 
where, N is the total number of documents in the corpus, and  is the number of documents where the 
word t is present. If the term is not in the corpus, then it will lead to a divide-by-zero error, hence it is also common to 
adjust the denominator to1+ . 
The major advantage of processing a document based on the document frequencies [1,4] is that it eliminates the 
overhead of processing the entire document. Since TF and IDF directly correspond to the importance of the words in the 
document, the resultant set of data will provide a basis for eliminating documents that have very low relevance to the 
actual domain being analyzed. 
Integration of results 
At this stage, the processing of results pertaining to independent data sets is complete and the results are available as 
independent entities. The result integration phase deals with combining these entities in a meaningful and consistent 
manner. A result set dictionary is created; containing not only the resultant data, but also the metadata pertaining to the 
source of the data is created. 
 
Fig 3: A Snapshot of the dictionary created for the keyword search ‘ICC World cup 2015’ 
The dictionary contains keys pertaining to the dataset being used. The metadata considered in the current application 
includes title, data source, timestamp, category, contributor, keywords and source URL. Not all fields are applicable for 
every dataset. Hence the applicable metadata are added as entries to the final dictionary set. 
ISSN 2277-3061                                                           
 
6045 | P a g e                                                           J u n e  1 0 ,  2 0 1 5  
Duplicate elimination and ranking 
The content retrieved by various sources also has a high probability of being taken from the same source or being very 
similar [5, 16]. These similarities can be identified by using their similarity scores [6, 17]. Various methods are available for 
calculating similarities between documents, this paper presents methods that calculates the directional similarities of text 
and finally the total document similarity [7, 18]. 
A directional similarity score simd (Ti, Tj)  is computed from a text Ti to a second text Tj(Eq.3). Therefore, for each word W i 
in Ti, its best-matching counterpart in Tj is required (maxSim(Wi, Tj)). The similarity scores of all these matches are 
summed up and weighted according to their inverse document frequency, and then they are normalized. The final 
document-level similarity is the average of applying this strategy in both directions, from Ti to Tj and vice versa (Eq. 4) 
    (3) 
)  (4) 
The similarity scores are compared and in document pairs (i,j) exhibiting 90% similarities, one of the document is 
eliminated to reduce the total result set. Since the major concentration of this method is to present only the precise results, 
it becomes mandatory to eliminate data that are redundant and would be of very less usage to the user. 
The final list of candidate results are passed to the ranking section. The ranking section operates on the properties 
associated with the data, rather than the actual data being analyzed. It uses the weighted sum method [8,9] to determine 
the ranks of each of the results. Every property is assigned weights and a sum of these weights are used. If a data source 
contains timestamp value, then it is given higher priority. If multiple data sources contain timestamp, then the most recent 
data is provided the highest weight. This process of weight calculation is flexible depending on the properties present in 
the data. The initial weight values are assigned by the developer. The system is designed as a learning system, hence the 
initial weights defined are not constant and they tend to vary according to the user’s perspective. 
Property weight modification using user feedback 
The final list of ranked candidates are presented and user’s feedback is obtained, defining their preferred result. 
Reinforcement learning is used to improve the results. Reinforcement learning is an area of machine learning that is 
concerned with the activities to be carried out by software agents in order to maximize the cumulative reward.  The 
weights pertaining to the source of the result is incremented if the result does not occupy the initial position. User’s 
preference to a particular data source is hence reinforced, which makes accurate result predictions possible. 
RESULTS AND DISCUSSION 
The process of inconsistency identification and resolution is performed by retrieving results using API’s and also using the 
available data sources, and is coded in Python. New York Times API and Google API were used to retrieve web based 
results and the remaining results were obtained from the created repository. Data obtained from the New York Times API 
is retrieved as JSON file, while that of Google is in the form of key-value pairs. Results obtained from these varied data 
sources are passed to the wrappers and the final dictionary is created for processing. 
 
Fig 4:  Time Taken Vs. Query Complexities 
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Figure 4 shows the time taken for result processing of varying query complexities. The queries were constructed in terms 
of increasing complexities. The query strings involve single word query strings to multiple word, ambiguous strings. Levels 
of complexities range from 1 to 19. The initial complexity levels includes clear single strings and slightly ambiguous single 
word queries. The mid complexity levels include multiple word queries with clear meanings to slightly ambiguous 
meanings. The high level complexity queries include multiple words with highly ambiguous words with the inclusion of 
common words. 
 
Fig 5: Duplicate Analysis 
Figure 5 presents the ratio of total number of entries present in the combined dictionary and the number of entries 
eliminated as duplicates. The gap between the two lines indicates the size of the shortlisted candidates. It can be seen 
that in the initial complexity levels, the presence of duplicates is low, as the complexities increase, duplicate entries can be 
observed in the resultant data set. 
 
Fig 6: Elimination % 
Figure 6 shows the percentage of entries eliminated from the total data. The levels of eliminations are low in events of very 
low and very high query complexities, while it spikes up in the mid-level complexity areas. Figure 7 shows the level of 
conflict data returned by the query. 
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Fig.7: Conflicts 
CONCLUSION 
The feedback based conflict identification and resolution using duplicate elimination and ranking techniques presented in 
this paper provides a learning architecture that automatically detects duplicates and eliminates them. The other remaining 
elements are termed as conflicts. These conflicts are ranked depending on their properties and the final ranked results are 
provided to the user for feedback. The feedback mechanism is used to reinforce and tune the architecture for effective 
predictions. The advantage of this method is that it provides a generic method that can incorporate any number or type of 
data sets, by providing the appropriate wrapper classes. The usage of reinforcement learning method will help the 
architecture learn the dynamicity of the data sets being used. Future enhancements include developing a universal 
wrapper that works with any type of data set, when provided with appropriate ontologies.   
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