In this paper, we propose a stochastic proximal gradient method to train ternary weight neural networks (TNN). The proposed method features weight ternarization via an exact formula of proximal operator. Our experiments show that our trained TNN are able to preserve the state-of-the-art performance on MNIST and CIFAR-10 benchmark datesets.
Introduction
Deep neural networks (DNN) [9, 8] have gained increasing popularity in machine learning due to their generally stronger performances over the other techniques. How to deploy DNN with tons of parameters on small devices of limited storage and computing power, however, still poses a challenge to the real world application. Much work has been done to address the storage and computational issues; e.g., see [4] and references therein.
Recently one promising idea has emerged regarding carefully performing binarization on the float or double precision weights of DNN assisted with only a few extra scaling factors [1, 2, 12] , that is, the weights of BNN are restricted to {−α, α} for some α > 0. Binary weight neural networks (BNN) not only enables substantial memory savings, but also eliminates most of the multiplications during inference thanks to the distribute law. To trade off between accuracy and model size, ternary weight neural networks [10, 16] leverage an extra state 0 in the weights, in which both the model capacity and the weight sparsity is greatly enhanced. However, more efforts are needed to do the training well.
One key step in the training of a ternary net lie in the ternarization on float or double precision weights, i.e., how to properly scale the larger weights (in terms of magnitude) and meanwhile zero out the smaller weights, which is trickier than training a binary net. The recent work [10, 16] suggest to use a heuristic thresholding value to handle this issue. In this paper, we derive an exact formula for computing the ternarization that fits the full-precision weights the best; see section 2 for the technical details, where a stochastic proximal gradient algorithm is also proposed. Experiment results are provided in section 3.
Training ternary neural networks
To ternarize some real-valued weight W r , we seek to minimize the Euclidean distance between W r and some set T characterizing the ternarization on W r . The ternarization is simply abstracted as the following optimization problem,
This a problem of finding the proximal operator prox T [11] of the indicator function 1 T defined as
Ternarization with single-scalar
As an instance of (1), Li et al. [10] proposed to solve the following problem to perform ternarization:
with (α * , T * ) ∈ T = R + × {−1, 0, 1} n and prox T (W r ) = α * T * , where n is the size of W r . In [12] , Rastegari et al. derived the exact expression of prox T for binarizing the weight with T = R + × {−1, 1} n . In [10] , the solution to (2) was approximated under some statistical assumptions made on the distribution of weights.
In what follows, we derive the formula for the ternarization prox T (W r ) without imposing any assumption on W r . Let us first fix the sparsity of T to be k, then we have
extracts the k largest entries in magnitude of W r and enforces 0 elsewhere. Therefore,
Note that the above lower bound for αT − W r 2 is tight as will be seen later. Since W r 2 is a constant, the optimal sparsity k * is settled automatically so as to maximize the term
k .
Finally, to achieve the minimum in (3) w.r.t. k * , we let
, and take
Solving the problem (2) mainly involves sorting magnitudes of the elements in W r and computing accumulative sum of the sorted sequence, which requires the complexity of O(n log(n)).
Ternarization with dual-scalar
In the recent paper [16] , to enable stronger model capacity and performance, Zhu et al. introduced two real-valued scaling factors associated with the negative and positive weights in W r , respectively, which hereby we denote by α − and α + . In this case, T in (1) can be viewed as R 
both of which can be tackled in the same manner as done for (2), and then the ternarized weight is given by prox T (W r ) = α *
A stochastic proximal gradient method
To preserve the performance of the original full-precision DNN, however, sufficient number of scaling factors are necessary for the ternary weight. So we need to break down the weight W into blocks and assign a scaling factor to each one. In order to leverage distribute law of multiplications efficiently during forward propagation, each block should be a 4-D weight tensor of a convolutional layer, a 3-D tensor of a channel, or just a filter matrix. Apparently, the more detailed the partitioning of W , the generally higher the accuracy of TNN. But the downside is that we will have less memory savings and potentially need to do more multiplications in the computation. Our proposed algorithm for training TNN is straightforward, as summarized in Algorithm 1.
Algorithm 1 Training one minibatch with proximal operator
Input: Current ternary weight W (t) , cost function C (t) (W ) restricted to the current minibatch, and learning rate η (t) . Output: Updated ternary weight W (t+1) .
). // Update the temporary real weight W r with rules like SGD or ADAM [7] .
Ternarize the i-th block of W r by solving (2) 
or (4). end for
We remark that the proposed algorithm differs from that used in [12] or [10] , in that we update W r using current ternary weight W (t) instead of the real weight from the previous minibatch training. When SGD is applied for updating
, for example, then Algorithm 1 can be interpreted as stochastic proximal gradient descent [13, 3] for minimizing the cost function C(W ) subject to the ternary constraint upon the blocks of W , i.e.,
where m denotes the total number of blocks partitioned. For non-convex optimization problems like the above, a good initialization is desired, which motivates us to extract the weights from a trained full-precision DNN to initialize W r .
Experiments
In this section, we report experiment results on the MNIST and CIFAR-10 benchmark datasets. Our TNN is implemented in the Theano [15] framework. We benchmark Ternary weight networks (TWN) [10] , BinaryConnect [1] and Binarized Neural Networks (Binarized Net) [2] . We use the same network architecture, the same number of scaling factors, the same regularization method (L2 weight decay), and the same update rule (SGD with momentum) as TWN [10] . The major difference is that the ternarization we performed is accurate as discussed in section 2. Algorithm 1 converges fast when initialized with pre-trained full-precision weights, so a small epoch size is sufficient and efficient. The detailed configurations are provided in Table 1 . Table 2 summarizes the best validation accuracy rates on MNIST and CIFAR-10 trained with 70 epochs. Table 3 shows the percentages of positive, negative and zero weights of our trained TNN.
MNIST
In MNIST, we adopt the LeNet-5 [9] architecture, which is 32-C5 + MP2 + 64-C5 + MP2 + 512FC + SVM.
Each convolutional layer has 32/64 filters of size 5 × 5 with a max-pooling layer of stride 2. There are two convolutional layers, followed by a fully connected layer. The top layer is a SVM classifier with 10 labels. The objective function has a hinge loss with L2 regularization, optimized. We did not use any data-augmentation, preprocessing or unsupervised pretraining to improve experiment performance. We use Batch Normalization with a minibatch of size 50 to speed up the training. As typically done, we use the last 10000 samples of the training set for validation. See Figure 1 for its validation accuracy curve.
CIFAR-10
In CIFAR-10 experiment, we use the same network architecture as that of TWN [10] , VGG7-K, that is 2×(K-C3) + MP2 + 2×(2K-C3) + MP2 + 2×(4K-C3) + MP2 + 8K-FC + Softmax.
There are three convolutional layers, followed by a fully connected layer with 8K neurons. Each convolutional block consists of two convolutional layers with K/2K/4K 3 × 3 filters and a 2 × 2 max-pooling layer. This architecture is inspired by VGG [14] . We use Batch Normalization with minibatch of size 100 to speed up the training. The last 5000 samples of the training set are used for validation. The original 32 × 32 RGB images are subtracted with their pixel means during data preprocessing. The data augmentation techniques as in [5] are applied for training: 4 pixels are padded on each side, and a 32 × 32 crop is randomly sampled from the padded image or its horizontal flip. At testing time, we only evaluate the single view of the original image. We choose K = 16, 32 in our experiments and plot their validation curves, as shown in Figure 2 .
Conclusion
A stochastic proximal gradient method based on an exact proximal operator for ternarization, is proposed for training DNN with ternary weights, which gives the state-of-the-art performance on Table 3 : Percentages (%) of positive (+), negative (−), and zero (0) weights of the trained TNN. MNIST and CIFAR-10 benchmarks. The experiments show that the derived proximal operator tends to favor the ternarization more than the heuristic one of TWN [10] .
