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a b s t r a c t
Let C ⊂ ℜn be a closed convex cone which contains a linear subspace L. We investigate
the restricted likelihood ratio test for the null and alternative hypotheses H0 : µ ∈ L, HA :
µ ∈ C/L based on an n-dimensional, normally distributed random vector (X1, · · · , Xn)
with unknownmeanµ = (µ1, . . . , µn) and known covariance matrixΣ . We prove that if
the truemean vectorµ satisfies the alternative hypothesisHA, then the restricted likelihood
ratio test is more powerful than the unrestricted test with larger alternative hypothesisℜn.
The proof uses isoperimetric inequalities for the uniform distribution on the n-dimensional
sphere and for n-dimensional standard Gaussian measure.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Statement of results
Let X1, X2, . . . , Xn be normally distributed random variables with means µ = (µ1, µ2, . . . , µn) and known positive
definite covariance matrix Σ . Let C be a closed convex cone in ℜn which contains a linear space L ⊂ C. The present note
considers the likelihood ratio test for null and alternative hypotheses
H0 : µ ∈ L, HA : µ ∈ C/L.
We prove that the restricted likelihood ratio test is uniformly more powerful over µ ∈ C than the omnibus test with
alternative hypothesis µ ∈ ℜn. To the best of our knowledge, this result has been proved only for special cases and not for
any closed, convex cone C.
To simplify the problem, using arguments such as those presented in [12], page 52, it suffices to consider the situation
Σ = In andL = 0. In this case, the restricted and unrestricted size α tests reject the null hypothesis when, respectively,
‖Pr(X |C)‖2 > q(α,C)2, (1)
and
‖X‖2 ≥ F−1n (1− α). (2)
Here, Pr(X |C) denotes the orthogonal projection in ℜn of X onto C; Fn(t) denotes the cdf of a χ2(n) random variable, and
q(α,C)2 is the 1− α quantile of a mixture of chi-squared random variables with degrees of freedom between 0 and n, see
again [12], quoted in [11, Theorem 4.6.1]. See also [7] for an example where the details of this reduction are written.
Our main result is this: Let π(µ,C, α) denote the power function evaluated at µ of the size α test with rejection region
(1). Further, letH be a half-space in ℜn with µ on the boundary, denoted here µ ∈ ∂H . ThenH is the closed convex cone
that gives the lowest power among all convex cones which contain µ. Even so, the power for the restricted test againstH
is higher than that of the unrestricted test:
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Theorem 1.1. Let C ⊂ ℜn be an arbitrary closed, convex cone, and let H ⊂ ℜn be a half-space. Let µ ∈ C ∩ ∂H be arbitrary.
Then it holds for all 0 < α < 1 that
π(µ,C, α) ≥ π(µ,H, α) (3)
> π(µ,ℜn, α). (4)
A circular cone K in a vector space V is the set of all elements of V that form an angle no greater than some number
α with a fixed element of V . So, any circular cone can be written as K = v ∈ V : ⟨v, v0⟩ ≤ α for some v0 ∈ V and
0 ≤ α ≤ π/2. Here ⟨v, v0⟩ denotes the angle formed by v and v0. A peculiar minimum power property is shared by sets of
the form
Aff(µ)⊕K ⊂ ℜn (5)
where Aff(µ) denotes the one-dimensional subspace of ℜn spanned by µ, and K is a circular cone contained in the
orthogonal complement to Aff(µ). Aff(µ) ⊕ K consists of all elements of ℜn that can be written as a sum of elements
in Aff(µ) and K; it is itself a closed, convex cone in ℜn. We prove that if the two size α restricted tests have the same
quantile, q(α,Aff(µ)⊕K) = q(α,C), then the power functions satisfy
π(µ,Aff(µ)⊕K, α) ≤ π(µ,C, α). (6)
So, in a sense the alternative hypothesis (5) is the most pessimistic scenario; it contains the true alternative vector µ, but
barely so, and spreads away from µ in a symmetric fashion. When the circular coneK has angle π/2 with its center, then
Aff (µ)⊕K(π/2) is a half-space inℜn with µ on the boundary.
1.2. Isoperimetric Gaussian inequalities and Poincaré’s Inequality
Themain tool for proving the Theorem1.1 is theGaussian isoperimetric inequality. LetΦn denote n-dimensional standard
Gaussian measure, and for A ⊂ ℜn and r > 0 let A(r) = {x ∈ ℜn : ‖x− A‖ ≤ r} denote the r-extension of A; the direct sum
of A with a ball of radius r . Let A be a half-space in ℜn, and B ⊂ ℜn an arbitrary subset. Then Φn(A) = Φn(B) implies that
Φn(A(r)) ≤ Φn(B(r)) for all r > 0. For a proof of this version see [10, Chapter 12].
In polar coordinates, an equivalent result is Poincaré’s Inequality. Let Sn−1 = {x ∈ ℜn : ‖x‖ = 1} denote the unit
sphere in ℜn, and let ρn−1 be the surface Lebesgue measure on Sn−1. Let dn−1 denote the geodesic distance metric on Sn−1;
so for θ, ψ ∈ Sn−1, dn−1(θ, φ) is the angle formed by θ and φ. For any set A ⊂ Sn−1 let A(r) denote the r-extension relative
to the geodesic distance, A(r) = {x ∈ Sn−1 : dn−1(x, A) ≤ r}. If A ⊂ ℜn is a half-space and B ⊂ Sn−1 is arbitrary, then
ρn−1(A ∩ Sn−1) = ρn−1(B) implies that ρn−1((A ∩ Sn−1)(r)) ≤ ρn−1(B(r)) for all r > 0. For a proof of this result, see
[4, Theorem 1.4].
The intersection of Sn−1 with a half-space inℜn is often called a cap in Sn−1.
1.3. Related work
There is an extensive body of literature on the convex cone-restricted likelihood ratio test for Gaussian random variables.
The monograph [11] contains the most comprehensive treatment. Of note, in [1] it is argued that such tests are undesirable
because the power function may decrease as the alternative vector moves to a value seemingly further away from the null
hypothesis. [7] counters that the restricted LR test is not anomalous, but that the seeming contradiction is due to the choice
of null hypothesis; for obtuse cones C, that is, cones not contained in a half-space, the larger null hypothesis Cc may be
scientifically more appropriate than the restrictive null hypothesis L. Still, even in these cases, the restricted likelihood
ratio test is uniformly more powerful than the unrestricted test; this is known not to be the case if the null hypothesis is Cc ,
see [6].
The power function π(µ,C, α) has been investigated extensively in the literature. Of note, [2] show that it increases
monotonically along rays {cµ : c > 0} ⊂ C. [3] defines a partial ordering in ℜn with respect to the cone C, denoted ≤C .
This author proves that π(µ
0
,C, α) ≤ π(µ
1
,C, α) if µ
0
≤C µ1.
In [14], a multivariate normal vector X with known covariance matrix Σ is considered. It is shown there that if Σ−1 is
anM-matrix (meaning that all off-diagonal elements are nonpositive), then the test against the orthant alternative,
HA : µ ≤ 0, H0 : µ = 0 (7)
has superior power to the omnibus test. This result is the most complete one of which we are aware.
As a practical matter, [8] established a lower bound of the form π(µ,C, α) ≥ 1− Φ(q(α,C)− ‖µ‖)where Φ denotes
the standard Normal cdf. This author noted that for some cones, although not necessarily always, this majorizes the power
of the unrestricted test π(µ,ℜn, α) = P(χ2(n, ‖µ‖2) > F−1n (1− α)).
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2. Proof of the main result
Since the n-dimensional standardGaussianmeasure is invariant under rotations, there is no loss of generality in assuming
that µ = (1, 0, . . . , 0) ∈ ℜn. In what follows, we make this assumption, and with simpler notation we write the power
function as π((1, 0, . . . , 0), α,C) = π(α,C). For n ≥ 3 and any 0 ≤ ρ ≤ π/2 we define
K(ρ) ≡ {(v2, . . . , vn) ∈ ℜn−1 : v2/(v22 + · · · + v2n)1/2 ≥ cos ρ} (8)
to be a circular cone consisting of any element inℜn−1 whose angle with (1, 0, . . . , 0) ∈ ℜn−1 is bounded above by ρ. Note
thatK(0) is a ray whileK(π/2) is a half-space. The product setℜ×K(ρ) ⊂ ℜn can be characterized as
ℜ×K(ρ) = (u, v2, . . . , vn) : u ∈ ℜ, v2/(v22 + · · · + v2n)1/2 ≥ cos ρ (9)
with dual cone
(ℜ×K(ρ))∗ = (u, v2, . . . , vn) : u = 0, v2/(v22 + · · · + v2n)1/2 ≤ cos(ρ + π/2) .
In the two limiting cases we have that ℜ × K(0) = {u, v2, . . . , vn : u ∈ ℜ, v2 ≥ 0, v3 = · · · = vn = 0} =
ℜ × [0,∞[×{0}n−3, andℜ×K(π/2) = {u, v2, . . . , vn : u ∈ ℜ, v2 ≥ 0, v3, . . . , vn ∈ ℜ} = ℜ × [0,∞[×ℜn−3.
The remainder of the present note consists of proving the following three results:
Theorem 2.1. Let C ⊂ ℜn be an arbitrary closed convex cone in ℜn containing the vector (1, 0, . . . , 0). Then there exists
ρ ∈ [0, π/2] so that π(C, α) ≥ π(ℜ×K(ρ)).
For proving the main result Theorem 1.1, we invoke Theorem 2.1 to determine a cone ℜ × K(ρ) with lower power for a
size α test than C. Next, Theorem 2.2 shows that the power against the alternative ℜ × K(ρ) attains its lowest value at
ρ = π/2.
Theorem 2.2. The function ρ → π(ℜ×K(ρ), α) is non-increasing in ρ .
Finally,ℜ×K(π/2) = ℜ× [0,∞[×ℜn−3 still gives higher power than the omnibus alternative.
Theorem 2.3. π(ℜ× [0,∞[×ℜn−3, α) > π(ℜn, α).
3. Auxiliary results
The following section contains a number of intermediate results, necessary for completing the Proof of Theorems 2.1
and 2.2. Most of the section is devoted to developing the proof of Theorem 2.1. The following list of dependencies may be
helpful:
• Theorem 2.1 depends on Lemmas 3.1.1, 3.2.2, 3.4.1 and Corollary 3.3.1.
• Corollary 3.3.1 depends on Lemmas 3.1.2, 3.1.5, 3.2.1 and 3.3.1.
• Lemma 3.2.2 depends on Lemma 3.1.7 and the Isoperimetric Gaussian inequality.
• Lemma 3.2.1 depends on Lemmas 3.1.2, 3.1.3 and 3.1.6 and Poincaré’s Inequality.
• Lemma 3.1.6 depends on Lemma 3.1.4.
• Theorem 2.2 depends on Lemmas 3.3.2 and 3.3.3.
3.1. Results for projections onto convex cones
Lemma 3.1.1. Let C be a convex cone in ℜn s containing (1, 0, . . . , 0), and let q > 0 be arbitrary. Define V =
x ∈ ℜn : ‖Pr(x|C)‖ ≤ q and define for arbitrary u the section Vu = v : ‖Pr((u, v)|C)‖ ≤ q. Let Φn−1 denote the standard
Gaussian measure inℜn−1, and define Ψ (u) = Φn−1 (Vu). Then
Ψ (−u1) ≥ Ψ (u1) ≥ Ψ (u2) if 0 ≤ u1 ≤ u2, (10)
Ψ (u) is continuous on [0, q[. (11)
Proof. Let (u, v) ∈ ℜn be an arbitrary vector with u ≥ 0, and let (u∗, v∗) = Pr((u, v)|C∗) be the projection onto the dual
cone. For any other u′ it holds that
‖Pr((u′, v)|C)‖2 = min
γ ∗∈C∗
‖(u′, v)− (γ ∗1 , γ ∗2)‖2
≤ (u′ − u∗)2 + ‖v − v∗‖2. (12)
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Since by assumption (1, 0, . . . , 0) ∈ C, it must hold that u∗ ≤ 0. Since u ≥ 0 was assumed, it follows that (u′ − u∗)2 ≤
(u− u∗)2 if−u ≤ u′ ≤ u. In this case the right side of (12) is bounded above by (u− u∗)2 + ‖v − v∗‖2 = ‖Pr((u, v)|C)‖2.
It follows that ‖Pr((u′, v)|C)‖ ≤ ‖Pr((u, v)|C)‖, or equivalently Vu ⊂ Vu′ , if −u ≤ u′ ≤ u. Setting u = u2 and u′ = u1
proves Ψ (u1) ≤ Ψ (u2). Setting u = u1 and u′ = −u1 proves Ψ (−u1) ≤ Ψ (u1). (10) follows.
For proving (11) notice that since u → ‖Pr((u, v)|C)‖ is continuous and nondecreasing in u > 0 for all v, lims↑t Vs = Vt .
This proves thatΨ (u) is left continuous. Next, since the set {x ∈ ℜn : ‖Pr(x|C)‖ ≤ q} is convex and contains (q, 0, . . . , 0), it
also contains any point of the form (λu+(1−λ)q, λv) for v ∈ Vu and 0 ≤ λ ≤ 1. For u ≤ u′ ≤ qwe takeλ = (u′−q)/(u−q)
so that λu+ (1− λ)q = u′. If v ∈ Vu, then it follows that ‖Pr((u′, λv)|C)‖ ≤ q so that λVu ⊂ Vu′ . Hence
Ψ (u′) ≥ Φn−1

u′ − q
u− q V
′
u

.
Continuity of Ψ (u) from the right now follows sinceΦn−1 is absolutely continuous. 
Next, write any element of ℜn as (u, yθ) where y > 0 and θ ∈ Sn−2 is an element of the unit sphere in ℜn−1. Let q > 0
be arbitrary, and define for u ∈ [0, q]
h(u, θ) ≡ inf{y > 0 : ‖Pr((u, yθ)|C)‖ ≥ q}, (13)
and
a(u, θ) = h(u, θ)
q2 − u2 . (14)
Although (13) and (14) depend on qwe suppress the dependence for notational convenience. Note that ‖Pr((u, yθ)|C)‖ ≤ q
if and only if y ≤ h(u, θ).
When switching to polar coordinates, a vector of n iid standard Gaussian variables can be written as (U,ΘY ) where
U ∼ N(0, 1), Y 2 ∼ χ2(n− 1) andΘ is uniformly distributed on the unit sphere Sn−2 ⊂ ℜn−1. The use of a(u, θ) is that we
can then express Ψ (u) defined in Lemma 3.1.1 as
Ψ (u) = Φn−1({v ∈ ℜn−1 : ‖Pr((u, v)|C)‖ ≤ q})
= Prob Y ≤ h(u,Θ)
= Prob Y 2 ≤ a(u,Θ)2(q2 − u2)
=
∫ ∞
1
Fn−1(a2(q2 − u2))dH(a) (15)
where H(a) denotes the distribution function of a(u,Θ), and Fn−1(t) = Pr(χ2n−1 ≤ t).
We investigate the function a(u, θ) in more detail. First of all we note that it can be computed explicitly if C has the
particular formℜ×K(ρ) defined in (8).
Lemma 3.1.2. Let C = ℜ×K(ρ) for some ρ ∈ [0, π/2], and let θ = (θ2, . . . , θn) ∈ Sn−2 be arbitrary. Define
α(θ) = ((arccos θ2 − ρ) ∨ 0) ∧ π/2. (16)
Then a(u, θ) defined in (14) satisfies a(u, θ) = 1/ cosα(θ)where we interpret 1/0 as∞. Furthermore, the level set {θ ∈ Sn−2 :
α(θ) ≤ t} is a cap in Sn−2; that is, the intersection of Sn−2 with a hyperplane inℜn−1.
Proof. If θ ∈ K(ρ), then Pr(θ |K(ρ)) = θ and, since ‖θ‖ = 1, θ2 ≥ cos ρ. If conversely θ ∉ K(ρ), then ̸ θ,K(ρ) =
arccos θ2 − ρ. It follows that ̸ θ,K(ρ) = (arccos(θ2)− ρ)∨ 0. Noting that Pr(θ |K(ρ)) = 0 if ̸ θ,K(ρ) > π/2, it follows
that ‖Pr(θ |K(ρ))‖ = cosα(θ) where α(θ) is defined in (16). It further holds that ‖Pr((u, yθ)|C)‖2 = u2 + y2 cos2 α(θ).
Setting this quantity equal to q and solving for y yields y = (q2 − u2)1/2/ cosα(θ) possibly interpreted as ∞. By (14)
a(u, θ) = h(u, θ)/(q2 − u2)1/2 = 1/ cosα(θ). As for the second claim, note that
{θ ∈ Sn−2 : α(θ) ≤ t} =
Sn−2 ∩ {(s2, . . . , sn) ∈ ℜ
n−1 : s2 > cos ρ} if t = 0
Sn−2 ∩ {(s2, . . . , sn) ∈ ℜn−1 : s2 > cos(t + ρ)} if t ∈]0, π/2]
Sn−2 if t > π/2.
Hence the level sets {α(θ) ≤ t} are caps in Sn−2. 
Lemma 3.1.3. Let θ, ψ ∈ Sn−2 be arbitrary, and let d = ̸ θ, ψ denote the angle between them. Let α(θ) be defined in (16).
Then
α(θ) ≤ α(ψ)+ d.
Proof. The angle between θ andK(ρ) is a maximized subject to ̸ θ, ψ = d if θ , ψ and (1, 0, . . . , 0) are contained in the
same two-dimensional hyperplane ofℜn−1, and ̸ θ, (1, 0, . . . , 0) = ̸ ψ, (1, 0, . . . , 0)+d; that is, if θ2 = cos(arccos(ψ2)+
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d). Hence
(((arccos(θ2)− ρ) ∨ 0) ∧ π/2) = (((arccos(ψ2)− ρ + d) ∨ 0) ∧ π/2)
≤ (((arccos(ψ2)− ρ) ∨ 0) ∧ π/2)+ d
= α(ψ)+ d. 
Lemma 3.1.2 shows that a(u, θ) is independent of u. This is not the case for general cones.
Lemma 3.1.4. Let C ⊂ ℜn be a closed convex cone with (1, 0, . . . , 0) ∈ C, and let u ∈ [0, q], θ ∈ Sn−2, be arbitrary and satisfy
h(u, θ) ≡ y <∞. Let (e1, e2) ∈ C be a unit vector in direction of Pr((u, yθ)|C). Then
a(u, θ) ≥ 1
cos ̸ θ, e2
. (17)
Proof. Notice that
e1 ≥ u/q, (18)
because, if this were not the case, then it would, since (1, 0, . . . , 0) ∈ C and a closed convex cone is closed under addition,
hold that (u, qe2) = (qe1, qe2)+ (u− qe1, 0) ∈ C. Hence
‖(u, yθ)− (u, qe2)‖2 = ‖yθ − qe2‖2
< (u− qe1)2 + ‖yθ − qe2‖2
= ‖(u, yθ)− Pr((u, yθ)|C)‖2
which contradicts that q(e1, e2) is the projection.
Next, since (e1, e2) is a unit vector inℜn it holds that q = ‖Pr((u, yθ)|C)‖ = (e1, e2) · (u, yθ) = ue1 + y‖e2‖ cos ̸ θ, e2,
and since ‖e2‖2 = 1− e21 we find that
y = q− ue1‖e2‖ cos ̸ θ, e2
= q− ue1
1− e21 cos ̸ θ, e2
. (19)
Note that
e1 → (q− ue1)/(1− e21)1/2 is increasing on [u/q, 1[. (20)
Hence, inserting the lower bound (18) it holds that
y ≥ q− u
2/q
1− (u/q)2 cos ̸ θ, e2
=

q2 − u2
cos ̸ θ, e2
.
Dividing through with (q2 − u2)1/2 proves the assertion. 
We next investigate the function a(u, θ) in a neighborhood of any fixed value (u0, θ0) ∈ [0, q] × Sn−2. First letting u > u0.
Lemma 3.1.5. a(u0, θ) ≥ a(u, θ) if 0 ≤ u0 ≤ u ≤ q, for all θ ∈ Sn−2.
Proof. Assume a(u0, θ) <∞ (if not the result is evident). Write y0 = h(u0, θ) and define a unit vector Pr((u0, y0θ)|C)/q =
(e1, e2) so that u0e1 + y0‖e2‖ cos ̸ θ, e2 = q. Let L ⊂ C denote the half-line in direction (e1, e2). It holds for all u, y
that ‖Pr((u, yθ)|C)‖ ≥ ‖Pr((u, yθ)|L)‖ = ue1 + y‖e2‖ cos ̸ θ, e2 ∨ 0. Hence h(u, θ) is bounded above by the solution
for y to ue1 + y‖e2‖ cos ̸ e2, θ = q or, equivalently, the solution to (u − u0)e1 + (y − y0)‖e2‖ cos ̸ e2, θ = 0. Solve to
find
y− y0 = − e1‖e2‖ cos ̸ e2, θ
(u− u0)
= − e1
(q− u0e1)/y0 (u− u0)
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≤ − (u0/q)
(q− u0(u0/q))/y0 (u− u0)
= − u0y0
q2 − u20
(u− u0)
where the inequality follows by (18).
We have shown that h(u, θ)− h(u0, θ) ≤ −u0h(u0, θ)(u− u0)/(q2− u20). By the definition of a(u0, θ) = h(u0, θ)/(q2−
u20)
1/2 and similarly for a(u, θ),
lim sup
u↓u0
a(u, θ)− a(u0, θ)
u− u0 = lim supu↓u0
h(u, θ)/(q2 − u2)1/2 − h(u0, θ)/(q2 − u20)1/2
u− u0
= lim sup
u↓u0
[
(h(u, θ)− h(u0, θ))(q2 − u2)−1/2
u− u0 + h(u0, θ)
(q2 − u2)−1/2 − (q2 − u20)−1/2
u− u0
]
≤ − u0h(u0, θ)
(q2 − u20)3/2
+ u0h(u0, θ)
(q2 − u20)3/2
= 0.
Assuming that a(u, θ) > a(u0, θ) for some u > u0 hence leads to a contradiction. 
Next, a result obtained varying a(u, θ) after the spherical coordinate θ .
Lemma 3.1.6. Let u, θ0 be values so that a(u, θ0) <∞. Let θ satisfy ̸ θ0, θ ≡ η ≤ π/2− arccos(1/a(u, θ0)). Then
a(u, θ) ≤ (cos(arccos(1/a(u, θ0))+ η))−1. (21)
Proof. Let (e1, e2) = Pr((u, h(u, θ0)θ0)|C)/q andL be the ray generated by (e1, e2). By Lemma 3.1.4,
̸ θ0, e2 ≤ arccos(1/a(u, θ0)), (22)
so that a(u, θ) <∞ if ̸ θ, θ0 < π/2− arccos(1/a(u, θ0)). Let θ be arbitrary in this range. Then q = ‖Pr(u, h(u, θ)θ |C)‖ ≥‖Pr(u, h(u, θ)θ |L)‖ = (ue1 + h(u, θ)‖e2‖ cos ̸ θ, e2) ∨ 0, and we have
h(u, θ) ≤ q− ue1‖e2‖ cos ̸ θ, e2
= q− ue1‖e2‖ cos ̸ θ0, e2
cos ̸ θ0, e2
cos ̸ θ, e2
= h(u, θ0)
cos ̸ θ0, e2
cos ̸ θ, e2
. (23)
Now,
sup
̸ θ∗, e2 : θ∗ ∈ Sn−2, ̸ θ0, θ∗ = ̸ θ0, θ1
is attained for θ∗ contained in the same two-dimensional hyperplane as e2 and θ0, and in this case ̸ θ
∗, e2 = ̸ θ0, e2+ ̸ θ0, θ .
Recall by (14) a(u, θ0) = h(u0, θ0)/(q2 − u20)1/2. Hence it holds by (23) and (22) that
a(u, θ) ≤ a(u, θ0)
cos arccos(1/a(u, θ0))
cos(̸ e2, θ0 + ̸ θ0, θ)
= 1
cos(̸ e2, θ0 + ̸ θ0, θ)
. (24)
Since for fixed η ∈ [0, π/2[ the function α → cos(α)/(cos(α + η)) is non-decreasing on [0, π/2− η[, it follows from (24)
and (22) that
a(u, θ) ≤ 1
cos(arccos(1/a(u, θ0))+ ̸ θ0, θ)
. 
For the next lemma, we recall that the projection Pr(x|C) can alternatively be expressed as x− Pr(x|C∗)where C∗ denotes
the dual cone to C.
Lemma 3.1.7. Let 0 < t < u < q and v ∈ ℜn−1 be arbitrary, and assume that ‖Pr((u, v)|C)‖ = q. Then
‖Pr u− t, v + δ|C ‖ ≤ q if ‖δ‖ ≤ (q2 − (u− t)2)1/2 − (q2 − u2)1/2.
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Proof. Let (u∗, v∗) = (u, v)− Pr((u, v)|C) denote the projection of (u, v) onto the dual cone C∗. For any δ ∈ ℜn−1 it holds
that
‖Pr(u− t, δ + v|C)‖2 = inf
(u1,v1)∈C∗
‖(u− t, v + δ)− (u1, v1)‖2
≤ ‖(u− t, v + δ)− (u∗, v∗)‖2
= (u− u∗ − t)2 + ‖δ + v − v∗‖2
≤ (u− u∗ − t)2 + (‖v − v∗‖ + ‖δ‖)2
≤ (u− t)2 + (‖v − v∗‖ + ‖δ‖)2 (25)
where the inequality in (25) follows because (u∗, v∗) ∈ C∗ so that u∗ ≤ 0. By assumption ‖Pr((u, v)|C)‖ = q so that
‖v − v∗‖2 = q2 − (u− u∗)2 ≤ q2 − u2. Hence (25) is bounded by (t − u)2 + (‖δ‖ + (q2 − u2)1/2)2. It was further assumed
that ‖δ‖ ≤ (q2 − (u− t)2)1/2 − (q2 − u2)1/2, and hence it holds that
‖Pr(u− t, δ + v|C)‖2 ≤ (u− t)2 + (q2 − (u− t)2) = q2. 
3.2. Auxiliary results that use isoperimetric methods
The result below uses the previous bounds on a(u, θ) along with Poincaré’s Inequality to characterize the distribution
function of a(u,Θ) where Θ is uniformly distributed on Sn−2. For 0 < ρ < π/2, let H0(a) be the distribution function of
1/ cosα(Θ)where α(θ) is defined in (16) andΘ is uniformly distributed on Sn−2. Further, let C be an arbitrary convex cone
inℜn, let 0 < u < q be arbitrary and define a(u, θ) as in (14). Let H1u(a) be the distribution function of a(u,Θ).
Lemma 3.2.1. Assume that a∗ ≥ 1 satisfies
H0(a∗) = H1u(a∗). (26)
Then H0(a) ≤ H1u(a) for all a > a∗.
Proof. Let δ > 0 be arbitrary. We shall show that H1u(a∗ + δ) ≥ H0(a∗ + δ). We recall the terminology introduced in
Section 1.2. For any set S ⊂ Sn−2, S(d) denotes the d-extension of S; that is, the set of all elements in Sn−2 that are closer
than d to some element of S with respect to the geodesic distance on Sn−2. We also recall that the geodesic distance between
arbitrary θ, ψ ∈ Sn−2 is just the smaller of the two angles formed by θ and ψ in the two-dimensional hyperplane spanned
by θ , ψ and the origin.
LetL denote the Lebesgue measure on Sn−2. Then by Lemma 3.1.2 and Definition (16)
H0(a∗ + δ) = L
{θ : 1/ cosα(θ) ≤ a∗ + δ}
= L {θ : α(θ) ≤ arccos(1/(a∗ + δ))}
= L {θ : α(θ) ≤ arccos(1/(a∗))+ η} (27)
where we define η = arccos(1/(a∗ + δ)) − arccos(1/a∗). For any θ, θ∗ ∈ Sn−2 with α(θ) ≤ arccos(1/a∗) and ̸ θ, θ∗ ≤ η,
it holds by Lemma 3.1.2 that α(θ∗) ≤ arccos(1/a∗)+ η. Hence (27) is bounded above by
L
{θ : α(θ) ≤ arccos(1/a∗)}(η) . (28)
Next, by the second part of Lemma 3.1.2, the set {θ : α(θ) ≤ arccos(1/a∗)} is a cap in Sn−2. By assumption (26) it has
the same spherical Lebesgue measure as the set {θ : a(u, θ) ≤ a∗}. By Poincaré’s Inequality, see [4, Theorem 1.4], (28) is
bounded above by
L
{θ : a(u, θ) ≤ a∗}(η) . (29)
Finally, it follows by applying Lemma 3.1.6 that if θ, θ∗ satisfy a(u, θ) = a∗ and ̸ θ, θ∗ ≤ η then
a(u, θ∗) ≤ 1
cos arccos(1/a∗)+ η
= 1
cos arccos(1/(a∗ + δ))
= a∗ + δ.
Any point θ∗ ∈ {θ : a(u, θ) ≤ a∗}(η) is clearly either contained in {θ : a(u, θ) ≤ a∗}, or satisfies ̸ θ, θ∗ ≤ η for some θ with
a(u, θ) = a∗. It follows that (29) is bounded above byL {θ : a(u, θ) ≤ a∗ + δ} ≡ H1u(a∗ + δ). 
The next result is an application of a Gaussian isoperimetric inequality.
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Lemma 3.2.2. Let 0 < q < q0 be arbitrary. Let Φn−1 denote the standard Gaussian measure in ℜn−1, and define as in
Lemma 3.1.1
Ψ (u) = Φn−1{v ∈ ℜn−1 : ‖Pr((u, v)|C)‖ ≤ q}
and
Ψ0(u) = Φn−1{v ∈ ℜn−1 : ‖Pr((u, v)|ℜ ×K(0))‖ ≤ q0}.
Suppose there exists u > 0 so that Ψ (u) = Ψ0(u). Then Ψ (u− t) ≥ Ψ0(u− t) for all 0 ≤ t < u.
Proof. We remind of the notation A(r) as the direct sum of a set A with the unit ball of radius r; all points within Euclidian
distance r of a point in A. For t ∈ [0, u] let η(t) = (q2 − (u − t)2)1/2 − (q2 − u2)1/2. It holds by Lemma 3.1.7 that
‖Pr((u− t, v + δ)|C)‖ ≤ q if ‖δ‖ ≤ η(t) and ‖Pr((u, v)|C)‖ ≤ q. Hence
{v : ‖Pr((u, v)|C)‖ ≤ q}(η(t)) ⊂ {v : ‖Pr((u− t, v)|C)‖ ≤ q}. (30)
The projection of (u, v) = (u, v2, . . . , vn) ontoℜ×K(0) equals (u, v2 ∨ 0, 0, . . . , 0). Hence
{v : ‖Pr((u, v)|ℜ ×K(0))‖ ≤ q0} = {v : u2 + (v2 ∨ 0)2 ≤ q20}
= {(v2, . . . , vn) : v2 ≤ (q20 − u2)1/2};
that is, {v : ‖Pr((u, v)|ℜ ×K(0))‖ ≤ q0} is a half-space in ℜn−1. It now follows by the isoperimetric inequality for n − 1
dimensional standard Gaussian measure, see Section 2.1, that
Φn−1

v : ‖Pr((u, v)|ℜ ×K(0))‖ ≤ q0
(η(t)) ≤ Φn−1 v : ‖Pr((u, v)|C)‖ ≤ q0(η(t)) . (31)
Finally, the right side of (31) can be written as
Φn−1

v : v2 ≤

q20 − u2
(η(t))
= Φn−1

v : v2 ≤

q20 − u2 + η(t)

= Φn−1

v : v2 ≤

q20 − u2 +

q2 − (u− t)2 −

q2 − u2

. (32)
Since q0 ≥ q and u > u− t > 0, it holds that
q20 − u2 −

q2 − u2 ≥

q20 − (u− t)2 −

q2 − (u− t)2.
We can hence bound (32) below by
Φn−1

v : v2 ≤

q20 − (u− t)2

= Ψ0(u− t). (33)
By Eqs. (31)–(33) it now follows that Ψ (u− t) ≥ Ψ0(u− t). 
3.3. Miscellaneous results concerning the chi-squared distribution
It what follows, Fk(t) and fk(t) denote respectively the distribution function and density of a chi-squared random variable
with k degrees of freedom. We interpret F0(t) as Constant 1. Further, Γ (t) and B(s, t) denote, respectively, the Gamma and
Beta functions.
Lemma 3.3.1. Let H0(a) and H1(a) be two distribution functions on [1,∞]. Suppose there is a value a0 so that H0(a) ≥ H1(a)
for a ∈ [1, a0[with the inequality reversed in [a0,∞]. Suppose further that for some v0 > 0 it holds that
∞
1 Fk(a
2v0)dH0(a) =∞
1 Fk(a
2v0)dH1(a). Then
∞
1 Fk(a
2v)dH0(a) ≥
∞
1 Fk(a
2v)dH1(a) for all 0 ≤ v ≤ v0 with the inequality reversed on ]v0,∞[.
Proof. Note the identity (d/dt)fk(t) = ((k/2− 1)/t − 1/2)fk(t). By integration by parts in then holds that∫ ∞
1
Fk(a2v)dH0(a) = 1− 2v
∫ ∞
1
aH0(a)fk(a2v)da, (34)
so that∫ ∞
1
afk(a2v0)H0(a)da =
∫ ∞
1
afk(a2v0)H1(a)da. (35)
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Furthermore
d
dv
[∫ ∞
1
Fk(a2v)dH0(a)
]
= d
dv
[
1− 2v
∫ ∞
1
aH0(a)fk(a2v)da
]
= −2
∫ ∞
1
aH0(a)fk(a2v)da− 2v
∫ ∞
1
aH0(a)
d
dv
[fk(a2v)]da
=
∫ ∞
1
(va2 − k)afk(a2v)H0(a)da (36)
and similarly for H1(a). Hence it follows by (35) and (36) that
d
dv
[∫ ∞
1
Fk(a2v0)dH0(a)−
∫ ∞
1
Fk(a2v0)dH1(a)
]
v=v0
= v0
∫ ∞
1
a3fk(a2v0)(H0(a)− H1(a))da
= v0
∫ ∞
1
a2J(a)da (37)
where J(a) = afk(a2v0)(H0(a)− H1(a)). By (34) and (35) it holds that
∞
1 J(a)da = 0 and that J(a) ≥ 0 for a ∈ [1, a0[with
the inequality reversed on [a0,∞[. Since a → a2 is increasing it hence holds that v0
∞
1 a
2J(a)da ≤ 0. By (37) this shows
the desired result. 
Corollary 3.3.1. Let ρ > 0 be such that q(α,C) = q(ℜ×K(ρ)) ≡ q whereK(ρ) is defined in (8). Define as in Lemma 3.3.1.
Ψ1(u) = Pr({v ∈ ℜn−1 : ‖Pr((u, v)|C)‖ ≤ q}) and similarly Ψ0(u) for ℜ ×K(ρ). Assume that Ψ0(u0) = Ψ1(u0) for some
u0 > 0. Then Ψ0(u0) ≤ Ψ1(u0) for u ∈ [0, u0] with the inequality reversed on [u0, q].
Proof. Assume Ψ0(u) = Ψ1(u). Define a0(θ) and a1(u, θ) as in (14) for, respectively, C and ℜ × K(ρ). Note that by
Lemma 3.1.2, a0(u, θ) does not depend on u and can be written a(θ). Let H0(a) and H1x(a) denote, respectively, the
distribution functions of a0(Θ) and a1(u,Θ) where Θ is uniformly distributed on the unit sphere Sn−2 ⊂ ℜn−1. From (15)
it holds that Ψ0(u) =
∞
1 Fn−1(a
2(q2 − u2))dH0(a), and Ψ1(u) =
∞
1 Fn−1(a
2(q2 − u2))dH1u(a). Further, by Lemma 3.1.5,
a1(u, θ) ≤ a1(u′, θ) if u ≤ u′. It hence suffices to show that∫ ∞
1
Fn−1(a2(q2 − u2))dH0(a) =
∫ ∞
1
Fn−1(a2(q2 − u2))dH1u(a) (38)
implies that∫ ∞
1
Fn−1(a2(q2 − u′2))dH0(a) ≥
∫ ∞
1
Fn−1(a2(q2 − u′2))dH1u(a) (39)
for u′ ≥ u.
For establishing (39) note that by (16) H0(a) is a continuous distribution function on [1,∞] with point masses in 1
and∞. H1u(a) is a distribution function, and as such right continuous with left limits, also with point masses in 1,∞. Let
a0 = inf{a : H0(a) ≤ H1u(a)}; since the integrals (38) are the same such a value exists, and H0(c) ≥ H1u(c) for c < a0. If
H0(a0) = H1u(a0) then H0(c) ≤ H1u(c) for c ≥ a0 follows by Lemma 3.2.1. If H0(a0) < H1u(a0) then there can not exist a
value c > a0 with H0(c) > H1u(c) because this would imply that H0(d) = H1u(d) for some a0 < d < c , again yielding a
contradiction by Lemma 3.2.1 The desired result (39) now follows by application of Lemma 3.3.1 with v0 = q2 − u2 and
k = n− 1. 
For the next result, define for any ρ ∈ [0, π/2], p ≥ 2 and j = 0, . . . , p a triangular array by
ωpj = 12
Γ (p− 1)
Γ (j)Γ (p− j)
B((p− j)/2, j/2)
B(1/2, (p− 1)/2) sin
j−1 ρ cosp−j−1 ρ, 1 ≤ j ≤ p− 1, (40)
ωp0 = Γ (p/2)
Γ ((p− 1)/2)Γ (1/2)
∫ π/2−ρ
0
sinp−2 t dt
ωpp = Γ (p/2)
Γ ((p− 1)/2)Γ (1/2)
∫ ρ
0
sinp−2 t dt.
That is,ωpj are theweights of the chi-bar squared distribution that is the distribution of the projection of a p-variate standard
normal vector onto a circular cone in ℜp with angle ρ, see e.g. [5], p. 375. We suppress the dependence of ωpj on ρ for
notational convenience. We let ω˙pj denote the derivative of ωpj with respect to ρ. We define further alternating sums
ω˙pj+ = ω˙pj + ω˙p(j+2) + ω˙p(j+4) + · · · +

ω˙pp if p, j have same parity
ω˙p(p−1) if p, j have opposite parity.
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Then it is known, see [12], or it can be proven with some effort, that the sum of the odd and even weights are the same, that
is, ωp0+ = ωp1+ = 1/2, and hence
ω˙p0+ = ω˙p1+ = 0. (41)
The weights further satisfy the following interesting equation:
Lemma 3.3.2. Define Spj ≡ ω˙pj+/ωpj. It then holds for all p = 2, 3, . . . , j = 1, . . . , p that Spj = (j−1) tan−1 ρ if 1 ≤ j ≤ p−1
and Spp ≥ (p− 2) tan−1 ρ .
Proof. Notice first that
Spp = sin
p−2 ρ ρ
0 sin
p−2 tdt
= sin
p−2 ρ ρ
0 (sin
p−3 t)(cos t)(tan t)dt
≥ (tan−1 ρ) sin
p−2 ρ ρ
0 (sin
p−3 t)(cos t)dt
= (tan−1 ρ) sin
p−2 ρ
[(1/(p− 2)) sinp−2 t]ρ0
= (p− 2) tan−1 ρ.
This proves the assertion for all p ≥ 2 and j = p. Next for 1 ≤ j ≤ p− 1 differentiate (40) to show that
ω˙pj =

(j− 1) tan−1 ρ − (p− j− 1) tan ρωpj, (42)
and further for 3 ≤ j ≤ p− 1
ωpj = p− j+ 1j− 1 (tan
2 ρ)ωp(j−2). (43)
Since by (42) Sp(p−1) = ω˙p(p−1)/ωp(p−1) = (p− 2) tan−1 ρ, the lemma holds for all p ≥ 2 and j = p− 1.
Next, note that
Sp(p−2) = ω˙p(p−2) + ω˙pp
ωp(p−2)
= (p− 3) tan−1 ρ − tan ρ + ω˙pp
ωp(p−2)
.
By definition ω˙pp = Γ (p/2)/(Γ ((p− 1)/2)Γ (1/2)) sinp−2 ρ. The scaling constants for ωpp and ωp(p−2) given in (40) can be
verified to be identical, that is,
Γ (p/2)/(Γ ((p− 1)/2)Γ (1/2))
(1/2)Γ (p− 1)B(1, (p− 2)/2)/(Γ (p− 2)B(1/2, (p− 1)/2)) = 1,
so that ω˙pp/ωp(p−2) = tan ρ. Hence the claims of the lemma are also satisfied for all p = 1, 2, . . . and j = p− 2.
We have shown the lemma for all p ≥ 2 and j ∈ {p− 2, p− 1, p}. Assume next that it holds, that is, Spj = (j− 1) tan−1 ρ
for p = 2, 3, . . . and j = j0 + 1, . . . , p− 1 where 1 ≤ j0 ≤ p− 3. Then it follows by (42) and (43) that
Spj0 =
ω˙pj0
ωpj0
+ ω˙p(j0+2)
ωpj0
Sp(j0+2)
= (j0 − 1) tan−1 ρ + (p− j0 − 1) tan ρ +

p− j0 − 1
j0 + 1 tan
2 ρ

(j0 + 1) tan−1 ρ
= (j0 − 1) tan−1 ρ.
That is, the lemma holds also for j = j0 and by induction for all j = 1, . . . , p. 
Lemma 3.3.3. Let a1, . . . , an be constants so that
a1, . . . , aj0 ≤ 0; aj0+1, . . . , an ≥ 0.
Let fj(x) denote the chi-squared density with j degrees of freedom. Assume for some x > 0 that
∑n
j=1 ajfj(x) = 0. Then
(d/dx)
∑n
j=1 ajfj(x) ≥ 0.
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Proof. There exist k1 ∈ [0, j0/2] and k2 ∈]j0/2, n] so that
d
dx

n−
j=1
ajfj(x)

=
n−
j=1
aj

j/2− 1
x
− 1/2

fj(x)
= 1
x
n−
j=1
(j/2)ajfj(x)(since
−
ajfj(x) = 0)
= 1
x

j0−
j=1
(j/2)ajfj(x)+
n−
j=j0+1
(j/2)ajfj(x)

= 1
x

k1
j0−
j=1
ajfj(x)+ k2
n−
j=j0+1
ajfj(x)

≥ 1
x
k1
n−
j=1
ajfj(x)
= 0. 
3.4. Miscellaneous analytical results
Lemma 3.4.1. Let Ψ1(u) and Ψ0 be nonnegative real functions so that
Ψ0(u) = Ψ0(−u), Ψ1(−|u|) ≥ Ψ1(|u|), (44)∫ ∞
−∞
Ψ1(u)du =
∫ ∞
−∞
Ψ0(u)du = 1− α, (45)
and
Ψ0(u) ≤ Ψ1(u) for u ∈ [0, u0[
Ψ0(u) ≥ Ψ1(u) for u ∈ [u0,∞[, (46)
for some u0 ≥ 0. Then it holds that∫ ∞
−∞
exp(u)Ψ0(u)du ≥
∫ ∞
−∞
exp(u)Ψ1(u)du.
Proof. Define β =  −u0−∞ (Ψ1(u)−Ψ1(−u))φ(u)du and note that, since by assumption Ψ1(u) ≤ Ψ1(−u) for u > 0, it follows
that β ≥ 0. Define further
Ω(u) =

Ψ1(u) if u ≥ u0
(Ψ1(u)+ Ψ1(−u))/2 if − u0 ≤ u < u0
Ψ1(−u) if u < −u0.
(47)
By this construction it holds that
Ω(u)
=
≥
≤

Ψ1(u) for
u ≥ u0
0 ≤ u < u0
u < 0

. (48)
Since
∞
−∞Ω(u)du+ β =
∞
−∞ Ψ1(u)du = 1− α, and exp(0) = 1 we further have∫ ∞
−∞
exp(u)Ψ1(u)du ≤
∫ ∞
−∞
exp(u)Ω(u)du+ β. (49)
By (47) and (48),Ω(u) is symmetric and satisfiesΩ(u) = Ψ1(|u|) ≤ Ψ0(u) for |u| ≥ u0whileΩ(u) = (Ψ1(u)+Ψ1(−u))/2 ≥
Ψ1(|u|) ≥ Ψ0(u) for |u| < u0. Since by assumption
∞
−∞Ω(u)du + β =
∞
−∞ Ψ0(u)du, and u → exp(u) + exp(−u) is
increasing, it follows that∫ ∞
−∞
exp(u)Ω(u)du+ β ≤
∫ ∞
−∞
exp(u)Ψ0(u)du. (50)
Combining (48) with (50) shows the desired result. 
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4. Proofs of Theorems 2.1–2.3
4.1. Proof of Theorem 2.1
The acceptance area (1) of the restricted test is {x ∈ ℜn : ‖Pr(x|C)‖ ≤ q(α,C)}. By the identity ‖Pr(x|C)‖ =
‖x − Pr(x|C∗)‖ with C∗ the dual cone, it follows that the acceptance area can alternatively be described as the q(α,C)-
extension of C∗,
C∗(q(α,C)) = {x ∈ ℜn : ‖x− C∗‖ ≤ q(α,C)}.
Assume for now that n ≥ 3 and consider the coneℜ×K(ρ) defined in (8). In particular, the dual cone ofℜ×K(π/2) is
(ℜ×K(π/2))∗ = {(v1, . . . , vn) : v1 = 0, v2 ≥ 0, v3, . . . , vn = 0};
that is, a half-line in ℜn. This is the smallest, nonempty convex cone, and letting Φn denote a standard n-dimensional
Gaussian measure it follows by rotational invariance ofΦn that
Φn(C
∗(q)) ≥ Φn((ℜ×K(π/2))∗(q)), all q. (51)
Since further (ℜ ×K(ρ1))∗ ⊂ (ℜ ×K(ρ0))∗ for ρ0 ≤ ρ1, we can use absolute continuity of Φn and decrease ρ from π/2
to 0 to show that one of the two situations below must hold:
q(α,C) = q(α,ℜ×K(ρ)) for some ρ > 0, (52)
or
q(α,C) ≤ q(α,ℜ×K(0)). (53)
If n = 2, the coneC is trivially contained in a half-space inℜ2 so that (53) is satisfied. In the other cases denote q(α,C) = q1
and q(α,ℜ × K)(ρ) = q0; then q1 ≤ q0 with inequality if ρ = 0. Define as in Lemma 3.1.1 Ψ1(u) = Φn−1({v :
‖Pr((x, v)|C)‖ ≤ q1}) and Ψ0(u) = Φn−1({v : ‖Pr((x, v)|ℜ ×K(ρ)‖ ≤ q0})). Then also by Lemma 3.1.1, Ψ1(u) ≤ Ψ1(−u)
for u ≥ 0 while Ψ0(u) is symmetric. Furthermore, since
Φn({x : ‖Pr(x|C)‖ ≤ q0}) =
∫ ∞
−∞
Ψ0(u)φ(u)du = 1− α
and
Φn({x : ‖Pr(x|ℜ ×K(ρ))‖ ≤ q1}) =
∫ ∞
−∞
Ψ1(u)φ(u)du = 1− α,
with φ(u) = (2π)−1/2 exp(−u2/2), it follows that conditions (44) and (45) of Lemma 3.4.1 are satisfied by Ψ0(u)φ(u) and
Ψ1(u)φ(u). As for the remaining condition of Lemma 3.4.1, note that by Lemma 3.1.1, Ψ0 respectively Ψ1, is continuous
on [0, q0[, respectively [0, q1[, and that Ψ1(u) = 0 for u ∈]u1, u0] with this set empty if q1 = q0. It follows that either
Ψ0(u) > Ψ1(u) for all u > 0;Ψ0(u) > Ψ1(u) for u ∈ [0, q1] with the inequality reversed on ]q1, q0], or Ψ0(u0) = Ψ1(u0)
for some u0 ∈ [0, q1]. In the first two cases, (46) is trivially satisfied. If Ψ0(u0) = Ψ1(u0), then it follows from either
Corollary 3.3.1 (for the case (52) or Lemma 3.2.2 (for the case (53) that (46) is satisfied). Hence by that lemma∫ ∞
−∞
exp(u)Ψ0(u)φ(u)du ≥
∫ ∞
−∞
exp(u)Ψ1(u)φ(u)du. (54)
To finish the proof of Theorem 2.1, note finally by a change of variables that the power of the restricted test against the
alternative (1, 0, . . . , 0) can be expressed as
π(C, α) = 1− P (‖Pr(U1 + 1,U2, . . . ,Un)|C‖ ≤ q1)
= 1−
∫
{‖Pr(u|C)‖≤q1}
φ(u1 − 1) · · ·φ(un)du1 · · · dun
= 1− exp(−1/2)
∫
{‖Pr(u|C)‖≤q1}
exp(u1)φ(u1) · · ·φ(un)du1 · · · dun
= 1− exp(−1/2)
∫ ∞
−∞
exp(u)Ψ1(u)φ(u)du, (55)
and similarly π(ℜ × K(ρ), α) = 1 − exp(−1/2) ∞−∞ exp(u)Ψ0(u)φ(u)du. It then finally follows from (54) that π(ℜ ×
K(ρ), α) ≤ π(C, α). 
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4.2. Proof of Theorem 2.2
Simplify notation to q(ℜ ×K(ρ), α) = q(ρ) so that Pr ‖P(U)|ℜ ×K(ρ)‖ ≤ q(α) = 1 − α. In the notation used so
far we have that
Ψ0(u) = Φn−1

v ∈ ℜn−1 : ‖Pr((u, v)|ℜ ×K(ρ))‖ ≤ q(α)
satisfies
∞
−∞ Ψ0(u)φ(u)du = 1− α. The projection onto a the circular coneK(ρ) ⊂ ℜn−1 has been studied by [9,13,5]. Let
V2, . . . , Vn be iid standard normal. From the references given above it is known that
‖Pr((V2, . . . , Vn)|K(ρ))‖2 ∼
n−1
j=0
ωn−1,jχ2j (56)
where the triangular array of constants {ωpj, j = 0, . . . , p, p = 2, 3, . . .} is as defined in (40). It follows that Ψ0(u) =∑n−1
j=0 ωn−1,jFj(q(α)2 − u2) for Fj(t) the distribution function of χ2j . Further,∫ q(ρ)
0

n−1
j=0
ωn−1,jFj(q(α)2 − u2)

φ(u)du = 1− α
2
, (57)
and by (55) the power is given by
π(ℜ×K(ρ), α) = 1− exp(−1/2)
∫ q(ρ)
0
exp(u)

n−1
j=0
ωn−1,jFj(q(α)2 − u2)

φ(u)du. (58)
For p ∈ {0, 1}, it holds that
∂
∂ρ
∫ q(ρ)
0
exp(pu)

n−1
j=0
ωn−1,jFj(q(α)2 − u2)

φ(u)du

= exp(pq(ρ))φ(q(ρ))ω(n−1)0q˙(ρ)
+
∫ q(ρ)
0

exp(pu)φ(u)

n−1
j=0
ω˙(n−1)jFj(q2(ρ)− u2)+ 2ω(n−1)jfj(q(ρ)2 − u2)q˙(ρ)

du. (59)
Since trivially F0(t) ≡ 1 for t ≥ 0, we can in (59) arbitrarily define f0(x) = 1 if x = 0. For j ≥ 2 integration by parts shows
that the chi-squared distribution function satisfies
Fj(t) = −2fj(t)− 2fj−2(t)− 2fn−4 − · · ·
−2f3(x)+ F1(x), j odd
−2f2(x)+ 1, j even. (60)
Using (60) and (41) we find by matching up terms involving fj that
n−1
j=0
ω˙(n−1)jFj(q2(ρ)− u2)
=
n−1
j=0
ω˙(n−1)j ×

−2fj(q2(ρ)− u2)− 2fj−2(q2(ρ)− u2)− · · · +

F1((q2(ρ)− u2)), j odd
1, j even

=
n−1
j=0
−2ω˙(n−1)j+fj(q(ρ)2 − u2).
We have here used that ω˙(n−1)0 = ω˙(n−1)1 = 0 so that the terms including 1 and F1 vanish. Now (59) can be simplified to
exp(pq(ρ))ω(n−1)0q˙(ρ)φ(q(ρ))+
∫ q(ρ)
0
exp(pu)

n−1
j=1
2
−ω˙(n−1)j+ + ω(n−1)jq˙(ρ) fj(q(ρ)2 − u2)φ(u)du
=
∫ q(ρ)
0
exp(pu)

n−1
j=1
2
−ω˙(n−1)j+ + ω(n−1)jq˙(ρ) fj(q(ρ)2 − u2)φ(u)(du+ dϵq(ρ)(u)) (61)
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where ϵq(ρ)(u) is the one-point measure in q(ρ). Consider the integrand
s(u) ≡
n−1
j=1
2
−ω˙(n−1)j+ + ω(n−1)jq˙(ρ) fj(q(ρ)2 − u2)
=
n−1
j=1
2ω(n−1)j

− ω˙(n−1)j+
ω(n−1)j
+ q˙(ρ)

fj(q(ρ)2 − u2)
≡ −
n−1
j=1
2ω(n−1)j(S(n−1)j − q˙(ρ))fj(q(ρ)2 − u2) (62)
where S(n−1)j is defined in Lemma 3.2.2. Since by (57) and (61) equals 0 for p = 0, there is at least one u0 ∈ [0, q(ρ)]where
(62) equals 0. It will follow that (61) is positive for p = 1 if it can be shown that for this value
s(u)
≤0 for u ∈ [0, u0]
≥0 for u ∈]u0, q(ρ)]. (63)
By Lemma 3.3.2 it holds that 0 < S(n−1)1 ≤ S(n−1)2 ≤ · · · ≤ S(n−1)(n−1). Since s(u0) = 0 is assumed, there must hence be an
index j0 ≤ n− 2 so that ω(n−1)j(S(n−1)j − q˙(ρ)) < 0 for j ≤ j0 with the inequality reversed for j = j0 + 1, . . . , n− 1. Hence
it follows by applying Lemma 3.3.3 with a(n−1)j = ω(n−1)j(−S(n−1)j + q˙(ρ)) that
d
du
s(u)|u=u0 = −
d
du

n−1
j=1
2ω(n−1)j(S(n−1)j − q˙(ρ))fj(q(ρ)2 − u2)

u=u0
= 4u0
n−1
j=1
ω(n−1)j(S(n−1)j − q˙(ρ))f ′j (q(ρ)2 − u20)
≥ 0.
It follows that (61) is nonnegative, and hence by (58) (d/dρ)π(ℜ×K(α), ρ) ≤ 0. 
4.3. Proof of Theorem 2.3
Recall thatℜ×K(π/2) = {u, v2, . . . , vn : v2 ≥ 0}. It holds that Pr((u, v)|ℜ ×K(π/2)) = (u, v2 ∨ 0, v3, . . . , vn), and
‖Pr((U, V ) ‖ ℜ×K(π/2))‖2 ∼ 1/2χ2n−1+(1/2)χ2n . LetW = U2+V 23 +· · · , V 2n and q = q(ℜ×K(π/2), α), q1 = q(ℜn, α).
By (55) the power function satisfies
1− π(ℜ×K(π/2), α) = e−1/2E exp(U)I ‖Pr((U, V )|{u2 ≤ 0})‖ ≤ q
= e−1/2EE

exp(U) I

U2 + (V2 ∨ 0)2 + V 23 + · · · + V 2n
1/2 ≤ qW
= 2e−1/2
∫ q
0
E (exp(U)|W = w)

1
2
+ F1(q
2 − w)
2

fn−1(w)dw
while the power function of the unrestricted test satisfies
1− π(ℜn, α) = 2e−1/2
∫ q1
0
E (exp(U)|W = w) F1(q21 − w)fn−1(w)dw.
Since by definition∫ q
0

1/2+ F1(q2 − w)/2

fn−1(w)dw =
∫ q1
0
F1(q21 − w)fn−1(w)dw = (1− α)/2,
and since q1 > q, it will suffice to show that
w→ E (exp(U)|W = w) is nondecreasing, (64)
and that
f1(F−11 (1/2+ F1(t)/2))− f1(t)/2 ≤ 0, for all t > 0. (65)
The clime (64) is obvious, because the conditional distribution of U21 given W = w is distributed as wB where B ∼
Beta(1/2, (n − 2)/2) and hence stochastically increasing in w. (For n = 2,U = W so that E (exp(U)|W = w) = exp(w).)
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For proving (65), define u(t) = F−11 (1/2+ F1(t)/2) and G(t) = f1(u(t)),H(t) = f1(t)/2. Then
G′(t) = f
′
1(u(t))
f1(u(t))
f1(t)
2
=
−1/2
u(t)
− 1
2

f1(t)/2,
and similarly H ′(t) = ((−1/2)/t − 1/2) f1(t)/2. So since u(t) > t it holds that G′(t) − H ′(t) > 0 all t > 0. Next, By
l’Hospital’s rule it further holds that
lim
t→∞
G(t)
H(t)
= lim
t→∞
G′(t)
H ′(t)
= lim
t→∞
(1/2)/u(t)+ 1/2
(1/2)/t + 1/2 = 1.
Hence G(t)− H(t) ≤ limt→∞(G(t)− H(t)) = limt→∞ H(t)(G(t)/H(t)− 1) = 0. This proves (65). 
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