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Abstract—This research introduces an approach to diagnose 
diseases from medical check-up test reports. The proposed 
approach is produced from Optical Character Recognition (OCR) 
technology to convert the hard copy test reports into editable 
textual data, Bag of Words (BoW) model as feature selection 
algorithm, Naïve Bayes as classification algorithm, and AdaBoost 
technique to enhance the performance of the Naïve Bayes 
classifier. The performance of the proposed approach is very good 
in terms of validity and can be used in diagnosing of diseases from 
medical check-up test reports. The proposed approach is trained 
on dedicated trained partitions of multiple medical datasets, and 
then tested on the testing sets partitioned from the original 
datasets. The proposed algorithm is compared with the Support 
Vector Machine (SVM), Naïve Bayes (NB), Decision Table (DT), 
and k-Nearest Neighbors (k-NN) classifiers, in which all the 
algorithms are tested on the same datasets. The proposed 
algorithm showed higher accuracy than the other four classifiers. 
So, the proposed approach which is the combination of BoW with 
AdaBoost technique is used to predict the name of the diseases 
from the medical check-up test reports. After that, an image as an 
example of the disease will be presented as well with the name of 
the disease to the physician and the patient. The image 
presentation is very important for the patients, because they may 
not familiar with the medical terms and disease names. Finally, the 
proposed approach can be used in the medical area because of its 
good performance and showing validated results after it is tested.  
Keywords—Natural Language Processing, Optical Character 
Recognition, Bag-of-Words, AdaBoost, Support Vector Machine, 
Decision Table, Naïve Bayes, k-Nearest Neighbors 
I. INTRODUCTION 
Diagnosis of diseases is considered as one of the most 
important, complex and required issues in the medical 
system for reducing the false detection rate of the diagnosis 
of diseases [5] with the hope to effectively guarantee the 
diagnosis of diseases from the medical test reports, and the 
best matching medication for the patients. In fact, i t is 
significant in health sectors to set long, medium and short-
term strategies to determine concrete systems, so that to give 
a higher rate of accuracy for diagnosing of diseases by the 
medical diagnostic centers. Thus, it is perfectly safe to state 
that these concrete systems of diagnosis will tip and aim at 
reaching closer and faster to ultimate health goals within the 
scope and domain of the medical framework. 
It is worth to mention that, discovering new approaches to 
improve the medical system for the health sectors needs a very 
good performance, and it can be done by the cooperation of the 
physicians with the system engineers to identify the key 
features for diagnosis of diseases from medical reports easier. 
It is obvious to mention that highly qualified and 
professional medical systems can be considered as one of the 
major assets for improving the quality level in health sectors. 
Therefore, it is very crucial to convey systems for analyzing 
medical test results, assessment in a professional way to 
comprehend the accuracy of the system, performance in 
terms of pros and cons to make sure for analyzing and 
diagnosing of diseases. The proposed approach or model can 
be summarized by the following steps:  
• A captured or scanned copy of the medical check-up 
test report is inserted into the proposed model, it is being 
converted from the image into textual data using OCR.  
• Pre-processing for the textual data will be done to 
prepare it for feature selection.  
• The BoW will be used to create bags for each disease 
type according to their features.  
• The AdaBoost technique will be used for enhancing the 
classification performance of the medical check-up tests.  
• An image of the related disease will be displayed to the 
physician and the patient. 
Ease of use, raising the accuracy and showing the sample 
image to the patients to understand easier are considered as 
the highlighted advantages of the proposed approach. And 
the disadvantage of the proposed approach is that it needs 
too much data to train itself and it is not a simple task, then 
it can be used in real life. 
As a matter of fact, analyzing features for diagnosing 
diseases with perfect accuracy is viewed as tremendously 
important. The performance of classification is the most 
important measure to evaluate the classifiers. By taking the 
result of the proposed approach under test to reach the main 
goal, the help and contribution of specialties of the field are 
highly noticed.  
Consequently, medical diagnosis is a very sensitive task, 
since if the result of the diagnosis was incorrect it causes 
using wrong medications and causes a very terrible result, 
since an error in the prediction of the disease causes a 
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disobey about the life of people. It is true to say that the 
process of diagnosis of diseases in medical check-up tests is 
a vigorous issue at both theory and practical levels, so it is 
deemed as a research subject for the health sector. So, we 
need some models with capabilities to reduce the rate of 
incorrect diagnosis of diseases. For those reasons, this 
project was designed to show a very good performance and 
display the disease name and a sample image in a way that 
is very simple for the patient to understand.  
This approach is developed to give results that affect the 
improvement of the diagnosis of diseases. In addition to the 
accuracy, the time needed for the report to for analyzing is 
also considered, wherein [1] is proved that the data 
processing of medical area using computerized systems is 40 
times faster than the one is done manually, and also it will 
be easier to be understood by the patients.  
Designing an approach with good performance allows the 
model to guarantee that works well for the specified domain 
[2]. For that reason, a novel approach is presented to 
diagnose diseases from medical check-up test reports. 
Over the last five decades, a great number of researches 
have been done on character recognition techniques. 
Reference [3] mentioned the OCR as a successful 
technology for transformation of printed text into editable 
text. They are mentioning that OCR is very popular and 
beneficial technology in various fields to be used in different 
kinds of applications. They also mentioned that the accuracy 
rate of the OCR is directly affected by the quality of the 
images. And sometimes it is hard to extract text from printed 
texts or images, because of the color, complexity of the 
background, the orientation of the text on the image, .etc. 
BoW algorithm for the annotation of medical images to 
be performed automatically is offered in [4], it was used to 
reduce the dimensionality of the text that is based on the 
concept of “term frequency - inverse document frequency” 
(tf-idf), and reduced the co-occurrence between terms. The 
medical report images which are used were containing text 
describing medical images. They were interested to extract 
all the relevant terms that were containing medical concepts. 
They used the BoW model to recover the vector of the 
features. Finally, they got to the conclusion that the medical 
diagnosis classification has to cover feature selection too, 
because combining feature selection technique with machine 
learning algorithms as feature extraction technique produces 
an output with a higher accuracy rate. 
The researchers in [5] were developed an algorithm for 
extraction of mammographic infection information from 
free-text mammography reports, the algorithm was a rule-
based Natural Language Processing (NLP) system. The 
system could extract four mammographic findings: 
architectural distortion, calcification, asymmetry, and mass. 
The annotations of status and anatomical locations were 
associated with each extracted findings from the system 
through association rules. After excluding unnecessary 
findings, confirmed extracted findings were summarized. A 
set of hundred reports were manually checked for the 
purpose of evaluating the accuracy of the proposed NLP 
system. The system could correctly mention the findings 
from 96 samples out of the 100 reports. According to the 
results, the system successfully extracted helpful 
information from medical mammography reports.  
The authors of [6] proposed a hybrid technique algorithm 
which is derived from the combination of AdaBoost and fuzzy 
methods to analyze medical data and diagnosis of diseases. In 
which AdaBoost is used as a general method to improve the 
performance of the learning algorithms, and the fuzzy method 
used as base classifier, the combination of both could provide 
higher accuracy rate in medical data classification and 
diagnosis of diseases. They tested the proposed algorithm 
against four medical datasets for cardiovascular, epileptic 
seizure detection, hepatitis and Parkinson diseases. The average 
accuracy rate from the four datasets was 95.8%, and it was a 
validated result, because of the complexity of classification of 
the medical data. 
In this work, the combination of BoW with AdaBoost 
techniques are used, where the Naïve Bayes algorithm is 
used as the base classifier for the AdaBoost to classify novel 
instances. As a result, the proposed algorithm showed a 
validated result, since the combination of those two 
techniques is often shows great accuracies. 
This paper is organized as follows: Section II describes the 
methods and materials used in the proposed approach. Section 
III shows the experimental results and discusses them briefly. 
Finally, some points are concluded in section IV. 
II. METHODS AND MATERIALS 
This research falls into the field of machine learning, 
which is a very hot field and is getting common to be used 
in the medical domain. This project is used to diagnose 
diseases from medical check-up test reports that contain tests 
with their results, such as Heartbeat rate is 84, Hypertension 
is abnormal, Diabetes mellitus exists, ...etc. as shown in Fig. 
1. The aim of this research is to find a novel approach for 
diagnosing diseases from medical check-up test reports with 












Fig. 1: sample of medical check-up test report  
 
There are many different NLP techniques for 
transforming handwritten text or text on papers into editable 
textual data, in this research Tesseract OCR is used to 
perform the task of extracting text from medical check-up 
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test reports, because it is a very powerful tool and simple to 
use to perform that task. And BoW is selected to be used as 
feature section algorithm among various algorithms with the 
aim to simplify the datasets before classifying their data in 
the upcoming steps to produce results with higher accuracy. 
And there are also many different machine learning 
classification algorithms to be used for classification 
purposes, among them four powerful classifiers have been 
selected to be compared and choosing the one with the best 
performance in medical data analysis domain to be used as 
the base classifier with the AdaBoost technique. The four 
classifiers are SVM from the Functions family, k-NN from 
the Lazy, DT from the Rules, and NB from the Bayes family.  
The SVM, k-NN, DT, and NB classifiers are tested twice. 
Once without adopting the BoW, and once after applying the 
BoW on the datasets. Raising of the accuracy have been 
noticed after the adoption of the BoW as they are compared 
with the same algorithms before applying the BoW. Then 
AdaBoost technique is applied on all the four classifiers 
individually after the adoption of the BoW, and again raising 
the performance rate is noticed in terms of correctly 
classified instances when they are compared to the 
classifiers as they showed their performances before using 
AdaBoost. This research showed that the proposed approach 
could be used as a new model in the machine learning field 
and medical area. So, the combination of the BoW and 
AdaBoost has been selected to be trained against the 
datasets, then to be used for the testing phase with the aim 
to diagnose diseases from the medical check-up test reports.  
The final step in the proposed approach, after diagnosing the 
name of the disease and display to the physician and the patient, 
is displaying a sample image to them to understand the case 
easier by the patients with the name of the disease on the top of 
the image. The image is not the infected organ image of the 
patient, it is just a sample to have an idea on the disease. Finally, 
the disease name with the sample image will be the output from 
the proposed approach as shown in Fig. 2. And the structural 













Fig. 2: A sample of normal and infected kidney images as the output of 






















































Fig. 3: Shows the methodology of the proposed model.  Part A shows the 
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Three different medical check-up test datasets of patients 
were collected from different sources, each contains 
different medical tests and values for each of the tests, but 
they do not contain any disease names, for that purpose, with 
the help of physicians the disease names were added to each 
record for all the three datasets as shown in the last column 
in Table I. The first dataset contains heart disease tests, 
obtained from the University of California, Irvine (UCI) 
database, which is one of the world’s greatest databases for 
scientific datasets. The dataset contains medical records; 
each record contains 14 different attributes for 303 different 
patients which have been collected by four researchers from 
four different medical centers [7]. The second dataset 
contains Kidney disease tests, obtained from Medya 
Diagnostic Center (MDC) in Erbil, Iraq, which is a high 
qualified diagnostic center in the Middle East. The MDC 
dataset contains 10 different tests for 576 patients. And the 
last dataset contains Thoracic disease tests, also obtained 
from the UCI database, the dataset contains 17 different tests 
for 470 patients which have been collected by two 
researchers from Wroclaw University [8]. Finally, 70% from 
each of the three datasets were partitioned as the training set 
and 30% as the testing set. The number of samples, training, 
and testing set instances of each dataset are shown in Table 
II. 
  









TABLE II: NUMBER OF THE SAMPLES, TRAINING, AND TESTING SET INSTANCES 
OF EACH DATASET 
Dataset               Total no. of       No. of training         No. of testing 
  name                    samples               samples              samples 
UCI   (heart)              303                         212                     91    
MDC (kidney)           576                      403                     173    
UCI   (thoracic)         470                      329                     141    
 
B.Feature Selection 
In machine learning, feature selection is the process of 
selecting a subset of relevant variables or features to be used 
in model construction. It is also known as variable subset 
selection, and attribute selection [9]. Feature selection 
methods work to decrease and remove irrelevant features in 
the sets which have no impact on the output. It enhances the 
data for the next step, thus the classification of new instances 
will be more accurate [10]. 
In the proposed approach, the BoW is chosen to be used 
as feature selection algorithm, since it has a great capability 
for selecting features. The algorithm creates bags for each 
instance types, in this work bags are created for each disease 
types for all the three datasets used. 
 
C. Bag-of-Words (BoW) 
It also called Bag of Features (BoF) and vector space 
model [11]. In this technique, a text in a document is 
demonstrated as the bag (multiset) of its words (or bag of 
its features). The order of the word and the grammar does 
not affect the output, but the number of occurrences affects. 
The BoW model is also used widely in the fields of Natural 
Language Processing (NLP), Information Retrieval (IR), and 
computer vision areas. This model is commonly used in 
applications using document classification algorithms where 
the occurrence of each word is used as a feature for the 
classifier training [12]. 
 
D. Classification of the Data 
The classifiers used in this work are the followings: 
 
1)Support Vector Machines (SVM)  
      The SVM is a Machine Learning classification 
algorithm, and it is generally identified as a separating 
hyperplane. An optimal hyperplane is the output of the 
algorithm that categorizes the entities. In two-dimensional 
plane the algorithm separating hyperplane is a line that 
separates the space into two parts, each class type will be in 
each side [13]. The SVM finds a separating hyperplane in an 
N-dimensional space, where N is the number of class types. 
The main goal of SVM is to find a separating hyperplane 
with the maximum margin, since for separating classes of 
entries, there are more than one possible separating 
hyperplanes to do the task of categorization.  
 
2) k-Nearest Neighbors (k-NN) 
      The k-NN is a non-parametric and instance-based 
learning algorithm and is commonly used for classification 
and regression [15]. In the feature space, the input consists 
of k closest training examples for both the classification and 
regression. It flows into lazy learning or instance-based 
learning. The k-NN algorithm is one of the simplest and 
common machine learning algorithms. It is a very useful 
technique, and it can be used to assign weight to each object 
with the help of its neighbor objects. This way the nearer 
neighbors have more impact on the average than the others 
which are more distant. For example, the weighting scheme 
of each point is done by giving each neighbor a weight which 
is equal to 1/d, where d is the distance to each neighbor from 
that object.  
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3) Decision Table (DT) 
It is a brief visual representation for identifying 
which actions to be performing according to the given 
conditions. The output of the Decision Table is a set of 
actions. Each of the decisions communicates to a variable, 
or verify whose reasonable values are listed among the 
conditions, and the actions are operations to be performed. 
Rather than the four basic quadrant structure, decision tables 
widely vary according to the conditions and actions 
represented. Sometimes it uses simple true and false values 
to represent the conditions, sometimes it uses numbers for 
the conditions, and few times it uses probabilistic 
representations for conditions [14]. 
 
4) Naïve Bayes (NB) 
       It is discovered and falls into the community of text 
retrieval in 1960 [12]. It could remain as a baseline technique 
in the domain of text categorization. In machine 
learning, NB classifiers are a group or family of 
"probabilistic classifiers" that are simple and based on 
applying the theory of Bayes with assumptions between the 
features that are strong and independent. It is popular to be 
used as a solution to the problem of document categorization 
to decide that to which category it belongs, by using word 
frequencies as the features for the categories. NB classifiers 
are scalable as a high level; in learning problems it requires 
a number of parameters linear with the number of features 
(variables). One of the common fields that it deals to work 
with, is automatic medical diagnosis applications [16]. 
 
5) AdaBoost 
AdaBoost is shortened for Adaptive Boosting. It is 
a meta-algorithm of machine learning, which is invented by 
Schapire and Freund [17]. In AdaBoost, the base algorithm 
will be boosted or improved in an iterative manner by 
selecting the training set depending on the accuracy of the 
previous training iteration. And at any iteration, the accuracy 
weight of the trained algorithm depends on the best accuracy 
which is achieved in the previous iterations. AdaBoost is 
more sensitive than the other learning algorithms when 
encountering outliers and noisy data. The boosting algorithm 
of the Schapire and Freund which is called AdaBoost was 
the first algorithm in the field of machine learning. 
Nowadays, it is one of the most studied and widely used 
algorithms that is used in a huge number of applications in 
different fields [18]. 
III. RESULTS AND DISCUSSION 
Classification is done for all the three datasets after splitting 
them into 70% as the training set and 30% as the testing set, 
then using four different machine learning classification 
algorithms; SVM, k-NN, NB and DT to classify the data. 
Firstly, SVM, k-NN, NB and DT algorithms are separately 
tested against the three datasets without employing the BoW as 
feature selection algorithm. Table III shows the complete 
accuracy rate in terms of Correctly Classified Instances (CCI) 
for each algorithm. Then, SVM, k-NN, NB and DT algorithms 
are separately tested against the three datasets after employing the 
BoW as feature selection algorithm. Table IV shows the complete 
accuracy rate for each classifier after selecting the features using 
the BoW algorithm. As it can be seen in Tables III and IV, the 
average of the accuracy rates of classification for all the three 
datasets after selecting the features using BoW for SVM is raising 
from 0.869 to 0.952, k-NN from 0.864 to 0.959, NB from 0.836 to 
0.896 and DT from 0.806 to 0.865. According to the results 
recorded, the results are raised by %7.4 ratio after employment of 
BoW as it is compared to the same results before employing the 
BoW. So, BoW algorithm will be used as the feature selection 
algorithm in the proposed approach. 
 
TABLE III: ACCURACY OF THE CLASSIFIERS BEFORE EMPLOYING BOW 
Dataset name SVM          k-NN          NB          DT  
UCI   (heart) 0.878         0.843         0.778      0.753    
MDC (kidney) 0.923         0.929         0.900      0.878    
UCI   (thoracic) 0.807         0.821         0.830      0.788    
Average 0.869         0.864         0.836      0.806    
 
TABLE IV: ACCURACY OF THE CLASSIFIERS AFTER EMPLOYING BOW 
Dataset name SVM          k-NN          NB          DT  
UCI   (heart) 0.905          0.913        0.860      0.816 
MDC (kidney) 0.988          0.985        0.919 0.898 
UCI   (thoracic) 0.963          0.981        0.910      0.883 
Average 0.952          0.959        0.896     0.865 
 
In this research, the combination of the BoW with the 
AdaBoost techniques is used for enhancing the performance of 
the algorithms to obtain better results. The goal behind doing 
this is to select the algorithm with the best performance among 
each of the specified records. Table V shows the results from 
the combination of the BoW with the AdaBoost technique and 
each of the SVM, k-NN, NB, and DT algorithms are used as 
base classifiers for the AdaBoost.  
 
TABLE V: ACCURACY OF BOOSTED CLASSIFIERS USING ADABOOST AFTER 
EMPLOYING BOW 
Dataset name SVM           k-NN          NB          DT  
UCI   (heart) 0.947          0.904         0.965      0.904 
MDC (kidney) 0.982          0.982         0.982       0.952 
UCI   (thoracic) 0.972          1                0.990      0.944 
Average 0.967          0.962         0.979      0.933 
 
As a result, AdaBoost technique with the base classifiers each 
at a time are used to classify the data after using BoW for selecting 
the features, Table V shows the results of boosted of all the four 
classifiers after using BoW as feature selection algorithm. 
Comparison between the accuracy of the algorithms is done, 
and the algorithm with the highest accuracy is chosen with the 
aim to be used for classifying the medical data, and diagnosis 
of diseases from medical check-up test reports in the proposed 
approach. According to the results of the four classifiers after 
boosting as shown in Table V, the NB algorithm that is used as 
the base classifier for the AdaBoost technique after 
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employment of BoW is chosen as the algorithm with the highest 
accuracy which is 0.979. 
       Finally, after inserting the medical check-up test reports into 
the proposed model and converting them into the textual format by 
using OCR, and some processing is done onto the output of OCR 
by removing all the information located on the medical reports 
except the test names and test values. The test names and their 
results are analyzed and processed according to the proposed 
model that is trained against the three datasets. Finally, the name 
of the disease, a normal kidney image and a related image that 
describes the disease case will be displayed to the physician and 
patient as shown in Fig. 2. 
The researchers in [19] proposed an algorithm to diagnose 
heart diseases from medical records of 920 patients, in which 
they made a comparison between three algorithms, the best was 
Bagging with Naïve Bayes algorithm with the accuracy rate 
0.940. As a comparison made between the model proposed in 
the mentioned research with the one proposed in this research, 
we can reach a decision, in which the proposed model in this 
research with the worst accuracy rate which is 0.965 when it is 
tested against UCI (heart) dataset, outperforms its counterpart 
one with the accuracy rate 0.940. 
IV. CONCLUSION 
Medical data classification is a sensitive field of study. It is 
related to human’s life. Therefore, the studies done in this field 
need to be specific and should have very good accuracy rates. 
It is obvious that further studies and developments are required 
to be performed in this domain. The proposed approach in this 
study takes the medical check-up test report as input and 
extracts the text on the medical reports using OCR, performs 
feature selection using the BoW algorithm and performs 
classification using AdaBoost technique and NB as the base 
classifier. The proposed approach is tested against three 
different datasets. The datasets contained different medical test 
results for patients. 
Experimental results showed that using the BoW with the 
AdaBoost technique improves the results and increases the 
accuracy rate as mentioned previously in the results and 
discussion section. The result is obtained when it is trained 
and tested against three different datasets that contained 
medical tests. So, finally, this paper concludes to develop an 
approach by using the combination of BoW as feature 
selection algorithm and AdaBoost technique and NB as the 
base classifier to obtain accurate results for diagnosing 
diseases from medical check-up test reports.  
Another perspective of future work is introduced during the 
development of the proposed approach. While working on that 
case, we observed that there are no limitations to develop 
approaches with better accuracy rates. So, different approaches 
with high accuracy rates can be proposed for future works. 
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