This paper studies moderate deviation behaviors of the generalized method of moments and generalized empirical likelihood estimators for generalized estimating equations, where the number of equations can be larger than the number of unknown parameters. We consider two cases for the data generating probability measure: the model assumption and local contaminations or deviations from the model assumption. For both cases, we characterize the first-order terms of the moderate deviation error probabilities of these estimators. Our moderate deviation analysis complements the existing literature of the local asymptotic analysis and misspecification analysis for estimating equations, and is useful to evaluate power and robust properties of statistical tests for estimating equations which typically involve some estimators for nuisance parameters.
Introduction
This paper studies moderate deviation behaviors of the generalized method of moments (GMM) and generalized empirical likelihood (GEL) estimators for generalized estimating equations, where the number of equations can be larger than the number of unknown parameters. 1 We consider two cases for the data generating probability measure: the model assumption and local contaminations or deviations from the model assumption. For the model assumption or correct specification case, our moderate deviation analysis extends the conventional local asymptotic analysis for the GMM and GEL estimators focusing on n −1/2 -neighborhoods (see, Hall (2005) and Newey and Smith (2004) ) toward moderate deviation regions focusing on c n -neighborhoods with c n → 0 but c n n 1/2 → ∞, where n is the sample size.
For the local contamination or local misspecification case, our moderate deviation analysis extends the conventional misspecification analysis for estimating equations focusing on globally misspecified models (see, White (1994) ) to locally misspecified models drifting to the model assumption as n → ∞. For the model assumption and local contamination cases, we characterize the first-order terms of the moderate deviation error probabilities of the GMM and GEL estimators. Our moderate deviation analysis complements the existing literature of the local asymptotic analysis and misspecification analysis, and is useful to evaluate power and robust properties of statistical tests for estimating equations which typically involve some estimators for nuisance parameters.
Since Godambe (1960) at least, there are numerous empirical applications and theoretical studies on estimating equations; see, e.g., Hardin and Hilbe (2002) and Hall (2005) for a review. If the number of estimating equations is identical to the number of unknown parameters (called just-identification), we can apply the conventional method of moments estimator for point estimation, and its large and moderate deviation behaviors have been studied in the literature (e.g., Sievers (1978) , Kallenberg (1983) , Kester and Kallenberg (1986) , Jensen and Wood (1998) , Inglot and Kallenberg (2003) , and Arcones (2006)). However, particularly in econometrics and longitudinal data analysis, it is often the case that the number of estimating equations is larger than the number of unknown parameters (called overidentification). In this case the method of moments is not directly applicable and several estimation methods have been proposed in the literature, such as the GMM (Hansen (1982) ) and GEL (Smith (1997) and Newey and Smith (2004) ) which includes empirical likelihood (Owen (1988) and Qin and Lawless (1994) ), Euclidean likelihood (Hansen, Heaton and Yaron (1996) ), and exponential tilting (Kitamura and Stutzer (1997) and Imbens, Spady and Johnson (1998)) as special cases. See also Imbens (1997) . These papers mostly focused on the local asymptotic properties of the GMM or GEL estimator under the model assumption, i.e., the local error probability P √ n θ − θ 0 ≥ z for an estimatorθ of θ 0 with z > 0 and a correctly specified P . On the other hand, Otsu (2009) has investigated the large deviation properties of the GMM and GEL estimators, i.e., the large deviation error probability P n √ n θ − θ 0 ≥ √ nz for a locally contaminated P n . Otsu (2009) showed that under some regularity conditions the GMM and GEL estimators have exponentially small large deviation error probabilities. The focus of this paper is on the moderate deviation error probability P n √ n θ − θ 0 ≥ z n with z n → ∞ but z n = o n 1/2 .
Compared to the literature on the method of moments estimator for the just-identified case, to our best knowledge, there is no theoretical work on moderate deviation analysis of the GMM and GEL estimators for the over-identified case.
The technical contribution of this paper is to derive the first-order terms of the moderate deviation error probabilities of the GMM and GEL estimators for over-identified estimating equations. The moderate deviation results are derived under two setups for the data generating probability measure:
the model assumption and local contaminations. These setups are adopted by Inglot and Kallenberg (2003) This paper is organized as follows. Section 2 introduces our basic setup. Section 3 presents main results. Section 4 concludes. We use the following notation. Let |A| = trace (A A) be the Euclidean norm of a scalar, vector, or matrix A, B c , int (B), and cl (B) be the complement, interior, and closure of a set B, respectively, C and c be generic positive constants that should be large and small enough, respectively, and "a.e." means "almost every".
Setup
Suppose we observe a random sample (X 1n , . . . , X nn ) of size n with support X ⊆ R dx . We wish to estimate a vector of unknown parameters θ 0 ∈ Θ ⊆ R d θ defined by the generalized estimating equations
where g : X × Θ → R dg is a vector of measurable functions with d g ≥ d θ . Except for the functional form of the estimating function g, we do not impose any parametric restriction on the distributional form of P . When d g = d θ (i.e., θ 0 is just-identified by the estimating equations), we can apply the method of moments to estimate θ 0 and there are several existing results on moderate deviation behaviors of the method of moments estimator (e.g., Kallenberg (1983) and Inglot and Kallenberg (2003) Assumption P.
(i) For each n ∈ N, (X 1n , . . . , X nn ) is an independently and identically distributed (i.i.d.) sample from the probability measure P n having the density dPn dP with respect to P satisfying
where {a n } n∈N is a sequence of constants satisfying a n → 0 and A n : X → R is a measurable function satisfying
(ii) P is the probability measure under the model assumption and there exists a unique solution
Hereafter the mathematical expectations under P and P n are denoted by E [·] and E n [·], respectively.
Assumption P is an adapted version of Inglot and Kallenberg (2003, Assumption (A)) to the estimating equation context. This setup allows two cases for the data generating measure P n .
(a) Model assumption (a n = 0): The data are generated from P n = P and the estimating equations
(b) Local contamination (a n = 0): The data are generated from P n = P and the estimating equations E n [g (X, θ 0 )] = 0 may or may not be satisfied. However, since a n → 0, the data generating measure P n converges to the model assumption measure P as the sample size increases.
Note that except for the convergence of a n to zero and some boundedness conditions in (2), we do not impose any additional restrictions on the way of deviations from the model assumption measure P . In this sense, our treatment on the local contamination is nonparametric. Since the generalized estimating equations are commonly applied to the case where the researcher does not have enough prior knowledge on the parametric distributional form of data, this nonparametric treatment on the local contaminations is suitable for our setup.
This paper considers three popular estimators for the generalized estimating equations: (i) the GMM estimator with some weight matrix, (ii) the optimally weighted two-step GMM estimator, and (iii) the GEL estimator. To deal with the over-identified estimating equations, where the method of moments estimator (a solution of 1 n n i=1 g (X in , θ) = 0 with respect to θ) does not exist in general, the GMM estimator with the d g × d g weight matrixŴ minimizes the quadratic form of the sample estimating
It is known that under the model assumption, P n = P , mild regularity conditions guarantee that the GMM estimatorθ 1 is consistent for θ 0 and asymptotically normal (see, e.g., Hall (2005)),
where
and W is the (probability) limit ofŴ . The asymptotic variance V W depends on the limiting weight matrix W and is minimized (in the positive semi-definite sense) when W = Ω −1 . Although the optimal
weight Ω −1 is unknown, we can estimate it by usingθ 1 as a preliminary estimator, i.e.,
By using the estimated optimal weight matrixΩ −1 , the optimally weighted two-step GMM estimator is defined asθ
Under the model assumption, P n = P , mild regularity conditions guarantee the weak consistency of
to Ω −1 and the asymptotic normality ofθ 2 ,
It is known that the two-step GMM estimatorθ 2 attains the semiparametric efficiency (or information) bound under the model assumption (Chamberlain (1987) and Bickel et al. (1993) ).
As an alternative class of estimators to the two-step GMM, we consider the GEL estimator:
In contrast to the two-step GMM estimatorθ 2 , the GEL estimator does not require preliminary estimation for Ω −1 . Under suitable conditions this minimax problem can be interpreted as the dual problem of the minimum empirical discrepancy problem (see, Newey and Smith (2004, Theorem 2.2)),
subject to
for some h. Thus, the GEL estimatorθ 3 can be interpreted as a constrained maximum likelihood estimator by the nonparametric likelihood function
, which puts probability weights
on the observed points of {X in } n i=1 subject to the estimating equation constraints (7) is intuitive to understand the rationale of the GEL estimator, this formulation is not practical because of the n-variable optimization problem for
. We employ the dual formula in (6) to define the GEL estimator, which is used in practice to compute the GEL estimator.
To implement the GEL estimation, we need to specify the criterion function ρ (or h). The GEL estimator contains several existing estimators for generalized estimating equations as special cases:
• Exponential tilting: ρ (v) = − exp (v) and h (p) = p log p,
Newey and Smith (2004) showed that for a general class of the criterion functions ρ or h, the GEL estimatorθ 3 has the same asymptotic distribution as the optimally weighted two-step GMM estimator
Newey and Smith (2004) investigated higher-order properties of the GEL estimator under the model assumption and found that the GEL estimator has better higher-order bias properties than the two-step GMM estimator.
The above asymptotic normality results approximate the local error probabilities P √ n θ j − θ 0 ≥ z for z > 0 and j = 1, 2, 3 based on the central limit theorems under the model assumption. On the other hand, Otsu (2009) studied the large derivation error probabilities P n √ n θ j − θ 0 ≥ √ nz under P n , which allows local contaminations, and showed that under some regularity conditions the GMM and GEL estimators have exponentially small large deviation error probabilities, i.e., P n √ n θ j − θ 0 ≥ √ nz ≤ Ce −cn for some C, c > 0. The purpose of this paper is to bridge these two asymptotic results by characterizing the first-order terms of the moderate deviation error probabilities
We close this section by pointing out some differences with the existing moderate deviation results on the method of moments or minimum contrast estimators. The literature mostly focuses on the justidentified case and considers the method of moments estimator (i.e., a solution of
or the minimum contrast estimator (i.e., a minimizer of some objective function n i=1 γ (X in , θ) with respect to θ or a solution of n i=1 ∂γ (X in , θ) /∂θ = 0). It should be mentioned that our moderate deviation analysis is a non-trivial extension of the previous results at least in three senses. First, the GMM estimatorsθ 1 andθ 2 are defined as minimizers of quadratic forms of the sample estimating functions 1 n n i=1 g (X in , θ), instead of a single summation of some contrast function. Second, the two-step GMM estimatorθ 2 contains the preliminary GMM estimatorθ 1 . Thus, we need to incorporate estimation errors ofθ 1 to analyze the moderate deviation properties ofθ 2 . Third, the GEL estimator is defined as a minimax solution rather than a simple minimization solution. This minimax structure also complicates our moderate deviation analysis.
Main Results
In this section, we present the moderate deviation properties of the GMM and GEL estimators. Hereafter denote G (x, θ) = ∂g (x, θ) /∂θ . We first considerθ 1 in (3), the GMM estimator with the weight matrix W . We impose the following assumptions.
Assumption G1.
(i) Θ is compact and θ 0 ∈ int (Θ). There exist a measurable function L : X → [0, ∞) and constants
and
(ii) There exist a measurable function H : X → [0, ∞), constants β, T 3 ∈ (0, ∞), and a neighborhood
β for all θ ∈ N and a.e. x, and
∞. G has the full column rank. Ω is positive definite.
Assumption W. There exists a sequence of d g × d g matrices {W n } n∈N such that
for any sequence {z n } n∈N satisfying z n → ∞ and n −1/2 z n → 0, and W n → W with a positive definite matrix W .
Assumption G1 restricts the shape of the estimating function g. Assumption G1 (i) is on the global shape of g over the parameter space Θ. Compared to the setups for the method of moments estimators (e.g., Jensen and Wood (1998) and Inglot and Kallenberg (2003) ), it is not easy to avoid the compactness assumption on Θ without imposing additional restrictions on the shape of g, such as concavity of the GMM objective function in θ. The Lipschitz-type condition on g is common in the literature and is satisfied with α = 1 if g is differentiable on Θ for a.e. x and the derivative has an exponential moment.
Boundedness conditions of exponential moments are required to control large and moderate deviation probabilities for the sum of the estimating functions. Assumption G1 (ii) controls the local shape of the estimating functions g in a neighborhood of θ 0 . The Lipschitz-type assumption on the derivative G (x, θ) is satisfied with β = 1 if g is second-order differentiable in a neighborhood of θ 0 for a.e. x and the derivative has an exponential moment.
The boundedness conditions for several exponential moments in Assumption G1 are restrictive and unnecessary to derive local asymptotic properties such as the asymptotic normality of the GMM estimator. However, to investigate the tail behaviors of the estimators, it is hard to proceed without these bounded exponential moments. For example, the conventional Cramér-type large and moderate deviation theorems for sums of random samples typically require existence of moment generating functions (see, e.g., Dembo and Zeitouni (1998) Under these assumptions, we can characterize the moderate deviation behavior of the GMM estimatorθ 1 with the weight matrixŴ as follows.
Theorem 3.1. Suppose that Assumptions P, G1, and W hold.
(i) For all n large enough and δ ∈ (0, ∞) small enough, there exists a unique θ 1n ∈ {θ ∈ Θ : |θ − θ 0 | ≤ δ} such that
(ii) For any sequence {z n } n∈N satisfying z n → ∞ and n −1/2 z n → 0,
Remark 3.1. Part (i) of this theorem shows the existence of a unique natural parameter θ 1n , which solves the population analog of the first-order condition of the GMM estimatorθ 1 . Under the model assumption P n = P , θ 1n becomes θ 0 , the "true" parameter under correct specification. Under the local contamination P n = P , it is more natural to employ θ 1n as a parameter to be estimated byθ 1 . Using the terminology of misspecification analysis, θ 1n may be interpreted as a "pseudo-true value" (White, 1994) in our local contamination context. Also, θ 1n can be interpreted as a projection of the data generating measure P n to the parameter space Θ using the quadratic distance based on the population analog of the GMM objective function in (3), i.e.,
Remark 3.2. Part (ii) of this theorem says that even if the critical value z n diverges, the tail probability of √ n θ 1 − θ 1n can be still approximated by the normal distribution N (0, V W ). The conventional local asymptotic theory based on a central limit theorem says that the GMM estimatorθ 1 is asymptotically normal under the model assumption P n = P , i.e.,
with the standard normal distribution function Φ. On the other hand, under similar assumptions, Otsu (2009) showed that the large deviation error probability of the GMM estimator is exponentially small, i.e., for every z > 0, there exist C, c > 0 such that
for all n large enough. The moderate deviation result in Theorem 3.1 (ii) bridges these two asymptotic results by focusing on the tail probabilities with the critical value z n → ∞ but z n = o n 1/2 .
Remark 3.3. By taking the limit n → ∞ for the result in Theorem 3.1 (ii), the moderate deviation rate function is obtained as
Remark 3.4. The statements in Theorem 3.1 hold even if we replace G, W , and Ω with E n [G (X, θ 1n )], W n , and E n g (X, θ 1n ) g (X, θ 1n ) , respectively.
Remark 3.5. Although it is natural to consider the concentration ofθ 1 around the natural parameter θ 1n , we can also derive an analogous moderate deviation result for the contrastθ 1 − θ 0 , i.e., if
with
We now analyze the two-step GMM estimatorθ 2 . The following assumption is imposed.
Assumption G2. For each n ∈ N, there exist constants Assumption G2 is an additional boundedness condition on the estimating function g, which is used to control the moderate deviation behavior of the optimal weight matrix estimatorΩ −1 . The moderate deviation properties of the two-step GMM estimator is obtained as follows.
Theorem 3.2. Suppose that Assumptions P, G1, W, and G2 hold.
(i) For all n large enough and δ ∈ (0, ∞) small enough, there exists a unique θ 2n ∈ {θ ∈ Θ : |θ − θ 0 | ≤ δ} such that
Remark 3.6. Similar remarks to Theorem 3.1 apply here. θ 2n is the natural parameter for the two-step GMM estimatorθ 2 , which solves the population analog of the first-order condition ofθ 2 . The statements in Theorem 3.2 hold even if we replace G and Ω with E n [G (X, θ 2n )] and E n g (X, θ 1n ) g (X, θ 1n ) , respectively. The moderate deviation rate function is obtained as
Also, we can derive an analogous moderate deviation result for the estimation errorθ 2 − θ 0 around θ 0 , i.e.,
with |∆ 2 | ∈ [0, 1).
Remark 3.7.
A crucial difference with Theorem 3.1 is that now the moderate deviation probability of √ n θ 2 − θ 2n is approximated by the normal distribution N 0, G Ω −1 G −1 whose variance is always smaller or equal (in the positive semi-definite sense) to that of the GMM estimatorθ 1 with some weightŴ . In other words, the distribution of √ n θ 2 − θ 2n is more concentrated around zero than that of √ n θ 1 − θ 1n . Let min eig (A) be the minimum eigenvalue of a matrix A. From Theorems 3.1
(ii) and 3.2 (ii), a similar argument to Inglot and Kallenberg (2003, Corollary 3.3) implies
for any positive definite W .
Remark 3.8. If we assume P n = P , then the natural parameter becomes θ 1n = θ 2n = θ 0 and the result obtained in (11) becomes lim n→∞ log P (
This result can be seen as an extension of the asymptotic optimality of the two-step GMM estimator in the local asymptotics to the moderate deviation zone.
Remark 3.9. An intuition for the results in Remarks 3.7 and 3.8 may be explained as follows. Similar to the local asymptotic analysis, dominant components to analyze the moderate deviation properties of √ n θ 1 − θ 1n and √ n θ 2 − θ 2n are still characterized by their score functions θ 2n ) , respectively. On the other hand, moderate deviation theorems for sums of independent random variables (e.g., Dembo and Zeitouni (1998) ) guarantee that the moderate deviation properties for the sums (after normalization) can be characterized by the tail of the standard normal distribution. Thus, the asymptotic efficiency ofθ 2 compared toθ 1 in the local asymptotics is maintained in the moderate deviation zone.
To derive the moderate deviation properties of the GEL estimator, we impose the following assumptions.
Assumption G3.
(i) Θ is compact and θ 0 ∈ int (Θ). ρ (·) is strictly concave and ρ 1 (0) = ρ 2 (0) = −1. Λ is compact and 0 ∈ int (Λ). For each θ ∈ Θ, the maximizer λ * (θ) = arg max λ∈Λ E [ρ (λ g (X, θ))] satisfies λ * (θ) ∈ int (Λ). g (x, θ) is differentiable on Θ for a.e. x. There exists a constant T 8 ∈ (0, ∞) satisfying E [exp (T 8 |g (X, θ 0 )|)] < ∞. For each θ ∈ Θ, there exist a constant T 9 ∈ (0, ∞) and neighborhoods N θ and N λ * (θ) around θ and λ * (θ), respectively, satisfying
(ii) There exist a constant T 10 ∈ (0, ∞) and neighborhoods N ρ and N ρ around θ 0 and 0, respectively, satisfying E exp T 10 sup θ∈Nρ sup λ∈N ρ ρ 2 (λ g (X, θ)) g (X, θ) g (X, θ) < ∞. The boundedness conditions for exponential moments in Assumption G3 are typically more stringent and difficult to verify than the ones for the GMM estimator (Assumption G1) or the ones for the method of moments estimator (Inglot and Kallenberg (2003) ). For example, in the case of the empirical likelihood estimator (i.e., ρ (v) = log (1 − v)), the last condition in Assumption G3 (i) be-
Assumption G3 (i) is a replacement of Assumption G1 (i)
< ∞, and the condition in Assumption
< ∞. Such restrictions and complications are attributable to the fact that the GEL estimator is defined as a minimax solution using auxiliary parameters λ.
Under these assumptions, the moderate deviation properties of the GEL estimator is obtained as follows.
Theorem 3.3. Suppose that Assumptions P, G1 (ii), and G3 hold.
(i) For all n large enough and δ ∈ (0, ∞) small enough, there exists a unique θ 3n ∈ {θ ∈ Θ : |θ − θ 0 | ≤ δ} such that
(ii) For any sequence {z n } n∈N satisfying z n → ∞ and n −1/2 z n → 0, and E n g (X, θ 3n ) g (X, θ 3n ) , respectively. The moderate deviation rate function is obtained as
Also, we can derive the moderate deviation result for the estimation errorθ 3 − θ 0 around θ 0 , i.e.,
with |∆ 3 | ∈ [0, 1).
Remark 3.11. Similar to the two-step GMM estimator, the moderate deviation error probability of √ n θ 3 − θ 3n is approximated by the normal distribution N 0,
we can see that the GEL estimator also enjoys the asymptotic optimality in the moderate deviation sense, i.e.,
log Pn(
This result can be seen as an extension of the asymptotic equivalence between the two-step GMM and GEL estimators under the local asymptotics to the moderate deviation region. 
Conclusion
This paper studies moderate deviation behaviors of the generalized method of moments (GMM) and generalized empirical likelihood (GEL) estimators for generalized estimating equations. As data generating probability measures, we consider the model assumption and locally contaminated measures.
For both cases, we characterize the first-order terms of the moderate deviation error probabilities of the GMM and GEL estimators. There are several directions of the future research. First, to compare the two-step GMM and GEL estimators which have the same moderate deviation rate function, it is important to study higher-order terms of those moderate deviation probabilities. For example, we can expect that the rate function of the GEL estimator depends on the criterion function ρ, and this rate function allows us to compare the competing members of the GEL estimators, such as the empirical likelihood and exponential tilting. Second, the GMM and GEL estimators are commonly applied to time series or panel data. Therefore, it is useful to extend the obtained results to more general data environments. Finally, it is interesting to extend the present results to more general models, such as non-compact parameter spaces and non-differentiable estimating functions (e.g., quantile restrictions).
Hereafter let
A.1 Proof of Theorem 3.1
Proof of (i). First, we show the continuity of
in θ ∈ N , where the neighborhood N is defined in Assumption G1 (ii). By Assumption P, Q n (θ) is well defined on Θ. Pick any ϑ, θ ∈ N . By an expansion of E n [g (X, ϑ)] around ϑ = θ,
whereθ is a point on the line joining ϑ and θ. From Assumptions P and G1,
for each n ∈ N, where the last inequality follows from
∞ using Assumption G1 (ii). From (14) and (15), Q n (θ) is continuous on N for each n ∈ N.
Second, we show the differentiability of Q n (θ) in θ ∈ N . Pick any θ ∈ N and ε = 0 small enough so that θ + εe j ∈ N , where e j = (0, . . . , 0, 1, 0, . . . , 0) is the j-th unit vector. Let G j (X, θ) be the j-th column of G (X, θ). By a Taylor expansion of E n [g (X, θ + εe j )] around ε = 0 combined with Assumptions P and G1 and (15),
whereε is a point between ε and 0. Thus, by taking ε → 0 (so,ε → 0 as well), we obtain the differen-
Third, we show the existence of θ 1n defined in (8) .
for all n large enough. From Q n (θ 0 ) = 0, the point θ 1n = arg min θ∈cl(N Q) Q n (θ) (which always exists by the Weierstrass theorem) is a global minimizer of Q n (θ) on {θ ∈ Θ : |θ − θ 0 | ≤ δ}. Also, since θ 1n / ∈ N c Q , the minimizer θ 1n belongs to N Q (i.e., an interior solution of min θ∈cl(N Q) Q n (θ)), which implies that θ 1n satisfies the first-order condition D n (θ 1n ) = 0.
Fourth, we show the uniqueness of θ 1n . To this end, it is sufficient to show that D n (θ) is one-to-one on the set {θ ∈ Θ : |θ − θ 0 | ≤ δ} for sufficiently small δ. Pick any θ, θ + ϑ ∈ {θ ∈ Θ : |θ − θ 0 | < δ} ⊂ N (taking δ small enough) with ϑ = 0. From the triangle inequality,
Since G is full rank and W is positive definite (Assumptions G1 (ii) and W), the first term |2G W Gϑ| is a positive constant. Also the second term of (17) satisfies
where the inequality follows from an expansion of E n [g (X, θ + ϑ)] around ϑ = 0 and
for each θ ∈ {θ ∈ Θ : |θ − θ 0 | < δ} (by Assumptions P and G1 (ii)). Since the first term of (17) is positive and the second second term of (17) can be arbitrary small for sufficiently small δ and large n, we obtain |D n (θ + ϑ) − D n (θ)| > 0 for all δ small enough and n large enough. Therefore, θ 1n exists uniquely for all n large enough.
Finally, we show (8) . By expanding D n (θ 1n ) = 0 around θ 1n = θ 0 with Assumption P and (18),
whereθ 1 is a point betweenθ 1 and θ 1n . Observe that for a.e. x n ∈ B 1n ∩ BG n ∩ BH n ∩ BW n and all n large enough and small enough so that {θ ∈ Θ : |θ − θ 0 | < } ⊂ N , Assumptions P and G1 guarantee
Thus, for a.e. x n ∈ B 1n ∩BG n ∩BH n ∩BW n and all n large enough and small enough, the norms of the third and fourth terms of (19) are bounded by
respectively. Combining these results, for a.e. x n ∈ B 1n ∩ BG n ∩ BH n ∩ BW n and all n large enough and small enough,
and n −1/2 z n → 0, it holds that for all n large enough and small enough, and some sequence c n → 0,
From Otsu (2009), which establishes the large deviation results P n (B c 1n ) ≤ Ce −cn and P n (BH c n ) ≤ Ce −cn , and Assumption W,
Now consider the moderate deviation probability P n (BG c n ). From Assumptions P and G1 (ii), we have E n [exp (T 4 |G (X, θ 0 )|)] < C for all n ∈ N. Then for each v ∈ R dg , j = 1, . . . , d θ , and k ∈ N,
Therefore, we can apply Yurinskii (1976, Theorem 3.1), which implies
From (22), (23) , and taking c W and c G small enough, there exists somec ∈ (0, 1) satisfying
Also, since
equals the identity matrix, and E n exp T |Y in | < C for somē 
Combining (21), (24), and (25), we obtain the conclusion.
A.2 Proof of Theorem 3.2
Based on Theorem 3.1, it is sufficient to show that Assumption W is satisfied withŴ
1n , and W = Ω −1 . A detailed proof is available from the author upon request.
A.3 Proof of Theorem 3.3
Proof of (i). First, we show the continuity of Q ρn (θ) = E n ρ λ n (θ) g (X, θ) − E n ρ λ n (θ 0 ) g (X, θ 0 ) , in θ ∈ N , where the neighborhood N around θ 0 appears in Assumption G1 (ii) and λ n (θ) = arg max λ∈Λ E n [ρ (λ g (X, θ))]. Note that the maximizer λ n (θ) exists for each θ ∈ Θ and n ∈ N by Assumption G3 (i) and the Weierstrass theorem. Therefore, Q ρn (θ) is well defined for each θ ∈ Θ and n ∈ N. Since ρ (·) is strictly concave and Λ is compact, the maximum theorem guarantees that λ n (θ) is continuous in θ ∈ N for each n ∈ N. Pick any ϑ, θ ∈ N . By expansions of ρ λ n (ϑ) g (X, ϑ) and g (X, ϑ) around λ n (ϑ) = λ n (θ) and ϑ = θ, respectively, |Q ρn (ϑ) − Q ρn (θ)| ≤ E n ρ 1 λ n (θ) g X,θ G X,θ |λ n (θ)| |ϑ − θ| + E n ρ 1 λ n g (X, ϑ) g (X, ϑ) |λ n (ϑ) − λ n (θ)| ,
for each n ∈ N, whereλ n is a point on the line joining λ n (ϑ) and λ n (θ) andθ is a point on the line joining ϑ and θ. From Assumptions P, G1 (ii), and G3 (i), E n ρ 1 λ n (θ) g X,θ G X,θ < ∞, E n ρ 1 λ n g (X, ϑ) g (X, ϑ) < ∞,
for each n ∈ N. From (26), (27) , and continuity of λ n (θ) in θ ∈ N , Q ρn (θ) is continuous in θ ∈ N for each n ∈ N.
Second, we show the differentiability of Q ρn (θ) in θ ∈ N . Pick any θ ∈ N and ε = 0. By expansions of ρ λ n (θ + εe j ) g (X, θ + εe j ) and g (X, θ + εe j ) around λ n (θ + εe j ) = λ n (θ) and ε = 0, respectively, ε −1 {Q ρn (θ + εe j ) − Q ρn (θ)} − E n ρ 1 λ n (θ) g (X, θ) G j (X, θ) λ n (θ) ≤ E n ρ 1 λ n (θ +εe j ) g (X, θ +εe j ) g (X, θ +εe j ) dλ n (θ +εe j ) dθ j + E n ρ 1 λ n (θ) g (X, θ +εe j ) G j (X, θ +εe j ) − ρ 1 λ n (θ) g (X, θ) G j (X, θ) |λ n (θ)| (28) for any ε small enough, whereλ n is a point between λ n (θ + εe j ) and λ n (θ), andε is a point between ε and 0. The implicit function theorem guarantees the existence of dλn(θ+εe j ) dθ j for any ε small enough.
Also, since λ n (θ) →λ (θ) ∈ int (Λ) for each θ ∈ N , λ n (θ) satisfies the first-order condition
for each θ ∈ N , which implies that the first term of (28) is zero. So, by taking ε → 0 (so,ε → 0 as well)
with Assumptions P, G1 (ii), and G3 (i) and (27), we obtain the differentiability of Q ρn (θ) on N for each n ∈ N with the derivative D ρn (θ) = E n ρ 1 λ n (θ) g (X, θ) G (X, θ) λ n (θ).
Third, we show the existence of θ 3n . Let Q ρ (θ) = E ρ λ (θ) g (X, θ) and N 3 = {θ ∈ Θ : |θ − θ 0 | < δ, Q ρ (θ) < }. Pick δ, ∈ (0, ∞) small enough so that cl (N 3 ) ⊂ {θ ∈ Θ : |θ − θ 0 | ≤ δ} ⊂ N . For any θ ∈ N c 3 \ {θ ∈ Θ : |θ − θ 0 | ≤ δ}, expansions around λ n (θ) =λ (θ) and λ n (θ 0 ) = 0 with Assumption P yield Q ρn (θ) = Q ρ (θ) + E ρ λ n g (X, θ) g (X, θ) λ n (θ) −λ (θ) + a n E A n (X) ρ λ n (θ) g (X, θ) −E ρ λ n g (X, θ 0 ) g (X, θ 0 ) λ n (θ 0 ) − a n E A n (X) ρ λ n (θ 0 ) g (X, θ 0 ) > /2,
for all n large enough, whereλ n is a point on the line joining λ n (θ) andλ (θ) andλ n is a point on the line joining λ n (θ 0 ) and 0. From Q ρn (θ 0 ) = 0, the point θ 3n = arg max θ∈cl(N 3 ) Q ρn (θ) (which always exists by the Weierstrass theorem) is a global maximizer of Q ρn (θ) on {θ ∈ Θ : |θ − θ 0 | ≤ δ}. Also, since θ 3n / ∈ N c 3 , the maximizer θ 3n belongs to N 3 (i.e., θ 3n is a interior solution of max θ∈cl(N 3 ) Q ρn (θ)), which implies that θ 3n satisfies the first-order condition D ρn (θ 3n ) = 0.
Fourth, we show the uniqueness of θ 3n . To this end, it is sufficient to show that D ρn (θ) is one-to-one on the set {θ ∈ Θ : |θ − θ 0 | ≤ δ} for sufficiently small δ. Pick any θ, θ + ϑ ∈ {θ ∈ Θ : |θ − θ 0 | < δ} ⊂ N (taking δ small enough) with ϑ = 0. From the triangle inequality,
