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A b stract
There is a large collection of effective algorithm s for com puting inform ation 
about finite soluble groups. The success in com putation w ith these groups is 
prim arily due to a com putationally convenient representation of them  by means 
of (special forms of) power conjugate presentations. A notable omission from this 
collection of algorithm s is an effective algorithm  for com puting the autom orphism  
group of a finite soluble group. An algorithm  designed for finite groups in general 
provides only a partia l answer to  this deficiency.
In this thesis an effective algorithm  for com puting the autom orphism  group 
of a finite soluble group is described. An im plem entation of this algorithm  has 
proved to be a substantial improvement over existing techniques available for finite 
soluble groups.
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C hapter 1 
In trod u ction
The exploitation of sym m etry is a standard  technique employed in m any areas 
of m athem atics. In algebraic and com binatorial contexts the symmetries of an 
object are usually called autom orphism s. The group of all autom orphism s of an 
object is im portant in many contexts. It may, for example, be useful as an invariant 
for distinguishing non-isomorphic objects. In other applications it may be used 
to improve the perform ance of algorithm s th a t com pute inform ation about the 
object.
For example, the program  of McKay (1978) for com puting a canonical la­
belling of a graph uses the autom orphism  group of the graph to reduce substan­
tially the time required for the com putation. Canonical labellings provide a solu­
tion to the isomorphism problem for graphs. The algorithm  is based on a backtrack 
search across an extremely large search tree associated w ith the graph, and the 
autom orphism s are used to remove large sections of this tree from consideration. 
This extends the range of application of the canonical labelling program  and there­
fore provides a solution of the isomorphism problem for much larger graphs than  
would otherwise be possible.
A recent application of autom orphism s in com putational group theory is to 
the study of Burnside groups. Investigation into the Burnside groups has proved 
to be fertile ground for the development of m any successful program s for com­
puting with finite p-groups. Proving tha t a finite presentation actually defines a 
Burnside group involves checking th a t an exponent law holds in the group. This in 
principle involves checking the order of every element of the group. C om m utator 
identities and other considerations reduce the am ount of work somewhat. Using 
the action of autom orphism s of the group Newman & O ’Brien (in preparation) 
have dram atically reduced the num ber of elements th a t m ust be checked to verify 
the exponent law holds. W hen a violation of the required exponent condition
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is discovered the presentation can be adjusted by adding relations th a t remove 
the violation, resulting in a presentation th a t is “closer” to  defining the Burnside 
group. This adjustm ent process allows the algorithm  to be used not only for veri­
fication purposes, but also as p a rt of an algorithm  for com puting a presentation 
for a Burnside group which is substantially faster then previous m ethods.
The p-group generation algorithm , as described by Newman (1977), computes 
a list of representatives for the isomorphism types of p-groups of a given order. It 
has been successfully used to com pute lists of all the groups of order 128 (Jam es 
et al. 1990) and 256 (O ’Brien 1991). Autom orphism  groups are of fundam ental 
im portance in this algorithm , since the calculation relies on identifying the iso­
morphism  classes of certain extensions of a p-group with orbits of subgroups of a 
covering group under the action of autom orphism s of the p-group. By choosing 
a canonical representative from each of these orbits, a related algorithm  com­
putes a canonical presentation for a p-group (O ’Brien 1993), thereby solving the 
isomorphism problem for p-groups.
P art of the success in com putation w ith p-groups is due to the use of a special 
form of finite presentation called a power conjugate presentation. For a group 
given by such a presentation the answers to many fundam ental problems about 
the group become readily computable. In particular an algorithm  called collection 
produces unique normal forms for elements of the group, thereby solving the word 
problem for the group.
An algorithm  for generating finite soluble groups is described by Niemeyer 
(1993). In many ways it is a generalisation to finite soluble groups of the p- 
group generation algorithm . The autom orphism s of a finite soluble group are 
as fundam ental to the operation of this algorithm  as the autom orphism s of a p- 
group are to the p-group generation algorithm. As before, the orbits of subgroups 
of a covering group under the action of autom orphism s determ ine isomorphism 
classes of certain extensions of a group. A num ber of complications arise when 
moving from the p-group context to th a t of soluble groups. In particular, the size 
of the covering group of a finite soluble group is generally much larger than  the 
covering group of a comparable p-group, and problems arise in determ ining how 
the autom orphism s of a group act on its covering group. Currently there is no 
im plem entation of this algorithm.
The com putation of the autom orphism  group of a finite group is a difficult 
task. The earliest successful work on this problem was carried out by Felsch &; 
Neubüser (1968, 1970). Their algorithm  used inform ation about the lattice of
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subgroups to choose a particular generating set for the group as well as a list 
of maps defined on this generating set. An exhaustive search of this list yielded 
all the autom orphism s of the group. G erhards &; A ltm ann (1970) described an 
algorithm  for com puting the autom orphism  group of a finite soluble group whose 
order involves at least two distinct primes. It also relied on knowing the lattice of 
subgroups of the group. No im plem entation of their algorithm  was developed.
An im plem entation of a general purpose algorithm  for com puting autom orph­
ism groups of finite groups is available as a s tandard  function in CAYLEY (Cannon 
1984). A description of this algorithm  can be found in Robertz (1976). The 
algorithm  only requires knowledge of the conjugacy classes of the group, and it 
contructs the autom orphism  group as a perm utation  group acting on a set related 
to the conjugacy classes. The perform ance of this algorithm  depends critically on 
the structure of the conjugacy classes of the group.
The only other widely available im plem entation of an algorithm  for com puting 
autom orphism  groups of finite groups is an im plem entation of an algorithm  for 
com puting the autom orphism  group of a finite p-group (O ’Brien 1994). This is 
closely related to the standard  presentation algorithm  m entioned earlier, since the 
com putation of a canonical presentation for a p-group involves the com putation of 
a large am ount of its autom orphism  group. The im plem entation of this algorithm  
performs extremely well and it is widely available as a standard  package in both 
GAP (Schönert et al. 1993) and M a g m a  (Bosma &: Cannon 1993).
In this thesis we describe an algorithm  for com puting the autom orphism  group 
of a finite soluble group. Since the existence of such an algorithm  is not in question, 
the aim here is to describe an effective algorithm . The criterion for effectiveness 
is th a t it leads to an im plem entation th a t works well in practice. The algorithm  
presented here computes a generating set for the autom orphism  group of a finite 
soluble group th a t is given by a special form of power conjugate presentation. 
These presentations, which were developed by Leedham-Green, are called special 
power conjugate presentations. An im plem entation of an algorithm  for computing 
such presentations has recently become available in GAP (see Eick 1993).
The p-group generation algorithm  and the finite soluble group generation 
algorithm  both produce descriptions of the autom orphism  group of each group 
th a t they generate. Both of these algorithm s rely on com putations th a t take place 
in covering groups. The algorithm  described here perform s all com putations in 
quotients of the given finite soluble group, avoiding covering groups entirely. This 
is an im portant distinction, since in the soluble context the covering groups can
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be extremely large relative to the original group. It is likely th a t avoiding covering 
group com putations entirely will allow the calculation of autom orphism  groups of 
much larger soluble groups than  would be possible otherwise. A prerequisite of 
group generation is a description of the autom orphism  group of the starting  group. 
W here the covering groups of quotients of a finite soluble group are too large to be 
handled in soluble group generation, this algorithm  could be employed to compute 
the autom orphism  group of the starting  group, allowing soluble group generation 
to proceed from there.
The algorithm  described in this thesis has a prototype im plem entation in 
GAP. Even though this prototype does not incorporate all the ideas discussed in 
the thesis, it already performs substantially be tter than  the current alternative 
(see C hapter 6 for a comparison). This prototype is available by contacting the 
author via electronic mail at the address M ich ae l. Sm ithQm aths. a n u . ed u . au. A 
full im plem entation of the algorithm  is forthcoming. By incorporating all the 
features of the algorithm  described here, the newer im plem entation should provide 
a substantial improvement in perform ance and range of application.
C hapter 2 sets up the notation and basic results th a t are required throughout 
the rem ainder of the thesis.
In C hapter 3 a more general problem than  th a t required for com puting auto­
morphism  groups of finite soluble groups is defined. This problem involves com put­
ing a generating set for the autom orphism  group of an extension of an elem entary 
abelian p-group by a finitely presented group. The solution of this problem divides 
naturally  into a num ber of separate com putations. The simplest of these is shown 
to correspond to computing a basis for a vector space of functions from the finitely 
presented group into the elem entary abelian group. This p a rt of the com putation 
is described in the rem ainder of the chapter.
The remaining parts of the com putation are more easily perform ed in the case 
of a split extension. C hapter 4 describes the solution in this case. This calculation 
involves deciding isomorphism of modules for the finitely presented group, and 
much of the chapter is devoted to an algorithm  for com puting inform ation about 
modules. An im portant element of the problem here is to com pute a generating set 
for the group of module autom orphism s. This is equivalent to finding a generating 
set for the centraliser of a m atrix group in the general linear group, and an effective 
solution to this problem is covered at the end of the chapter.
In C hapter 5 we consider the general or nonsplit case. This relies on much of 
the information com puted about the corresponding split extension, and involves
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some additional com putations. The specialisation of this step to the types of 
extension required for soluble groups is also described.
C hapter 6 describes the algorithm  for com puting the autom orphism  group of 
a finite soluble group. We start the chapter by defining special power conjugate 
presentations, following the description given in Eick (1993). These presentations 
exhibit precisely the structure required to assemble the algorithm  for finite soluble 
groups from the algorithms described in earlier chapters. We then show how some 
of the inform ation exhibited by such a presentation can be used both  to reduce the 
am ount of work required to compute the autom orphism  group, and also to compute 
a generating set th a t exhibits more structu ral inform ation for the autom orphism  
group.
Presented in C hapter 7 is a hand calculation following the steps of the au to­
m orphism group algorithm. This calculation plays two roles. The first is as an 
extended example of the steps involved in com puting the autom orphism  group of 
a split extension. More im portantly, it shows th a t the algorithm  may be applied 
to compute the autom orphism  groups of an infinite num ber of groups in a single 
calculation. An infinite family of groups is constructed, indexed by the set of all 
odd primes. The autom orphism  group of an arb itrary  m em ber of the family is 
computed. The result of this calculation is a single param eterised generating set 
for all of the autom orphism  groups as well as a function giving the order of each 
autom orphism  group. In principle it should be possible to  incorporate algorithms 
for working with variable param eters into an im plem entation of the autom orphism  
group algorithm , or indeed of other group theoretic algorithm s, and have similar 
com putations perform ed automatically.
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Chapter 2
Prelim inaries
The notation used in the thesis and some basic results are presented in this 
chapter. Robinson (1982) should be consulted for standard  group theoretic no ta­
tion th a t is not defined here.
Let p be a prime, k a positive integer, F  a field, and R  a ring. We adopt the 
following basic notation:
1) ¥p is a finite field with p elements.
2) M {k ,R)  is the full m atrix  ring of dimension k over R.
3) GL( k ,F )  is the general linear group of dimension k over F.
4) GL(k,p)  is GL(fc,Fp ).
5) F x is the m ultiplicative group of non-zero elements of F.
2.1 Presentations
Let X  =  { z j , . . . ,  x n} be a set and denote by X ~  the set of formal inverses 
{x^-1, . . . ,  x ~l }. Let X*  be the free monoid on X ± =  X  U X ~ . An element w 
of JA* is called a word over JA, and where necessary we shall write w as either 
w(x-y, . . . ,  x n) or w{X)  to indicate th a t w £ X *. For e a positive integer we define 
w e to be the concatenation of e copies of w.  If w = a?*1 . . .  x*‘ then w ~ l is the 
word Xj 6* . . .  x i €l. This allows us to define w e in the obvious way for all integers 
e and words w.  W hen w only involves a proper subset of the elements of X  and 
it is im portant to indicate this, we write w = w ( x i , . . .  ,x- ). A word w £ X* is 
freely reduced if it does not contain x x ~ l or x ~ l x  for any x  £ X .
Let Y  be another set, and a sequence of words over Y .  Given
iü(x1, . . . , x n) £ X* and considering it as a polynomial function in n variables, we
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obtain a word over Y  by substitu ting u- for each in w\ we denote the resulting 
word by w(v1, . . . ,  vn) £ Y * .
Let X  be a set and 7Z a subset of X * . If F  = F ( X )  is the free group on X , 
then 7Z generates a unique norm al subgroup R  of F . The pair { X  \ 7Z] is called a 
presentation for the group G = F / R.  The set X  is the generating set of G and 
7Z is the defining set of relators of G. We can also consider relations as well as 
relators in 7Z. A relation has the form w =  v for w f v £ X*  and it corresponds 
to the relator w v ~ l . We take advantage of this correspondence between relations 
and relators to use whichever form is convenient in a particu lar context. The 
presentation { X  \ 7Z} is a finite presentation if there are only a finite num ber of 
elements in both  X  and 71.
We shall also use an internal form of presentation for a group. Define the 
homomorphism a : F  —»• G by x >—> x R  for all x  £ F,  and let gi = x°  for each 
x i £ X . Let A G = {<q, . . .  , g n} and let 7ZG be the set of words in A*G obtained as 
the images of elements of 7Z under o . A word in A G has a na tu ra l in terpretation  
as an element of G. We call { A G \ 7ZG} a presentation for G. The elements of 
the generating set are elements of G. The elements of the relator set are words 
over A g , each of which corresponds to the identity element of G. We define an 
equivalence relation on A G such th a t two words u ,v  £ A G are equivalent if and 
only if they correspond to the same element of the group.
Let { A g \ R g } be a presentation for a group G. A  subgroup K  of G is 
exhibited by the presentation if there exists subsets A K C A G and 7ZK C 7ZG such 
th a t { A k  I 7Zk } is a presentation for K .
Let w = w(g1, . . .  ,gn) be a word in A G. Let i q , . . .  , v n be a sequence of words 
in A g and define a map 7 from A G into A*G by 7 : g% ►->• v t for each i £ {1, . . . ,  n}.  
Denote by w 1 the word w(v1, . . . ,  un). The word w is invariant under 7 if the 
words w and w 1 and are equivalent; tha t is, w — w 1 as elements of the group.
2.2 G roups
We give a brief description of polycyclic groups and polycyclic presentations; 
for a more complete description see C hapter 9 of Sims (1994). Let G be a group. 
If G has a subnorm al series
G — G1 > G 2 > - > G n >Gn+1 =  (1), (2.1)
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such th a t G J G J+1 is a cyclic group for all i G { 1 , . . .  , n}, then G is a polycyclic 
group. Such a series is a polycyclic series for G. For each i G {1 , . . .  ,n} choose 
an element g{ of G such th a t G J G i+l =  (<^Gi+1). The sequence g1, . . . , g n is 
a polycyclic generating sequence for G based on the polycyclic series (2.1). Note 
th a t for each i, the sequence g^ . . .  ,gn is a polycyclic series for G {.
If G  is a finite soluble group, then each factor in a polycyclic series for G is 
a finite cyclic group. We may refine the series to the point where each factor is 
a cyclic group of prim e order. Let g1, . . . ,  gn be a polycyclic generating sequence 
with respect to such a refined series. For each i G {1 , . . .  , n}, g f i i+1 generates a 
cyclic group of order p i for some prim e Therefore g is an element of G I+1 and 
there exists a word w it over {gl+1, • • • , gn} such th a t g?' = w -  in G. Similarly, 
since G-+1 is a norm al subgroup of G-, for each j  G {t +  1 , . . . , n} there exists a 
word w {j over {gt+1, . . .  , £n} such th a t g ^ g f l i  =  in G. Let A G = {g1, . . .  ,gn} 
and let 1ZG be the set of relations g f ’ =  w -  and g ~ l g-g{ — tu- for all i G { 1 , . . . ,  n}  
and j  G {i +  1 , . . .  , n}. Then {AG \ 7ZG} is a power conjugate presentation for G.
A power conjugate presentation for a group provides a lot of information 
about the group. In particular, it provides a solution to  the word problem, since 
every element of the group has a unique norm al form as a word over AG. This 
norm al form can be com puted by an algorithm  called collection (see for example 
Sims 1994). Collection of a word involves a sequence of basic collection steps. A 
basic collection step replaces either a subword g by w -  or a subword g-gi by 
giw lj for j  > i. The first step is applied to the initial word, and each subsequent 
basic collection step is applied to the result of the previous one. Because the 
replacement words w ti and w { - do not involve elements of {gx, . . . ,  <7,}, collection 
of an arb itrary  word term inates after a finite num ber of basic collection steps in a 
word of the form g \ l g^2 . . .  genn where e{ G { 0 ,. . .  , p i — 1}. A word of this form is 
called a normal word.
2.2 .1  G roup ex ten s io n s
Let G and N  be groups. A group H  is an extension of G by N  if there 
exists a norm al subgroup L  of H  such th a t L = N  and H / L  = G. Note th a t this 
definition of extension is the opposite to th a t used in m any references, and it is 
sometimes referred to as a downward extension.
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A group extension is an exact sequence of groups and homomorphisms
S :
Clearly H  is an extension of G by M . Typically M  will be identified w ith its image 
M p in H . W here M  is abelian, the extension determ ines a unique m ap £ from G 
into the autom orphism  group of M , inducing a G-module structu re  on M . Given 
m G M  and g G G, we write m 9 for the image of m  under the autom orphism  g*. 
Given an element u G Aut M  we write m u  for the image of m  under u, which is 
the natural notation to use when M  is w ritten additively.
A map r  from G into H  satisfying g TCr = g for all g G G is called a transversal 
function.  The factor set associated w ith r  is the 2-cocycle ip: G x G - y M  defined 
by the equation
g Th T = (gh)T(g,h)<p
for all g ,h  G G. The factor set satisfies the equation
(a, bc)ip +  (6, c)<p> =  (ab, c)<p> +  ((a, b)p>)c (2.2)
for all a,b,c  G G. Note th a t every element of H  has a unique expression as a 
product g Tm  with g G G and m G M .
2 .2 .2  G roup  algebras
Let G be a finite group and p a prime. The group algebra of G over Fp , 
denoted by FpG, is the set of all formal sums ^2g^ G ag9 where ag 6 Fp for all 
g G G. It is an ¥p-algebra with addition and m ultiplication defined by
g€ G
E
g£ G
E aA
hk=g
9,
and the obvious linear action of the field.
Let X  = { x j , . . . ,  x n } and let F  be the free group on X .  Let o : x  • i—> gt 
define an epim orphism  of F  onto a finitely presented group G. The relators of
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G correspond to elements of F  which generate a subgroup whose norm al closure 
is the kernel of a. Note th a t a extends linearly to an algebra hom om orphism
F F ^ F G .v p
The free differential calculus was introduced by Fox (1953). The following 
definition of Fox derivatives is from Johnson (1980).
D efin ition  2.1 Let w = y1 . . .  yt be an element of F,  where yi E X ± for i E 
{1, . . .  , f}. The Fox derivative of w with respect to x i E X  is an element of FpF  
given by
dw
d x t a j
Vi+1- - -Vv »—
• •
 
<C
5 II
- V f •Vv if Vj =  x t 1
0, otherwise.
(2.3)
Note th a t the above definition is for a right Fox derivative. There is a cor­
responding definition for left Fox derivatives, bu t they are not needed here. Let 
w(g11. . .  ,gn) be a word in A*G. The Fox derivative of w (x1, . . .  , x n ) with respect 
to x i is an element of FpF,  and is m apped under o to an element of FpG. We 
call this element of FpG the Fox derivative of w(gl , . . .  ,gn) w ith respect to g •, and 
denote it by dw/dg{.
2 .2 .3  M o d u l e s
Let G be a group. By an F^G-module of dimension k we shall m ean an 
elementary abelian p-group M  of order pk together with a homomorphism £ m ap­
ping G into A u t M .  W ith respect to a minimal generating set for M , Aut M  has 
a natural identification as the general linear group GL(fc,p), in which case the 
FpG-module structure of M  is defined by a homomorphism £: G —> GL(k,p).
Let M  be a FpG-module of dimension k with associated representation £. 
The endomorphism algebra of M , denoted by E ndG(M ), is the Fp-algebra of 
all abelian group endomorphisms of M  th a t commute w ith the action of G on 
M.  Let N  be a FpG-module of dimension / with associated representation 77. 
Denote by HornG(M , TV) the abelian group of all F^G-module homomorphisms 
between M  and N . Fix generating sets for M  and N  as abelian groups. The 
endomorphism algebra E ndG(M ) has a natu ral in terpretation  as a subalgebra of 
M(fc,F ) consisting of those matrices A  satisfying g^A = Ag^ for all g E G. The 
groups HomG(M , N)  has a natural interpretation as the abelian group of all k x l 
matrices over Fp satisfying g^A = Agv for all g E G.
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2 .3  S ch re ier  g e n e r a to r s
Let F  be the free group on the set X  =  { z j , . . .  , x n }- Let i f  be a subgroup 
of F.  The (right) cosets of H  partition  F  and by choosing a single element from 
each coset we obtain a (right) transversal for H  in F . If T  is a transversal for H  
in F ,  then  for w £ F  we denote by w the unique element of H w  fl T.
A transversal T  is a Schreier transversal if for any word uv  in T , the word u 
is also in T . T ha t is, T  is a Schreier transversal if it contains all initial subwords of 
each of its elements. The following theorem  defines the set of Schreier generators 
associated w ith a transversal. Note th a t the transversal need not be a Schreier 
transversal.
T h eo rem  2.2 The elements of the set
{ t x f t x ) * 1 I t 6 T, x 6 X }
generate the subgroup H .
P r o o f  See for example Johnson (1980), Section 2.5. ■
This theorem  is the basis for a fundam ental algorithm  th a t computes a gener­
ating set for a subgroup of a group. The orbit-stabiliser algorithm  takes as input 
a generating set A  for a group G, a set Z  th a t G acts on and an initial point 
z0 G Z.  It computes a transversal T  for the stabiliser 5  in G of z0 . It achieves 
this by com puting the orbit of z0 under the action of G. Each point in the orbit is 
the image of zQ under the action of some element of G, and the set T  of all these 
elements is a transversal for 5  in G. The Schreier generators associated w ith T  
form a generating set for 5 . An alternative form of the algorithm  relies on simply 
having a test for membership of the subgroup S .
This algorithm  is used in a num ber of calculations described later in the 
thesis. Note th a t the m ethod of constructing the orbit has not been specified, 
and different m ethods for filling out the orbit lead to different transversals. A 
pseudo-code description of the generic algorithm  follows.
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A l g o r i t h m  2 .3  ORBIT-STABILISER
Input: A set A  generating a group G and a m em bership test for when g G G
lies in a subgroup S  of G.
O utput: A transversal for S  in G and a generating set for 5 .
Set T  to {1} 
repeat
Note the size of T  
for each t G T and a  G A  do 
Set u to ta
Add u to T  if Su  f l  T  = {} 
end do
until the size of T  has not increased
R eturn T  and the Schreier generators associated w ith T
The check for Su  f l  T  =  {} is where either the partial orbit or the m embership 
test is required. W hen the orbit of some point z0 is being com puted, this check is 
for whether the new point is already in the partia l orbit constructed so far. W hen 
the algorithm  is relying on a test for m embership for 5 , this check is for whether 
t ' u ~ 1 lies in S  for each t' in the partial transversal, since t ' u -1 G S  implies th a t 
u is- in the same coset as t .
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C hapter 3
L ifting au tom orp h ism s
We consider the problem of com puting the autom orphism  group of a finite 
soluble group G th a t is given by a power conjugate presentation { A G | 7£G}. The 
description of the autom orphism  group th a t we will obtain is a generating set 
of autom orphism s, where each autom orphism  is represented by its action on A G 
as words in A*G. T hat is, if A G = {g1, . . . , gn}, then an autom orphism  a  is 
represented by a sequence of words w 1, . . .  ,w n 6 A*G such th a t w i is a word 
corresponding to the group element g°j for i 6 { l , . . . , n } .  In addition the order 
of the autom orphism  is com puted and some of the elements of the generating set 
will be identified as inner automorphisms.
The autom orphism  group calculation relies on an algorithm  of Leedham-Green 
(described in Eick 1993) which takes the given power conjugate presentation and 
computes a special power conjugate presentation  for G. We describe these special 
power conjugate presentations in C hapter 6, bu t here we need only note th a t such 
a presentation is a consistent power conjugate presentation based on a particular 
polycyclic series for the group. The polycyclic series is a refinement of a series
G = Gq >  Gj > C?2 > . . .  >  Gj >  =  1,
where, for all i £ { 1 , . . . , / } ,  the quotient G -/G -+1 is an elem entary abelian p -  
group for some prime p t-, and G -/G J+1 is characteristic in G /G i+1. We describe 
an algorithm  th a t takes a generating set for the autom orphism  group of G /G , and 
computes from this a generating set for the autom orphism  group of G /G -+1. The 
autom orphism  group of G is com puted by applying this basic step recursively.
We shall describe sections of the algorithm  as they apply to a more general 
problem than  th a t required for the basic step of the soluble group autom orphism  
algorithm. Let G be a finitely presented group and M  an elem entary abelian
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p-group for some prim e p. Let H  be an extension of G by M , so th a t we have a 
group extension
£ :  1 — — > 1 .
Given a suitable presentation for H  together w ith a generating set for Aut G, the 
algorithm  will compute a generating set for the subgroup of Aut H  consisting of 
all the autom orphism s of H th a t m ap M p to itself. We shall re tu rn  to the specific 
context of soluble groups in C hapter 6.
3.1 Scenario
We begin by specifying the conditions on the presentation for H  th a t we 
require. We then define a collection process for words in the generating set of 
H  and extend it to a collection process for a larger class of words related to the 
extension. We use this extended collection process to  com pute systems of linear 
equations related to group theoretic questions, in such a way th a t a question has 
an affirmative answer precisely when the system of linear equations has a solution 
(such techniques are described by Plesken 1987).
D e fin itio n  3.1 Let £  be a group extension
£:  1 — » M  H G — >1, (3.1)
where G is a finitely presented group with presentation { A G \ 7£G} and M  is an 
elem entary abelian p-group of order p k for some prim e p. Let A G =  {p1?. . .  , pu}. 
A presentation { A H | 7£H} for H exhibits the extension £  if the following conditions 
hold:
1) A h can be partitioned into two subsets {h j , . . . ,  hn} and { m 1, . . . ,  m k} such 
th a t M p =  ( r a j , . . . ,  m k) and a: hi gx for i E { 1 , . . . ,  n}.
2) The relation set 7ZH is the disjoint union of V}^ and 72.^, where:
a) contains relations m p =  1 and r a j1* =  m-  for all i 6 { 1 , . . . ,  k}  and 
j  E {i +  1 , . . . ,  fc}.
b) contains relations ra^‘ =  w i -{m1, . . .  , m k) for all i E { 1 , . . . ,  n} and 
j  E {1,.
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c) 7ZH contains a relation r{h l , . . . ,  h n) =  s ( m 1, . . . ,  m k) for each relator
Kf l i . - - - .Sn)  in K a .
Clearly a presentation of this form defines a group H  which is an extension 
of G by M .  While these conditions look quite restrictive, such presentations arise 
naturally  in a num ber of different ways:
1) W hen computing the autom orphism  group of a soluble group S, which is 
our prim ary motivation. Here G and H  are both  quotients of S  by success­
ive term s of a subnorm al series for 5 . They both  inherit power conjugate 
presentations from th a t of 5 .
2) G is a finitely presented group, M  is an elem entary abelian p-group, and £ is 
a homomorphism from G into Aut M  inducing a G-module structu re  on M .  
A presentation for the semi-direct product of G by M  is easily constructed 
from the presentation for G and the action of G on M  via £.
3) G is a finitely presented group, M  is an elem entary abelian p-group, £ is a 
homomorphism from G into Aut M , and <p: G x G —» M  a 2-cocycle. As in 
the semi-direct product construction above, we can obtain a presentation for 
an arb itrary  extension of G by M  using this inform ation (see for example 
Sims 1994, Section 11.3).
Let r  be a transversal function from G into H  and <p the factor set associated 
with r .  Let £ be the homomorphism from G into Aut M .  W ith  respect to the gen­
erating set { r a j , . . .  , r a fc} of M , the representation £ maps G into GL(fc,p), where 
the j -th  row of the m atrix  g* is given by the exponent vector of w iA m 1, . . . ,  m k) 
in M .  The representation £ extends linearly to a map £: FpG —> M(fc, Fp ) which 
defines an FpG-module structure for M  (see for example Sims 1994, Proposi­
tion 10.8.1).
Note th a t words in A*H th a t involve only generators from M  inherit the n a t­
ural norm al form for elements of M , and th a t, with respect to {ra15. . .  , r a fc}, the 
elements of M  may be represented as vectors of length k over F^. We may assume 
th a t the presentation { A H \ 71H } has all words £ M  in norm al form.
A word w £ A*h is in normal form  if it does not contain a subword of the 
form ,rnJh i and all subwords v ( m 1^. . .  , r a fc) of w are in norm al form for M .  If G 
is given by a power conjugate presentation, then the presentation for H  is also a 
power conjugate presentation and it is na tu ra l to also require th a t there are no
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subwords h -h i with i < j .  However, here we only assume th a t G is a finitely 
presented group, and as such it may not have a collection process defined for it.
D efin ition  3.2 Let { A H |7£^} be a presentation for a group H  th a t exhibits 
the extension £, and let w be a word over A H . A basic collection step applied to 
w is one of the following:
1) choose a non-norm al subword rn-hi in w and replace it by the equivalent
norm al word , . . . ,  m^.);
2) choose a non-norm al subword i;(m 1?. . . ,  m k) in w and replace it by its equi­
valent norm al form in M .
The word obtained as the result of a basic collection step is equivalent to  w. A 
collection of a word w € A*H consists of a sequence of basic collection steps, each 
one applied to the result of the previous step. W hen no more basic steps can 
be perform ed the process term inates and returns a word in norm al form th a t is 
equivalent to w.
If a collection term inates after a finite num ber of steps, the end result is a 
word of the form u (h 1, . . . ,  h n) v ( m 1, . . . ,  m k) with v in norm al form. Note th a t the 
definition of collection does not specify how a non-norm al subword is chosen at each 
basic collection step. Recall th a t a collection w ith respect to a power conjugate 
presentation always term inates after a finite num ber of steps, irrespective of the 
particular choice of non-norm al subword at each step. The next result proves tha t 
the same is also true here.
L em m a 3.3 A collection of a word in A*H term inates after a finite num ber of 
basic collection steps and returns a normal word th a t is equivalent to w.
P r o o f  Let w be a word in A *H, and let A  = { h j , . . . ,  hn} be the set of generators 
of H  th a t lie outside M . We argue by induction on the num ber of occurrences 
of elements of A  in w. Suppose th a t the result is true for all words with at most 
k — 1 occurrences of generators from A,  and let w be a word containing exactly 
k occurrences of generators from A.  W rite it; as a product u 1hv1 where u 1 lies in 
A*m , h is an element of A , and iq is a word in A*H containing k — 1 generators from 
A. A  collection step on w either replaces a subword of u-^h or a subword of iq, 
since no collection step replaces subwords starting  with a generator from A. Take 
a sequence of basic collection steps on w and consider the initial sequence of steps
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th a t do not replace a subword containing the generator h. This initial sequence 
can be partitioned into two subsequences, the first containing all the replacements 
th a t take place to the left of h, the second containing all the replacem ents th a t 
take place to the right of h. Since is a word from M  it will reach norm al form 
after a finite num ber of collection steps. By the inductive hypothesis, v1 collects 
to a norm al word after a finite num ber of collection steps. Therefore the initial 
sequence of collection steps applied to w is a finite sequence th a t results in a word 
of the form u'1hv[. If u[ is the em pty word then we are finished, otherwise the 
next collection step involves h. After this collection step we have a word u 2hv2 
where the length of u 2 is strictly less than  the length of u 1. Therefore, after a 
finite num ber of collection steps we obtain a word hvt where vt is again a word 
w ith at most k — 1 occurrences of generators from A.  ■
Collecting two different words in A*H th a t represent the same element of H  
may result in different norm al words. Let w be a word over A H. The positions 
of the h i in w determ ine their positions in the norm al form, since they are never 
interchanged by a collection step. A consequence of this fact is th a t collection of 
a single word w will always result in the same norm al word irrespective of the 
particular sequence of basic steps performed. If uv  and uv'  are the collected forms 
for w obtained by different sequences of collection steps, then v and v represent 
the same element of M  and, since they are both  in norm al form for M , they must 
be equal as words.
We now define a more general class of words related to our extension £. The 
definition is m otivated by the fact th a t if u is some element of M , and e is an 
element of the group algebra IF G, then e acts on u to produce another element u e 
of M .  We append a set of “indeterm inate” elements of M  to our generating set 
A h and construct generalised words over this extended set, allowing exponents in 
FpG for the new generators.
D efin it ion  3.4 For a set U =  {it1?. . .  ,ttt} we define ( A H,U)* to be the set of 
all generalised words of the form
e,  ew = a / . .. a • ,1 s i
where ai £ A H U U and the exponents e • are integers when a • 6 A H and elements 
of FpG when ai■ £ U .
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We say th a t a word w in { AH, U)* is in norm al form if it contains no subwords 
of the following forms: m - h u ekm  ., or any non-norm al v ( m l , . . . ,  m k). We 
extend the collection process for words in A*H to a collection process for words 
in ( A h , U y . The additional basic collection steps express the relationships tha t 
m ust hold when the elements of U are thought of as elements of M .
D e fin itio n  3 .5  Let U =  {uj , .  .. , be a set, and let w be a generalised word 
in { A h , U)*. A basic collection step applied to w is one of the following:
1) replace a subword by p . .. , m^.).
2) replace a non-norm al subword v ( m1, . . . ,  m k) by its equivalent norm al form.
3) replace ue-hi by h where gx — h° € A G.
4) replace u - mi by m {u-.
5) replace by u^Uj for i <  j .
6) replace u* ux by if e +  /  /  0 and by the em pty word otherwise.
A collection of a word w € (A H, U )* consists of a sequence of basic collection 
steps, each one applied to the result of the previous step. W hen no more basic 
steps can be perform ed the process term inates and returns a word in norm al form.
There is also a natu ral notion of equivalence for words in ( A H, U y . If 
w ( A h , ti1?. . . ,  and v ( A H, u1, . . . ,  ut) are elements of ( A H,U)*,  then we say 
tha t w and v are equivalent if for all maps // from U into M  the words 
w ( A h , Uj , •. •, u1^) and v ( A H, u^ , . . .  , u^) are equivalent in the usual sense. This 
definition of equivalence for generalised words is consistent with the interpretation 
o f f /  as a set of elements of M.
L e m m a  3.6 Let w be an element of ( A Hi U)*y and let v be the word obtained 
after a single basic collection step has been applied to w.  Then w and v are 
equivalent.
P r o o f  It suffices to show th a t the non-norm al subword is equivalent to its re­
placement for a basic collection step. For collection steps 4) and 5) it follows from 
the fact th a t M  is abelian. For collection steps 3) and 6) it follows from the fact 
th a t M  is an FpG-module. ■
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Clearly equivalence of generalised words is an equivalence relation. An imme­
diate consequence of Lemma 3.6 is th a t if the collection term inates and returns a 
word in norm al form, then this word is equivalent to the initial word.
L em m a 3 .7  Collection of a word in (A H , U)* term inates after only finitely m any 
basic collection steps and returns a norm al word th a t is equivalent to  w.
P r o o f  The proof is a simple modification of the proof of Lemma 3.3. R ather than  
an induction on the num ber of occurrences of h 1, . . . ,  hn in u;, perform  induction 
on the num ber of occurrences of elements of U and apply Lemma 3.3 to subwords 
th a t do not contain elements of U. u
The result of a collection of a word w £ U )* is a word of the form
vi (hl , . . . , h n)v2(ml , . . . , m k)u \1 . . . u ^ ,
where the e- are elements of FpG and iq, tq are elements of A*H. As before, 
equivalent words may collect to different norm al words, bu t a single initial word 
collects to a unique norm al form irrespective of the particu lar sequence of basic 
collection steps.
3 .2  A u to m o r p h ism s  o f  an  e x te n s io n
An autom orphism  7 of H  normalises M  if M 1 = M .  If 7 normalises M , then 
it induces an autom orphism  of G which we denote by 7 /M . Given an autom orph­
ism a  of G we say th a t a lifts to H  if and only if there exists an autom orphism  7 
of H  such th a t 7 / M  = a. Such a 7 is called a lifting of a  to H , and when a is the 
identity autom orphism  of G we call 7 a lifting of the identity. We shall use lower­
case Greek letters for autom orphism s, typically choosing 7 for an autom orphism  
of H , a  and ß  for autom orphism s of G, t for the identity autom orphism  of G, and 
v for an autom orphism  of M.
D efin ition  3 .8  Let £ be the group extension given by the short exact sequence 
(3 .1). The autom orphism  group of £,  denoted by A ut £ ,  is the subgroup of all 
autom orphism s of H  th a t normalise M.
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Note th a t when M  is a characteristic subgroup of H  the autom orphism  group 
of £ is all of Aut H .
Let A be a generating set for Aut G. We aim to com pute a generating set 
for A u t£ . The representation th a t we use for autom orphism s is as follows: an 
autom orphism  a  of G is specified by a sequence { u q , . . . ,  u;n}, w ith w i G A*c  for 
i G {1 , . . .  ,n},  such th a t if g{ G A G then wi is a word representing the element 
ga of G. Given two such autom orphism s, m ultiplying them  is simply a m atter 
of substitution: if a  and ß  are autom orphism s and g“ =  w(g1, . . . ,  gn), then the 
autom orphism  a ß  maps g{ to w (g ^  . . .  ,gf ) .  The com putation of products is the 
only requirem ent for the autom orphism  group algorithm  when £  is split. In the 
general case, however, we also require a m eans of com puting the inverse of an 
autom orphism .
Let 7 be an autom orphism  of £. Then 7 /M  is an autom orphism  of G and 
7 |m is an autom orphism  M .  Therefore we have a na tu ra l hom om orphism
d : Aut £  — » Aut G x A ut M , (3-2)
where the image of 7 under d is (7 /M , 7 ^ ) .  We shall divide the com putation of 
Aut £ into two parts based on the short exact sequence
1 — » Ker d — * Aut £ — > Im $ — > 1 (3-3)
associated w ith (3.2). We will describe effective algorithm s for com puting gener­
ating sets for the image and kernel of $. Let A c  be a generating set for I m$ ,  and 
A k  a generating set for Ker$.  Let A'c  be a set containing at least one preimage 
of each element of A c  under i9. The proof of the next result is trivial and om itted.
L e m m a  3 .9  A'c  U A K is a generating set for Aut £.
Therefore the problem of determ ining a generating set of Aut £ can be divided 
into two sub-problems. The first is computing a generating set for the image of 
and taking a set of preimages of its elements. This step is handled in the next two 
chapters, first for split extensions and then for non-split extensions. The second 
step is to compute a generating set for the kernel of i9, and this is considered in 
the rem ainder of this chapter.
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3.3 D erivation s
The kernel of d has a natural interpretation as the subgroup of automorphisms 
of H  that correspond to derivations from G to M.
Definition 3.10 A derivation from a group G to a G-module M  is a map 
8: G —► M  satisfying
(ab)S = (a6)b +  bS (3-4)
for all a, 6 £ G. The derivations from G to M  form an abelian group, denoted 
Der(G, M), where addition is defined by a*1"^2 =  a&1 -f a**2 for all a £ G and 
81,82 £ Der(G, M).
It is well known (see for example Robinson 1982, Chapter 11) that there is 
a bijection from Der(G, M) to the set of complements of M  in the semi-direct 
product of G by M . There is also a bijection between the subgroup of inner 
derivations in Der(G, M), denoted by Inn(G, M), and the conjugacy class of com­
plements of M  in the semi-direct product of G by M.
Lemma 3.11 The kernel of d is isomorphic to Der(G, M).
P roof (see also Robinson 1981) Let 8 £ Der(G, M) and define ~is : H  —* H  by
(.gTm y s = grgSm (3.5)
for all gTm £ H . That 7  ^ is an endomorphism of H follows from (3.4). Noting 
that 7  ^ = 7j 7j , we have 7  ^ an automorphism of H  since *y_s is a two-sided
inverse for it. Clearly "ys lies in Kert?, and hence the map 77: 8 7  ^ is a group
homomorphism from Der(G, M) to Ken9. If 7  ^ is the identity on if , then gS = 1 
for all g £ G, implying that 77 is injective. Now suppose 7 lies in the kernel of d. 
So (g Tm y  =  gTm gm for some m g £ M. Therefore
(gh)T m gh = (gh)T1
= (gThr (g,h)V- 1y  
= gTm ghT m h (g.,h)<p~1 
= gThT m gk m k (g,h)p~l 
=  (ghY mgh
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Hence m gh = m hgm h so 5 : g h* m  is a derivation, and 7 is clearly the corres­
ponding autom orphism  7^. ■
We calculate a generating set for the abelian group of derivations by converting 
the problem to th a t of finding a basis for the solution space of a homogeneous 
system of linear equations over Fp . A m ajor step in this direction is the projective 
sequence for a finitely presented group given below in Theorem  3.13.
Def ini t ion 3.12 The augmentation mapping e: FpG —>Fp is defined by
e:
g £G  g £ G
The augmentation ideal of FpG is the kernel of e and is denoted by Aug(FpG). The 
augm entation ideal is generated as an FpG-module by the set {gi — 1 | g{ £ A G} 
(Johnson 1990, Proposition 11.2.1).
T h e o r e m 3. 13 Let {g1, . . .  i gn \ r 1, . . . ,  rs} be a finite presentation for a group 
G. Define maps ß : (FpG )n -> FpG and a :  (FpG )s ->(Fp G )n by
n
ß-  (2/1 , ■•.,!/„) •— -  i )y4,
t = i  .
5 Qr  .
( y i . - - - . y j ■— »-(»i.• «i =
Then the sequence
(3.6)
is a projective resolution of the trivial FpG-module.
P r o o f See Johnson (1990), C hapter 11. ■
We obtain from (3.6) the exact sequence
(FpG)s -24(F f G)n -4 Aug(FpG) — ► 0,
which induces an exact sequence of homomorphism groups,
HomG((FpG ) \ M )  4  HomG((Fp G)n, M )  4 -  Hom G(Aug(FpG), M )  <—  0.
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The abelian group HomG((FpG)*, M)  is isomorphic to M* for each positive in­
teger t, so the above sequence corresponds to
M a<-2-- M nE -  HomG(Aug(Fp G ),M ) <—  0, (3.7)
where ß* is the homomorphism
ß* : f  1--- > ((^i “  l)/>  • ’ • i (ffn 1 )/)
for all /  € HomG(Aug(FpG), M ), and a* is
" / 3 r  \ {
( y i , - • • > ! / „ ) ( « I . - - ■>«. ) > ^  =  2 ^ - •
The kernel of a* consists of those vectors y =  (j/j , . . . ,  yn) E M n for which
for all r ■ E 7^G. Such a vector corresponds to a hom om orphism  f y from Aug(FpG) 
to M  defined by
f y ‘ (Si-  1 ) 1->
The following theorem  identifies the correspondence between the kernel of a* and 
the group of derivations (see for example Robinson 1982, Proposition 11.4.5).
L em m a 3.14  HomG(Aug(FpG), M)  is isomorphic to D er(G ,M ), with the iso­
morphism defined by /  i->- 8  ^ where g8f =  (g — 1 ) /  for all g E G.
We can now define a system of linear equations over Fp whose solution space is 
isomorphic to the group of derivations. If yi E M  is the vector (yt l , . . . ,  y ik) E f £ , 
then , . . . ,  yn) E M n corresponds to a derivation if and only if
A  / d r , V[g^ J = 0  (3-8)
for all j  E {1, . . .  ,-s}. The image of a Fox derivative under £ is a k x k m atrix 
over Fp , and so the s m atrix  equations (3.8) correspond to the following system
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of linear equations in the variables t/• •:
( s / l l • • ’ S / ll : ’ S/21 > * * • ’ S
M i l A 12 ■
^21 ^ 2 2 ^ 2 3 II 0 (3 .9)
\ ^ n l ^ n 2
where A { - is the subm atrix ^dr^/dg -j for i £ { l , . . . , n }  and j  £ { l , . . . , s } .  
This provides a convenient means to  com pute an F^-basis for the vector space of 
derivations Der(G, M).  It reduces the problem  to com puting Fox derivatives of 
the relations, and then solving a system of ks equations in nk unknowns.
Applying the isomorphism of Lemma 3.11 to the results of the derivation 
com putation, we obtain an algorithm  with the following description:
Algorithm 3 . 1 5  KERNEL-THETA
Input: The finite presentation for G and the representation £.
O utput: A generating set {7^ . . .  , 7f} for Keri9.
The key to the algorithm  is the com putation of the Fox derivatives of a word 
w £ A*g with respect to each of the elements of A G. The following pseudo-code 
computes the m atrix  images of the Fox derivatives of a word with respect to each 
of the generators from A G in a single pass through the word. The word used as 
input has the form w =  y 1 . . .  y t , where y% £ A G. The derivatives are com puted 
by iterating a basic step across the word from right to left. The m atrix  u is the 
image under £ of the subword of w to the right of working position.
Set L 1, . . . ,  L t to the k x k zero m atrix  over Fp 
Set u to the k x k identity m atrix  over ¥p 
for i G {t, • . . ,  1} do
y i is g ek for some k £ {1, . . .  , n} and e 6 {±1} 
if e > 0 then
Set L k to L k +  u
else
Set L k to L k — y^u 
end if
Set u to y^u 
end do
R eturn L 1, . . . , L t
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After com puting the Fox derivatives of each relator, the system of linear equations 
is solved and a basis for the vector space of derivations has been found. From this 
basis a set of autom orphism s is easily constructed.
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C h a p te r  4
Split case
We consider the lifting step for S a split extension. We define an action of 
the autom orphism  group of G on a set of FpG-modules related to M . The action 
has the property th a t an autom orphism  of G lifts to H  precisely when it maps M  
to a module isomorphic to M.  An algorithm  for deciding when two modules are 
isomorphic is then described. It relies on com puting a decomposition of a module 
into indecomposable summands. Some of the algorithm s developed by Schneider 
(1990) play a crucial role in this com putation. Liftings of the identity th a t do not 
correspond to derivations are shown to  correspond to Fp (2-module autom orphism s 
of M , and the inform ation used to find a decomposition of M  is reused to produce 
a generating set for the subgroup of these liftings.
4.1 Scenario
We use the notation of C hapter 3. We assume throughout this chapter tha t 
S is a split extension, and th a t {h l , . . . ,  hn} generates a complement, Q , for M  in 
H.  Hence Q =  G and we can choose a transversal function r :  G H  th a t maps 
G into Q.  Note th a t r  is a group homomorphism. Let A = {q 1? . . .  , a t } be the 
given generating set for Aut G.
We begin by defining an action of the autom orphism  group of G on F G- 
modules. We shall see th a t this action is closely related to the autom orphism  
lifting problem.
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4.2 A n  action  on m od u les
W ith respect to the fixed generating set { m 1, . . .  , m k}, the subgroup M  has 
a na tu ra l in terpretation as the FpG-module associated w ith the representation 
f :  G —► GL(k,p) .
D efin ition  4.1 Let N  be an FpG-module associated with a representation 7 7: 
G —> G L (k,p).  For a  G Aut G , we define N a to be the module associated with the 
representation rj' = a - 1 7 7 .
Let M  = { M Q I a  G Aut G}, a finite set of FpG-modules.
L em m a 4.2 The action of Aut G on A4 given by Definition 4.1 is a perm utation 
representation of Aut G on A t .
P r o o f  (M a )^ =  M a/? is a direct consequence of ß ~ l a - 1  £ =  (a/3)_1£. Clearly
M L = M .  •
Although the representations associated w ith M Q and M ^  for a,/3  G Aut G 
have identical images in GL(/c,p), the two modules are not necessarily isomorphic 
to each other. Recall th a t two modules in A f, associated with representations £ 
and £ , are isomorphic as FpG-modules if and only if there exists an element of 
GL(k,p)  th a t conjugates g^ to g^ for each g G G.
I am indebted to W. Nickel and Dr. C.R. Leedham-Green for the following 
theorem.
— 1
T h eorem  4 .3  An autom orphism  a  of G lifts to H  if and only if M  and M  
are isomorphic as F^G-modules.
P r o o f  Suppose th a t M  and M Q are isomorphic. Let v be an element of 
GL(k,p)  satisfying v ~ lg^v  =  gQ^  for all g G G. Define the m ap 7 on H  by 
(gTm y  =  g armu.  This map is well defined, since every element of H  has a unique 
expression as a product g Tm  w ith g G G and m  G M .  Furtherm ore, because r  is
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a group homomorphism, 7 is an endom orphism  of i f ,  since
gQT m v  h aT nv  — gaT haT ( m v ) h nv
— (gah a)T m ( v h a nv
— (gh)QT m(h^v)  nv  
= (gh)aT (m hn )v .
The restriction of 7 to M  is v, and 7 induces a  on G. Therefore 7 is an au to­
m orphism  of i f ,  and a  lifts to 7 .
Now suppose 7 is a lifting of a  to i f .  Denote by v the restriction of 7 to 
M .  For g € G, g T1 is some element of the coset gaTM , say g aTrng w ith m g € M .  
Consider
gQTm g m gv = (gTm 9y  = (m gTy  = m v  garm g =  gQTm g( m v ) 9 , 
which implies th a t mg^v = m v g a* for all g 6 G and m 6 M .  Hence g^v = vga ,
Q - i
and so M  and M  are isomorphic. ■
4.3 Com patible pairs
Recall from C hapter 3 the homomorphism d m apping Aut £  into the direct 
product Aut G x Aut M .  We shall call a pair (a , v) of autom orphism s in Aut G x 
Aut M  a compatible pair (Robinson 1981) if
vgai = g^v (4.1)
for all g € G. This is precisely the condition th a t v is an FpG-module isomorphism 
from M  to M a . The following is a direct consequence of Theorem 4.3.
C orollary 4 .4 The group of compatible pairs is precisely the image of
Since the compatible pairs coincide with the image of d the introduction of 
the term  “compatible pa ir” may appear redundant. In the non-split case, however, 
the situation is more complicated and the two no longer coincide.
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Let C(S)  <  Aut G x Aut M  be the group of compatible pairs for the extension 
£. Let 7r be the restriction to C(£)  of the projection m ap from Aut G x Aut M  
onto Aut G. Then we have a natural composition of homomorphisms,
Aut £  - 4  C(£)  Aut G.
The image of n is the subgroup of Aut G consisting of all the autom orphism s of 
G th a t lift to H.  Therefore, if {/?1?. . .  ,/?t } is a generating set for this image, 
and B  =  {(ß1, i q ) , . . . ,  (ßt , vt )} is a preimage of the generating set under ir, then 
B  U Ker7r generates the group of com patible pairs. We begin by com puting a 
generating set for the image of n.
We assume th a t we have an effective algorithm  for deciding when two modules 
are isomorphic, and th a t an explicit isomorphism is re tu rned  when the answer is 
affirmative (such an algorithm  is described in Section 4.4). Theorem  4.3 provides 
a test for determ ining whether an autom orphism  a of G lifts to H . Since we 
have the generating set A  for the autom orphism  group of G, we can perform an 
orbit-stabiliser calculation to find a generating set for Im7r.
Define an equivalence relation on A4 such th a t N 1 is equivalent to N 2 if 
and only if N 1 and N 2 are isomorphic as FpG-modules. Let A4'  be the set of 
equivalence classes in A4, and denote its elements by [MJ for i £ {1 , . . .  , s} and 
M l £ A4. Let M 1 = M.
L e m m a  4.5 The action of Aut G on A4 induces a perm utation representation of 
Aut G on A4'.
P r o o f  Let a  £ Aut G, and i £ {1 , . . .  , s}. If N  € [M J, then N  = M-, and there­
fore there exists v £ G L (k,p) such th a t gv = gViu for all g £ G, where rj and 
7ji are the representations associated with N  and M- respectively. In particular, 
(,gQ )v = v ~ l (ga )T)i v for all g £ G, which implies th a t N Q = . Therefore
we may define [M ja to be [Mta ]. Clearly [M JQ/3 =  [M “ ]^ and [M{]1 = [M-] for 
all i £ { 1 , . . . ,  s} and a , ß  £ Aut G. ■
Since we are assuming the existence of an algorithm  for determ ining module 
isomorphism, we can decide when [M ja =  \M-\ for all i , j  £ {1 , . . .  , 5 } and a  £ 
Aut G. Since we have a generating set A  for Aut G, we can calculate the stabiliser 
of [M] under Aut G using the orbit-stabiliser algorithm. Let {k1 , . . . ,  Kr} be the set 
of Schreier generators returned for the stabiliser of [M]. For each j  £ { 1 , . . . ,  r} let
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u-  be an FpG-module isomorphism from M  to . Then (k j , v -) is a compatible
pair for S. The set {(«15 i / j ) , . . .  , (« r , i/r )} generates a subgroup of the group 
of com patible pairs C (£), which may be a proper subgroup. The set m ust be 
supplem ented w ith generators of the kernel of n : Aut G x Aut M  —> Aut G in 
order to obtain a generating set for C(S).  Assume for the m om ent th a t we have 
a generating set for the kernel, say {(/cr+1, i/r+1), • . . ,  (« r+ /, ^r+ /)}. Then
{7- I 7 -: gT m  1— > g K'T mi/-, 1 <  t <  r  +  /}
is a set of autom orphism s of H  th a t generates a supplem ent for Ker i9 in Aut S.
Assuming th a t we have computed a generating set for the kernel of the pro­
jection 7r, then we have computed the autom orphism  group of the extension in the 
split case. In Section 4.6 we compute a generating set for Ker7r. This calculation 
relies on an algorithm  for determ ining a decomposition of M  into a sum of in­
decomposable submodules. Such an algorithm  is described as pa rt of the module 
isomorphism algorithm .
4 .4  D eterm in in g  m odu le isom orph ism
Many of the results stated  and used here are standard  results about m od­
ules and endomorphism algebras, and can be found, for example, in Feit (1982) 
and Pierce (1982). The algorithms for finding decompositions and for deciding in- 
decomposability are due to Schneider (1990). An Fp-basis for the endom orphism  
algebra of a module, or for the homomorphism group between two modules is a 
prerequisite for m any of these algorithms, and we begin by describing a m ethod 
for computing such bases.
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4.4.1 C om puting m odule hom om orphism s
Let M  and N  be two FpG-modules of dimensions k and l respectively. Let 
£ and T) be the associated representations. We wish to construct an Fp-basis for 
Horn g ( M, N) .
An element X  of HomG(M , N)  corresponds to a k x l  m atrix  ( x^ )  with entries 
in Fp satisfying
for all i € { 1 ,. . .  , k} and j  E { 1 , It suffices to check th a t X  satisfies this 
equation for all g in a generating set of G. Therefore, as gi runs over the elements 
of A g , the equations (4.3) form a homogeneous system of linear equations in the 
x i - such th a t an Fp-linear basis of the solution space of the system corresponds 
to an Fp-linear basis for HornG( M , N) .  The num ber of indeterm inates is kl and 
the num ber of equations is nkl.  An im plem entation of this simple algorithm  for 
com puting module hom om orphism  group bases is quite effective for modules of 
dimension less than  30.
W hen M  = N  this algorithm  computes a basis for the endom orphism  algebra 
of M . W hen the dimension of M  is large, the calculations described above become 
quite tim e consuming and better techniques are required for an effective imple­
m entation. We consider two cases. F irst suppose th a t the order of G is coprime 
to p. Note th a t when G is given by a consistent power conjugate presentation, 
we can easily identify whether the order of G is coprime to p. In this case the 
representation is completely reducible, and therefore every subm odule of M  is also 
a direct sum m and of M . The MEAT-AXE algorithm  (Parker 1984) can be applied 
to compute a proper subm odule of M.  It is an effective algorithm  which works on 
the principal th a t a null vector of an element of the group algebra th a t has nullity 
1 is likely to lie a proper invariant subspace. Using MEAT-AXE we com pute a 
submodule M 1 of M , and w rite M  = M 1 0  M 2. Then
for all g 6 G. Let {g^)ij denote the ( i , j )- th  entry of g^, and similarly for 
Then (4.2) is equivalent to the equations
k i
EndG(M ) =  E ndG(M j) 0  E ndG(M 2) 0  HomG(M 1, M 2) 0  HomG(M 2, M 1).
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Therefore to calculate E ndG(M ) we calculate each of the sum m ands on the right- 
hand side separately, which involves significantly less work than  com puting the 
left-hand side directly. By recursively applying Meat-Axe to the sum m ands M 1 
and M 2, we eventually get a decomposition of M  into irreducible sum m ands.
If the order of G is not coprime to p, then there exists an element of p-power 
order in G. Note th a t when G is given by a consistent power conjugate presenta­
tion, such an element is easily identified. Schneider (1990) describes an algorithm  
for com puting the endom orphism  algebra of modules in the case where a generator 
of a nontrivial cyclic p-subgroup P  of G is given. A reduction in the num ber of 
unknowns th a t need to be considered is obtained by representing an a rb itrary  ele­
ment of E ndG(M ) by an Fp-linear combination of the basis elements for End P{M).  
The basis elements for E ndp(M ) are easily constructed, and im plem entations of 
this algorithm , which are widely available as intrinsic functions of both  CAYLEY 
and MAGMA, perform well on module dimensions as large as several hundred.
We have established algorithm s with the following descriptions:
A lgorith m  4.6 Endo
Input: An FpG-module M.
O utput: An Fp-basis for the endom orphism  algebra of M .
A lgorith m  4.7 Hom
Input: Two ¥p G-modules M  and N.
O utput: An ¥p-basis for the vector space of homomorphisms from M  to N .
4 .4 .2  In d eco m p o sa b le  m o d u les
Let M  and N  be two FpG-modules associated with representations £ and p 
m apping G into G L(k,p).  Verifying tha t the two modules are isomorphic can be as 
simple as com puting a basis for HomG(M , N)  and taking a few random  elements 
in search of an isomorphism. Consider the case of M  =  N  and M  = M 1 ® . . .  ® M t 
with the M i irreducible and pairwise non-isomorphic. The probability of choosing 
an isomorphism in HomG(M , N ) is at least (1 — -I)*. Particularly  when the num ber 
of irreducible sum m ands is low this probability is quite high, and a lim ited random
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search for an isomorphism is likely to be successful. For example, if the prim e is 
3 and there are 4 irreducible sum m ands, then with probability 0.9 a set of 10 
random ly chosen elements of HomG(M , N )  will contain at least one isomorphism.
However, when it is not known in advance w hether or not the two modules 
are isomorphic, the failure to produce an isomorphism after such a random  search 
does not imply th a t the two modules are not isomorphic. We require a determ in­
istic algorithm  for deciding the issue, and moreover one which adm its an effective 
im plem entation.
For indecomposable modules the situation is much simpler. To see this we 
need to examine the structure  of the endom orphism  algebra of an indecomposable 
module. The modules we are considering are all finite dimensional over a finite 
field, so their endom orphism  algebras are finite dimensional algebras over the same 
finite field. The following results are well known (see for example Pierce 1982). 
Let A be a finite dimensional algebra over a field. Denote by Rad(A) the radical 
of A, which is a nilpotent ideal in A.
D efin ition  4 .8  A finite dimensional algebra A is a local algebra if A /R ad (A ) is 
a field. If A is a local algebra, then A /R ad (A ) is called the residue field of A.
L em m a 4.9 For an algebra A, the following are equivalent:
1) A is a local algebra.
2) Rad(A) is the set of all non-units of A.
3) The unique maximal left ideal of A is Rad(A).
T h eorem  4 .10  If an FpG-module M  is indecomposable, then E ndG(M ) is a 
local algebra.
This last theorem  is the m ajor step towards an effective module isomorphism 
algorithm, since as the following lemma shows, it provides an effective determ inistic 
algorithm  for deciding whether two indecomposable modules are isomorphic. It 
simply requires a basis for HornG( M , N ) .
L em m a 4.11 Let M  and N  be indecomposable FpG-modules, and { / 1?. . . ,  f t } 
an ¥p-basis for HomG(M , N) .  Then M  = N  if and only if there exists i E { 1 , . . .  A} 
such th a t /• is an isomorphism.
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P r o o f  We need only prove th a t M  = N  implies th a t one of the /• is an isom orph­
ism. Let a :  N  —» M  be an FpG-module isomorphism. For each z, f tot is an endo­
m orphism  of M , and so the Fp -span of { f 1ct, . . . ,  f ta} is a subgroup of E ndG(M ). 
Take ß  G E ndG(M ). Consider ß a ~ l : M N . This is an FpG-module homo­
m orphism , and hence there exist coefficients ai G Fp such th a t aifi = ß a ~l ?
whence a -( /-a )  =  ß. Therefore { / j O , . . . ,  f ta}  spans E ndG(M ). But E ndG(M ) 
is a local algebra (by Theorem  4.10), so the singular elements form an ideal in 
EndG(M ) equal to R ad(E ndG(M )) (by Lemma 4.9). Since there exists at least 
one non-singular endom orphism  of M , at least one of the / - a  m ust be non-singular.
As a consequence, if M  and N  are both  indecomposable, then we need only 
calculate the rank of each element of a basis for HomG(M , N)  to check w hether the 
two modules are isomorphic. Therefore we have an algorithm  w ith the following 
description:
A lg o r ith m  4 .1 2  INDEC-ISOMORPHIC
Input: Two indecomposable Fp G-modules M  and N.
O utput: An isomorphism M  —>• N  if M  = N , or “False” otherwise.
Since we are working with finite dimensional modules, we have at our disposal 
the fundam ental Krull-Schmidt Theorem.
T h eorem  4 .13  (K ru ll-S ch m id t) Let A be a finite dimensional algebra over a 
field, and V /  0 a finite dimensional A-module. Then:
1) V  is a finite direct sum of indecomposable modules.
2) If V = ®™= 1 =  © ”=1 Wj,  where each F-, W-  is indecomposable, then 
n = m  and, after possibly reordering the W-, Vi = Wt for all i G { 1 , . . . ,  m).
An im m ediate corollary of this theorem  suits our purpose.
C orollary 4 .1 4  Let M  = and N  = ©J=1 Nj  be FpG-modules with
NJ indecomposable. Then M  =  N  if and only if n = m  and, after possibly 
reordering the JV -, M- =  N • for all z G { 1 , . . . ,  m}.
Assuming th a t a full decomposition of each module can be calculated, Corol­
lary 4.14 says th a t if we find a bijection between isomorphic sum m ands of each
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module, then the two modules are isomorphic. The isomorphism test for the sum ­
m ands is solved by Lemma 4.11. We now consider the problem  of calculating such 
decompositions.
4.5 F in d in g  m od u le  d ecom p osition s
An element e of E ndG(M ) is called an idempotent if e2 =  e. Associated 
w ith a  decomposition M l © M 2 of a module M  are two idem potents e and 1 — e in 
E ndG(M ), where e is the projection of M  onto M 1 relative to  M j ©M 2 . Conversely, 
an a rb itra ry  idem potent e leads to the decomposition M  = M e  © M (  1 — e). A 
simple algorithm  for computing a decomposition of M  searches the endom orphism  
algebra of M  for idem potents. However, a larger class of elements of E ndG(M ) 
which also lead to decompositions may be used to increase the probability of 
success in a  (random ) search. These are the so-called F itting  elements in E ndG(M ) 
(Schneider 1990).
D e fin itio n  4 .15  An endom orphism  /  of M  is a Fitting element if it is singular 
but not nilpotent.
Clearly idem potents are also F itting  elements. An endom orphism  /  is 
a F itting  element if and only if there exists some integer n > 1 such th a t 
0 <  r a n k ( /n ) =  r a n k ( /n+1) < fc, and as a consequence, r a n k ( /n ) =  ra n k ( /m) 
for all m >  n. The fact th a t they lead to a direct decomposition of the module 
follows from F ittin g ’s Lemma.
L e m m a  4 .16  ( F i t t in g ’s L e m m a ) Let n be the length of a composition series 
of an A-module V , and /  € E n d 4(F ). Then V  =  I m / n ® Ker f n .
F ittin g ’s Lemma also dem onstrates th a t we need only examine powers of 
an endom orphism  up to the composition length of the m odule in order to check 
w hether it is a F itting  element. How common are F itting  elements in E ndG(M )? 
Schneider gives a simple analysis of the case M  = M 1 © M 2, with both  sum m ands 
absolutely simple; th a t is, all submodules are irreducible. W hen M 1 and M 2 are 
not isomorphic, the num ber of endomorphisms is p2, of which 2 are idem potents 
and 2(p — 1) are F itting  elements. W hen and M 2 are isomorphic, there are
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p4 endom orphism s, of which p(p +  1) are idem potents and p(p +  l)(p  — 1) are 
F itting  elements. W hen p > 2 there are at least twice as m any F itting  elements as 
idem potents irrespective of w hether or not M 1 and M 2 are isomorphic. For larger 
p it is clear th a t the factor rapidly becomes much larger than  two. More generally, 
the factor depends on the structu re  of the sum m ands, bu t for m any modules, even 
of characteristic 2, it will be much larger than  2.
4.5.1 Verifying indecom posability
W hen a F itting  element is not found after a num ber of random  samples of 
the endom orphism  algebra, indecom posability is only one of two possible explan­
ations. We require a determ inistic algorithm  th a t decides w hether the module is 
indecomposable. The endom orphism  algebra of an indecom posable module has 
some special properties th a t may be exploited as the basis of such an algorithm. 
It is still worthwhile doing a brief random  search for a F itting  element, since if one 
is found it avoids the overhead associated with the determ inistic algorithm .
Following Lemma 4.9, to verify th a t a module is indecom posable it suffices 
to check th a t the singular elements of EndG(M ) are all nilpotent. Alternatively, 
if a basis of nilpotent elements is found, such th a t the ideal generated by them  is 
nilpotent and E ndG(M ) modulo the ideal is a field, then the ideal is the radical of 
E ndG(M ) and M  is indecomposable. A detailed description of a suitable algorithm  
appears in Schneider (1990). Basically, the algorithm  begins by constructing an 
approxim ation, J to the radical of E ndG(M ). We may take JQ to be {0}. For each 
approxim ation if an a ttem pt to verify tha t End g ( M ) / J i is afield  succeeds, then
the module is indecomposable. If E ndG(M )/J -  is a field, say Fpr for some r >  0, 
then there exists a nonsingular element in E ndG(M ) — J- which has m ultiplicative 
order a m ultiple of pr — 1. If the field verification step fails, it is for one of two 
reasons:
1) The discovery of a nilpotent element, / ,  lying outside of J {. In this case the 
algorithm  calculates the ideal J i+1 generated by /  and J t , and restarts  the 
field verification step with this better approxim ation to the radical.
2) The discovery of a F itting  element, / ,  in which case the module is not in­
decomposable and a decomposition is given by the image and kernel of f n for 
some n.
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This procedure is guaranteed to term inate after a finite num ber of steps since 
the ascending series of approxim ations Jt to R ad(E ndG(M )) m ust eventually be­
come constant, and we can ensure th a t the field checking step eventually checks 
enough elements of E ndG(M )/J j ;  note, moreover, th a t the proportion of prim itive 
elements is high so th a t this search is not tim e consuming.
The existence of an algorithm  for com puting a direct decomposition of a m od­
ule w ith indecomposable sum m ands is a consequence of the preceding discussion. 
It takes as input a representation £: G —>-GL(fc,p) defining an FpG-module M , 
and a basis for the endom orphism  algebra of M.  It consists of the following basic 
step. Search for a F itting  element of E ndG(M ). If no such element is found, 
apply an indecom posability test, leading either to the conclusion th a t M  is in­
decomposable, or to a F itting  element in E ndG(M ). W hen a F itting  element /  
has been found, it corresponds to a decomposition M j 0  M2 of M . Bases for the 
endom orphism  algebras of M1 and M2 are com puted and the algorithm  recurses 
on these sum m ands.
A lg o r ith m  4 .1 7  MODULE-DECOMPOSE
Input: An FpG-module M  and an Fp-basis for E ndG(M ).
O utput: A list M l , . . . ,  Mt of indecomposable submodules of M  such th a t M  =
0 j =1 M-. In addition, for each M j5 a basis for R ad(E ndG(M j)) and 
a non-singular endomorphism wi th a t generates the residue field of 
E ndG(M l).
Note th a t only the endom orphism  algebra of M  needs to be com puted by the 
linear equations m ethod described in Section 4.4.1. The endom orphism  algebras 
of submodules required for the recursive step may be obtained directly from the 
endomorphism algebra of M  as the following result indicates.
L e m m a  4 .1 8  Let { / 15. . . ,  f t } be an Fp-basis for EndG(M ), and let M = M1 0  
M2. If 7T: M  —> Ml is the projection map onto M1 relative to 0  M2, then 
{ / i L 17r>--->/tlM 17r} contains an Fp-basis for EndG(M j).
P r o o f  The m ap /  i—»■ / \M n is clearly onto, since each £ E ndG(Ml ) has f 1 0  0 
as a preimage. ■
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4 .5 .2  E x p lo it in g  th e  d eco m p o sit io n
The algorithm  th a t computes a decomposition of a module into indecompos­
able sum m ands was m otivated by the question of deciding when two modules are 
isomorphic. However, in the context of lifting autom orphism s, the decomposition 
algorithm  plays a more im portant role. Since we are typically interested in decid­
ing whether M Q is isomorphic to M ^  for a , ß  € Aut G, we can use the fact tha t 
the action of an autom orphism  of G preserves the decomposition of M , and hence 
avoid com puting decompositions of modules obtained during the orbit-stabiliser 
calculation.
L em m a 4 .19  Let M  = ® *=1 M-. If a  € Aut G , then M a =  ® *=1 M ".
P r o o f  Let £ : G —>GL(k,p)  be the representation associated w ith M,  and let 
a  G Aut G. Let M  = M 1 ® M 2, and £ =  £2 ®£2 the associated decomposition of £, 
where £ ■ is the representation associated w ith module M i . Hence a£  =  o£j ® o£2 
and M a has a decomposition into two submodules associated with representations 
o£j and a£2; namely M “ and respectively. The result follows by induction 
on the num ber of sum m ands. ■
Therefore, before commencing the orbit-stabiliser calculation in Section 4.2, 
we calculate a decomposition of M  into indecomposable sum m ands. W hen a new 
module M Q is generated by the orbit-stabiliser algorithm  its decomposition is 
obtained by applying a  to each of the submodules in the decomposition of M.
4.6 M od u le  au tom orp h ism s
Recall the composition of mappings,
Aut £ — Aut  G x Aut M  —^  Aut G.
In Section 4.2 we com puted a generating set {ß l , . . .  , ß t ] for the image of $7r, and 
obtained from this a set B  of elements in C(S)  generating a subgroup of C(£).  
This subgroup is a supplem ent in Im $ of the kernel of
7r: Im i9 — » Aut G.
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The elements of this kernel correspond to liftings of the identity which, apart 
from the trivial lifting, act non-trivially on M . Such autom orphism s correspond 
to FpCx-module autom orphism s of M , since the com patibility condition for a pair 
(/,, v) is
9*v = (4.4)
which is precisely the condition for the group autom orphism  v of M  to be a module 
endomorphism. We denote by A utG(M ) the group of FpG-module autom orphism s 
of M , which is simply the m ultiplicative group of invertible elements in E ndG(M ). 
Therefore, a generating set for the group of com patible pairs may be obtained from 
B  and a generating set of the module autom orphism  group of M .
It is clear from (4.4) th a t the autom orphism s v of M  th a t may appear in 
pairs (t,i/) are precisely the elements of the centraliser of G^ in GL(fc,p). M atrix 
group algorithm s have not yet been developed to a stage th a t would allow com put­
ing centralisers of m atrix  groups effectively. A technique used in some com puter 
algebra packages is to compute a base and strong generating set for a perm uta­
tion representation of the m atrix group, and then apply standard  perm utation 
group algorithm s for finding the centraliser. However, even for modules of rel­
atively small dimension this calculation can be time consuming. An alternative 
m ethod th a t makes use of the decomposition of the module is described next. This 
m ethod uses inform ation already obtained when com puting the decomposition of 
the module; namely, a basis for the radical of the endom orphism  algebra of each 
indecomposable sum m and, and the module autom orphism  th a t was found to verify 
indecomposability of the summand.
4.6.1 H om ogeneous m odules
We first consider the case of N  = © ”=1 M-, w ith M- =  M  for all i € 
{ 1 ,. . .  ,n } , where M  is an indecomposable FpG-module. By K rull-Schm idt, every 
indecomposable direct sum m and of N  is isomorphic to M , and we shall call such a 
module homogeneous. Note th a t this is a slight departure from the usual definition 
which is for direct sums of semisimple modules. We shall use I  for the identity 
element of A u tG(JV), and 1 for the identity element of A utG(M ). Let J  denote 
the radical of E ndG(M ).
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L em m a 4 .20  (see for example Pierce 1982, Corollary 3.4a) E ndG(7V) is iso­
morphic to the full m atrix  algebra M (n, E n d G(M )).
In the light of this lemma, we shall identify E ndG(7V) w ith the set of n x n 
m atrices over E ndG(M ).
Let the order of E ndG(M ) be p r , and the order of J  be p9. By Theorem  4.10, 
E ndG(M ) is a local algebra, and therefore F  = E ndG( M ) / J  is the residue field of 
order q = pr~s . By Lemma 4.9, the radical of E ndG(M ) is the set of all singular 
elements in E ndG(M ), so A utG(M ) =  E ndG(Af) — J  and its order is precisely
ps(q ~  !)•
T h eo rem  4.21 (W edd erbu rn  P rin cip a l T h eo rem ) (see for example Pierce 
1982, Corollary 11.6) If F  is a perfect field and A is a finite dimensional P-algebra, 
then there is a subalgebra J? of A such th a t A =  B  ® Rad(A).
The group A utG(M ) has a norm al subgroup P  =  {1 +  t/ | y E J }  of order ps . 
By the W edderburn Principal Theorem , there exists a subalgebra B  of E ndG(M ) 
th a t is isomorphic to the residue field F.  Since B  H J  = {0} the m ultiplicative 
group B x of nonzero elements of B  is a subgroup of A u tG(M ), and since its order 
is q — 1 it is a complement for P  in A u tG(M ). Let w be an element of A u tG(M ) 
such th a t w +  J  is a prim itive element of P . Hence q — 1 divides the order of w,  
and since p and q — 1 are coprime, we may choose w such th a t it has order exactly 
q — 1. The cyclic group W  generated by w has order q — 1 and is a complement of 
P  in A utG(M ). By the Schur-Zassenhaus Theorem, W  is conjugate to P x , and 
therefore W  U {0} is a subalgebra of EndG(M ) isomorphic to the residue field P , 
with prim itive element w.  We identify P  with K  U {0}.
The general linear group G L (n ,P ) has a 2 element generating set, where 
each element is a m atrix  whose non-zero entries are explicitly given as powers 
of a prim itive element of P  (Taylor 1987). Let U(w)  and V( w)  be two such 
matrices and denote by K  the subgroup of A utG(^V) th a t they generate. We have 
a 2 element generating set for a  subgroup of A u tG(iV), and our aim is to find a 
larger set tha t generates all of A u tG(7V). We begin by proving an elem entary but 
im portant lemma.
L em m a 4.22 Let X , Y  6 M (n, J ) ,  and C  € M (n, E n d G(M )). Then X  is nilpo- 
tent, and X  +  E , C Y  and Y C  are all elements of M(n, J).
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P r o o f  If m  is a positive integer, then each entry of X m is an Fp-linear combin­
ation of products of length m  in the entries of X.  Hence X m lies in M (n, J m). 
Since J  is a nilpotent ideal, there exists a positive integer m  such th a t J m = 0. 
Hence X m =  0. Since J  is closed under addition, X  + Y  £ M (n, J ) .  The entries of 
Y C  and C Y  are Fp-linear combinations of term s CikYk ■ and YikCk • respectively. 
Since the YtJ all lie in the ideal J ,  bo th  C Y  and Y C  are elements of M (n, J ) .  ■
Define a subset L of M (n, E n d G(M )) by
L = {I  + Y  I r  <G M (n, J)} .
If 7 + y  is an element of L, then Y  is a n ilpotent m atrix  by Lemma 4.22 and Y m = 0
for some integer m. Therefore (I-\-Y)(I — Y  + Y 2 — Y 3 -\------(-(—F ) m) =  7 implies
th a t 7 + y  is an invertible m atrix , and hence L C A utG(iV). Moreover the inverse 
of 7 +  y  is also an element of L.  If 7 +  X  and 7 +  y  are elements of 7/, then 
(7 +  X ) ( I  +  y)  =  7 +  (X  +  y  +  X Y )  € L. Hence 7  is a subgroup of AutG(N).  
Let C be an invertible element of M(n, E n d G(M )). For 7 +  y  6 7 ,
C~1(I + Y)C =
Lem m a 4.22 implies C~lY C  € M (n, J ) ,  and so I  +  € L.  Therefore L is
a normal subgroup of A u tG(7V).
D efin ition  4 .23  Let C be an endom orphism  of N . Define C by CtJ =  b where 
CtJ = b +  y for b € F  and y £ J .
Observe th a t if C is an element of EndG(7V), then C is in K , and C — C is 
in M(n, J ) .
L em m a 4.24 K L  = A utG(Ar).
P r o o f  For C € A utG(AT), let C -  C =  Y  € M(n, J ) .  Then C =  C +  Y  = 
C(I  +  C 2y)  where C £ K  and, by Lemma 4.22, 7 +  C~lY  £ L. ■
L em m a 4.25 Let B = {61?. . . ,  bt] be a basis for J  such th a t Bi =  B fl J 1 is a 
basis for J 1. Then T> =  {1 +  b^  \ b^ : £ B] is a generating set for P.
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P r o o f  Let y be an element of J .  We have to show th a t 1 +  y is in the subgroup 
generated by V.  We prove this by induction. Let y1 = y. Clearly 1 =  1 + y — y1. 
Assume th a t J]*=1 x j =  1 +  y — y, w ith x 1, . . . , x a G V  and y t € «7* for some i >  0. 
Since B i is a basis for J \  there exist elements f i G Fp such th a t y i = J2b-eB ff i i -  
Therefore
I I  ( 1 +  6 i)/i =  l  +  y , - v ,+1
6 - € 8 ,
for some y i+1 G J . But y-+1 is a sum of products of length at least two in elements 
of hence yt+1 G J t+1. Consider
s
n * i x  I I  +  b. ) fi =  C1 +  y — yi)(i +  Vi - y , + 1)
J=1  »i€ß,-
= i +  v  -  y,+i +  y( i^ -  yi+i) -  v A in  ~  y,+i)-
Clearly y(y t -  yl+1) -  yt (yt -  yt+1) lies in J !+1. The result follows by a finite 
induction on z, since J  is nilpotent. ■
It is worth noting th a t we cannot relax the conditions of Lemma 4.25 and 
use an arb itrary  basis of J .  For a nilpotent Fp-algebra A , the circle product 
on A  is defined b y a o 6  =  a + b + ab for all a ,b G A,  and A  forms a group 
under this operation. Lemma 4.25 is equivalent to  the statem ent th a t a particular 
type of ¥p-basis for a nilpotent algebra A  also generates A as a circle group. An 
arbitrary  basis for A  will not necessarily generate it as a circle group. The following 
counterexample is due to Dr. L.G. Kovacs (personal com m unication). Let A  be 
the nilpotent F2-algebra generated by a single element a and the single relation 
a4 =  0. Consider the circle subgroup generated by a. The set of non-zero elements 
of this proper subgroup is {a, a2, a +  a2 +  a3}. W hile this set is an F2-basis for A,  
it does not generate A as a circle group.
Now we can write down a simple generating set for the F^G-module au to­
morphism group of a homogeneous module. F irst define z(b) for b G J  to be the 
m atrix
/ 1  + b
z(b) =
\
1 /
in M(n, E n d G(M )).
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T h eo rem  4 .26  Let B be a basis for J  such th a t B fl J l is a basis for J 1, and let 
Z  =  {z(b) I b £ B}.  Then {U(w) ,V(w)}  U Z  is a generating set for Au t c (N).
P r o o f  Let T  be the group generated by {U(w),  V(w)}  U Z.  We shall exhibit a 
set of m atrices in T  th a t correspond to elem entary row operation m atrices, and 
then show th a t every element of A u tG(iV) can be reduced to an element th a t is 
obviously in T.
First observe th a t the pair of elements U( w) , V( w ) generate the group K  
which contains
/  w l
1
1
\
1/
for all w l £ W , and also all the perm utation m atrices in M (n, E n d G(M )). Define 
d- similarly for each position on the main diagonal. Since z(6-) € T  for all 6 -6  0 , 
Lemma 4.25 implies th a t z(b) £ T  for all b £ J . Therefore, for an arb itrary  non- 
singular element a of E ndG(M ), we have a =  w l +  b for some 6 6 J ,  and hence 
d1(a) =  d1(wl)z(w~1b) is in T.
Let y(c) denote the m atrix
1 c \
1
1
1 /
for c £ EndG(M).  If b £ J ,  then 1 4- b is invertible, of order / say. Restricting our 
atten tion  to the top right-hand corner, we have
y( - l ) z (b)y( l ) z (b)1 1 0 r)(T o(i DC;* sf 
cr or.41'" °)
= y(b).
Therefore, T  contains the matrices d-(a) for all invertible a £ E ndG(M)  and r tJ(6) 
for all b £ EndG(M ), where z, j  £ { 1 , . . .  ,n } , i ^  j , and r-; (6) is the sum of the
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identity m atrix  and a m atrix  whose single non-zero entry is b lying in the (i,j)~th  
position. These matrices correspond to elem entary row and column operation 
m atrices, and we can use them  to perform Gaussian elim ination on an arb itrary  
m atrix  over E ndG(M ).
Let C be any invertible element of M (n, E n d G(M )). Let j  € { l , . . . , n }  be 
such th a t columns 1 , . . . ,  j  — 1 of C are zero below the m ain diagonal. Let C = 
C + Y  w ith Y  € M (n, J ) .  By Lemma 4.22, Y  is nilpotent, and C m — Cm for a 
sufficiently large integer m. So C is invertible and column j  of C m ust contain 
a non-zero entry. Hence column j  of C contains an invertible entry and after 
possibly m ultiplying C by a perm utation m atrix , we may assume th a t C ■■ is 
invertible. Therefore
c
is a m atrix  for which all entries below the m ain diagonal in columns 1 , . . . ,  j  are 
zero. By induction, there exists a m atrix  E  such th a t EC  is upper triangular, with 
invertible elements on the main diagonal. Since E  is a product of perm utation 
m atrices and r- (6) for b £ E ndG(M ), it is an element of T. A similar argum ent 
using column operations on EC  leads to ECD  a diagonal m atrix  w ith invertible 
entries on the main diagonal, and E , D £ T . But then ECD  certainly lies in T, 
which implies th a t C € T . ■
4 .6 .2  A n  ex a m p le  o f th e  h o m o g en eo u s case
Let G = (a) be a cyclic group of order 6, and p = 3. Let £ be the representa­
tion m apping G into GL(2,p) defined by
a£
Let M  be the associated G-module. The endom orphism  algebra of M  is com­
puted by solving the homogeneous system of linear equations in variables x -  
arising from the m atrix  equation
44
A basis for the solution space of these equations leads to a basis
for the endom orphism  algebra of M . The element b2 is nilpotent and obviously 
generates a 1-dimensional ideal J  in E ndG(M ). The quotient E n d G( M ) /J  is 
isomorphic to the scalar matrices and hence is a field. Therefore J  is the radical 
of E ndG(M ) and M  is indecomposable. The residue field F  =  E ndG( M ) / J  has 
3 elements and w = 2b1 is a prim itive element of the residue field embedded in 
E ndG(M ).
Let IV =  M  © ill  ® ill, an FpG-module of dimension 6. A generating set for 
G L (3 ,3) is
(  ( 2  0 0 \  ( 2  0 l \  '
< 0 1 0 , 2 0 0 ]  >
l \ 0  o 1 /  Vo 2 oj j
and following the recipe given in Theorem 4.26, a generating set for A utG(7V) is 
the union of
' /  2 0 0 0
[ 0 2 0 0
0 0 1 0
] 0 0 0 1
0 0 0 0
A  0 0 0 0
and
( l 1 0 0 0 ° \
0 1 0 0 0 0
0 0 1 0 0 0
< 0 0 0 1 0 0
0 0 0 0 1 0
\ o 0 0 0 0 1 J
4 .6 .3  In h o m o g en eo u s m o d u les
Next we consider the general case,
t n,-
N  = ( J )  N where N t =  ^  M tJ
i=l j= 1
oo
/  2 0 0 0 1 0 \
0 0 
0 0 
0 0
0 2 0 0 0 1 
2 0 0 0 0 0 
0 2 0 0 0 0
1 0 
0 1 J
0 0 2 0 0 0
\ 0 0  0 2  0 0 / >
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with the M -  indecomposable submodules of TV such th a t = M ik if and only if 
i = k. The submodules N i are the homogeneous components of TV. Let M i = M xl 
so th a t TV- is a direct sum of n x copies of M -. Let J- be the radical of E ndG(M-). 
Note th a t a generating set for A utG(TVx) is given by Theorem  4.26. We assume 
th a t t > 1.
Choose a basis for TV th a t is the union of bases of the subm odules M - . W ith 
respect to this basis, an endom orphism  A of TV is equivalent to a m atrix  over Fp 
of the form
M n ^■12 • Al t \
^ 2 1 ^ 2 2 ^ 2 1
V  Atl A - t 2
(see for example McDonald 1974, Theorem  VII. 1). The A {i are blocks of size 
n- x n- with entries in E ndG(M i). For i ^  j ,  the A tJ are blocks of size n- x n- 
with entries in HornG[ M ^ M  ■).
Let K  be the subgroup of A utG(TV) defined by
K  = {A€ A utG(JV) I
L e m m a  4 .27  K  = A u tG(TVj) x ••• x A utG(TVJ.
P r o o f  This is clear from the block diagonal form of elements of A". ■
We identify A utG(TV-) with the corresponding subgroup of A u tG(TV) given 
in Lemma 4.27. We now show th a t an autom orphism  of TV restricts to an au to­
morphism on each homogeneous component TV- of TV. For this purpose we need 
another standard  result (see for example Karpilovsky 1992, Corollary 1.10.8).
L e m m a  4 .28  Let V, V, W  and M \ , . . . ,  M n be A-modules such th a t
n
U = V © W  =  0M!.
1=1
If V  is non-zero and V, M 1, . . . , M n are indecomposable, then there exists j  6 
{1 , . . . ,  n} such tha t
n
U =  W  © Mj = V  © 0  M{.
i= 1
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L e m m a  4 .29  If A  £ A u tG(N),  then A ti £ A u t G(Ni).
P r o o f  Let A be an autom orphism  of N , and let V  be an indecom posable sum ­
m and of N 1. Define n 1 : N  —>■ N k to be the projection associated w ith N  = 0  JV-. 
It is enough to show th a t the image of V  under An1 is isomorphic to V . Certainly 
N  = V  0  W  for some submodule W.  Since A is an autom orphism  of A7", we also 
have N  = V A ® W A .  By Lemma 4.28, there exists an / £ { 1 , . .. such th a t
TV =  W A  0  M u = V A  0  0  M. ..
Therefore, if tt11 is the projection onto M u  associated w ith N 1 = ® M 1;, then 
V A n jj =  M ll . Hence V  i-4 VAir  has trivial kernel, and so V 4  V A n  1 also has 
trivial kernel. ■
D efin ition  4 .30  Let i , j  £ { l , . . . , t }  with i ^  j .  Let b be an element of 
HomG(M (-, M -:). Define the m atrix  Y ^ ( b )  in EndG(N)  by
(h
Y (,J\ b )  =
' . . # . .
IJ JJ
i j
where I ü is the identity in A u tG(A7’-), and H i - is an n i x n • block w ith entries in 
HornG{M^ M ■) given by
f b  0 . . .  0 \
0 0 . . .  0
\ 0  0 . . .  0 /
Clearly is an autom orphism  of N  with order p.
If b is an element of HornG(M t-,M ■), then Y^l*\b)  is the autom orphism  of 
N  th a t acts as the identity on components M kj for (k , j )  ^  («, 1), and by m 4  
m  ® mb £ ® M- x for m £ M t l .
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Now we construct a generating set for the autom orphism  group of an inhomo­
geneous module.
T h eo rem  4.31 Let B be a basis for HomG(M-, Mj),  and let Tt be a generating 
set for A u tG(iVj) for i , j  £ { l , . . . , t } ,  i j .  Then
\[J { v 1^6 e B('3)}
,J=1 I
i * 3  /
is a generating set for A u tG(iV).
P r o o f  Let S  be the group generated by the set. The proof shall mimic th a t of 
Theorem  4.26. We shall exhibit a set of elements in S  th a t correspond to  elem ent­
ary row and column operations for E ndG(./V), and show th a t every autom orphism  
of N  reduces to a m atrix  th a t obviously lies in 5 .
First observe th a t for 6, c € HornG(M{, M}), we have =
Y {tj\ b  4- c). Since S  contains Y^l^(b)  for all b in the basis B ^ ^ \  S  contains
Y {lj)(b) for all b in HornG( M ^ M  ■). For each k £ { l , . . . , n l} there exists a per-
/  * \
m utation m atrix  P^k in A utG(A’i) th a t interchanges rows 1 and k. Similarly 
for / £ there exists P[^  £ AutG(Nj) interchanging rows 1 and l.
Moreover, bo th  of these perm utation m atrices lie in 5 . Therefore, the m atrix
also lies in 5 , and this is the m atrix th a t differs from the identity m atrix  by the 
single entry b in the position corresponding to HomG(Mik, Mj{).
Let A be an autom orphism  of N.  By Lemma 4.29, each A -  is an autom orph­
ism of iVj. By m ultiplying A by the diagonal m atrix  whose z-th diagonal entry is 
(A ^)- 1 , we obtain an autom orphism  A'  whose diagonal entries A'ti are the iden­
tity  autom orphism s of the homogeneous components AT, i £ {1 , . . .  ,t} . Since this 
diagonal m atrix  lies in 5 , A will be an element of S  if and only if A! is an element 
of 5 . So we need only consider those A whose diagonal blocks are the identity.
Let j  be such th a t A lk =  0 for all i £ { 1 , . . . ,  t} and k £ { 1 , . . . ,  j  — 1}. Let 
i £ {j  f  1 , . . . ,  t} be minimal such th a t A- is non-zero. Then A tj is a block of size 
nl x n ■ over H o r n D e n o t e  by bkl the entries of A XJ for & £ { ! , . . .  ,7^}
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and Z € {1, . . . ,  n •}. If columns 1 — 1 are zero in A - , then the matrix
is an automorphism of N  whose corresponding (i, j)-th  block has columns 0 
all zero. By induction, CA  is an upper triangular element of AutG(iV), for some 
C e S. A similar argument using column operations on CA  leads to CAD  a block 
diagonal matrix, with C,D  € S. But CAD  is clearly an element of S, therefore 
A is also an element of 5. ■
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C h a p te r  5 
G en era l case
In this section we consider the general case of a non-split extension £. We 
s ta rt with a generating set for Aut G and com pute a generating set for Aut £. 
As in the split case, we consider the map d from Aut £  into the direct product of 
Aut G by Aut M .  We show th a t a necessary condition for a pair of autom orphism s 
to lie in the image of d is th a t it is a com patible pair. For split extensions this 
was also a sufficient condition. For non-split extensions it is no longer sufficient. 
Adapting some ideas from Robinson (1981), we determ ine a criterion for deciding 
whether a compatible pair lies in the image of $, and when it does, a m ethod for 
finding a preimage of it under d. This solves the most general non-split case. We 
then examine a special situation th a t arises when the autom orphism  group of a 
soluble group is being computed; in this case the action of an autom orphism  on 
G uniquely determines the action of a lifting on M .
5.1 Scenario
Let £ be a non-split extension. We have a transversal function r  : G —> H  
satisfying g\  = for all gt £ A G, and 1T = 1. As before, let £: G —► GL(k,p)  be 
the representation defining the F^G-module structure  of M .
Let ip: G x G —> M  be the factor set associated w ith r.  For this com putation 
we require the factor set to be computable; th a t is, given (u ,u ) w ith u , v  £ A*G 
we can evaluate {u,v)ip as an element of M .  In the context of soluble groups, 
where both G and H  correspond to quotients of a group defined by a consistent 
power conjugate presentation, there is a natu ral choice for the transversal function, 
and relative to this transversal function the factor set is easily computed. If 
w (g1, . . .  ,<?n) is a normal word representing an element g of G, then define gT
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to be the element of H  whose norm al word is w (h 1, . . . ,  h n). Com puting the 
factor set with respect to this transversal function reduces to collecting a word: if 
u(g1, . . .  , g n) and v(g1, . . .  ,gn) are norm al words, and w(g1, . . . ,  gn ) is the norm al 
word after collection of their product, then the result after collection of
w (h ^ . . . ,  h n)~1u (h 1, . . . ,  /in)u(/ij
is the norm al word representing the value of (u,u)(^>.
Recall th a t a pair (ct, v) in Aut G x Aut M  is a com patible pair if it satisfies
vgQi = g^v (5.1)
for all g € G. C hapter 4 detailed how to calculate a generating set for the group 
C(£)  of com patible pairs. In the split case C(£)  is precisely the image of i9. This 
is no longer true when the extension does not split.
D e fin itio n  5.1 A pair (a , v) is an inducible pair if (a , v) 6 Imt?.
As we shall see shortly, the image of d is always a subgroup C{£).  Therefore, 
if we have an effective criterion for deciding when a com patible pair is inducible, 
then we can perform an orbit-stabiliser calculation to find a generating set for 
Imi9. We begin by associating with each inducible pair a function from G into M  
which will provide the basis for a suitable criterion.
L e m m a  5.2 Let 7 6 Au t £ ,  and 7  ^ =  (a, i / ) .  Then
7 : gTm  1— > gQT (g)tß mu,  (5.2)
for some function i p :  G —»■ M .
P r o o f  Since 7 / M  is a ,  we have
(gTm)-> = gaTn g m
for some element n g m of M . Also *y\M is 1/, so m 7 =  m v . Therefore
O tT  O tTq n n m = q n , m vX g , m v  3)i
for all g E G and m  E M .  Hence n g m = n g 1 m v , and the function xj>: g i-> n g 1 
is the required function from G into M . u
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For 7 6 Aut £  we have a unique function ip: G ^ M  associated w ith 7. For 
an inducible pair (oc,v) we have at least one function ip associated w ith (a ,^ ) ,  
since there is at least one and usually more than  one preimage of (a , v) under i9.
We now prove the relationship mentioned earlier between com patible pairs 
and the image of for a non-split extension.
L em m a 5.3 Imi9 < C(£).
P r o o f  Let 7 £ Aut £, and let 7^ =  (a,*/). Let ip : G M  be the function 
associated w ith 7. Therefore
9aT (9 )i> ( m u )9 =  m u  gaT (g)ip
= (mgTy
= (gTm sr
=  gaT (g)'!’ m9v
for all g £ G and m  £ M . Hence vga  ^ — g^v  for all g £ G,  which is precisely the 
com patibility condition (5.1) for the pair (a ,i/) . ■
We now prove th a t while xp is neither a hom om orphism  or a derivation from 
G to M , it is characterised by its action on a generating set of G.
L em m a 5.4 Let 7 £ A u t£ , and let 7^ =  (a,u) .  The function xp : G —>• M  
associated with 7 is determ ined by its action on A G.
P r o o f  Consider the equation g Th T = (gh)T (g,h)Lp. Com paring the image of 
each side of this equation under 7 , we find th a t
gaT (g)xp h QT (h)ip = (gh)aT (gh)xp (g,h)tpv.
Reducing to an equation in M  and writing it additively we have
(ga , h a )g> +  {{g)*P)h +  (h)xp = (gh)ip +  {g,h)^pv.
Therefore, given a word w in A G, by recursively applying the relation
(gh)xp = ({g)xp)h +  (h)xp +  (gQ, h a )p -  (g, h)^pv (5.3)
we can express (w)xp in term s of (gt )xp for gi 6 A G. ■
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We use the existence of this function ip as a criterion for w hether a compatible 
pair is inducible. The following theorem  is a slight modification of Proposition 4.1 
in Robinson (1981).
T h eo rem  5.5 Let (a , u) be a compatible pair for £. There exists 7 £ Aut £ with 
7^ =  (a , u) if and only if there exists a function ip: G —* M  satisfying (5.3) for all 
g , h  £ G.
P r o o f  We need only show th a t if (a , u) is a com patible pair for £  and there exists 
a m ap ip satisfying (5.3), then we can find a preimage 7 £ Aut £  of (0,1/) under 
if. Define a m ap 7 on i f  by
This m ap is well defined, since every element of i f  has a unique expression of the 
form g Tm.  Furtherm ore, 7 is a endom orphism  of i f ,  since
Note th a t 7 / M  = a  and <y\M = u. Therefore 7 is an autom orphism  of i f ,  and is
It is not obvious how the criterion arising from the last theorem  can be used 
in practice. By using Lemma 5.4, which says th a t we can represent ip by its n 
images on A c , we convert the criterion into a form th a t is more am enable to 
com putation.
(gTm y  = gaT (g)ip (5.4)
(gr m ) 7 (hr n ) 7  =  gQT (g)ip m u  h aT (h)ip nu
such th a t 7^ =  (0,1/).
C orollary 5 .6 Let (0,1/) be a compatible pair for £.  There exists 7 £ Aut £ 
with 7^ =  (a , u) if and only if there exist elements it1?. . .  ,tff £ M  such tha t
r ( 9 i Tu l , . .. , g ° Tu n) = s ( ml r  .. , m k)v (5.5)
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as elements of H  for each relation r (h1, . . . ,  h n) = s ( m j , . . . ,  m k) in 7z f f .
P r o o f  Recall th a t R H consists of those relations of H  which are preimages of 
relations of G. The result hinges on proving th a t if such elements u- exist, then 
the m ap 7: A H —> H  defined by
h { 1— » 9 ^ r u t 1 <  i < n
rrij 1— ► m - v  1 <  j  < k
extends to  an autom orphism  of H.  In the light of Theorem  5.5, if (or, 1/) is indu­
cible, then the elements u i of M  are the values on A G of a function ip: G —>• M  
associated with (a,is).
If all the relations of H  are invariant under 7, then 7 extends to an endo-
(3)morphism  of H.  Consider the relations in 7ZH th a t do not lie in 7ZH . There are 
2 cases:
1) Relations in ' R ^  which define the elem entary abelian structu re  of M . The 
action of 7 on { m 1, . . . ,  m k} is via an autom orphism  of M , so these relations 
are invariant under 7.
2) Relations in of the form m h-x =  , . . . ,  m k) which define the module
action on M . The image of the right-hand side under 7 is a word representing 
the element , . . . ,  m k)v of M .  The image of the left-hand side is a word
representing the element u‘ which, by the com patibility of (a,z/), is
equal to {rn9-x i/)u'. The term  inside the parentheses is an element of M , 
so conjugation by u i does nothing to it. Hence the image of the left-hand 
side under 7 represents the element m ^ v  of M , and therefore the relation is 
invariant under 7.
If {i t j , . . .  , u n} is a sequence of elements of M  satisfying (5.5) for all relations in 
(3)
7Zh , then the map 7 extends to an endomorphism of H.  In this case 7 is clearly 
an autom orphism  satisfying 7^ =  (a, is). Conversely, if 7^ =  (a , is) and ip: G M  
is the function associated with 7, then
I u i =  ( 9 i ) ^ Ä   ^ {1, -. -, rz}}
is a sequence of elements of M  satisfying (5.5) for all relations in • ■
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Let (a ,i/)  be a compatible pair. We construct an inhomogeneous system of 
linear equations over F , such th a t the system has a solution if and only if (a , u) 
is inducible. Moreover, a solution of the system explicitly describes a function xp 
associated with (a , i/), and this inform ation allows a preimage of (a , v) under d 
to be constructed.
/  o \
Let U = {u1?. . .  , u n} and let R  be an element of R/H w ritten  as a relator 
r (h1, . . . ,  h n) s ( m l , . . . ,  m k). Consider the word
W  = r (g°Tu 1, . . . , g ° Tu n) s ( m1v , . . .  , m kv) (5.6)
in ( A H,U)* . This word collects to a word of the form 
W  = r ' (h1, . . . , h n) s ( m 1, . . . , m k)u{1
where the exponents f -  are elements of F' G for j  G { l , . . . , n } .  The subword 
r ' (h1, . . .  , h n) is equivalent to an element of M . To see this consider
( C U T  CUT \  / a  Q \ T  f t /  \
r K9i 5 • • • 5 9 n ) =  r (9i 5 ( m j
for some s ,' ( m 1, . . . ,  m k). The right-hand side is equal to s ,,(m 1, . . . , m Jt) since 
r(g1, . . . ,  gn) is a relator of G and a  is an autom orphism  of G. We can com­
pute s " ( m 1, . . .  , m k) since it only involves a sequence of factor set com putations. 
Collection of the left-hand side results in r [hl , . . . ,  h n) s ' ( m1, . . .  , and hence 
/ ( / i j , . . . ,  h n) is equivalent to the element v =  / ( m j , . . . ,  m k) ^ ( m j , . . . ,  rnk)) 
of M . Therefore we have
- l
W  = u(mj (5.7)
/ o \  -------
Let R 1, . . . ,  R t be the elements of R/u  , and define W i as above for each i?-, where 
W i is the product of vi 6 M  and elements of U with exponents / i l ? . . . ,  f in.
By Corollary 5.6, the pair (a , v) lies in the image of $ if and only if there 
exists a map U M  such th a t the image of W i under this m ap is the identity 
for each i 6 { 1 , . . . ,  t}.  If we represent such a m apping by uJ (u -j , . . . ,  u j k ) for 
each j  G { l , . . . , n } ,  then (a , v) lies in the image of d if and only if the following 
inhomogeneous system of linear equations in the u tJ has a solution:
( A  n ^12 • * » \
A 21 ^22 A 2t
(5.8)
Um A n2 ■ A  nJ
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where A -  is the k x k m atrix , and the vi are the elements of M  defined above 
in (5.7). If the system does have a solution, say ( t / j , . . . , y n ), then the function 
xp: G —^ Ad defined by (gP)xp =  yt is a function from G to M  associated with the 
preimage 7 of (a ,i/)  given by (5.4).
We therefore have a membership test for the image of d as a subgroup of C(S).  
Given the generating set for C(£)  as input, an orbit-stabiliser calculation returns 
a generating set for Imi9. We have an algorithm  with the following description:
A lgorith m  5.7
Input: A generating set for C(S).
O utput: A set {7^  . . . , 7f} C Aut S such th a t {7^ , . . .  , 7^} generates Imr?.
During the calculation the values on A G of a function xp associated w ith each pair 
in the generating set is obtained as a by-product. Hence we can write down a 
preimage under x9 of each element of the generating set for Imi9. Together with 
the set of liftings of the identity arising from derivations from G to  M , the set 
obtained from this algorithm  generates the autom orphism  group of £.
5.2 Soluble group case
We now consider the lifting problem in a more restricted situation. This arises 
when computing autom orphism  groups of soluble groups (as described in the next 
chapter). Here the elements of A M can be expressed as words in earlier generators, 
and from this inform ation we can compute the possible action on M  th a t matches 
a given autom orphism  of G. In this way the module isomorphism com putations 
required in the general case are avoided.
Let P  be a characteristic p-subgroup of H  exhibited by the presentation for 
i f ,  and such th a t M  is the last term  in the lower exponent-p central series of P  
(this series is defined in the next chapter). This implies th a t M  is central in P  
and every generator of M  has a definition in term s of previous generators for P.  
For simplicity assume th a t the generators of P  lie at the end of the polycyclic 
generating sequence for H . Let l < n be such th a t
{h t , . . . ,  hn, m 1, . . . ,  m k}
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generates P . A definition for m t £ A M is a word w t in generators h l i . . . , h n such 
th a t w t = m t in H . Since each element of A M has a definition, the images of 
these earlier generators under an autom orphism  uniquely determ ines the action of 
the autom orphism  on M . This fact can be used to avoid the com putation of a 
generating set for the group of compatible pairs.
A significant improvement is obtained when the presentation for P  is a labelled 
power conjugate presentation (see for example Celler et al. 1993). This means tha t 
each generator m t £ A u  occurs in a relation of one of the following forms:
1) hp =  m t for some j  £ { / , . . . ,  n}, or
2) h h-{ =  h - m t for some i , j  £ { / , . . . ,  n}, i < j .
Therefore each of the generators m t can be expressed either as a power of an earlier 
generator, m t =  hp, or as a com m utator of earlier generators, m t =  The
right-hand side of the appropriate equation is the definition of m t .
We use the definitions of the elements of A M to associate w ith an au to­
m orphism  a  of G a unique group endom orphism  va of M . W hen a  lifts to H  
this endom orphism  uQ is actually an autom orphism  of M  and it is equal to the 
restriction to M  of a lifting of a.  Hence, when a  lifts to i f ,  the pair (a , va ) is a 
compatible pair for S.
Let q be an autom orphism  of G. For m t £ A M with definition w t(h , , . . . ,  h n), 
define m't to be the element of M  corresponding to the word w t (g^T, . . . ,  g ^ ) -  
Define a m ap uQ from M  to M  by m t t—>• m't for all i £ {1, . . .  , k} .  Since the m t 
freely generate M  as an abelian group, this uniquely defines a group endom orphism  
va of M .
L e m m a  5.8 If a £ Aut G lifts to H , then (a , vQ) is a com patible pair for S.
P r o o f  Let 7 be a lifting of a.  Let u 1, . . . , w n be the elements of M  satisfying 
g]1 = g f TUi for each i £ { l , . . . , n } .  Let m t be an element of the generating 
set of M  with w t(h /?. . . ,  h n) as its definition. Since 7 is an autom orphism  of H , 
the equation m t =  wt is invariant under 7 . Consider the two possible types of 
definition w t for m t . If w t =  hp for some h-, then = ({gj)py  = ( g f Tu i)p . 
But M  is central in P , so w 1 =  (g^T)p which is m't . The other type of definition 
is w t =  [hjihi] for some h { and h ■. Again using the fact th a t M  is central, 
wt = is<j T’i9ttT] — m 'f Therefore i/Q = and (a , i/Q) is a com patible pair. ■
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We already have an algorithm  for deciding whether a com patible pair is in­
ducible. By combining this last lemma with Corollary 5.6, we obtain a criterion 
for w hether an autom orphism  a  of G lifts to H.  Given a £ Aut G we com­
pute  the endom orphism  vQ th a t is associated w ith it. If va has full rank, then 
i/Q £ Aut M .  To check whether (a ,i /a ) is a com patible pair we examine the rela­
tions vQg°^ = g^vQ with g running over a minimal generating set for G. If (a , vQ) 
is a compatible pair, then we apply the m em bership test used in Algorithm  5.7 
to check w hether a  lifts to H . Given a generating set A  for Aut G, we perform 
an orbit-stabiliser calculation to determ ine a set of elements of Aut G , as words in 
A*, th a t generates the subgroup of Aut G th a t lifts to H . As before, a by-product 
of the lifting criterion for an autom orphism  a  is a m ap ip: G —»• M  associated with 
the pair (a , vQ) from which a lifting of a  may be constructed.
5.2.1 Im plem enting the collection
The key to the membership test is the construction of the system of linear
equations (5.8) th a t determ ine when a pair is inducible. These equations arise
from collecting the generalised words given in (5.6). We now give a description of
the key elements of this collection algorithm  in the case of a soluble group.
( 3 )We have a compatible pair (a , v) and a relator R  in 7ZH . Since H  has a 
power conjugate presentation, we can write R  in the form
h =  h “\V  . . . h yli+ 1
if it is a power relation, or
h j h i =  h “! * 1
if it is a conjugation relation. In either case the exponents a- are non-negative 
integers and is an element of M .
Let wQ be a word in A*H w ith non-negative exponents, and let 7  be the m ap­
ping of A h into ( A h ,U)* defined by 7 : h i <7ta r u t- and 7 : m x: i-> m iis. We 
compute the image of the word w 0 under the map 7 by applying the generalised 
collection steps given in Definition 3.5. We represent an element of the group 
algebra ¥pG by a list of pairs (g,a)  with g £ G and a £ , where the empty
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list represents the zero element. Elements of M  are represented by their expo­
nent vectors. At the end of each step in the collection we have a collected part 
gTcm c u f1 . . .  and an uncollected part w such that wJ and
u{1 . . .  u inc c l  n
are equivalent as elements of H . The initialisation step sets gc to the identity, m c 
to the zero vector, lists through f n to the empty list, and w to wQ. It then 
performs a collection process as the following pseudo-code indicates.
while w is non-trivial do
w is yw' for some y £ A H 
Set w to w'
if y =  for some i 6 { 1 ,.. . ,  n} then
— collect the past the elements of U 
for each list /  do
for each (g,a) in /• do
Replace (g,a) by (gg°,a) 
if gg° is the identity then 
Increment a by 1 
end if 
end do
if none of the ggf  were the identity then 
Append (1,1) to f- 
end if 
end do
— the rest of the collection 
Set m c to m cg ^  + (gc,g“)<p 
Set gc to gcg°
else
— the generator y was from M  
Set m c to m c + yv
end if 
end do
Each side of the relation is collected using this algorithm and the difference between 
the results evaluated. The matrix A i =  f f  can be computed by adding the terms 
ag^ together for each (<7,a) in the list /•. The vector v =  — m c is a component of 
the right-hand side of the inhomogeneous system of linear equations.
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C hapter 6
F in ite  soluble group case
In this section we describe an algorithm  for com puting the autom orphism  
group of a finite soluble group. Leedham-Green has developed an algorithm  for 
com puting a particular type of presentation for a finite soluble group which has 
a num ber of com putational advantages over the usual power conjugate present­
ation. We shall call such a presentation a special power conjugate presentation. 
Algorithms for com puting a special power conjugate presentation from an arb it­
rary power conjugate presentation are described by Eick (1993). These special 
presentations exhibit precisely the structure  required to assemble an autom orph­
ism group algorithm  for finite soluble groups from the algorithm s described in 
previous sections.
6.1  S p e c ia l p o w er  c o n ju g a te  p r e s e n ta t io n s
We begin by choosing a particular characteristic series for a finite soluble 
group and then take a well chosen polycylic generating sequence based on a re­
finement of the series. Many of the definitions and results in this section are well 
known, and can be found, for example, in H uppert (1967) and Robinson (1982). 
Throughout this section, unless stated  otherwise, G denotes a finite soluble group, 
N  a finite nilpotent group, and P  a finite group of prim e power order.
D efin ition  6.1 The lower central series of G is the series of characteristic sub­
groups
7i ( G) > 7 2( G ) > . . .
where 71(G) =  G and 7i+1(G) =  [~fi(G),G] for i > 1.
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A group N  is nilpotent if 7n+1(N ) = 1 for some n. The following result about 
nilpotent groups is well known.
L em m a 6 .2  The following are equivalent:
1) N  is nilpotent.
2) N  is the direct product of its Sylow subgroups.
3) [a, b] = 1 for all a, b € N  of coprime order.
Each term  of the lower central series of G is a characteristic subgroup of G. 
Let G 1 = G and for i > 1 define G t = this way we obtain a
series
G x >  G2 >  G3 >  . . .  (6.1)
of characteristic subgroups of G. Since G is finite there exists an integer n >  1 
such th a t G n+1 = G n_|_2 =  1. The minimal such n is called the nilpotent length of 
G. The characteristic series (6.1) is called the (lower) nilpotent series of G.
The lower exponent-p central series of a group is of fundam ental im portance in 
com putation w ith p-groups. In particular, the version of the p-quotient algorithm  
described by Newman (1977) is based on it. The series is defined for groups in 
general as follows.
D efin ition  6 .3  The lower exponent-p central series of a group G is
V P(G) > V P(G) > V P(G) > . . .
where V P0 (G) =  G and Vf ( G)  = [P?_1(G),G}(V?_1(G))P for 1 > 1.
Each of the quotients V p(G ) /V p+ 1(G) is elem entary abelian of exponent p 
and central in G / V pJrl(G). If P  is a p-group, then we write V ^ P )  for V p(P).  The 
subgroup V l (P)  is equal to the F rattin i subgroup of P , which is the intersection 
of all maximal subgroups of P . Note th a t V C(P) = 1 for some c > 0. The smallest 
such c is called the exponent-p class of P , or simply the class of P .
Let TV be a nilpotent group, and let P j , . . . ,  Pf be the Sylow subgroups of N  for 
primes p 1, . . . ,  p t respectively. We now define a characteristic series of subgroups 
of N .  This series has the property th a t each quotient of successive term s of the 
series is a direct product of elem entary abelian groups (hence the nam e “DEA” ).
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D efin itio n  6 .4  The DEA-series of N  is
V ’ {N)  >  V,‘( N)  > > . . . ( 6 .2 )
where P j  ( N)  = N  and
V - ( N )  = \ { V r>'(P>) (6.3)
t=l
for all j  > 1.
The factor group V * ( N) / V* +1 (N)  is the direct product of the quotients 
'P j i{Pi) / 'Pj^1(Pi ) for i £ { 1 , . . .  ,t} . The next result shows th a t the DEA-series of 
a nilpotent group N  is simply the lower exponent-q central series of N , where q 
is the product of the distinct primes p 1?. . .  , p t dividing the order of N .
L em m a 6.5 If q = p 1 .. . p t , then
for all j  >  1.
P r o o f  Assume th a t the result holds for It follows from Lemma 6.2
point (3) th a t the com m utator [P*_1(N)\  N] is equal to  the product of the com­
m utators [ 'P ji1(P i) ,P j  for i € Also, since the p i are all distinct,
(V*_1(N ))Pl'"Pt is the product of (V Pi_ l (Pi ))Pi for i £ The result fol­
lows by induction. ■
Let c- be the class of the Sylow p --subgroup of N  for i £ { 1 ,. . .  , t } .  Then 
V*( N)  = 1 where c is the m aximum of the ct-, and V * ( N ) 7^  1 for all j  < c. The 
integer c is the DEA-length of N .
We now define a characteristic series for N  th a t is a refinement of the DEA- 
series. This new series has the property tha t each quotient of successive term s is an 
elementary abelian group (hence the name “EA” ). W here the DEA-series descends 
the lower exponent-p- central series of each Sylow -subgroup simultaneously, the 
new series descends each of them  separately.
D efin ition  6 .6  Let A  be a nilpotent group, and let p 1, . . . , p < be the distinct 
prime divisors of the order of N , ordered so th a t p 2 <  p2 < . . .  <  p t . Let the
■P](N) = [P]_1(N ) ,N } ( V ]_ 1( N ) y (6.4)
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D EA -length of N  be c. Then the characteristic series
A , Pl W  > >  >  ^ i ,Pt(I f )  > C2tPi(N )  >  . . .  >  Cc ^ ( N )  (6.5)
is the EA-series  of JV, where
k - i  t
£ j , Pk( N )  = n vjU(Pi* n ^ ‘(^ ) (6-6)
i=l i=A:
for all j  € { 1 , . . . ,  c} and k € { 2 , . . . , t}.
Since the definition of Ck p  ^ coincides w ith the definition of V * (N ) ,  the EA- 
series is a refinement of the DEA-series. The class of a particu lar Sylow subgroup 
Pi may be less than  the DEA-length of A", and consequently the EA-series may 
contain repeated subgroups leaving trivial quotients. We define a new series (called 
“LG” for Leedham-Green) with these repeated term s removed. A term  of the EA- 
series survives in the new series if and only if the class of the corresponding Sylow 
subgroup is large enough.
D e fin itio n  6 .7 The LG-series of N  is the subseries of the EA-series (6.5) con­
taining the subgroups C ■ (N ) for which c, > i.
W hile the term  £■ (A ) may have been excised when moving from the EA-
series to  the LG-series, the subgroup itself still survives in the LG-series, possibly 
with a different label. Therefore we can always refer to the subgroup Ct p  ^(N ) in 
the LG-series.
Having defined the LG-series for nilpotent groups, we now extend the defin­
ition to  finite soluble groups. Let G be a finite soluble group of nilpotent length 
n. For each i 6 { 1 , . . . ,  n)  the quotient group N i — G J G iJrl is a nilpotent group. 
For each subgroup CJ p ( Nt) in the LG-series of let Gt ■ p be the subgroup of 
G containing G i+1 and satisfying
< W G*  i = <6-7)
The series of subgroups so obtained is the LG-series of G. Clearly the LG-series is 
a refinement of the nilpotent series. For w = ( i , j , pk ) denote by G w the subgroup 
Gt ■ . If G w and G w, are successive term s of the LG-series of G, then G w/ G w,
is an elem entary abelian group of prime exponent, characteristic in G / G w,.
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For w =  ( i , j , p k) indexing a term  G w of the LG-series of G, denote by succ(u>) 
the index of the following term  of the LG-series. We introduce an ordering on these 
indices. If w' — (i , j ' p k,) , then w < w'  if:
1) i < i , or
2) i =  i and j  < j r, or
3) i =  i \  j  = j ' and p k < p k, .
The subscript i in G ■ ■ p indicates depth in the nilpotent series of G. The 
subgroups G- j p form the DEA-series of G. The subscript j  indicates depth  in the 
DEA-series of G t/G t+1. The j - th  quotient of this DEA-series is G i ■ p / G i J+1 p 
and it is a direct product of elem entary abelian groups w ith exponents p 1?. . .
The subscript p k indicates how many of these elem entary abelian subgroups are 
included in G { ■ Pk/ G i J+1 p ; specifically, it includes those for primes p k , . . .  , p t .
We refine the LG-series of G to a polycyclic series w ith prim e order factors. 
The special power conjugate presentation for G will la ter be defined as a power 
conjugate presentation based on such a refinement. Let {gl , . . . ,  be a polycyclic 
generating sequence arising from a refinement of the LG-series of G. We define 
four weight functions on an element gm of the sequence. Let w = ( i , j , p k) be 
such th a t gm 6 G w bu t gm 0  G w, where w'  =  succ(a;). Define w t(gm ) = w,  
w ti(Sm) =  w t2 <5 m) =  j, and w t3(gm) - p k . Note th a t w t3(flm) is the order of
9m modulo ,)■
Before we can define the special power conjugate presentation we need to 
define some subgroups of G th a t will be exhibited by it.
6.1 .1  H all su bgroup s
D efin ition  6 .8  Let tt be a set of prim e numbers. An integer n is a n-number  if 
all the primes dividing it lie in n.
We denote by 7rr the set of all primes th a t do not lie in n.  Hence an integer n 
is a ^ -n u m b er if none of the primes dividing it lie in n. A subgroup of G is called 
a 7r-subgroup if its order is a 7r-number.
D efin ition  6 .9  A subgroup H  of a group G is a Hall n-subgroup if \H\ is a 
7r-number and |G : H\ is a ^ -n u m b er.
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If Cr is a finite soluble group and n is a set of prim es, then G has Hall n- 
subgroups and they are all conjugate in G. The Schur-Zassenhaus theorem  states 
th a t if N  is a norm al Hall 7r-subgroup of finite group G, then complements of N  
exist and they are all conjugate in G.
6.1.2 N ilpotent heads
Since G -/G 1+1 is the direct product of its Sylow subgroups P 1, . . . , P t , its 
Frattin i subgroup is x . . .  x $ (P t ). Hence $ ( G J G i+1) =  Gi 2 /Cri+1. We
denote by G i * the subgroup G • 2 .
D efin it ion  6 .10  The factor groups G-/G- + for i £  { l , . . . , n }  are called the 
nilpotent heads of G.
Each nilpotent head is the F rattin i quotient of one of the nilpotent factors 
G t / G i+1. We shall refer to the nilpotent heads of G as simply the heads of G.
D efin it ion  6.11 Let G be a group, L  a norm al subgroup of G, and K  a subgroup 
of G containing L. A complement of K / L  in G is a subgroup U of G satisfying 
K U  = G and K  n U <  L.
T h eorem  6.12 Every nilpotent head of a finite soluble group has a complement.
P r o o f  See Eick (1993), Satz 11.95. ■
The last theorem  states th a t for each i £  { 1 , . . .  ,n}  there exists a subgroup 
K t of G such th a t G =  K iGi and K i fl G- < G- A complement to a head in G 
is called a head complement.
6.1.3 Special power conjugate presentations
A special power conjugate presentation for a finite soluble group G is a power 
conjugate presentation based on a refinement of the LG-series of G with the ad­
ditional property th a t it exhibits Hall subgroups and head complements of G.
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D efin ition  6 .13  Let G be a finite soluble group and let A G =  {gl , . . . ,  gt] be 
a polycyclic generating sequence based on a refinement of the LG-series of G. 
A power conjugate presentation { A G | 7£G} for G is a special power conjugate 
presentation if it satisfies the following conditions:
1) For each set n of prime num bers, the subgroup generated by
{Sm I Wt3(öm) € *■} 
is a Hall 7r-subgroup of G.
2) For each i € { 1 , . . . ,  n}, the subgroup generated by
{sm I w t ,( s m) ±  i or wtj(c/TO) =  and w t2(sm) >  1} 
is a complement of the head G J G i * in G.
Since a special power conjugate presentation is based on a refinement of the 
LG-series of G, we have, in addition to those listed above, the following property:
3) For w — ( i , j , p k ) the index of G w in the LG-series, the set
{9m I wt(Sm) > “ >}
contains a polycyclic generating sequence for G w.
Eick (1993) describes an algorithm  for com puting a special power conjugate 
presentation from an arb itrary  power conjugate presentation for a finite soluble 
group. Also described are a num ber of algorithms for com puting structu ra l inform­
ation about the group given such a presentation. These algorithm s have recently 
become available as a standard  package in GAP (Schönert et al. 1993).
6.2 A u tom orp h ism s o f fin ite  so lub le groups
Let G be a finite soluble group given by a special power conjugate present­
ation. We compute the autom orphism  group of G by iterating a basic step for 
each quotient of G by a term  of its LG-series. Let K  and L  be successive terms 
of the LG-series of G. The basic step takes a generating set for the autom orphism  
group of G / K  and computes a generating set for the autom orphism  group of G /L .
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Note th a t K /  L is an elem entary abelian p-group for some prim e p, and th a t it is 
characteristic in G/L.  The group G/L  is an extension of G /K  by iv /L , and we 
may apply the algorithm s th a t were described in earlier chapters.
W hether or not the extension splits, the generating set returned  is the union 
of a set of liftings of autom orphism s of G /K  and a set of liftings of the identity 
to G/L.  Moreover the set of liftings of the identity generates the subgroup of 
Aut G/L  th a t restricts to the identity on G / K . In each case, the set of liftings of 
autom orphism s of G /K  is com puted by perform ing an orbit-stabiliser calculation; 
th a t is, by constructing a Schreier transversal for the subgroup S  of Aut G /K  th a t 
lifts to G/L  and then returning the associated Schreier generators as the generat­
ing set for 5 . By choosing the transversal carefully we can construct a generating 
set th a t exhibits information about how the autom orphism  group restricts to sub­
groups and previous quotient groups of the LG-series of G.
D e fin itio n  6 .14  Let A  =  { a 15. . . ,  ctr } be a generating set for the autom orphism  
group A of a group G, and let
G =  I<0 > K 1 > .. .  > K t > 1 (6.8)
be a series of norm al subgroups of G. We say th a t A  exhibits restrictions to the 
subnorm al series (6.8) if there exist index sets I { for i 6 { 0 , . . . ,  t} such th a t the set 
A t = {aJ I j  6 / , )  generates the subgroup of A consisting of all autom orphism s 
of G th a t restrict to the identity on G /K {.
A generating set A  exhibits restrictions to a subgroup K  of G if it exhibits 
restrictions to the series G > K  > 1. If A is a generating set for A exhibiting 
restrictions to the subnorm al series given in Definition 6.14, then the subsets of A  
satisfy A 0 =  A  and A  • 3  for i < j .
Let G be a finite soluble group given by a special power conjugate presenta­
tion, and let the LG-series of G be
G =  K 0 > K 1 > I \2 > . . .  > K l >  1. (6.9)
Let A  = {q j , . . . ,  aq} be a generating set for the autom orphism  group A of G /K j 
th a t exhibits restrictions to the LG-series of G /K {. Let 5  be the subgroup of 
A th a t lifts to Aut G. Let A i be the subgroup of A generated by A x for i € 
{0, . . .  ,1 — 1}- Since A i 3  A J for i < j , we have a chain
A = A0 > A 1 > A2 > . . .  > A l_1 (6.10)
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of subgroups of A. Let T = { t1, . . . ,  £r } be a transversal for 5  in A. If T  is the 
result of an orbit-stabiliser calculation then it typically yields little  inform ation 
about the chain of subgroups (6.10). Let t t be an element of T , and let j  £ 
{ 0 , — 1} be maximal subject to S t i fl A - ^  {}. Choose t\ £ S t{ fl A-. Then 
the set T'  =  , . . . ,  t f } is also a transversal for 5  in A. We will now show th a t the
set of Schreier generators arising from this new transversal yields a large am ount 
of inform ation about the chain of subgroups (6.10).
Let T[ = T'  fl A { and S{ =  5 f l  A< for i £ {0, . . . , l — 1}. Observe th a t T- D T' 
and S i >  5- for i < j .
L e m m a  6.15  T- is a transversal for Si in A}.
P r o o f  For a £ A- we show th a t a £ S {t' for some t' £ T'. Since T  is a transversal 
for 5  in A there exists t £ T  such th a t a £ St. Since St  n  A i is not em pty there 
is some t' £ T'  such th a t t' £ A- and St = S t ' . Therefore t' £ T'- for some j  >  i , 
and hence t' £ T- is such th a t a £ Stt ' . ■
D efin ition  6 .16  Let T  be a transversal for 5  in A and define Tt , 5- and At as 
above. We say th a t T  is compatible w ith the series of subgroups (6.10) if Ti is a 
transversal for St in A- for each i £ { 0 , — 1}.
C orollary 6 .17  If T  is compatible w ith (6.10), then
A[ = { ta ( fa ) -1 I t £ T -,a  £ A J  
is a generating set for 5  •.
If we ensure th a t the orbit-stabiliser algorithm  constructs a transversal tha t 
is compatible w ith (6.10), then the resulting generating set for G/L  will exhibit 
restrictions to its LG-series. Recall th a t the orbit-stabiliser algorithm  computes the 
transversal T  by constructing a sequence of partial transversals U1, U2, • • • , ,  Uk. 
The partial transversal Uk is obtained from Uk_l by m ultiplying each element of 
Uk_1 by the elements of the generating set A  and then appending to Uk some of 
these new elements. W hen the Uk obtained in this way is identical to Uk_l at the 
end of a step the transversal is complete and T = Uk. Given a set A  th a t exhibits
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restrictions to the LG-series (6.9) of G we first construct a transversal Tl_1 for 
S l_1 in A {_ p  by performing the usual orbit-stabiliser calculation on the set A i_1. 
We then construct a transversal T)_2 for St_2 in At_2 by perform ing the usual 
calculation on the set A {_2 but starting  with the partia l transversal Tl_1. After 
/ — 1 of these steps we have a transversal T  for 5  in A th a t is of the appropriate 
form. A psuedo-code description follows, which can be contrasted w ith the usual 
one described in C hapter 2.
Set T  =  {1} and i = l — 1 
while i > 1 do 
repeat
Note the size of T
for each t G T  and a G A t do
Add u =  ta to T  if Su  fl T  =  {} 
end do
until the size of T  has not increased 
Decrement i by 1 
end do 
R eturn T
The generating set for the stabiliser can be built up as the transversal is built 
up. W hen u =  ta is not added to the transversal, because Su  D T  =  {t/} for 
some t' G T , we append u (t/)-1 to the generating set for S  and note th a t it is 
an element of A't. Therefore, when the orbit-stabiliser calculation term inates, we 
have a set A' = {q j , . . . , q ^} generating S  and also the index sets /■ for which
A  = W ,  \ j  €  /(}•
6.2.1 Lifting to a new nilpotent layer
A simple algorithm  for com puting the autom orphism  group of a finite soluble 
group H  simply descends the LG-series for H  and applies the algorithm s of the 
previous sections to each quotient of H . A substantial improvement is obtained by 
using the fact th a t the generating sets of autom orphism s can be chosen to exhibit 
restrictions to the LG-series. Let N  be the last non-trivial term  of the nilpotent 
series of H . Assume th a t we have the autom orphism  group of G = H / N . We know 
tha t N  is a direct product of its Sylow subgroups, each of which is characteristic in 
H . We prove th a t we can com pute the autom orphism  group of H  by considering 
the extensions of G by each of the Sylow subgroups of N  separately. The subgroup
69
of Aut G th a t lifts to H  is the intersection of the subgroups th a t lift to each of the 
extensions by Sylow subgroups of N .
Let P j , . . . ,  Pt be the Sylow subgroups of N  corresponding to prim es p x, . . .  , p t 
respectively. Consider the group extension
where l is the inclusion m ap for N  < H . Let r  be a transversal function from G 
into H , and ip: G x G —>• N  the factor set associated w ith r.  Note th a t an element 
h of H  can be w ritten uniquely in the form
h = gTv 1 v2 . . .  vt
with g £ G and vi € P- for i € {1 , . . . ,  t}.  We write v 9 for v9 .
Let 7T be a set of prim e numbers. Define a subgroup Pn of N  by
= n p k -
Therefore Pn is the Hall 7r-subgroup of N . Let p = p t for some p t £  n and define 
Pp =  Pj. For v = v 1 . . .  v f an  e lem en t o f TV, le t v n b e  th e  p ro d u c t o f v k fo r p k €  tt, 
and vp = v{. Since N  is the direct product of Pn and Pn, we can identify N / Pn 
with Pn, . We shall make extensive use of this identification since it eliminates an 
excessive am ount of notation th a t would otherwise be required.
Define the quotient groups H n = H / Pn, and H p = H / Ppl where Pp, = P{py-  
The group H n is an extension of G by Pn and H p is an extension of G by Pp. The 
corresponding exact sequences are
Let r  : G —»• and r  : G -4 be the transversal functions from G into
and H p respectively defined by r n = t / P^, and rp = r / P  Let and <p be 
the factor sets associated with rn and rp respectively. If {g-,g')p —  v fbr 9i 9 € G, 
then, by the definition of the factor sets <pn and , we have
{g ,g ' )v7r = vn and (g,g')<pp = vp.
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Now assume th a t tv contains all bu t one prim e p from {p1?. . .  , p t }, so th a t 
N  = PnPp and H  is an extension of G by PnPp- The transversal function for H  
is related to those of H n and H p by
g T g Tn  i  g T g Tpi r  =  t r  and v„ = i r
7T 7T P  P
for all g £ G and vn , vp € N .  The factor set for H  satisfies
(9,9 )<P =  (9 ,9 ' ) v n (9,9')<fp (6-11)
for all g,g  £ G. We shall show th a t an autom orphism  of G lifts to H  precisely 
when it lifts to both  H_ and H n.
Let a  be an autom orphism  of G th a t lifts to both  H n and H p and denote 
these liftings by 7^ and 7p respectively. Let ß n be the restriction of 7^ to Pn. If 
g T*vn is an element of H n , then 7^ acts by
( 9 Tnv n y *  =  g aT " {g)xpn  v ^
for some function if>n : G —> Pn (see Lemma 5.2). Com puting the image of the 
equation
{gT*vn) (kT* u n) = (g k )T- (g,k)<pn v ku n 
under 7^ we get the equation
( g ° , k a )<pn ( g ) K a ( v ^ ) k° {k)xpn = {gk)tpn (g, k)<pßn* (vk )ß* . (6.12)
satisfied by ipn . Similarly, if ß  is the restriction to Pp of 7 , then 7p acts on an 
element of H  by
(.gTpvp)lp =  gQTp (g )^p vpp
for some function ipp : G —> P p, and we have an analogous equation to (6.12) arising 
from 7p.
We construct an autom orphism  of H  from the autom orphism s of H n and H p. 
Define a map xj) from G into N  by
(9 ) ^  =  (s)Vv
for all g 6 G.
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T h eo rem  6 .18  The map 7: H —> H  defined by
7 - 9 Tv-nvp 1— *  gaT {9 )$  v l * vpp 
is an autom orphism  of H .
P r o o f  First note th a t 7 is a well defined m ap from H  into H.  To verify th a t 7 
defines an endom orphism  of H  we compute
A = {gTvnvpy ( k ru nupy
=  (gaT ( g )*l> Vß"Vßp)(k° T ( k )x p  Uß*UßP)
=  (gk )aT (gQ, kQ)v  (g)^k° ivZn)k ivpp)k ik )V> ui nupp
and
B  =  ((9k Y  {g,k)v vt u wvpupy
=  (ffk)OT (gk)t/> (g,k)<pß* (g,k)tfß/  (v^)ß”(v^)ß’>uß’' u ß
If A = B  for all g ,k  G G and vnvp, u nup G N,  then 7 is an endom orphism  of H. 
Since elements of Pn and Pp commute with each other, we have A  =  (gk)aTA nA p 
and B = [gk)aTB nB p where
A * = (9 a , k a)<p„(g)i>l (vß’ )k (k)t/>!r u ß’
B n = (9 k)ipn (g,k)<fiß* (v*)ß’ u ß’
and A , B p have analogous definitions. Clearly A n = B n is a consequence of 
(6.12), and similarly for Ap = B p. Therefore 7 is an endom orphism  of H . Clearly 
7 restricts to an autom orphism  of N  and satisfies ~f/N = a . Hence 7 is an 
autom orphism  of H . ■
L em m a 6.19  If a is an autom orphism  of G th a t does not lift to Hp, then a does 
not lift to H .
P r o o f If 7 is a lifting of a to H , then 7 / P  , is a lifting of a  to H . u
For brevity, denote by Hl the group Hp .
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C orollary  6 .20  For each i € { l , . . . , t }  let 5- <  Aut G be the subgroup of 
autom orphism s of G th a t lift to H •. Then
s=ns,
1 = 1
is the subgroup of autom orphism s of G th a t lift to H .
We use this last corollary as the basis for an algorithm  th a t computes the 
autom orphism  group of the extension to the next nilpotent layer, given a descrip­
tion of the autom orphism  group of the quotient above this layer. It relies on the 
fact th a t we can compute a generating set th a t exhibits restrictions to the nil- 
po tent series of a group. This is a consequence of the results from earlier this 
section.
Some additional notation will be convenient. For B a set of autom orphism s 
of the group H,  and K  a characteristic subgroup of H , denote by B / K  the set 
{ ß / K  I ß £ B}. We have an algorithm  for com puting a generating set for Aut H . 
It takes as input a generating set for Aut G. The generating set of Aut H  produced 
by the algorithm  exhibits restrictions to N . We call this algorithm  the lifting 
algorithm. Of course, if the algorithm  is supplied w ith a set generating a proper 
subgroup 5  of Aut G, the end result is a (possibly proper) subgroup S' of Aut H . 
This subgroup S '  is such th a t S ' / N  is the subgroup of 5  consisting of all those 
autom orphism s in 5  th a t lift to H .
Let A  be the generating set for Aut G. Consider H1, the extension of G by 
the Sylow subgroup of N . Apply our lifting algorithm  with set A  as input. 
The result is a set A 1 tha t generates the autom orphism  group of H x, such th a t 
A x exhibits restrictions to Px. The set A 1 / P1 generates the subgroup of Aut G 
consisting of all those autom orphism s of G th a t lift to . We also have a subset 
A\  C A l th a t generates the full subgroup of liftings of the identity to H1.
Next consider iJ 2, the extension of G by ? 2. We apply the lifting algorithm  
the w ith set A l /P 1 as input, and compute a set A 2 of autom orphism s of H2. 
This set contains a subset A 2 which generates the full subgroup of liftings of the 
identity to H2. By the corollary, the set A 2/P 2 generates the subgroup of Aut G 
consisting of all those autom orphism s of G th a t lift to both  Hl and H2.
Repeating the process for H3, . . .  , Ht , we end up with a set A t of autom orph­
isms of Ht. This set is such tha t A t/P t is the subgroup of Aut G consistings of
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all those autom orphism s th a t lift to each H t, i E { 1 ,. . .  ,£}. T hat is, A t/ P t gener­
ates the subgroup 5  of Corollary 6.20. Moreover, we have sets A \ , . .. ,A't which 
contain generating sets for the liftings of the identity to each H t .
There are two points to note. Given a lifting of the identity autom orphism  of 
G to H i for some i E { 1 , . . . ,  t}, we can construct an autom orphism  of H  from it. 
This autom orphism  will be a lifting of the identity autom orphism  of G to  H . The 
second point is th a t while com puting A 2 from A x, we can sim ultaneously compute 
a set A"  of words in the elements of A 1. This set is such th a t A " / P1 generates a 
subgroup of G th a t lifts to both  H 1 and H2. At the next step, com puting A 3, the 
words in A![ are adjusted again. We repeat this process for each step and for all 
sets A".  The resulting sets A"  supply autom orphism s of H  th a t are not liftings of 
the identity. From these and the liftings of the identity, the autom orphism  group 
of H  is constructed.
6.3 Inner au tom orp h ism s
Let G and H  be successive quotients of the LG-series of a finite soluble group, 
so th a t H  is an extension of G by an elem entary abelian p-group M  for some prime 
p. Define the transversal function r  from G into H  as before. If a  is an inner 
autom orphism  of G induced by g E G, then a  lifts to H  and a lifting is given 
by the inner autom orphism  induced by gT E H . Since the test for whether an 
autom orphism  lifts is relatively expensive in both  the split and non-split cases, it 
is im portant for com putational reasons to keep track of inner autom orphism s.
Let A  be a generating set for Aut G and let 5  be the subgroup of Aut G 
th a t lifts to H . Let I  be a subset of A  containing inner autom orphism s, and 
assume th a t for each a E /  we know an element ga of G inducing a . It is a 
trivial task to compute liftings of each element of I.  Moreover, while constructing 
the transversal for 5  in Aut G during the orbit-stabiliser calculation, the action of 
inner autom orphism s on elements of the partial transversals can be ignored. Let 
T  be a transversal for S  in Aut G, let t be an element of T  and let a  be an inner 
autom orphism . Since the inner autom orphism s form a norm al subgroup of Aut G, 
we have ta = a t  for some inner autom orphism  a . Clearly a  E S  and therefore 
the cosets S ta  and St  are equal for all inner autom orphism s a.
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6.3 .1  D e te c t in g  inner a u to m o rp h ism s
During the orbit-stabiliser calculation it is possible th a t an inner autom orph­
ism will arise as the product of two non-inner autom orphism s, t a  say. Since this 
autom orphism  will be one of the Schreier generators returned  by the algorithm , it 
is im portan t to identify it as an inner autom orphism  where possible, since lifting 
it to the next quotient is then much easier.
W hen this is not too expensive, we can solve the problem  by com puting a 
stabiliser chain in G. Let the generating set for G be A G = {g1, . . . ,  gn}. Let 
G 1 = G and define G i for i > 1 to be the stabiliser of gi_ 1 in G i_ 1. Let a  be an 
autom orphism  of G. The following pseudo-code defines a test for w hether a  is an 
inner autom orphism .
Set iv to the identity of G 
Set i = 1 and O uter =  false 
while i < n and not O uter do
Com pute the orbit of g% under the action of G ( 
if ( g f ) w = g“' for some a- (E G i then 
Set w to a{w and increment i
else
Set O uter =  true 
end if 
end do
If a  is inner, then at the end of this loop w contains an element of G th a t induces a.  
This test is effective when the conjugacy classes of the elements of the generating 
set of G are small. W hen these classes are very large the construction of the 
stabiliser chain becomes too expensive to make this test worthwhile.
6 .3 .2  In ner liftin g s o f  th e  id en tity
Let 7 be a lifting of the identity to H , and suppose th a t it is an inner au to­
m orphism induced by h E H . Let g £ G be the element of G satisfying g T =  h. 
Clearly the inner autom orphism  of G induced by g is trivial. W hen we compute 
the autom orphism  group of the next quotient, if 7 has not been identified as an in­
ner autom orphism  of H , then 7 will cause many unnecessary and expensive lifting 
calls.
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Inner autom orphism s tha t are liftings of the identity of G can be added to the 
generating set of Aut H  in one of two ways. The first is as autom orphism s arising 
from derivations, in which case they correspond to conjugation by elements of M . 
This case arises for both  split and non-split extensions. We alter the com putation 
of the generating set for these autom orphism s as follows. Let B  be a basis for 
the derivations from G to M.  A basis C for the inner derivations from G to M  
is easily constructed by conjugating the generators of H  by the generators of M.  
By appending linearly independent elements of B  to C we obtain a basis for the 
derivations th a t is partitioned so th a t a basis for the inner derivations is exhibited. 
From this basis a generating set for the subgroup of Aut H  can be constructed and 
all the autom orphism s corresponding to inner derivations identified.
The second source of inner autom orphism s arises only for split extensions. 
These are the liftings of the identity th a t correspond to module autom orphism s. 
Since they act non-trivially on the abelian subgroup M , they cannot correspond 
to inner autom orphism s induced by elements of M.  Instead they correspond to 
conjugation by h = gT in H  where g lies in the centre of G. There are effective 
algorithms for com puting a generating set for the centre of a group given by 
a special power conjugate presentation (see Eick 1993, C hapter III). If g 6 G 
is an element of the generating set for the centre of G, we append the inner 
autom orphism  induced by gT to the generating set of liftings of the identity.
6 .4  R e s u lt s  a n d  c o m p a r iso n s
A prototype of the algorithm  described in this thesis has been implemented 
in GAP (Schönert et al. 1993). W hile this prototype does not incorporate all of 
the features of the algorithm  described in the thesis, its perform ance is already 
substantially be tter than  the current alternative for finite soluble groups. This 
section presents evidence supporting this claim, as well as m easurem ents of the 
performance of the prototype on various finite soluble groups. A full im plem enta­
tion of the algorithm  is planned for the near future. This newer version will have 
improved performance over the prototype and will extend the range of application 
of the algorithm  substantially.
There are two widely available im plem entations of algorithm s for computing 
the autom orphism  group of a finitely presented group.
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The first, described by O ’Brien (1994), is a program  for com puting the au to­
m orphism  group of a finite p-group. It forms p art of the S tandard  Presentation 
algorithm  in the ANU p-Q uotient Program  (O ’Brien 1993). The im plem entation 
of this algorithm  is in C and it performs extremely well. For small primes the au to­
m orphism  group of p-groups w ith composition lengths up to 50 can be com puted 
w ithin a few m inutes of CPU tim e on a Sparc Station 10/31 (O ’Brien 1994).
The other is an im plem entation of an algorithm  described by Robertz (1976). 
This im plem entation is in C and it is available as an intrinsic function in CAYLEY 
(Cannon 1984). It is a general purpose algorithm  th a t may be applied to any 
group whose conjugacy classes can be computed; this includes groups defined 
by power conjugate presentations, perm utation groups and m atrix  groups. The 
autom orphism  group is found by com puting a base and strong generating set for 
a perm utation representation of it. The autom orphism s perm ute certain unions of 
conjugacy classes of the group. The algorithm  attem pts to  find enough of these 
unions of conjugacy classes so th a t the autom orphism  group acts faithfully on 
them. The generating set for the autom orphism  group is returned as a set of 
perm utations which can then be converted back to autom orphism s of the original 
group. We shall refer to this algorithm  as the General algorithm.
One of the m ajor advantages of implementing in GAP, and similar com puter 
algebra languages, is th a t many of the fundam ental structures required for imple­
m enting algebraic algorithms exist as a fundam ental pa rt of the language. These 
include data  structures for storing and com puting w ith m atrices, finite present­
ations, power conjugate presentations, and homomorphisms between groups. A 
disadvantage is th a t the language is interpreted, which means th a t an im plem ent­
ation in GAP is likely to run slower than  an im plem entation in a compiled language 
like C. However, Celler et al. (1993) have shown th a t, a t least for the case of an 
im plem entation of the p-quotient algorithm , it is possible to  come reasonably close 
to compiled language speeds in GAP on some calculations.
The prototype im plem entation of the Soluble algorithm  used to obtain the 
results below has two significant deficiencies th a t should be mentioned. Despite 
these two problems it is still a significant improvement over the use of the General 
algorithm  for com puting the autom orphism  group of a finite soluble group.
The first deficiency was mentioned earlier. It is th a t the prototype does not 
incorporate all the features of the algorithm. One key omission is the ability 
to compute the lifting of the autom orphism  group to a new nilpotent layer by 
considering each of the extensions by Sylow subgroups separately. However, the
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perform ance of an improved version th a t incorporates this feature can be measured 
using the prototype. Perform the com putations for each of these separate exten­
sions by the Sylow subgroups using the prototype and record the times. An upper 
lim it on the tim e th a t would be taken by a version th a t computes the nilpotent 
case properly is given by the sum of these times. An example of this calculation 
is given later.
The other deficiency is in the perform ance of some crucial sections of the 
algorithm . This is prim arily due to some poor choices for d a ta  structures th a t 
were made early in the development of the im plem entation. W ith  help from Alice 
Niemeyer, some of these problems were identified and removed, resulting in con­
siderable perform ance improvements (more than  an order of m agnitude). Some 
more problems exist at too low a level to be sensibly replaced, and these will be 
addressed by moving to the new im plem entation.
The following naming system is adopted for the groups used in testing the 
Soluble and General implementations:
1) pn is an elem entary abelian group of order pn .
2) E pn.pe is an extraspecial group of order pn and exponent p e.
3) S n is the symmetric group of degree n.
4) Q n is the quaternion group of order n.
5) The binary octohedral group, denoted by B O , is the group of order 48 defined 
by the following consistent power conjugate presentation.
{ a, 6, c, d, e | a2 =  e, 
ba = b2, 
ca = de, 
da =  ce,
a
b3,
b 7 2c =  d, c =  e, 
db = cd, dc =  de,
b ce = e, e =  e,
6) H  tx K  is a semi-direct product of the groups H  and K , with the convention
th a t H k K x N  = ( H k K)  ix N.
Some of the groups used in the following tables were constructed by taking exten­
sions of the groups listed above. The remaining groups were obtained as soluble 
quotients of some finitely presented groups. Niemeyer (1993) has produced an 
effective program , called the ANU Soluble Quotient program  (SQ), th a t computes 
a power conjugate presentation for a soluble quotient of a given finitely presented 
group. The remaining test groups were all constructed using the SQ program.
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Listed below are the initial finite presentations and the order and derived length
of each of soluble groups obtained from these.
1) K j =  { a, 6 I (ab)2b~6,a4b 1 ab 9 a 1b] of order 1296 and derived length 6.
2) I \ 2 = { a, 6 I a2ba~l ba~l b~l ab~2, a2b~l ab~1 aba~l b2} of order 2400 and de­
rived length 5.
3) K 3 = { a, b I ab2(ab~l )2, (a2b)2a ~ 1ba2 (bab)~l } of order 3000 and derived 
length 5.
4) K 4 = { a, 6 I ab2 a~ 1b~1 ab3, ba2b~l a ~ l ba3} of order 1320 and derived length 5.
5) K 5 = { a , 6  I ab3a ~ l b~l ab3, ba3b~l a~ X ba3} of order 5832 and derived length 5.
6) K 6 of order 1296 and derived length 6 with presentation
{ a, 6 I (ab)2(ab3)2(ab~1)3b~1 ab-1 (ab~2)2b~1,
(ab)2 (ab2 )2 bab(ab~2 )2 b~l ab2 (ab~2 )2, a2 b6 }
7) K 7 =  { a, 6 I (ab)3b6 ,a6 a- 1 6a63a6a-1 bab~l , a2b~2aba~l b3a6-1 a~1 b2} of or­
der 41472 and derived length 6.
8) I \ 8 of order 82944 and derived length 7 obtained as a quotient of the group 
w ith presentation
f i  i - l - l  , - 1  - 1 ,  2 2 , 6f a,o , c | a c ac,b c bc,c , a b ,
(ab)2 (ab3 )2(ab~l )3b~l ab-1 (ab~2)2b~l c,
(ab)2 (ab2 )2bab(ab~2 )2b~l ab2 (ab~2 )2c)
9) I \ Q of order S ^ 24 and derived length 11 obtained as a soluble quotient of the 
group with presentation
{ a , 6, c, d, e \ AcDeC DeADeCbeC DAeBc,
C D A e B  A c E B c D e C D A e B A D 2 eaEadcEdCae , 
a c d cE d E d a E A eA E d 2abAEd2abEadabEadcE2 d, 
d cE B  AD eD eC  D A e A E d 2 aceC D A e B  A c E B c D e C  aEa,
C eC D A e B  A D  A e A E  dacDeC abcEdaE A e A E d 2 abEad , 
c E d E d a E A e A E d 2abEadabcEdaEAeAEd2 abE ad2, 
aeC D A e B  A D  A e A E  da2 C b A D E d a E  A e A E d 2 abEadcE2 d,
C D A e A E d 2 abEaEadabEadcEC aeC D A e B  A c E B cD B cD e ,
C D A e A E d eC  D A e B  A D  AecEdaE  A e A E d 2 abEadabEadcEBcDe},
where an upper-case letter denotes the inverse of a generator.
10) Kga , K gb and K 9c are quotients of K g by term s of its LG-series. They have 
derived lengths 7, 8 and 10 respectively.
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The consistent power conjugate presentations resulting from the SQ program  were 
converted to special power conjugate presentations using the algorithm s described 
and im plem ented by Eick (1993).
All com putations in GAP and  CAYLEY were perform ed using 10 M egabytes 
of w orkspace.
In Table 1 we list some finite soluble groups together with their order and the 
order of their autom orphism  group. The tim e taken to com pute the autom orphism  
group is m easured in CPU seconds on a Sparc Station 10/51.
An interesting feature of the execution times listed in Table 1 is the difference 
between the running times for the groups K ga and K 9b. These groups are quotients 
of I \ 9 by successive term s of its LG-series. Therefore p a rt of the calculation of the 
autom orphism  group of K 9b is the construction of a generating set for the subgroup 
of the autom orphism  group of I \ 9a th a t lifts to K 9b. The index of this subgroup 
is much larger than  the indexes involved in any of the preceding or subsequent 
lifting steps. As a consequence, much more com putation is involved in com puting 
the transversal for this step, resulting in the larger running time. Note th a t the 
execution times for I \ 9c and I \ 9 increase more slowly after this step.
Consider the two groups in Table 1 th a t are split extensions of E 33.3 by 
elem entary abelian groups 26 and 73. The autom orphism  groups were com puted 
in 7 seconds and 25 seconds respectively. Consider the related split extension of 
E 33.3 by the direct product of these elem entary abelian groups. It is a group 
of order 592704. An improved prototype th a t handles nilpotent layers correctly 
should compute the autom orphism  group of this larger group within 32 seconds 
on a Sparc Station 10/51.
Table 2 compares the perform ance of the Soluble algorithm  to the General 
algorithm. The la tter is designed for a much wider class of groups than  ju st finite 
soluble groups, and consequently it does not take advantage of the large am ount 
of information available from a power conjugate presentation for a finite soluble 
group. We therefore expect it to be of lim ited use when applied to finite soluble 
groups. Conversely, an algorithm  designed for com puting the autom orphism  group 
of finite soluble groups should at least perform better than  a general purpose one. 
The results in Table 2 show th a t the Soluble im plem entation does indeed perform 
better than  the General algorithm . As the results show, the Soluble algorithm  
performs better by several orders of m agnitude on soluble groups of even m oderate 
size. All times are in CPU seconds for a Sparc Station ELC. Also listed is the 
degree of the perm utation representation com puted by the General algorithm.
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T able 1 Timings for the Soluble algorithm
G \G\ \A\ time
B O  k  E 73;7 16464 7 056 7
2 C X  E 73. 686 2 058 7
S 4 tx 34 1944 11664 2
S4 ix £ 33.3 tx l l 2 78 408 1568 160 4
^ 3 3:3 *  ^ 1728 1254113 280 7
E 33:3 C X  7 9261 2 084963 328 26
1296 3 888 4
2400 2400 6
* '3 3 000 600 10
1320 2 640 5
5 832 17496 27
1296 3 888 3
k 7 41472 82 944 66
K8 82 944 82 944 59
49152 393 216 64
Kn 786432 3 145 728 2 741
K s c 12582912 201326 592 3 000
K* 50 331648 805 306 368 3316
Table 2 Comparison of Soluble and General algorithm s
G
Soluble
time
General
time* degree
B O  tx 72 7 4 250 1371
B O  ix £ 73:7 19 640 1665
S4 tx 34 6 57 737
5 4 ex £ 33.3 cx l l 2 12 5 700 9 033
k 2 18 33 700 1349
k 3 30 —
K* 15 97 714
k 5 80 —
k 6 9 25 269
“— ” indicates th a t the calculation did not complete w ithin 2 hours of CPU time
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C h ap ter 7
In fin ite ly  m any exam p les
This chapter contains a symbolic autom orphism  group calculation. The end 
result is a description of the autom orphism  group of an infinite num ber of groups. 
We define an infinite family of groups by a param eterised presentation. The index 
set for the param eter is the set of all odd primes. For each odd prim e p the group 
defined by the presentation is an extension of the quaternion group of order 8 by an 
elem entary abelian p-group of order p2. The autom orphism  group of an arb itrary  
m em ber of this family is computed. The result is a param eterised generating set 
for the autom orphism  group of each m ember of the family, as well as a function 
of p indicating the order of the autom orphism  group.
' Let p be an odd prime. Let Q8 denote the group defined by the presentation
f I 4 i 2  2 u —1 1 
{  U , V  \ U =1,1? =  U , V  =  V }  ,
which is a quaternion group of order 8. The autom orphism  group of Q8 is S4, 
generated by autom orphism s
aq : u I—y uv  
v i-> u,
q 2 : u t-> u 
v u.
Let £ be a prim itive (p — l) - th  root of unity in F . Choose a  and ß  in 
satisfying the equation a 2 +  ß 2 = —1 (a simple counting argum ent shows th a t 
this is always possible, see for example Herstein 1975, Lemma 7.1.7). Since Fp is 
finite, there exist algorithms th a t will find such elements £, a ,  and ß  of for all 
odd primes p (Lidl & Niederreiter 1983; K nuth  1969). We may choose ß  to be 
non-zero for all p. We may choose a  to be zero if p is congruent to 1 mod 4, and 
non-zero otherwise.
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Let
u = 0 -11 0 and v =
a ß  
ß  —a
be elements of GL(2,p) and define the subgroup W  = (ü,v) .  Then £ : Qg —v W  
defined by u i-> ü and v v is an isomorphism. Dickson (1901) shows th a t there 
is a single conjugacy class of subgroups of G L(2,p) which are isomorphic to Qg 
(for a more accessible source of Dickson’s results, see H uppert 1967).
The group W  has a natural embedding into the autom orphism  group of M  which 
we may use to define a semi-direct product, G , of Qg by M  via the isomorphism 
£ : Qg —>• W .  From the presentation for Qg, a presentation for M  on generating set 
{a, 6}, and the embedding of W  into Aut M  we can write down the param eterised 
presentation
for G. We have already observed th a t there is a  single conjugacy class of sub­
groups of GL(2,p) th a t are isomorphic to Qg. Therefore all semi-direct products 
of M  by Qg with faithful action are isomorphic to  this group. The group G has a 
characteristic elementary abelian subgroup (a,b) which we identify w ith M .  The 
quotient of G by M  is isomorphic to Qg, and we have a generating set {aq , a 2} for 
the autom orphism  group of the quotient. We apply the autom orphism  group al­
gorithm  described in C hapter 4 to calculate a generating set for the autom orphism  
group of G.
7.1 L ifting n on -id en tity  au tom orp h ism s
The presentation for G exhibits a complement for M  in G and we identify 
Qg with this complement. Recall th a t £ is the representation of Qg into GL(2,p), 
and its image is the m atrix group W .
Now Qj lifts to an autom orphism  of G if there exists an invertible m atrix  X  
in M (2,p) satisfying u ^ X  = X u ° l  ^ and v ^ X  = X v Ql^ . Let X  be the m atrix
Let M  be an elem entary abelian group of order p2 w ith generating set {a, b}.
{ w,u ,a ,6  I u4 =  1, v2 =  u2, v u — v
ap =  1, bp =  1, ba =  6,
u 7 —1 7u v o t i B  i t  ß  1 — a na = b , b = a, a = a b , b = a b j
a
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in M (2,p). The two equations th a t determ ine w hether q 1 lifts to G translate  to 
the system of linear equations
27 =  — ß x 3 +  a x 4 
x 2 =  a x 3 4- ß x 4 
— x3 =  —ß x l +  a x 2 
—x4 =  üXj -f ß x 2
> u ( X  =  X i u v f
>(X  =  X v (
a x 3 -f ß x 3 =  a x 1 +  ß x 2 
a x 2 -(- ß x 4 =  ßx  j — a x 2 
ß x x — a x 3 =  a x 3 +  ß x 4 
ß x 2 — Ctx4 — ß x 3 — CtX4
in the x This homogeneous system of linear equations has a 1-dimensional solu­
tion space which corresponds to the subspace spanned by
*T
( ( l  +  c )  ß  \
V ß  ( l - a ) )
in M (2,p). Note th a t u1 has non-zero determ inant. Therefore the pair is
a compatible pair and it can be used to construct a lifting, 7 1? of aq to G.
A similar calculation for the autom orphism  a 2 leads to a 1-dimensional space 
of solutions spanned by
(  ae ß  — e \
Ui = [ ß e  +  l - a e )
in M (2,p), where e is 1 if p is congruent to 3 mod 4, and 0 otherwise. The 
determ inant of v2 is 2e — ß( l  — e), which is non-zero for all p. Therefore (q 2, i/2) 
is a compatible pair leading to a lifting, 7 2, of a 2 to G.
7.2 Liftings of the identity
So far we have shown th a t bo th  of the generators of the autom orphism  group 
of Q8 lift to the extension group G. Therefore the whole autom orphism  group 
of Qg lifts. The particular liftings ~f1 and 7 2 th a t we obtained will generate a 
subgroup of Aut G th a t has Aut Q g as a quotient. All th a t is required now is a
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generating set for the subgroup I  of Aut G th a t consists of those autom orphism s 
which restrict to the trivial autom orphism  on the quotient G / M . This subgroup I  
has a semi-direct decomposition into two other subgroups. The norm al subgroup 
of this decomposition is the subgroup D  of autom orphism s which correspond to 
derivations from Qg to M .
Since the complements of M  in G have order co-prime to  M , they are all 
conjugate in G and hence all the derivations are inner (for example, Robinson 
1982, 11.1.3). The inner derivations correspond to the inner autom orphism s of G 
induced by elements of M , and the action of these is apparent from the presentation 
of G. Despite this fact we go through the general calculation to exhibit the details 
of this part of the algorithm. A derivation 6 has the form
8 : u aXlbx2
v I-» aVlby2
and corresponds to the autom orphism
7: u I-* uaXlbx2 
v (—>• vaVlby2 
a 1—y a 
b ^ b
where 27, x 2, y1, and y2 are elements of Fp . We com pute the Fox derivatives of 
the relations of G and then construct the system of linear equations th a t x 1 , x 2 , y 1 
and y2 must satisfy for 7 to define a derivation. This system of linear equations is
x \ +  x 2 =  (Q ~  l )V \  +  ß V 2  
—X\ 4- x 2 =  ß y 1 +  (1 -  a) y 2 
(1 -  q )x 1 -  ß x 2 = (1 -  ß ) y 1 +  ocy2 
~ ß x 1 +  (1 +  a ) x 2 =  a y 1 +  (1 +  ß) y 2.
These equations reduce to
2xj =  (1 +  a  — ß ) y 1 +  ( — 1 +  a  +  ß)V2
2x 2 =  ( l  +  °  +  ß)V\  +  (1 — ot +  ß) y 2-
Therefore there is a 2-dimensional solution space spanned by (y1 = 2, y2 = 0) 
and (yl = 0 ,  y2 = 2). These two solutions lead to autom orphism s j 3 and j 4 of G 
respectively.
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The final step is to find a generating set for a complement in I  of D . A com­
plement for D  can be chosen so th a t it fixes Q 8 pointwise. These autom orphism s 
correspond to FpQg-module autom orphism s of M , or equivalently, to m atrices 
centralising W  in GL(2,p). The centraliser in G L(2,p) of ü is the subgroup
x 1, x 2 e  Fp ,Xi +  x \  /  0 5
and a m atrix  in this subgroup commutes w ith v if and only if x 2 =  0. So the 
required complement is cyclic of order p — 1 and is generated by the autom orphism  
75 corresponding to the scalar m atrix  £ /2, where / 2 is the identity  element in 
GL(2,p).
Therefore the autom orphism  group of G is generated by autom orphism s 
7 i , . . . ,  75 which are defined as follows:
7 j : u H->• uv
V I—y V
a »->• a^1+Q^ 6/? 
b t—*  a ^ b ^ ~ a\
72: u H-* v 
v I—y u
. a c i  0  — ta K-» a b
a b ,
73 : u 4 u a °  ß + i ^ a + ß + i
. 2 v i-4 va
a I—> a
b I—^ 6,
74 : u I—^ ua 
v vb2
a + £  —1£ —a + / ? + l
75: zz I—^ u
V I—^ u  
6i-> 6C.
Since all autom orphism s of Qg lift to G and the order of the subgroup of liftings of 
the identity is (p — l)p  , the order of the autom orphism  group of G is 24(p — l)p  .
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The group G can be realised as a subgroup Y  of GL(3,p) whose elements 
have the form
where A  lies in W  and m is a 2-dimensional row vector over ¥p . A subgroup of 
the autom orphism  group of Y  is obtained as the quotient of the norm aliser of Y  
by the centraliser of Y  in G L(3,p). W hile the structures of the norm aliser and 
centraliser of Y  vary depending on w hether p is congruent to  1, 3, 5 or 7 modulo
the order of Aut G th a t was calculated above. Therefore the whole autom orphism  
group of Y  is obtained in this way. Furtherm ore, since very detailed descriptions 
of the norm aliser and centraliser of Y  are easily obtained from Short (1992) much 
more of the struc tu re  of Aut Q8 is available via this construction.
7.3 Observations
We have a param eterised infinite family of groups, T  — {Gp \ p  € V] ,  where 
V  is the set of odd prim e numbers. The groups Gp can be described by a single 
param eterised presentation indexed by p fE V  bu t also requiring some param eters 
th a t are algorithm ically dependent on p; namely a  and ß  in ¥p satisfying a  +/? =  
— 1. The calculation described in this chapter proved th a t we can write down a 
description of the autom orphism  groups of the groups in T . This description 
is in term s of a param eterised generating set and the order as a function of p. 
The description of the autom orphism  groups requires additional param eters which 
again depend algorithm ically on p: the prim itive root C € ¥p and e taking values 
of 0 or 1 as p is congruent to 1 or 3 mod 4 respectively.
All the steps in the above calculation could in principle be performed by a suf­
ficiently powerful com puter im plem entation of an autom orphism  lifting algorithm. 
Systems such as MAPLE (Char et al. 1988) and MATHEMATICA (Wolfram 1988) 
routinely deal w ith complex expressions in indeterm inates, using prespecified equa­
tions satisfied the indeterm inates to reduce interm ediate expressions to simpler 
forms. The row reductions involved in solving the systems of linear equations 
could be solved in the general case by a com puter algorithm  using these tech­
niques, despite the fact th a t the matrices contain unspecified “param eters” such
8 (Short 1992), the quotient in all cases has order 24(p — 1 )p2 . This is precisely
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as p, ot i ß  and £. Incorporating such symbolic calculators into an autom orphism  
lifting algorithm , or indeed into other group theoretic algorithm s, would allow a 
single calculation to be performed resulting in inform ation about all members of 
a family of groups.
It should be noted, however, th a t the above calculation involves a very special 
situation. In this family of groups the autom orphism  group of the fixed quotient Q8 
lifts entirely to the whole group. In general only a subgroup of the autom orphism  
group will lift and determ ining this subgroup involves an orbit-stabiliser calcula­
tion. Such a calculation may well be required to find a transversal whose length 
is a function of the param eters of the family. W ith a sufficiently powerful imple­
m entation this may still be possible. In any event, for those situations where either 
the whole autom orphism  group lifts, as here, or where the liftable subgroup has a 
fixed index in the autom orphism  group irrespective of the param eters defining the 
family, autom orphism  lifting for an infinite param eterised family of groups could 
be perform ed by an im plem entation of this lifting algorithm .
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