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During the first 25 years after World War II, interest in iterative 
methods, especially those arising in the numerical solution of partial differen- 
tial equations, was captured in several monographs. We mention here two 
books familiar to every theoretician and practitioner: one by Richard S. Varga 
(1961), Matrix Zterutive Analysis, and the other by David M. Young (19711, 
Zterative Solution of Large Linear Systems. Among other sorts of problems 
whose solution requires iterative algorithms, and that are included in any 
standard package today, is the solution of least squares problems using the 
singular value decomposition and bidiagonalization, for which large credit 
goes to Gene H. Golub (1968). Additional work on iterative methods involves 
the solution of the eigenvalue problem by the LR and QR methods, with 
which we should associate the names of Ritushouser (1958) and Francis 
(1961). Finally, we mention the fundamental work of Lanczos in the 1960s 
which motivated much of the current interest in eigenvalue and singular 
value iterations. 
It is generally accepted that the mid seventies was a lull in the develop- 
ment of iterative methods. There was a belief that several direct methods of 
solution, particularly for large sparse systems of equations, would be suffi- 
cient to handle many problems efficiently. This attitude changed, however, 
because the introduction of vector and parallel supercomputing and other 
digital technologies in science and engineering encouraged the modeling and 
solution of problems whose scope was such that earlier they were not even 
contemplated. We mention for example reconstruction techniques and image 
processing in medicine and geophysics, signal processing in a variety of 
applications, spatial problems in physics, etc. 
Linear Algebra and its Applications is dedicating this special issue on 
iterative methods to Gene H. Golub, Richard S. Varga, and David M. Young 
in recognition of their outstanding contributions to the field. It can be fairly 
said that many papers in this issue grew out of and represent the variety of 
interests of the three. 
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GENE H. GOLUB 
Gene Golub was born on 29 February 1932, and in 1959 obtained a Ph.D. 
degree at the University of Illinois at Urbana under the supervision of 
Professor A. Taub. He has made major contribution in many areas, such as 
iterative and direct solutions for large systems; he did work developing 
semiiterative methods, and some of his research applies and improves upon 
the conjugate gradient method. He produced many other works on overde- 
termined systems, direct methods for Poisson’s equation, and separable 
elliptic equations and the Stokes stream function. 
Golub has edited and written several books, two of the most recent of 
which are Studies in Numerical Analysis (edited for the MAA) and First 
International Symposium on Domain Decomposition Methods for Partial 
mfferential Equations (coedited with R. Glowinski, G. Meurant, and 
J. Periaux). The book M t a rix Computations (coauthored with Charles Van 
Loan) has already become a standard in the field of numerical linear algebra. 
In February 1990, Golub was elected to membership in the National 
Academy of Engineering. In the commendation of that society, his work in 
numerical linear algebra is described as being in “the essence of many 
engineering and statistical computations.” The book Matrix Computations is 
also noted as a major contribution in the engineering arts. The Academy 
specifically cites Golub’s work (with W. Kahan) on the singular value 
decomposition as essential in the data analysis for problems arising in signal 
processing and image processing. 
Gene Golub has been awarded several honorary degrees, including those 
from the Universities of Linkbiping, Waterloo, and Dundee. 
RICHARD S. VARGA 
Richard Steven Varga was born on 9 October 1928 in Cleveland. He 
received his mathematical education at Case Institute of Technology (B.S.), 
and he obtained his Ph.D. from Harvard in 1954 under the supervision of 
J. E. Walsh. From 1960 to 1969, R. S. Varga was Professor of Mathematics at 
Case Institute of Technology, and since 1969 he has been University 
Professor at Kent State University. 
Influenced by some work he did at Westinghouse, Varga started his 
mathematical contributions with work in numerical linear algebra, especially 
iterative methods. With his theory for p-cyclic matrices he generalized the 
famous results of D. Young on SOR. Terms such as “regular splittings” and 
“semiiterative methods” are associated with his name; these topics were 
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revived during the last decade, again with important contributions by Varga. 
In his book Matrix Iterative Analysis from 1962, a first comprehensive survey 
of modem iterative methods is given; a special new feature is the use of 
graph theory and results from nonnegative matrices. Even nearly thirty years 
later this book presents the basic ideas to every scientist in numerical linear 
algebra. Later publications are concerned with Gershgorin disks, diagonal 
dominance, and other topics in matrix theory. 
Besides linear algebra, there are important contributions of R. S. Varga in 
many other fields of applied mathematics, including the theory of splines and 
its application to boundary value problems, and polynomial and rational 
approximation in the complex plane. A feeling for the breadth of his 
accomplishment can be obtained from the titles of his other books and 
monographs: Functional Analysis and Approximation Theory in Numerical 
Analysis (1971), Topics in Polynomial and Rational Znterpolation and Approx- 
imation (1982) Zeros of Sections of Power Series (1983) and Scienti$c 
Computation on Mathematical Problems and Conjectures (1990). 
DAVID M. YOUNG, JR. 
David M. Young, Jr., was born 20 October 1923, in Boston. He studied 
mathematics at Harvard under the supervision of Professor Garrett Birkhoff 
in 1950. 
Young and several of his fellow graduate students at Harvard would go on 
to make significant contributions to the field of computational mathematics 
and would remain as life-long colleagues. After obtaining his Ph.D., Young 
spent a postdoctoral year in research at Harvard writing papers based on his 
dissertation (Iterative Methods for Solving Partial Difference Equations of 
Elliptic Type), which would become one of the hallmark publications of his 
career. At the time, many thought that it was impossible to automate the 
process used in hand computations for solving finite-difference equations. 
Young not only showed that it was possible, but he established a sound 
mathematical foundation for this procedure. Computing machines were still 
quite primitive, so Young and his graduate students found it both challenging 
and exciting to coax useful numerical results from them. 
His first regular job was as a mathematician at the Computing Laboratory 
of the Aberdeen Proving Ground, Maryland. Young began his academic 
career as an Associate Professor of Mathematics at the University of Mary- 
land, College Park, and he is now Ashbel Smith Professor of Mathematics 
and Computer Science at the University of Texas at Austin. 
Young is best known for his research on iterative methods for solving 
large sparse systems of linear algebraic equations. Such systems arise primar- 
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ily from the numerical solution of partial differential equations using either 
finite differences or finite elements. The analysis of the successive overrelax- 
ation (SOR) method for consistently ordered matrices was among his early 
accomplishments. He was able to obtain the now famous formula for the 
optimum, or best, relaxation parameter wI, and a condition he called “prop- 
erty A.” (Some are now calling this “property Y” in Young’s honor.) He was 
one of the first to use Chebyshev polynomials for accelerating the iterative 
solution of linear systems. Other topics which Young has worked on include 
alternating direction implicit methods, adaptive procedures for determining 
iteration parameters, conjugate gradient methods with emphasis on general- 
izations for nonsymmetric systems, high-order discretization methods for 
partial differential equations, norms of matrices for iterative methods, proce- 
dures for estimating the accuracy of an approximate solution of a linear 
system, and the symmetric successive overrelaxation (SSOR) method. 
