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Summary
A three-dimensional, nite-deformation based, coupled thermo-mechanical con-
stitutive model to describe the deformation behavior of bulk metallic glasses, based
on evolution of free volume has been developed. This model is developed by using
the principles of thermodynamics and the concept of micro-force balance. A suit-
able fracture criterion to simulate the failure of these amorphous alloys has also
been augmented within the constitutive model. The developed set of constitutive
equations has been implemented in the commercially available nite-element pro-
gram ABAQUS/Explicit by writing a user-material subroutine. The constitutive
parameters/functions required by the model are calibrated for Zr-, Pd- and La-
based metallic glass alloys by numerically tting the constitutive model to the
uniaxial stress-strain data of experiments conducted at temperatures around the
glass transition region.
With the model calibrated for the Zr41:25Ti13:75Cu12:5Ni10Be22:5 (Vitreloy-1)
metallic glass at 643 K, it was able to reproduce the simple compression stress-
strain curves for experiments conducted at ambient temperatures of 663 K and
683 K and for jump-in-strain-rate experiments at 643 K to good accuracy. Shear
localization studies also show that the constitutive model can predict the incident
of fracture for a given ambient temperature and the orientation of shear bands dur-
ing compression experiments conducted at temperatures within the supercooled
liquid region accurately as well.
With the model calibrated for the Pd40Ni40P20 metallic glass at 564 K, the sim-
viii
ple tension steady-state stresses and normalized free volume concentration data
for a variety of applied strain-rates at temperatures of 556 K and 549 K were
predicted to be in good accord by the constitutive model. Also, the experimental
stress-strain curves for samples annealed for dierent time durations prior to the
tensile tests under a particular strain-rate were also well predicted by the consti-
tutive model. Simulations are also performed to show that metallic glasses whose
deformation would result in shear localization can be made to deform homoge-
neously by pre-deforming the specimen under high strain-rates at temperatures
deep within the supercooled liquid region prior to loading.
The recently identied La61:4Al15:9Ni11:35Cu11:35 alloy specimen was prepared
and their compressive deformation behavior over a range of strain rates at dierent
temperatures within the super cooled liquid region was studies. The inuence of
pre-annealing time on evolution of nano-crystals and its eect on the ow behavior
was studied in detail. The model was calibrated for this La- based metallic glass
and the obtained simple compression experiments are accurately reproduced by
using the thermo-mechanically coupled numerical simulations. Experiments were
also performed under multi-axial loading conditions at temperatures within the
super cooled liquid region including 3-point bending experiments and hot forging
experiments of micro-gear shaped component. These experimental data could also
be accurately reproduced by the constitutive model thereby validating its wide
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\Metallic Amorphous Alloys" or \Metallic Glasses" are comparatively new-
comers to the materials group. A metallic glass is a material with an amor-
phous/disordered atomic-scale structure, in contrast to most metals, which are
crystalline having a highly ordered arrangement of atoms. This unique structure
of metallic glasses proves to have extraordinary properties typical for these ma-
terials, hence are already being used as structural materials and have also found
some commercial applications. Manufacturing of components made of metallic
glasses are typically conducted at temperatures within the supercooled liquid re-
gion, i.e. at some temperature between the glass transition and recrystallization
temperature. The reason being that from a macroscopic perspective, it is a known
fact that metallic glasses tend to ow very easily, exhibiting liquid like characteris-
tics when deformed within the supercooled liquid region. These materials deform
homogeneously and might even experience strain levels of up to several hundred
percentage without failure, provided the deformation rates does not exceed cer-
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tain critical rate at a given temperature. But, once the deformation rate is higher
than this critical value the metallic glass will exhibit inhomogeneous deformation
behavior, where all the deformation are concentrated along thin bands of shear
known as shear localization and subsequently the metallic glass fails/fractures.
Since the developed constitutive model should be applicable to accurately de-
scribe the large deformations strains even if the material is deformed under multi-
axial loading conditions, it is necessary to develop a three-dimensional, thermody-
namically consistent, nite-deformation-based constitutive model to describe its
deformation behavior. Furthermore, the model has to be thermo-mechanically-
coupled, since the deformation behavior of metallic glasses are highly sensitive to
even slightest changes in their temperature.
Hence, the major objectives to pursue this research work are
 To develop a set of thermodynamically consistent, nite deformation based
constitutive equations which will describe the deformation behavior of bulk
metallic glasses,
 To incorporate a fracture criteria to the model, that will accurately predict
the failure mechanism of these amorphous materials,
 To implement the developed constitutive model in a commercially-available
nite-element program by writing a robust numerical algorithm,
 To determine the constitutive functions/parameters necessary for the devel-
oped equations, to test the model for a few types of metallic glass specimen.
 To verify the constitutive model and the results from the nite-element sim-
ulations to physical experiments under a variety of loading conditions, for
the metallic glasses under study.
 To perform a complete set of experiments on a particular type of metallic
glass to study their deformation mechanism and obtain their stress-strain
2
response under various loading/ambient conditions.
 To reproduce the obtained experimental data using the constitutive model's
numerical algorithm and nite element simulations to further validate the
developed set of equations, and employ the model for a commercial applica-
tion.
1.2 Thesis Outline
In this chapter, a brief introduction to Bulk Metallic Glasses (BMGs) and their
evolution over the past few decades since their discovery in 1960, their unique
physical and mechanical properties are presented. Their present and promising
future potential engineering applications, those which are not possible by using
other conventional structural materials are also discussed. A brief introduction on
the dierent types of deformation mechanism of metallic glasses along with their
theoretical analysis based on free-volume concept is also mentioned.
In Chapter 2, we shall give a detailed description on the development of
our three-dimensional, thermodynamically-consistent, coupled thermo-mechanical,
nite-deformation based constitutive equations for metallic glasses. Finally in this
chapter, we shall also mention the set of required constitutive parameters/functions
to completely describe our model.
Later in Chapter 3, we would calibrate the constitutive model's required ma-
terial parameters for a commercial Zr- based BMG (Vitreloy-1), by tting them
to the simple compression experimental data for a particular temperature of Lu et
al.(2003). Further, we proceed to predict the stress-strain response for represen-
tative compressive jump-in-strain-rate experiments and experiments conducted at
dierent ambient temperatures within the supercooled liquid region.
In Chapter 4, we proceed to augment our developed constitutive model with
3
a suitable fracture criteria and also investigate the shear localization phenomena
exhibited by Vitreloy-1 BMG at temperatures within the supercooled liquid region.
Also an in depth analysis of dependence of shear band orientation on the specimen
geometry and ambient temperature is performed.
The deformation behavior and evolution of free volume concentration in a
Pd- based metallic glass is investigated using our constitutive model in Chapter
5. Further, the importance of viscous stress in accurately predicting the ow
behavior of amorphous alloys and the inuence of pre-deformation on the ductile-
brittle transition of metallic glasses is demonstrated in this chapter.
In Chapter 6, we shall establish our own set of experimental data for a recently
developed La- based bulk metallic glass. La- based metallic glass specimen are
prepared in-house and simple compression experiments are performed over a range
of strain rates and temperatures within the supercooled liquid region. Also, the
eect of pre-annealing time, on the deformation behavior of this La- based metallic
glass is investigated.
Finally, in Chapter 7 we shall calibrate the constitutive parameters required
by our model for the La- based metallic glass, and proceed predicting the sim-
ple compression experimental data of Chapter 6. An experiment of a real-time
metal forming process for a gear shaped micro-component is conducted and nu-
merically predicted by means of nite element simulations, which further validates
our constitutive model's commercial applicability.
1.3 Bulk metallic glasses
Scientically, a glass is any material that can be cooled down from a liquid state
to a solid state without formation of crystals. Most of the metals do crystallize
as they are cooled down from a molten state, wherein the atoms arrange them-
selves into a highly regular spatial pattern known as the crystal lattice. On the
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contrary if nucleation and crystallization do not occur during the cooling process,
the atoms would solidify into an amorphous form having random arrangement
and hence result in formation of an amorphous alloy, also widely known as metal-
lic glass. A glass is a metastable phase whose evolution towards the equilibrium
phase is suppressed by a kinetic barrier of impeding atomic rearrangement. Win-
dow glasses also possess the same random atomic arrangement but they are not
metallic, likewise, metallic glasses having an amorphous structure are not trans-
parent compared to window panes. Shown in Figure 1.1a is a high-resolution
Transmission electron microscopy (TEM) image of the atomic scale structure of a
crystalline Zr-based alloy, where, as expected the atoms are arranged in a orderly
fashion. Shown in Figure 1.1b is the TEM image of the same Zr-based alloy when
it is in an amorphous forms, wherein the atoms are packed randomly and do not
possess any long range atomic order. The atomic arrangements of the respective
forms remain the basis to explain most of the physical properties exhibited by the
corresponding alloys.
(a) (b)
Figure 1.1: High resolution TEM images showing the atomic scale structure
of a Zr-based (a) crystalline alloy and (b) an amorphous alloy. (Source :
http://www.jhu.edu/matsci/people/faculty/hufnagel/background.html)
The dierence between an amorphous metal and a crystalline metal could also
be identied by investigating their volume change with temperature while under
cooling a liquid from its molten state. For a crystalline metal, crystallization is
always accompanied by a spontaneous decrease in volume at its melting temper-
ature. Whereas in metallic glasses solidication is characterized by a continuous
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process, where the glass transition occurs over a range of temperatures rather than
a well-dened temperature. This glass transition phenomena can also be observed
during continuous heating in order to melt an amorphous alloy. The thermody-
namic variables such as the entropy and enthalpy are continuous through the glass
transition similar to the volume change, but experiments have shown that their
temperature derivatives like the coecient of thermal expansion () and the heat
capacity (c) do not vary smoothly. These variables change rapidly over a very
narrow range of temperature, of which the starting temperature, i.e., the point of
inection of the rising heat capacity or the thermal expansion coecient is con-
ventionally dened as the glass transition temperature, Tg. This glass transition
temperature is not a xed temperature, since kinetics play a key role in the glass
forming process its rather a function of the thermal history of the glass. For ex-
ample, its a function of the heating rate. It has be experimentally observed by
Hiki, Y., Takahashi, H., (2000) that the glass transition temperature for Vitreloy-1
metallic glass are 602 K, 625 K and 645 K at cooling rates of 0.2 K/min, 20 K/min
and 100 K/min, respectively.
In conventional metals, as previously mentioned, the atoms of the metal ar-
range themselves into a repeating pattern of crystals or grains with dierent sizes
and shapes upon cooling from the liquid state. Because metals typically do not so-
lidify into a single crystal, they have an inherent weaknesses. The grain boundaries
between the adjoining grains are the weak spots and under high enough stress and
temperature the grains will slide past each other resulting into irrecoverable per-
manent plastic deformation of the metal. Moreover, additional atoms are often
present in grains causing planes of distortion called dislocations. Dislocations can
easily move through a material under stress, causing further deformation. Grain
boundaries and dislocations greatly lower the strength of a metal compared to
its theoretically possible maximum value. On the contrary, the atoms of metallic
glasses are frozen in a random, disordered structure rather than arranging them-
selves into repeating patterns of grains. It is this amorphous structure, lacking in
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grain defects, that gives metallic glasses their extraordinary strength, toughness,
hardness, elasticity, corrosion resistance, wear resistance, etc.
1.4 Evolution of bulk metallic glasses
The formation of rst metallic glass of Au75Si25 alloy was reported by Kle-
ment, at Caltech, USA, in 1960 (Klement et al., 1960). They developed the rapid
quenching techniques for chilling metallic liquids from around 1600 K to room
temperature at very high rates of the order of 105   106 K/s. With this high
cooling rate, their work showed that the process of nucleation and growth of crys-
talline phase could be kinetically by-passed to yield a frozen liquid conguration,
that is, the metallic glass. The required high cooling rates consequently restricted
the thickness of the metallic glass sample that could be obtained to within the
micrometer range.
Dening millimeter scale as bulk, the rst bulk metallic glass produced under
laboratory conditions was the ternary Pd-Cu-Si alloy by Chen (Chen, H.S., 1974)
and later investigated on Pd-Si- , Pd-P-, and Pt-P based alloys to obtain a critical
casting diameter of 1-3 mm by quenching the melt, contained in a drawn fuzed
quartz capillary, into water. In 1984, Turnbull with his team successfully pre-
pared the widely known Pd40Ni40P20 BMG by using uxing method (boron oxide
ux) to purify the melt and eliminate heterogeneous nucleation. By employing
this method, they were able to produce bulk glass ingots of centimeter size, at
comparatively lower cooling rates (Drehman et al., 1982; Kui et al., 1984) that
was require earlier. But then, owing to high cost of Pd metal, the interests were
only limited to academic eld. In the 1980s, variety of solid-state amorphization
techniques based on mechanisms completely dierent from rapid quenching, such
as mechanical alloying, diusion induced amorphization in multi-layers, ion beam
mixing, hydrogen absorbtion, inverse melting techniques and many more were
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developed.
In the late 1980s, Inoue with his group of researchers, succeeded in identify-
ing new multi-component alloy systems, mainly consisting of commonly available
metallic elements and also requiring lower critical cooling rates (Inoue, A., 2000).
Through systematic investigation they observed the exceptional glass forming abil-
ity in rare earth based alloys, hence they could cast La-Al-Ni and La-Al-Cu alloy
melts in water cooled Copper molds to obtain bars with thickness of several mil-
limeters. This work of Inoue had paved way for the development of many kinds
of BMGs including MgCuY, LaAlNi, ZrAlNiCu, ZrTiCuNiBe, TiNiCuSn, CuZr-
TiNi, NdFeCoAl, FeCoNiZrNbB, FeAlGaPCB, PrCuNiAl, PdNiCuP etc. In 1993,
Johnson and Peker developed a pentary Zr41:2Ti13:8Cu12:5Ni10Be22:5 metallic glass
with a critical cooling rate of 1 K/s (Peker, A., Johnson, W., 1993). This alloy
was the rst commercial bulk metallic glass, known as Vitreloy-1 and is also the
most extensively studied bulk metallic glass in the literature. This alloy can be
cast in copper molds with diameters ranging up to 14 mm, a few samples of as-
cast Zr-based BMGs of dierent sizes and shapes are shown in Figure 1.2 (Wang
et al., 2004). The formation of BMGs in this family does not require uxing or
any other special processing treatments and can form bulk glass by conventional
metallurgical casting methods (Johnson, W.L., 1999).
Turnbull predicted that a ratio, referred to as reduced glass transition tem-
perature fTrg = Tg=Tmg, of the glass transition temperature (Tg) to the melting
point or the liquidus temperature (Tm) of an alloy, can be used as a criterion for
determining the glass forming ability (GFA) of the alloy (Turnbull, D., Fisher,
J.C., 1949). According to Turnbull's criterion (Turnbull et al., 1969), a liquid
with Tg=Tm = 2=3 becomes very sluggish in crystallization within laboratory time
scale and therefore can crystallize only within a very narrow range of temperature.
Such liquids can be easily under-cooled at a low cooling rate into the glassy state.
This work of Turnbull has also played a key role in development of various metallic
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Figure 1.2: Samples of as-cast Vitreloy-1 BMG.
glasses including the Bulk metallic glasses (BMGs).
Bulk metallic glasses in metal-metal systems such as La-, Mg- and Zr- based
alloys were rst prepared in early 1990s by the stabilization of supercooled liquid.
Since then much eort has been devoted to the development of BMGs for both
fundamental scientic research and for industrial applications. Three empirical
component rules for the stabilization of supercooled metallic liquid were proposed.
These rules stated that (1) the multi-component system should consist of three or
more elements, (2) there should be a signicant dierence (greater than 12%) in
the atomic sizes of the main constitutive elements, and (3) the elements should
have negative heats of mixing. A variety of Fe-based, Co-based, Ni-based and
Cu-based BMGs have been synthesized in accordance with these rules and other
topological and chemical criteria. As a result various unique properties that were
never seen earlier in any crystalline alloys were obtained, therefore, it should be
possible to extend the range of applications for these amorphous materials. The
GFA and processability of bulk metallic glasses are comparable to those of silicate
glasses and hence it is also possible to process these metallic glasses by common
methods available in a foundry. The Bulk metallic glasses also exhibit high thermal
stability and superb mechanical properties, hence have considerable potential as
9
advanced engineering materials.
Figure 1.3: Chart comparing the TTT curves of a conventional crystalline alloy, ordi-
nary amorphous alloy and the recently developed bulk glass forming alloy (BMG).
Figure 1.3 reproduced from Wang et al. (2004), illustrates a schematic diagram
showing the high stability of the BMG forming supercooled liquids for up to several
thousand seconds. A typical glassy alloy has nucleation kinetics in the undercooled
region such that the onset time for crystallization is in the regime of 102 sec to
103 sec at the nose of the C-curve, this is attributed mainly due to the high
glass forming ability (GFA) of these alloys. The study of relaxation behavior of
bulk metallic glass forming liquids shows their similarity with strong liquids, that
is, they have high viscosity and sluggish kinetics in the supercooled liquid state.
This greatly retards the formation of nuclei in the melt and hence the growth of
thermodynamically favored phases is inhibited by the poor mobility of constituent
elements. The nucleation and growth of the crystalline phase in supercooled liquid
state is highly dicult, thereby leading to a large GFA and high thermal stability
of the supercooled liquid state.
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1.5 Properties of bulk metallic glasses
The disordered structure of the metallic glasses gives them quite a few unique
properties, the most distinctive of which being the glass transition. A crystal
would typically melt at a specic temperature when heated, but a glass will not
melt; instead, it gradually softens, changing from solid to liquid over a range of
temperature. This can be very useful for processing glasses into complex shapes
by means of injection molding, in much the same way as polymers are processed.
Since these alloys contain atoms of signicantly dierent sizes, the free volume
locked within the material is very low. Hence, the magnitude of viscosity is higher
by a few orders compared to other metals and alloys when they are in a molten
state. This high viscosity also prevents the atoms from moving enough and forming
an ordered lattice, which basically is the reason for the high GFA of metallic glass
forming alloys. The amorphous material's structure also results in low shrinkage
during cooling, and high resistance to plastic deformation.
The strength of a crystalline metal is limited by the presence of grain bound-
aries and defects in the crystalline structure (also called dislocations). Since an
amorphous material does not have any defects, its strength can approach the the-
oretical limit associated with the strength of its atomic bonds. The absence of
grains and grain boundaries in amorphous alloys also leads to better resistance to
wear and corrosion, it is found that certain BMGs behave passively even under
extremely severe condition. Although amorphous metals are technically glasses,
they are much tougher and less brittle than oxide glasses and ceramics. Thermal
conductivity of amorphous materials is lower than that of their respective crystals.
The alloys of boron, silicon, phosphorus, and other glass formers with magnetic
metals including iron, cobalt and nickel are magnetic, with low coercivity and
high electrical resistance. The high resistance leads to low losses by eddy currents
when subjected to alternating magnetic elds, this is a property which is very
much useful for applications like material for transformer magnetic cores.
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Table 1.1: Comparison of physical properties for metallic glasses and conventional
crystalline alloys
Alloy Elongation Yield Strength Density () Strength to
% (y) MPa gm/cm
3 weight ratio
Metallic Glasses
Zr41Ti14Cu12:5Ni10Be22:5 2 1900 6.1 310
Mg65Cu25Tb10 1.5 700 4.0 175
Fe59Cr6Mo14C15B6 2 3800 7.9 480
Conventional Alloys
Aluminum (7075-T6) 11 505 2.8 180
Titanium (Ti-6Al-4V) 10 1100 4.4 250
Steel (4340) 6 1620 7.9 206
Magnesium (AZ80) 7 275 1.8 150
Source: Hufnagel Research Group, Johns Hopkins University.
Compared to Titanium and other crystalline alloys, Zr-based BMGs have simi-
lar densities but higher Young's modulus and elastic strain-to-failure limit. These
glasses have high tensile yield strength, a high strength-to-weight ratio which
makes them a possible replacement for Aluminum alloys for many of its structural
applications. They also have higher values of fracture toughness, higher resistance
to plastic deformation, less absorbtion and greater release of energy, that is, low
damping which enables the material to spring back elastically to its original shape
even after high loads and stress. A comparison of the properties of Vitreloy-1
BMG with other metallic alloys is shown in Table 1.1. The fundamental prop-
erties of the currently researched Late Transition Metal (LTM) based BMGs are
summarized in Table 1.2. (Inoue et al., 2006).
1.6 Range of applications for bulk metallic glasses
In order to verify the viability of a possible application of bulk metallic glass,
a performance index is calculated and compared with the performance index of a
material that is already in use for the given application. For the sake of compari-
son, the performance indices are normalized and shown in Table 1.3
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Table 1.2: Fundamental properties of the LTM-based metallic glasses
Soft magnetism
Fe-based High corrosion resistance
High endurance against cycled impact deformation
Soft magnetism
Co-based High corrosion resistance
High endurance against cycled impact deformation
High strength, high ductility
Ni-based High corrosion resistance
High hydrogen permeation
High strength, high ductility
Cu-based High fracture toughness, high fatigue strength
High corrosion resistance
High strength







Bulk metallic glasses with their unique and unconventional characteristics are
adopted for various applications in dierent elds. BMGs have already been used
as die materials (PdCuNiP BMG), in sporting equipment (ZrTiCuNiBe and Zr-
TiNiCu BMGs) as golf club heads, tennis rackets, baseball bats, bicycle frames,
hunting bows, casing for MP3 players, memory sticks, etc., in electrode materials
(PdCuSiP BMG), in soft magnetic material applications (Fe based BMG). One
of the latest industry attracted by BMG is the ne jewelry industry as they can
achieve a stunning surface nish that is both exceptionally hard and scratch resis-
tant, the ability of BMGs to be precision net-shape casted is an added advantage
for this industry.
A newly developed application utilizing the ecient energy transfer character-
istic is the use of Fe-based BMG spheres for shot-peening purpose (Inoue et al.,
2003). The Fe-based BMG powders have already been commercialized and are
currently being mass produced with sizes ranging from 0.1 mm to 2 mm for shot
peening purpose. Shot peening generates a compressive residual stress eld on
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Table 1.3: Promising functions of Vitreloy-1 BMG




y= Strong light tie, column 0.89 Very good

1=2
y = Strong light plate 0.81 Very good
y=E Elastic Hinge 1.02 Outstanding
2y=E Small spring 1.06 Outstanding

3=2
y =E Diaphragm 1.09 Outstanding
3y=E
2 Knife edge 1.09 Outstanding
2y=E Light spring 1.05 Outstanding
y=E() Thermal shock resistance 0.91 Very good
y, yield stress; , density; E, Young's modulus; , thermal expansion coecient
Source: Bulk metallic glass: what are they good for., (Salimon et al., 2004).
the surface of the material being shot-peened, this eect is far superior in BMGs
compared to any other conventional crystalline shot-peening balls, moreover, with
an added advantage that these Fe-based BMG balls also have a signicantly longer
life time.
Their greatest advantage also lies on the ease of formation of complicated
shapes and possibility of moulding into components with thin sections, this al-
lows BMG to challenge with magnesium alloys in electronics industry. Another
area of commercial interest is a highly bio-compatible, non-allergic form of the
glassy material that would be suitable for medical components such as prosthetic
implants and surgical instruments. The unique properties of BMGs like its bio-
compatibility, excellent wear resistance, high strength-to-weight ratio (more than
twice the strength compared to titanium or stainless steel), possibility of preci-
sion net-shape casting with desirable surface texture which results in signicant
reduction in post-processing costs make them as an excellent choice for orthopedic
applications. Some of the products that have already taken advantage of these
improvements include reconstructive devices, fractured xations, spinal implants
and instrumentation. Another opportunity for medical applications is in the eld
of ophthalmic surgery, where procedures and instruments are being enhanced to
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better serve patients in need of cataract surgery.
Figure 1.4: Appearance of BMG based diaphragm with deposited strain gauge
A recenlty developed application for metallic glasses is in the eld of pressure
sensing (Nishiyama et al., 2007). Stainless steel has traditionally been used for
conventional pressure sensors, however recently Ni-Nb-Ti-Zr-Cu-Co BMGs have
been identied as an excellent material for this application. These Ni-based BMGs
have higher tensile yield strength but lower elastic modulus, which is the typical
requirement for a material to be employed as a pressure sensor. Figure 1.4 shows
a diaphragm made of glassy alloy, the great bend deection of the metallic glasses
provides high sensitivity of a sensor. These BMGs also have much better corrosion
resistance. The pressure sensors using Ni- and Zr-based BMG diaphragms have
been shown to exhibit 3.8 times higher sensitivity than the conventional stainless
steel diaphragms (Nishiyama et al., 2007). The performance of a BMG based
diaphragm tted in a pressure sensor is boasted to be equivalent of measuring the
weight of an elephant with the accuracy of an electronic balance.
The next unique application is in the manufacture of miniature sized electro-
mechanical components. Micro-geared motors having high rotating torques are
being used in various engineering elds. The minimum size of the motor has been
continuously decreasing from 12 mm in 1980 to 7 mm in 2000 and currently it
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Figure 1.5: Micro-geared motor with world's smallest size of 1.5 mm diameter con-
structed from Ni-based BMG alloy gears, also shown are the micro parts and illustration
of its construction
remains at 2.4 mm. The worlds smallest 1.5 mm diameter, heavy load and highly
durable micro-geared motors have been fabricated from high strength Ni-based
BMG gears as shown in the Figure 1.5 (Nishiyama et al., 2004). Figure 1.5 shows
the world's smallest micro-geared motor where the carrier shaft, planetary gears
and the sun gear carriers are made of Ni-based BMG. When metallic glass is
used, the superior performances of high moldability, outstanding hardness and
outstanding wear resistance promise success in development of further miniatur-
ized geared motor. The micro parts are produced by precision die casting method,
taking advantage of the high formability of BMGs. Also it is not possible to ma-
chine parts of this scale by any conventional mechanical machining techniques. It
has been found that even after 1875 million revolutions, the Ni-based BMG gear
kept its original shape, in contrast to the heavy wear found in steel gears after
only 6 million revolutions. The torques obtained using these micro-gears are 6-20
times higher than the conventional 4 mm diameter motor used in the vibrational
system of a mobile phone. These micro-geared motors are expected to be used
in advanced medical equipments such as endoscopes, micro-pumps, rotablators,
precision optics, micro-industries, micro-factories etc.
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Table 1.4: Possible application elds for BMGs
Properties Application eld
High strength Machinery structural materials
High hardness Cutting materials
High fracture toughness Die materials
High impact fracture energy Tool materials
High fatigue strength Bonding materials
High elastic energy Sporting goods materials
High corrosion resistance Corrosion resistance materials
High wear resistance writing appliance materials
High reection ratio Optical precision materials
High hydrogen storage Hydrogen storage materials
Good soft magnetism Soft magnetic materials
High frequency permeability High magnetostrictive materials
Ecient electrode Electrode materials
High viscous owability Composite materials
High acoustic attenuation Acoustic absorption materials
Self-sharping property Penetrator
High wear resistance and manufacturability Medical device materials
Source:Bulk metallic glass (Wang et. al. 2004.)
Above all the other applications BMGs could also be promising for yet another
most serious application. Applications in a military context are usually among the
most stringent and demanding classes, where high reliability combined with mo-
bility are the key requirements. Under a contract from the Research Oce of
the US Army, researchers in USA are working to develop manufacturing technol-
ogy for metallic-glass tank-armor penetrator rounds also known as kinetic energy
penetrator rods, and thereby replacing the current depleted uranium penetrators,
which are suspected to cause biological toxicity. The BMG composite penetrator
exhibits self-sharpening behavior similar to that of oxide glasses and is highly e-
cient in piercing armor plates. The high strength and light weight of BMG allows
miniaturization and weight reduction in the designs of military components with-
out sacricing the reliability. Examples are sub-munition components, thin walled
casings and components for electronics, aircraft fasteners, etc. As a summary, the
Table 1.4 briey lists the present and future applications of BMGs by comparing
with their corresponding properties.
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1.7 Deformation behavior of bulk metallic glasses
The development of bulk -metallic glasses allowed for a wider range of testing
conditions which was previously limited to only tensile behavior of very thin rib-
bons and wires. Deformation behavior of bulk metallic glasses are signicantly
dierent from crystalline materials, due to the absence of long range order i.e.,
due to their amorphous nature. The mechanical behavior of metallic glasses are
generally classied under two types, namely homogeneous deformation at high
temperatures and low stress or inhomogeneous deformation at low temperatures
and high stresses. These two types of deformation mechanism shall be discussed
in further detail under this section.
1.7.1 Homogeneous deformation
Homogeneous deformations occurs in metallic glasses when each and every
volume element of the material contributes to the total strain, resulting in a uni-
form deformation of the entire specimen. Homogeneous deformations in metallic
glasses usually occurs when they are deformed at high ambient temperatures, typ-
ically above 0:7Tg. The material often exhibits signicant amount of plasticity,
for instance, tensile elongations of even up to 20,000% has been reported in a
La55Al25Ni20 amorphous alloy when deformed within the supercooled liquid re-
gion (Masumoto, T., 1994). Within the homogeneous deformation regime, it is
usually observed that BMG behaves like a Newtonian uid when deformed at
low strain rates and the ow shifts from newtonian to non-Newtonian uid with
increasing strain rates. The specic strain rate at which this transition in ow
occurs is a direct function of temperature, hence for higher ambient temperatures
the transition strain rate correspondingly increases. The stress-strain curves in the
homogeneous deformation is also accompanied by a stress overshoot when the ow
is non-Newtonian. The extent of this stress overshoot increases with increasing
strain rate for a given temperature and decreasing temperature for a given strain
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rate (Kawmura et al., 1996). Kawmura et al. (1996) also argued that this stress
overshoot is caused because of a change in atomic mobility caused by a rapid,
deformation induced change in free volume concentration. But Nieh et al. (2001)
argued that the non-Newtonian behavior is caused by the structural instability
of metallic glass alloys when deformed at high temperatures. They examined the
structures of the amorphous material, both before and after deformation (within
the supercooled liquid region) using X-ray diraction and high-resolution TEM
experiments. Experimental results on deformed specimen showed the presence of
nano-crystallites, which suggests that the non-Newtonian behavior was associated
with the concurrent crystallization of the amorphous structure during plastic de-
formation. Since large ductility is generally obtained irrelevant of whether the
deformation is Newtonian or non-Newtonian, this characteristic feature is made
to advantage in fabrication of sophisticated structural components (Saotome et
al., 2001).
1.7.2 In-homogeneous deformation
Inhomogeneous deformation usually occurs if a metallic glass is deformed at
room temperature, i.e., these materials are found to deform elastically and exhibit
negligible macroscopic plastic strain before formation of localized shear bands,
which is followed by rapid propagation and fracturing catastrophically when de-
formed in tension at room temperature. Fracture of a metallic glass specimen
also ensues due to high strain rates when deformed at high ambient temperatures
(above 0.7Tg). Although the macroscopic plastic strain is insignicant (< 0.5 %),
exceptionally high strains of about 100% is observed to take place within nar-
row regions of localized shear bands. The shear bands are found to be typically
around 10-20 nm in width (Pekarskaya et al., 2001). Multiple shear bands are
usually observed during the fracture of a metallic glass specimen (Schuh, C.A.,
Nieh, T.G.,, 2003), especially so when the applied deformation rates get higher.
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As deformation is initiated in a BMG, the response is initially elastic and at some
point of time the yield criterion is satised. At this critical stress level, a single
shear band initiates, and if the applied strain rate is suciently low, this single
shear band can readily accommodate the applied strain, hence leading to a strain
burst. Contrarily, when the applied strain rate exceeds the possible relaxation
rate for a single shear band, the initial band would accommodate the strain only
until the stress level exceeds the yield criterion again, and a second shear band is
initiated. At very high deformation rates, we can expect that many shear bands
would be required at every instance in order to accommodate the applied strain.
Microscopically an important parameter which greatly inuences the ow be-
havior of metallic glasses is the free volume, which as the name implies, is the
empty space in a material (micro-voids) that is not occupied by atoms/molecules.
Several theories, including the "free volume" based one were proposed in order to
address the issue of shear band nucleation and growth in a medium consisting of
randomly packed atoms.
1.7.3 Free volume theory
The concept of free volume for glassy materials was rst proposed by Cohen,
M.H., Turnbull, D., (1959) and was later used by Spaepen, F. (1977) for metallic
glasses to describe their deformation mechanism. Since metallic glasses are pro-
duced by rapidly quenching the molten alloy, there always exist certain amount
of voids which are trapped within the sample due to restricted atomic movement
during rapid cooling. These voids of varying size are known as the free volume and
the term vf is dened as the average free volume per atom. A neighboring atom
may jump into a free volume site depending on its relative size, during a diusion
mechanism above the glass transition temperature. Free volume in metallic glasses
are also considered to be pressure dependant (Ruitenderg et al., 1997). This free
volume measure increases with increasing temperature and vice versa, but is nor-
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mally a constant one for temperatures below the glass transition temperature sice
the diusion becomes substantially dicult.
In a gaseous state of a substance, the atoms move freely, but in a condensed
form of matter i.e., in a liquid, an atom is trapped within a cage of neighboring
atoms. Hence in a liquid, a moving atom gets backscattered most of the time by
its neighboring atoms and cannot move. But once there is enough space which
is larger than a critical volume v appears adjacent to the atom, the atom can
move into this space. Here v is about 80% of the atomic volume for molecular
liquids, but only about 10% of the atomic volume for metallic liquids. (Cohen,
M.H., Turnbull, D.,, 1959)











representing the probability of nding an atom with free volume between v and










Here ', is a numerical factor introduced to correct for the overlap of free volume
whose value lies between 0.5 and 1, vf is the average free volume per atom.
According to Spaepen's theory, plasticity in BMGs occurs due to movement of
localized group of atoms, whose mechanism is similar to the one mentioned above.
He also proposed that free volume is created by plastic deformation, which in turn
is due to an application of shear stress and hence squeezing of an atom into a space
originally smaller than itself (Spaepen, F., 1977) as shown in Fig1.6. Conversely,
free volume can also be annihilated due to structural relaxation and diusion. At
high temperatures, a dynamic equilibrium between the stress driven free volume
creation and diusional annihilation can be established leading to a constant ow
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Figure 1.6: Creation of free volume concentration due to an externally applied shear
stress by squeezing of an atom into a hole initially smaller than itself.
stress during homogeneous deformations. Further, when the applied strain rate in
increased or the ambient temperature reduced, diusional rearrangement cannot
keep pace with the creation of free volume, leading to an unstable situation that
results in an inhomogeneous ow with localized shear (Heilmaier, M., Eckert, J.,
2005). To incorporate this into the model, Spaepen derived the shear ow rate
to be dependent upon the dynamic equilibrium between the stress driven creation















Where f0 is the Debye frequency, Z is the activation energy, kb is the Boltzmann
constant,  the ambient temperature,  the applied shear stress and 
 is the
atomic volume. In our work, we introduce the term  = vf=v, as the free volume
concentration and subsequently the normalized free volume concentration can be
derived as '=.
Apart from free volume concentration, the behavior of metallic glasses is also
highly sensitive to the changes in the specimen temperature. If the applied stress
and rate of deformation is high enough, signicant changes in temperature that
occur in the material due to the heat generated from plastic dissipation can sig-
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nicantly vary the free volume concentration of the material, this in turn alters
the ow properties of the metallic glass.
1.8 Literature review - experimental & theoret-
ical analysis of BMGs at high temperature
There have been extensive experimental investigations on the high temperature
behavior of amorphous alloys (e.g., Megusar et al., 1979; Kawmura et al., 1996;
de Hey et al., 1997; Kato et al., 1998; Nieh et al., 2001, etc.). The work of
Megusar et al. (1979) concentrated on the plasticity and fracture characterization
of a Pd-based metallic. The stress-strain behavior of Zr-Al-Ni-Cu ribbons at high
temperatures was investigated by Kawmura et al. (1996). The evolution of free
volume concentration during high temperature deformation of a Pd-based metallic
glass was studied by de Hey et al. (1997). The plastic deformation and stress-
strain response of bulk Pd-based and Zr-based specimens were experimentally
characterized by Kato et al. (1998) and Nieh et al. (2001), respectively. Recently
Lu, J., Ravichandran, G. (2003) have performed very careful simple compression
experiments on a Vitreloy-1 metallic glass under varying temperatures and strain
rates (quasi-static and dynamic loading conditions).
Some of the signicant modeling works on metallic glasses include the theory
of free volume creation by external stress and its annihilation due to diusion by
Spaepen, F. (1977). Later in 1982, Steif et al. (1982) included the strain localiza-
tion phenomena into the Spaepen's model. The analysis of strain localization in
metallic glasses were also done by Argon, A. (1979); Huang et al. (2002). Duine et
al. (1992) used the free volume based viscosity assumption by Spaepen and defect
evolution assumption to analyze the kinetic process of defects and their steady
state concentration. de Hey et al. (1997) have developed a theory to study the
inuence of plastic deformation on the structural disordering of metallic glasses,
23
he concluded that additional free volume is been created compared to the ther-
mal equilibrium free volume, as a consequence of plastic deformation. Kato et al.
(2000) has developed a simple model based on ctive stress, which was later used
by Lu, J., Ravichandran, G. (2003) to predict their experimental data. All the
theories which have been mentioned above were either one-dimensional models or
formulated using small strain theory.
Recently, Yang and his co-workers have formulated a three-dimensional nite
deformation based model for metallic glasses (Yang et al., 2006). The shortcom-
ings in their formulation is that, they have not modelled the transient heat transfer
problem during deformations i.e. the calculations were performed under isother-
mal or adiabatic condition, secondly, in their work the equation for the evolution
of temperature was not derived in a thermodynamically-consistent manner (Their
equation neglects the additional dissipation terms that can become signicant dur-
ing strain-softening). Furthermore the equation for the free volume generation of
their work does not include an expression for the diusion of free volume which
becomes more important with increasing temperature and/or duration of the ex-
periment or with reducing specimen sizes. Although it is still not very clear how
diusion takes place in metallic glasses we have used the theory of micro-force
balance (Gurtin, M., 2000) to derive the expression for the overall generation of





In this Chapter, we shall develop a three-dimensional, nite deformation-based
constitutive model for metallic glasses, guided by the principles of thermodynam-
ics and micro-force balance (Gurtin, M., 2000). The kinetic relation for the free
volume concentration in this work shall be derived by augmenting the classical
Helmholtz free energy density for metallic materials with a ow-defect energy
which is a function of the free volume concentration and its spatial gradient. Plas-
tic deformation in metallic glasses occurs by the movement of localized groups of
atoms. Along with plasticity, general thermo-mechanical loading can also cause
the generation of free-volume (as shown earlier in Figure 1.6) which is an important
order parameter that describes the state of a metallic glass. Although the under-
lying physics of inelastic deformation in metallic glasses dier from that of disloca-
tion motion-based plasticity of metallic alloys, we develop a three-dimensional con-
tinuum mechanics-based model for metallic glasses guided by the well-established
theory of isotropic metal plasticity.
The governing variables in our constitutive model are taken as :
 : Helmholtz free energy per unit reference volume.
T : Cauchy stress.
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Figure 2.1: The schematic diagram showing Kroner-Lee multiplicative decomposition
F = FeFp. The plastic strain and the free volume concentration are dened in the
relaxed conguration determined by Fp.
F : Deformation gradient F = ry, with J = det F > 0 and y being the position
of the material point in the current conguration. Guided by Fig 2.1, the defor-
mation gradient F maps the line element dx in the reference conguration to the
line element dy in the current conguration viz. dy = F(x)dx.
 : Absolute temperature.
Fp : Inelastic deformation gradient Fp = rz, with det Fp > 0 and z being the
position of the material point in the relaxed conguration. The inelastic defor-
mation gradient represents the cumulative deformation due to plasticity and the
generation of free volume. Aided by Fig 2.1 the inelastic deformation gradient Fp
maps the line element dx in the reference conguration to the line element dz in
the relaxed conguration, viz. dz = Fp(x)dx.
Fe : Elastic deformation gradient with det Fe > 0, this represents the elastic
deformation that gives rise to the Cauchy stress, T. Using the Kroner-Lee de-





Aided by Fig 2.1 the elastic deformation gradient Fe maps the line element dz in
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the relaxed conguration to the line element dy in the current conguration, viz.
dz = Fp(x)dx.
  0 : Free volume concentration, with units of volume per unit volume.
To construct the constitutive equations we focus on an arbitrary subregion R0
of the reference body with n0 denoting the outward unit normal on the boundary
@R0 of R0. When deformed, the same body occupies a subregion R in the de-
formed conguration with n denoting the outward unit normal on the boundary
@R of R.
2.1 Kinematics
From the polar decomposition theory, the elastic deformation gradient can be
decomposed into elastic rotation and elastic stretch:
Fe = ReUe; (2.2)
where, Re and Ue = UeT are the elastic rotation and elastic stretch respectively.







with fe j  = 1; 2; 3g being the positive eigenvalues and fr j  = 1; 2; 3g being
the orthonormal eigenvectors of Ue. Using Eq.(2.1) and Fe = ReUe the total
velocity gradient is given as
L = _FF
 1
= Le + FeLpFe 1 (2.4)
where, Le  _FeFe 1 = Re _UeUe 1ReT+ _ReReT and Lp  _FpFp 1 = Dp+Wp; are
the elastic and inelastic velocity gradients respectively. Here Dp  sym(Lp) and
Wp  skew(Lp) are the inelastic stretching and spinning rate tensors, respectively.
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Following the work of Anand, L., Gurtin, M. (2003) on amorphous solids, we set
the inelastic ow to be irrotational, viz. Wp = 0 =) Lp = Dp. We assume that
the inelastic deformation in metallic glasses can be decomposed into a purely iso-
choric portion and purely volumetric portion. Therefore, the inelastic stretching
rate tensor is taken to be






with _ representing the plastic shearing rate and h1 > 0 a constant of proportional-
ity. Here N is purely deviatoric and symmetric ow direction (to be determined)
which should satisfy the conditions trace(N) = 0;N = NT and the constraint
jNj = 1. The time rate of change of the free volume concentration is represented
by _. Note that the rate of volume change due to inelastic deformation is given
by trace(Dp) = _. Thus the rst and second terms on the right-hand side of
Eq.(2.5) are purely isochoric and purely volumetric, respectively. Eq.(2.5) can
now be written as,











with Ce  FeTFe, we dene a frame invariant measure of an elastic strain to be
used later as,







2.2.1 Micro-forces and micro-force balance
Guided by the work of Gurtin, M. (2000) we introduce the balance laws for the
plastic shear strain,  and free volume concentration, . With  = 1; 2 we dene




 (; _; ) as the micro-traction
vectors, scalar internal micro-forces and scalar external micro-forces, respectively.
The quantities c (with units of energy per unit area) are distributed over the
boundary @R0 occupied by the reference conguration whereas the quantities
(; 
ext
 ) (with units of energy per unit volume) are distributed over the referential
region R0. Here (c; ; ext ) are referentially dened quantities. According to
the principle of material frame-invariance, the vector c ! c since they are
referentially dened quantities.1 The micro-force balances for the eld variables
(c; ; 
ext
 ) in the reference conguration are given as
Z
@R0





 )@V0 = 0 for  = 1; 2:
Here @A0 and @V0 denote the area and volume integral in the reference congu-
ration, respectively. Using the divergence theorem within R0 yields
Div c +  + 
ext
 = 0 for  = 1; 2: (2.9)
1Frame-invariance Anand, L., Gurtin, M. (2003): Consider the transformations of the form
x ! x; z ! z and y ! Q(t)y + c(t), where t denotes time, Q(t) is a proper orthogonal
rotation tensor and c(t) a translational vector. The reference and relaxed congurations are
independent of the choice of such changes in frame. Therefore, Fp ! Fp;F ! QF and Fe !
QFe. Consequently, Lp ! Lp;L! QLQT+ _QQT and Le ! QLeQT+ _QQT. Since Fe ! QFe,
we have Ce ! Ce.
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2.2.2 Balance of linear momentum












with S = JTF T being the rst Piola-Kircho stress, b the macroscopic body
force vector per unit reference volume and  = ^0(x) the referential mass density.
Using the divergence law in Eq.(2.10), and localizing the result within R0 yields
DivS+ b  0 _v = o (2.11)
2.2.3 Balance of angular momentum
The balance of angular momentum in the reference conguration is given by
Z
R0
y  Sn0 @A0 +
Z
R0




y  0v @V0 (2.12)
using S = JTF T applying the divergence law on Eq.(2.12), localizing the result
within R0 and substituting in Eq.(2.11) yields, SF
T = FST ) T = TT, i.e. the
Cauchy stress is symmetric.
2.2.4 Balance of energy
In the reference conguration the rst law of thermodynamics (the balance of

















+ r  _! @V0
(2.13)
where _! = _"+(0 _v) v, with " representing the internal energy per unit reference
volume. Here q and r are the referential heat ux vector and heat supply rate
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per unit reference volume, respectively. Applying the divergence law on Eq.(2.13),




c  r _    _
!
 Div q+ r = _" (2.14)
Here, c is the work conjugate variable to r whereas (; ext ) are the work
conjugate variables to .
2.2.5 Entropy imbalance
















with  representing the entropy per unit reference volume. The Helmholtz free
energy per unit reference volume ,  , is dened as
 = "   =) _ = _"  _    _ (2.16)









 r   _    _  0 (2.17)









r  _    _  0 (2.18)
with
T = JReTTRe and T = UeTUe 1 (2.19)
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Note that T and T are frame-invariant measures of stresses.
2.3 Free energy
We assume a free energy per unit reference volume of the functional form
 =  ^(Ce; ;r; )
From the principle of material frame-invariance,  !  since Ce ! Ce;  !



















Since Ce = Ue2 and @ 
@Ce
are symmetric, substituting Eq.(2.20) into Eq.(2.18) with
_H  sym( _UeUe 1) results in


























  _   q

 r (2.22)
is the total dissipation per unit reference volume with
T P      @ 
@
(2.23)
In the absence of dissipation i.e.  = 0 and from the principle of equipresence













and  =  @ 
@
(2.24)
for inequality Eq.(2.21) to be satised at all times.
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2.4 Dissipation inequality and the inelastic flow
direction






  _  0 (2.25)
From Spaepen, F. (1977), the creation of free volume concentration is due to
shear-induced disordering. Guided by the work of de Hey et al. (1998) we assume
that
_ = _1 + _2 (2.26)
where _1 =  _ represents the creation of free volume concentration due to plastic
shearing and consequently squeezing of atoms into spaces smaller that its own
volume. Here  = ^(T; ; ) is the coecient of free volume creation which is akin
to the dilatancy parameter in soil mechanics. The second term on the right-hand
side of Eq.(2.26) represents the change of free volume concentration due to other
mechanisms like diusion, relaxation, etc. Along with the condition N = NT,
we substitute Eq.(2.7), Eq.(2.23) and Eq.(2.26) into Eq.(2.25) and assume each
















_ > 0 if _ 6= 0; (2.28)




trace(T) being the hydrostatic pressure, and nally

 p  2   @ 
@

_2  0 if _2 6= 0 (2.29)
The inequality equations Eq.(2.27), Eq.(2.28) and Eq.(2.29) are assumed to be
satised at all times so that inequality Eq.(2.25) will be concurrently satised.
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with the scalar function H^ satisfying the condition sign(H^) = sign( _). Similarly
inequality Eq.(2.29) is satised if
 p  2   @ 
@
= B^ (2.31)
with the scalar function B^ satisfying the condition sign(B^) = sign( _2). We assume
that no external micro-forces are present i.e. ext1 = 
ext
2 = 0. Substituting
























p Div c2 + @ 
@

N; since jNj = 1
(2.33)
We will assume that Eq.(2.33) is always satised. Taking the magnitude of the
tensor on both sides of Eq.(2.33) yields,











where   h1jsym(T0)j  0 denotes a non-negative equivalent stress. Substituting
Eq.(2.9) into Eq.(2.31), we get
 






2.5 Free energy density and specic constitutive
functions
With Ee   1
2

lnCe = lnUe the free energy per unit reference volume is
assumed to be in the separable form
 =  e(Ce; ; ) +  (; ) +  (;r; ); (2.36)
where





 ftrace(Ee)g2   3th(   0) trace(Ee); (2.37)
 (; ) = c f(   0)   log(=0)g and (2.38)











2   s2  T (2.39)





ing the deviatoric portion of the elastic strain, Ee. The shear modulus , bulk mod-
ulus, coecient of thermal expansion and reference temperature are denoted by
 = ^(; );  = ^(; ); th = ^th(; ) and 0 respectively. Eq.(2.38) represents
the purely thermal contribution to the free energy density with c = c^(; )  0
representing the specic heat per unit reference volume. Analogous to the work
on strain gradient crystal plasticity by Gurtin, M. (2000); Bortoloni, M., Cer-
melli, P. (2000), we introduce a ow defect-energy,   which is assumed to be
quadratic in both the free volume concentration,  and its spatial gradient, r.
Here s1 = s^1(; )  0 (units of energy per unit length) and s2 = s^2(; )  0
(units of energy per unit volume) represent coecients that relate the change in
the ow defect energy due to variations in the r and , respectively. Finally,
T represents the thermal equilibrium (fully annealed) free volume concentration
which can be approximated by a Vogel-Fulcher-Tammann (VFT) like linear tem-
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perature function (Masuhr et al., 1999)
T =  + k(   ); (2.40)
where  is the free volume concentration at the temperature  and k > 0 (with
units of temperature inverse) being a constant of proportionality. For simplicity
we assume the values for the material parameters f; ; th; c; s1; s2; ; k; g to
be constants. Since the values of the parameters fs1; s2; ; k; g are assumed
to be constants, the particular form for the ow defect energy shown in Eq.(2.39)
was chosen to satisfy the conditions   = 0 for m2 = o and  = 0; @ 
=@m2 = o
for m2 = o and @ =@ = 0 for  = T.
2.5.1 The elastic stress and micro-traction vectors
From Eq.(2.24)1 the stress measure T





















 = r Cer, substituting Eq.(2.3), Eq.(2.8) and Eq.(2.36) into Eq.(2.41)
yields
T = 2Ee0 +  trace(E
e)1  3th(   0)1 (2.42)
To obtain the expressions for c, substituting Eq.(2.36) into Eq.(2.24)2 and Eq.(2.24)3
along with m1 = r and m2 = r yields,
c1 = o and c2 = s1(r) (2.43)
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2.5.2 Kinetic law for free volume concentration








where s3 = s^3(; ) > 0 represents a material parameter with units of energy per
unit volume, and _0 = _^0(; ) > 0 a reference rate whose functional form will be
specied later. Substituting Eq.(2.36), Eq.(2.43)2 and Eq.(2.44) into Eq.(2.35),
















(   T) (2.45)
Eq.(2.45) is the diusion production equation for the free volume concentration.
On the right-hand side of the Eq.(2.45), the rst term is due to the diusion of
free volume (Spaepen, F., 1977; Huang et al., 2002; Faupel et al., 2003) with the
diusivity given by (s1=s3) _0, the second term is the creation of free volume due
to plastic shearing (de Hey et al., 1998), the third term is the generation of free
volume due to structural relaxation, which is similar in spirit to the expression
used in Johnson et al. (2002) and Yang et al. (2006). The diusive and annihila-
tion terms in Eq.(2.45) originate from the introduction of the ow-defect energy
along with the use of micro-force balance equations. Finally, Eq.(2.45) shows an
additional eect of the hydrostatic pressure on the free volume generation and a
stress-free equilibrium free volume concentration of  = T when compared to the
equation for free volume generation used in Huang et al. (2002)
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2.5.3 Flow direction
Since the material is elastically isotropic, (T;Ue) are co-axial i.e. they have
the same principal directions. Thus, from Eq.(2.19)2 we have
T = UeTUe 1 = T =) T0 = T0
where T0 = T
  (1=3)ftrace(T)g1 is the deviatoric portion portion of the stress










with Dp0  Dp   (1=3)trace(Dp)1 being the deviatoric portion of Dp. From





fore,  p(1=2)jT0j  0 is the equivalent shear stress.
2.5.4 Viscous stress and kinetic relation for the plastic
strain
With T0 = T





, substituting Eq.(2.9), Eq.(2.34), Eq.(2.36) and
Eq.(2.43) into inequality Eq.(2.28) yields
 
    s2(   T)  s1(r2)  p _ > 0 if _ 6= 0 (2.47)
Henceforth we will restrict the plastic strain-rate to be strictly non-negative i.e.
_  0. Therefore, whenever _ > 0 we must have
    s2(   T)  s1(r2)  p > 0 if _ 6= 0 (2.48)
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to satisfy the inequality Eq.(2.47). Denoting v  s2( T) s1(r2), a possible
kinetic relation for the plastic strain-rate which satises inequality Eq.(2.47) is
_ =
   v   p

(2.49)
where  = ^( _; ; ) > 0 with units of Pascal, representing a measure of viscosity.
Thus, from Eq.(2.49), we can generally write _ = _^(T; v; ; ). The physical
meaning for v can be explained as follows: comparing Eq.(2.49) with Eq.(11)
in the work of Yang et al. (2006), while suppressing the dependence of Eq.(2.49)
on the hydrostatic pressure, we can see that v is analogous to a measure of the
viscous stress. To verify this analogy, we are guided by the work of Yang et al.
(2006) and assume that the hydrostatic pressure has no eect on the generation
of free volume. Therefore letting steady-state conditions to be reached ( _ = 0),
Eq.(2.45) yields: v = (s3= _0) _
a where _a = _ when steady-state conditions are
reached with _a being the applied strain-rate. The term (s3= _0) _
a is similar in
spirit to the resistive viscous stress term used in Yang et al. (2006) i.e. (viscosity
 applied strain rate) with (s3= _0) representing a viscous like term.
To make a connection with widely used kinetic relations for plastic strain
present in the literature, we are aided by the work of Huang et al. (2002) which
takes the functional form for the plastic strain-rate to be
















where, f0 > 0 with units of time inverse represents the atomic vibration fre-
quency, Z > 0 represents the activation energy- with units of energy, kb represents
the Boltzmann constant, 
 > 0 represents the activation volume with units of
volume and  being a positive valued geometric factor. For example the kinetic
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relation given by Eq.(2.49), the terms f _0; sg in Eq.(2.50) can t into our present
framework as part of the expression for .
Since we have taken _ = _^(T; v; ; ), we modify Eq.(2.50) to include the depen-
dence of hydrostatic pressure and viscous stress:
_ = 2 _0 sinh


s+ (p+ f v)

(2.51)
In this work, Eq.(2.51) will be used as the kinetic relation for the plastic strain.
We introduce  = ^(T; ; ) as the pressure sensitivity parameter. The variable
 = ^(T; ; ) is a dimensionless t parameter which determines the magnitude
by which the plastic ow is aected by the viscous stress.
There are restrictions need to be obeyed when the values for material param-
eters are chosen: the give values for the material parameters on the left-hand side
of the inequality Eq.(2.48) must ensure that inequality Eq.(2.48) is always satis-
ed. i.e. assuming the material to be strongly dissipative (Anand, L., Gurtin, M.,
2003), we require that,
[   (v + p)] _ > 0 whenever _ 6= 0 (2.52)
to satisfy the dissipation inequality (second law of thermodynamics). Therefore
with  = ^(T; ; )  0, we enforce
 =
8><>:  if  > (p+ v)0 if   (p+ v) (2.53)
so that the inequality Eq.(2.48) is always satised whenever _ 6= 0. Furthermore,
the constraint
2kb >   (p+ f v) 

must also be satised at all times so that _  0.
Since, by now N; _ and _ are specied, the inelastic velocity gradient i.e. the
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ow rule is given by















2.5.5 Balance of energy
Assuming that the material obeys Fourier's law of heat conduction, inequality
Eq.(2.27) is satised if
q =  kthr; (2.55)
where kth = k^th > 0 is the coecient of thermal conduction. For simplicity, we
assume that the coecient of thermal conduction remains a constant. Substituting
Eq.(2.36) into Eq.(2.24)4 yields
 = 3th ftrace(Ee)g+ c log(=0) + s2k (2.56)
Since T = T, substituting Eq.(2.4), Eq.(2.7)1;3, Eq.(2.9), Eq.(2.16), Eq.(2.24)
with m1 = r;m2 = r and ext1 = ext2 = 0, Eq.(2.36), Eq.(2.43), Eq.(2.54),
Eq.(2.55) and the time derivative of Eq.(2.56) into Eq.(2.14) yields the balance
equation for the temperature as
c _ = kth
 r2+ r   3th ntrace( _Ee)o    s2k _ + _!d; (2.57)
where
_!d =  _ +
 
s1(r2)  s2(   T)  p

_
is the mechanical dissipation per unit reference volume. From Eq.(2.57) is can be
seen that the temperature change has an additional entropic contribution due to
the ow-defect energy.
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Equations referred to the deformed conguration
In the deformed conguration, the micro-force balance (for  = 1; 2) and linear
momentum balance equations are written as
div(J 1Fc) + J 1( + ext ) = 0 and divT+ J
 1b = J 10 _v (2.58)
respectively. The heat ux q measured per unit in the deformed conguration is
related to the referential heat ux vector, q by
q = J 1Fq (2.59)
Using r = FT(grad) and Eq.(2.55), we have
div q =  div  J 1kthFFT(grad) (2.60)










r   3thftrace( _Ee)g   s2k _ + _!d

(2.61)
where c represents the specic heat per unit deformed volume.
2.6 Conclusion
A three-dimensional, nite-deformation-based, coupled thermo-mechanical con-
stitutive model to describe the behavior of metallic glasses has been developed,
by formulating the theory of micro force balance and using the principles of ther-
modynamics. To summarize, the list of constitutive parameters/functions that
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needed to be calibrates/specied for the developed model are
f; ; th; s1; s2; s3; ; ; ; k; ; f ; f0; '; Z;
; c; kthg
For simplicity we shall assume that the values for the material parameters listed
above does not vary with temperature and free volume concentration. A separate
time integration procedure for our constitutive model needs to be developed and
implemented in the ABAQUS/Explicit nite element program by writing a user-
material subroutine. Further this set of constitutive equations have to be veried
by comparing the analytical results with experimentally obtained data. The task
of validation of our constitutive model for dierent types of metallic glasses shall
be attempted in the succeeding Chapters of this research work.
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Chapter 3
Validation of constitutive model
for Vitreloy-1 metallic glass
Having developed the set of constitutive equations for Bulk Metallic Glasses,
our initial task is to validate the developed constitutive model by comparing sim-
ulation results with experimental data obtained for a specic type of metallic
glass. We have chosen the commercially available Zr41:25Ti13:75Cu12:5Ni10Be22:5
bulk metallic glass for this validation purpose due to its commercial importance
and also due to availability of abundant experimental data from the literature.
Recently, Lu et al. (2003) have conducted some very careful simple compression
experiments on a Vitreloy-1 metallic glass under variety of strain-rates right from
quasi-static deformation rate up to to dynamic range and under variety of tem-
peratures from room temperature to deep within the supercooled liquid region. In
this work we concentrate on simulation of the experiments conducted by Lu et al.
(2003) within the supercooled liquid region since this is where most of the forming
and manufacturing applications are conducted.
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3.1 Determination of material parameters for Vitreloy-
1 metallic glass
The set of constitutive parameters/functions in our constitutive model formu-
lated in Chapter 2, for Zr41:25Ti13:75Cu12:5Ni10Be22:5 metallic glass, widely known
as Vitreloy-1 are determined partly from literature and partly by tting the model
to the simple compression experiments of Lu et al. (2003).
3.1.1 Material parameters from literature
Guided by the work of Spaepen, F. (1977), we set s1 = (1=6)l
2
cs3 with lc
denoting the length scale for diusion. Therefore the diusivity is given by,








here we set lc = 10 nm, which being the typical value for the length scale for
diusion (Pekarskaya et al., 2001).
For a Vitreloy-1 metallic glass, Masuhr et al. (1999) determined the geometric
factor to be ' = 0:105. Guided by the same work the equilibrium value for the
free volume concentration for temperatures between 643K and 683K are calculated
using a Cohen and Grest relationship Masuhr et al. (1999) and approximated
by a linear function in temperature. Therefore f; k; g are determined to be
 = 0:0031; k = 1:375 10 5;  = 643 K from Masuhr et al. (1999).
The calculations of Lu, J. (2002) and Patnaik et al. (2004) determined the
pressure sensitivity of Vitreloy-1 metallic glasses to be about 0.12 and 0.18, re-
spectively. Therefore we take the pressure sensitivity in our model to be the
average of the aforementioned two values i.e.  = 0:15 and treat it as a constant.
From the work of Demetriou, M., Johnson, W. (2004) and Aydiner, C., Us-
tundag, E. (2005), the parameters c; kth; th are taken to be c = 4:8 MJ/m
3K ,
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kth = 11:0 W=mK and th = 10 10 6 /K.
Recall that the energy balance Eq.(2.61) requires the computation of the heat
conduction term fdiv  J 1kthFFT(grad)g. In the Abaqus (2005) nite-element
program, the software limits users to modify the computer code, and does not
allow the eective thermal conductivity to depend on deformation. Therefore, as a
rst-cut assumption we approximate fdiv  J 1kthFFT(grad)  kthdiv(grad)g.
The atomic volume for Vitreloy-1 is determined to be v = 1:67  10 29 m3
(Ohsaka et al., 1997). Guided by the work of Heggen et al. (2004) the typical ratio
of the activation volume to the atomic volume (
=v) is in the range of 8.72 - 10.42.
Therefore 
 is calculated to be in the range of 1:45 10 28 m3   1:74 10 28 m3
for Vitreloy-1 metallic glass.
The analysis of Heggen et al. (2004) also show the free volume creation pa-
rameter,  to be an increasing function of stress. Due to insucient experimental
data to determine the exact functional form for the free volume creation parame-
ter, we suppress the temperature dependence of  and assume it to take a simple
piecewise functional form. Since  assumes the value of  when  > (p + v)
and zero otherwise (section 2.5.4), we have
 =
8><>: c if  < c + k (   ) if    (3.2)
where c is a minimum value for the free volume generation coecient,  a thresh-
old shear stress and k > 0 with units of stress inverse is a positive constant of
proportionality.
3.1.2 Fitting of material parameters to experiments
The remaining material parameters f; ; f0; Z; s2; s3; c; ; k ; fg are tted
to match experimental stress-strain data. The elastic constants f; g are tted
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to the elastic slope of the stress-strain curves. The Poisson's ratio is assumed to
be 0.36 which is typical for a Zr-based metallic glass. The heat supply rate per
unit reference volume, r is neglected in all of the simulations. The ow parameters
ff0; Zg can be determined by conducting two experiments at dierent tempera-
tures performed under very low strain-rates and very low stresses approaching the
Newtonian ow limit. Under these conditions, the plastic-strain rate Eq.(2.51)

































which represents the Newtonian viscosity can be calculated from the experimental
data at the two dierent temperatures. Since the only unknowns in Eq.(3.4) are
ff0; Zg two equations at the dierent temperatures mentioned above are sucient
in determining ff0; Zg. The parameters for the free volume creation fc; ; kg
control the rate of softening in the stress-strain curves due to the creation of
free volume concentration. As also shown in the experimental results of Kato
et al. (1998) and de Hey et al. (1998), the softening rate in the stress-strain
curves increases with increasing strain-rate. To determine the ow-defect energy
parameters s2; s3 we follow the work of Huang et al. (2002) and Yang et al. (2006)
and assume that the hydrostatic pressure has negligible eect on the free volume
generation compared to the creation and annihilation of free volume in Eq.(2.45).
In addition we also assume that the steady-state free volume concentration for
experiments conducted in simple tension versus simple compression under a given
strain-rate are approximately equal. In actuality, it can be seen from Eq.(2.45)that
for a given applied strain-rate, tensile loading will produce a higher steady-state
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free volume concentration compared to compressive loading. This nding makes
physical sense as tensile loading has the eect of opening voids whereas compressive
loading has the eect of closing voids. Furthermore, we also assume that the
distribution of free volume concentration in the specimen is spatially homogeneous
so that the diusion of free volume can be neglected. Under these assumptions






(   T) (3.5)
Although the steady-state free volume concentration at the end of the deformation
was not measured in the experiments of Lu et al. (2003), we assume that the free
volume variation after steady-state conditions have been reached are similar in
magnitude to the experimental ndings of de Hey et al. (1998). The experimental
data on the homogeneous tensile deformation of Pd-based metallic glass obtained
by de Hey et al. (1998) show a maximum normalized free volume ('=) variation
of 0:3%. Assuming that changes in the normalized free volume concentration
for the experiments conducted by Lu et al. (2003) are in this order, the ratio
s2=s3 can be determined. Reactivating the term for free volume generation due
to hydrostatic pressure, a minimum value for s3 can be determined such that
the dierence in the steady-state free volume for simulations conducted in tension
vs. compression for a given applied strain-rate is minimal. With s3 determined
and the value s2=s3 known, s2 can now be calculated. Finally, the viscous
stress parameter f is determined by tting the constitutive model to match the
experiment's steady-state stress levels. In this work, two types of nite-element
simulations were performed: (i)Simulations under isothermal conditions which are
conducted using a single ABAQUS C3D8R continuum-brick element; (ii)Coupled
temperature displacement simulations which take into account the eect of heat
ow in the specimen during deformation.
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3.2 Isothermal Analysis
Using the methodology outlined in the previous section, the tting of the con-
stitutive model was rst conducted under isothermal conditions and assuming
homogeneous deformations. All the physical experiments of Lu et al. (2003) mod-
elled in this work fall in the regime of homogeneous deformations (see Fig. 11 in
Lu et al. (2003)). The friction between the compression platens and the specimen
is neglected as the interfaces between the platens and the specimen are assumed
to be suciently lubricated with molybdenum disulde lubricant (Lu, J., 2002).
Furthermore, all the simulations under both isothermal and coupled temperature-
displacement conditions were performed assuming that the test specimen is ini-
tially in the fully annealed condition i.e. jt=0 = T (Demetriou, M., Johnson, W.,
2004; Yang et al., 2006) The material parameters are tted to the simple com-
0.032/s    : Experiment
0.01/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.0002/s  : Experiment
0.032/s    : Fit (isothermal)
0.01/s      : Fit (isothermal)
0.005/s    : Fit (isothermal)
0.001/s    : Fit (isothermal)
0.0002/s  : Fit (isothermal)


























Figure 3.1: Stress-strain curves in simple compression under various strain-rates at
an ambient temperature of 643 K (Lu et al., 2003). The experimental data from these
experiments were used to determine the constitutive parameters. The curve ts from
the nite-element simulations assuming isothermal conditions are also shown. Absolute
stress and strain values are plotted.
pression experiments of Lu et al. (2003) conducted at an ambient temperature of
643K experiencing monotonic strain-rates ranging from 210 4=s to 3:210 2=s.
The stress-strain curves for these experiments are shown in Figure 3.1 as symbols.
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The list of material parameters used in our nite-element simulations are listed in
Table 7.1
Table 3.1: List of material parameters for Vitreloy-1 bulk metallic glass.
 = 11 GPa  = 35.7 Gpa th = 10 10 6 /K
f0 = 1:1 1014 /s Z = 0:5 10 19 J 
 = 1:49 10 28 m3
' = 0.105  = 0.15 f = 0.045
 = 0.0031  = 643 K k = 1:375 10 5/K
s1 = 1:6 10 5 J/m s2 = 10000 GJ/m3 s3 = 960 GJ/m3
c = 9 10 4  = 400 MPa k = 6 10 12 /Pa
c = 4.8 MJ/m3K kth = 11 W/mK
The quality of the curve-ts to the simple compression experiments conducted
at an ambient temperature of 643K using the material parameters listed in Table
7.1 are also shown in Figure 3.1. The calculated stress-strain responses repro-
duces the experimentally obtained curves to good accuracy. In particular, the
constitutive model predicts the experimentally determined trends of increasing
peak stress and steady-state stress with increasing rate of deformation. It is also
important to note that the peak stresses reached in the simulations are highly
dependent on the initial free volume concentration i.e. the peak stresses reduce
with increasing initial free volume concentration. Figure 3.2 shows the variation
of the steady-state free volume concentration versus the applied strain-rate for the
simulations conducted at a temperature of 643K under strain-rates of 2 10 4=s
to 3:2 10 2=s. The calculated variations of free volume concentration are in the
same order as experimentally determined by de Hey et al. (1998). Furthermore,
Figure 3.2 shows that at a xed temperature the steady-state free volume concen-
tration increases with increasing applied strain-rate. Also note that the amount
of strain-softening in the simulated stress-strain curves increases with increasing
deformation rate. The strain-softening in the simulated stress-strain curves are
caused by the stress-based creation of free volume concentration. As shown in Fig-
ure 3.1 and Figure 3.2, a larger amount of free volume creation leads to a larger
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Simulation : 643 K
Figure 3.2: Plot of the steady state free volume concentration at 40% strain vs.
j applied strain ratej for the isothermal simulations conducted at temperature 643 K.
degree of strain-softening in the stressstrain curves.
3.3 Coupled temperature displacement analysis
With the material parameters calibrated, coupled temperature displacement
simulations were performed for the same set of experiments used to t the material
parameters. The simple compression specimens used in the experiments of Lu et
al. (2003) have an initial square cross section of 3.7 mm  3.7 mm with an initial
height of 7.4 mm. Actual dimensions of the compression specimen was meshed us-
ing 686 ABAQUS C3D8RT continuum-brick elements. Convergence calculations
were also performed to show that this number of nite-elements was adequate to
accurately reproduce the stress-strain curves. Each element has a displacement
and temperature degree of freedom. The initially undeformed nite-element mesh
of this specimen is shown in Figure 3.3. Compression is conducted along the height
dimension of the specimen (direction-3). Assuming the platens in the experimen-
tal setup which are in contact with the ends of the compression specimen act as



















Figure 3.3: Initial undeformed mesh of the compression test specimen using 686
ABAQUS C3D8RT continuum brick elements. Contours of the initial free volume con-
centration at a temperature of 643 K are also shown.
mesh are maintained at ambient temperature at all times. From the experimental
procedure in the thesis of Lu, J. (2002), a thermocouple placed next to the surface
of the specimens were measuring uctuations of 0.5 K relative to the ambient
temperature during the deformation of the test specimens. As a modelling as-
sumption, we will x the temperature on the remaining four outer surfaces of the
nite-element mesh to remain at the respective ambient temperature at all times.
Thus, the temperature on all of the outer surfaces of the mesh shown in Figure
3.3 is maintained at ambient temperature. Furthermore, the initial temperature
for all the elements are set at the respective ambient temperature prior to defor-
mation. Finally, a velocity prole along direction-3 is imposed on the nodes at the
top surface to achieve the desired strain rate.
Using the initially undeformed mesh shown in Figure 3.3 and assuming ho-
mogeneous deformations, the stress-strain curves from the coupled temperature-
displacement simulations are shown in Figure 3.4 along with the experimental
data. The experimental stressstrain data is well predicted by the constitutive
model. Henceforth, all of the nite-element simulations in this work are con-
ducted using a coupled temperature-displacement analysis (due to its generality)
unless stated otherwise.
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0.032/s    : Experiment
0.01/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.0002/s  : Experiment
0.032/s    : Fit
0.01/s      : Fit
0.005/s    : Fit
0.001/s    : Fit
0.0002/s  : Fit
Figure 3.4: Stress-strain curves in simple compression under various strain-rates at
an ambient temperature of 643 K (Lu et al., 2003). The curve ts from the coupled
temperature-displacement nite-element simulations are also shown. Absolute stress
and strain values are plotted.
The corresponding contours of the temperature for the specimen at 40% com-
pressive strain for simulations conducted at strain-rates 210 4=s to 3:210 2=s
are shown in Figure 3.5a - Figure 3.5e, respectively. All the contour plots in this
work are drawn on the initially undeformed nite-element mesh unless stated oth-
erwise. For the simulations conducted at strain-rates of 210 4=s to 3:210 2=s
(Figure 3.5a - Figure 3.5e), the variation in temperatures are small enough that
an isothermal approximation will suce i.e. (   0)=0  1. Therefore for these
set of experiments, the stress-strain curves are well predicted by the isothermal
approximation as seen by comparing the numerical ts to the experimental data
shown in Figure 3.1 and Figure 3.4.
3.3.1 Eect of diusion
The curve ts above were conducted by neglecting the diusion of free volume.
To justify this assumption we have performed simple compression simulations at
an ambient temperature of 643K under strain-rates of 2 10 4=s and 1 10 2=s





















Figure 3.5: Contours of the nodal temperature at 40% compressive strain for the nite-
element simulations conducted at an ambient temperature of 643 K under strain-rates
of (a) 2  10 4=s, (b) 1  10 3=s, (c) 5  10 3=s, (d) 1  10 2=s and (e) 3:2  10 2=s.
A total of 160 corner elements have been removed to visualize the contour plots within
the specimen core. The temperature of the meshs outer surfaces are maintained at the
respective ambient temperature during the course of deformation.
deformed mesh shown in Figure 3.3 and the values for the material parameters
listed in Table 7.1 the stress-strain curves for these simulations are shown in Figure
3.6. As shown in Figure 3.6 the stress-strain responses for the simulations con-
ducted with and without accounting for the free volume diusion are essentially
indistinguishable. In this work diusion of the free volume concentration at the
Gauss points in the nite-element mesh is calculated using the nite-dierence
method, and its output written to a large array (with the array size being the
total number of Gauss points in the nite-element mesh multiplied by the number
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of neighboring Gauss points needed to calculate the Laplacian of the free volume
concentration at a particular Gauss point) at every instant the time-integration
is performed. This method is computationally intensive and results in very long
simulation times. A more ecient method to perform the calculation for the free
volume diusion is to develop our own user-element with multiple Gauss points
within a single element. The diusivity in metallic glasses typically lie in the order




























0.01/s Simulation without diffusion
0.01/s Simulation with diffusion
0.0002/s Simulation without diffusion 
0.0002/s Simulation with diffusion
Figure 3.6: The comparison of the simple compression simulations conducted with and
without accounting for free volume diusion. The simulations were conducted under
strain-rates of 2 10 4=s and 1 10 2=s at an ambient temperature of 643 K.
of 10 19m2=s. Since the length scale for diusion which is typically in the range
of several nanometers is very much smaller than the specimen sizes which is in
the order of several millimeters as used in the experiments of Lu et al. (2003),
the time scale for diusion will be very much larger than the time scale for the
experiments. Therefore, we will neglect the diusion of free volume concentration
as a rst-cut assumption by setting s1 = 0 for all our simulations and adopt this
assumption for all the ensuing simulations as well.
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3.3.2 Jump in strain rate
With the constitutive/material parameters calibrated we investigate the be-
havior of Vitreloy-1 metallic glass undergoing jump-in-strain-rate deformations.
An example of a stress-strain response of a jump-in-strain-rate experiment in sim-
ple compression conducted at an ambient temperature of 643 K is shown in Figure


















Prediction : Jump-in-strain-rate (A)
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Simulation under monotonic strain-rate of 0.032/s (B)
Figure 3.7: Stress-strain curve in simple compression for a jump-in-strain-rate experi-
ment from a strain-rate of 3:2 10 3=s to 3:2 10 2=s. The experiment was conducted
at an ambient temperature of 643 K (Lu et al., 2003). The prediction from the nite-
element simulations are also shown. Absolute stress and strain values are plotted.
of 12.6% the deformation rate is increased instantaneously to 3:210 2=s. Due to
an increase in strain-rate the stress level increases to a new peak before it drops o
to a steady-state level due to strain-softening. We perform a numerical simulation
of this experiment (Simulation A) using the initially undeformed nite-element
mesh shown in Figure 3.3. As shown in Figure 3.7 the predicted stress-strain
curve from the nite-element simulation matches the experimental stress-strain
response to good accord. The stress-strain response for the simulation conducted
under a monotonic strain-rate of 3:2  10 3=s at an ambient temperature of 643
K (Simulation B) is also plotted in Figure 3.7. Note that the peak stress level
reached for Simulation A when the jump in strain-rate takes place is lower than
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the peak stress achieved in Simulation B. However, the steady-state stress level
reaches the same value for both Simulation A and Simulation B (compared at a
strain of  45%).

















Simulation under monotonic strain-rate of 0.01/s (E)
Simulation under monotonic strain-rate of 0.005/s (D)













Prediction : Jump-and-drop-in-strain-rate (C)
Figure 3.8: Stress-strain curve in simple compression for a jump-and-drop-in-strain-
rate experiment from a strain-rate of 5 10 3=s to 1 10 2=s and back to 5 10 3=s.
The experiment was conducted at an ambient temperature of 643 K (Lu et al., 2003).
The prediction from the nite-element simulations are also shown. Absolute stress and
strain values are plotted.
Another example of a simple compression jump-in-strain-rate experiment at
an ambient temperature of 643K is shown in Figure 3.8. Initially the specimen
is deformed at a strain-rate of 5  10 3=s. At a strain of 20% the deformation
rate is instantaneously increased to 1  10 2=s. As a result of this increase in
strain-rate the stress level increases to a new peak before strain-softening takes
place. The specimen is continuously deformed at a strain-rate of 1 10 2=s until
a strain of 40% is reached after which the deformation rate is instantaneously
decreased back to 5  10 3=s. The sudden reduction in the strain rate results in
the decreasing of the stress level to a trough before increasing back to a steady-
state value. Using the initially undeformed mesh shown in Figure 3.3 we perform
57
a nite-simulation of this experiment (Simulation C). The predicted stress-strain
response from the nite-element simulation is shown in Figure 3.8 along with the
experimental stress-strain curve. The prediction of the constitutive model is in
very good accord with the physical experiment. The stressstrain curve for the
simulations conducted under monotonic strain-rates of 5 10 3=s (Simulation D)
and 110 2=s (Simulation E) at an ambient temperature of 643K are also plotted
in Figure 3.8. During the increase of strain-rate from 5  10 3=s to 1  10 2=s
the peak stress reached in Simulation C is lower than the peak stress achieved in
Simulation E. As the deformation progresses the steady-state stress level reached
in Simulation C tends towards the steady-state stress level reached in Simulation
E. The reduction of the strain-rate from 1  10 2=s to 5  10 3=s in Simulation
C results in a small undershoot of the stress level compared to the steady-state
stress level reached in Simulation D. Continued deformation at a strain-rate of 5
10 3=s will cause strain-hardening such that the steady-state stress level achieved
in Simulation C tends toward the steady-state stress level achieved in Simulation
D (see also experiments of de Hey et al. (1998) for comparison).
From the two examples of jump-in-strain-rate simulations it can be concluded
that for a given temperature, the steady-state ow stress is independent of loading
history and is only dependent on the deformation rate whereas the peak stress and
transient response is both path and history dependent. This nding is experimen-
tally veried by De Hey et al. (1998) and Lu et al. (2003).
3.3.4 Inuence of ambient temperature on deformation
mechanism
The eect of temperature on the behavior of Vitreloy-1 within the supercooled
liquid region is investigated by performing simulations for experiments conducted
at ambient temperatures of 663 and 683 K. The initial free volume concentration
of the specimen for the simulations conducted at an ambient temperature of 663
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and 683K are 0.003375 and 0.00365, respectively, i.e. the specimen is assumed to
be initially in the fully annealed condition. As done previously, we also assume
that the initial distribution of the free volume concentration prior to deformation
to be spatially homogeneous.
Comparison between isothermal and coupled temperature displacement
analysis at 663 K
Figure 3.9 and Figure 3.10 show the stress-strain curves for the compression
experiments conducted at an ambient temperature of 663K under strain-rates of
3:210 2=s , 110 1=s and 3:210 1=s. First, we perform simulations for these
























Isothermal prediction : 0.32/s
Isothermal prediction : 0.1/s
Isothermal prediction : 0.032/s
Figure 3.9: Stress-strain curves in simple compression under various strain-rates at an
ambient temperature of 663 K (Lu et al., 2003). The prediction from the nite-element
simulations using the isothermal approximation are also shown. Absolute stress and
strain values are plotted.
three experiments under isothermal conditions using a single ABAQUS C3D8R
element. Using the material parameters listed in Table 7.1, the predicted stress-
strain curves from the isothermal simulations are shown in Figure 3.9. Next, we
perform coupled temperature-displacement nite-element simulations using the
initially undeformed mesh shown in Figure 3.3. Using the material parameters
listed in Table 7.1, the predictions from the coupled temperature-displacement
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Coupled temp-disp. prediction : 0.32/s
Coupled temp-disp. prediction : 0.1/s
Coupled temp-disp. prediction : 0.032/s
Figure 3.10: Stress-strain curves in simple compression under various strain-rates
at an ambient temperature of 663 K (Lu et al., 2003). The prediction from the nite-
element simulations using the coupled temperature-displacement analysis are also shown.
Absolute stress and strain values are plotted.
nite-element simulations are shown in Figure 3.10 along with the experimental
stress-strain curves.
The stress-strain predictions from the nite-element simulations (Figure 3.9
vs. Figure 3.10) show that the isothermal and coupled temperature-displacement
nite-element simulations reproduce the stress-strain curve for the experiment
conducted under a strain-rate of 3:210 2=s to good accord. However, the stress-
strain responses for experiments conducted under strain-rates of 1  10 1=s and
3:2  10 1=s are better approximated by the coupled temperature-displacement
simulations. In particular, the coupled temperature-displacement simulations are
predicting the strain-softening response to the experimental steady-state stress
levels to better accuracy than the isothermal model.
Comparison between isothermal and coupled temperature displacement
analysis at 683 K
Next, we perform isothermal and coupled temperature-displacement simula-
tions for simple compression experiments conducted at an ambient temperature of
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Isothermal prediction : 1/s
Isothermal prediction : 0.1/s
Figure 3.11: Stress-strain curves in simple compression under various strain-rates at
an ambient temperature of 683 K (Lu et al., 2003). The prediction from the nite-
element simulations using the isothermal approximation are also shown. Absolute stress
and strain values are plotted.
683 K. The coupled temperature-displacement simulations were performed using
the initially undeformed mesh shown in Figure 3.3. The experimental stress-strain
curves at an ambient temperature of 683K under strain-rates of 1  10 1=s and
1  100=s are plotted in Figure 3.11 and Figure 3.12. Also shown in Figure 3.11
and Figure 3.12 are the stress-strain predictions from the isothermal and cou-
pled temperature-displacement nite-element simulations, respectively. Note that
the isothermal and coupled temperature-displacement calculations are predict-
ing the stress-strain response for the experiment conducted under a strain-rate
of 1  10 1=s to good accuracy. But the stress-strain curve for the experiment
conducted under a strain-rate of 1  100=s is better predicted by the coupled
temperature-displacement simulation. In particular, the amount of softening in
the stress-strain curve and the steady-state stress level are better approximated
by the coupled temperature-displacement calculations.
Before explaining the dierences in the predicted stress-strain curves from the
isothermal vs. coupled temperature-displacement analysis, it must be emphasized
again that the temperature on all the outer surfaces of the specimen mesh (Figure
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Coupled temp-disp. prediction : 1/s
Coupled temp-disp. prediction : 0.1/s
Figure 3.12: Stress-strain curves in simple compression under various strain-rates
at an ambient temperature of 683 K (Lu et al., 2003). The prediction from the nite-
element simulations using the coupled temperature-displacement analysis are also shown.
Absolute stress and strain values are plotted.
3.3) is xed at the respective ambient temperatures at all times. Also recall that
heat conduction is taken into account in our simulations i.e. the heat generated
due to plastic dissipation can be conducted out of the specimen.
Figure 3.13 and Figure 3.14 show the steady-state contours of the free volume
concentration and temperature for the simulations conducted at ambient tem-
peratures of 663 K and 683 K, respectively. For simulations at a given ambient
temperature, it is seen that the average free volume concentration in the specimen
increases with increasing applied strain-rate. Furthermore, regions of the speci-
men with the highest increases in temperature also coincide with regions of the
specimen with the highest increases in free volume concentration.
The simulations conducted at an ambient temperature of 663K under strain-
rates of 3:2  10 1=s and 1  10 1=s (Figure 3.13a and Figure 3.13b) show a
temperature increase of 17.8 K and 4.1 K, respectively (relative to the ambient
temperature of 663 K), at the core of the specimen. The simulation conducted at
an ambient temperature of 683K under a strain-rate of 1  100=s (Figure 3.14a)

























































































Figure 3.13: Contours of the free volume concentration and nodal temperature at 40%
compressive strain for the simulations conducted at an ambient temperature of 663 K
under a strain-rate of (a) 3:210 1=s, (b) 110 1=s and (c) 3:210 2=s. A total of 160
corner elements have been removed to visualize the contour plots within the specimen
core. The temperature of the meshs outer surfaces are maintained at the respective
ambient temperature during the course of deformation.
K) at the core of the specimen. For an experiment conducted under a given am-
bient temperature and strain-rate, the amount of temperature rise at the core
of the specimen depends very strongly on the size of the specimen since there is
a length scale-like term in the heat conduction expression. Note that the ther-
mal equilibrium free volume concentration increases with increasing temperature
(from the VFT relationship). For a given applied strain-rate, Eq.(2.45) shows
that the steady-state free volume concentration increases with increasing tem-




























































Figure 3.14: Contours of the free volume concentration and nodal temperature at
40% compressive strain for the simulations conducted at an ambient temperature of
683 K under a strain-rate of (a) 1:0  100=s and (b) 1  10 1=s. A total of 160 corner
elements have been removed to visualize the contour plots within the specimen core.
The temperature of the meshs outer surfaces are maintained at the respective ambient
temperature during the course of deformation.
strain-softening to a lower steady-state stress level.
Although isothermal conditions are enforced on the outer surfaces of the spec-
imen (see Figure 3.13 and Figure 3.14), it is the increase in temperature within
the core of the specimen which causes the eect of thermal softening. The eect
of thermal softening is more pronounced for the simulation results shown in Fig-
ure 3.13a, Figure 3.13b and Figure 3.14a. The cause for this is due to the short
duration of the experiment (it takes 4 s, 1.25 s and 0.4 s for the specimen to be
deformed to 40% strain under a strain-rate of 1 10 1=s, 3:2 10 2=s, 1 100=s,
respectively) i.e. there is not sucient time for the heat generated within the
specimen core to be conducted out of the specimen. Therefore it is the inability
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of the isothermal analysis in capturing the eects of thermal softening within the
core of the specimen which results in the experimental stress-strain curves being
better approximated by the coupled temperature-displacement simulations. In the
thesis of Lu (2002), the isothermal ctive stress model stress-strain prediction for
the experiments conducted at an ambient temperature of 663 K under strain-rates
of 1 10 1=s and 3:2 10 2=s show very similar steady-state stress levels as our
present isothermal model. It is also stated in his thesis that the their model was
predicting much higher steady-state stress levels than experimentally observed for
experiments conducted at ambient temperatures of 663 K and 683 K under higher
strain-rates.
As for the simulation conducted at the ambient of temperature of 663 K under a
strain rate of 3:210 2=s, Figure 3.13c shows a temperature increase of 0.7 K (rel-
ative to the ambient temperature of 663 K) at the core of the specimen. Likewise,
the simulation conducted at an ambient temperature 683 K under a strain-rate
of 1  10 1=s (Figure 3.14b)shows a temperature increase of 0.9 K (relative to
the ambient temperature of 683 K) at the core of the specimen. The increases
in temperature for these two simulations are much smaller than the increases in
temperature predicted for the other simulations shown in Figure 3.13a, Figure
3.13b and Figure 3.14a. Therefore the stress-strain curve for the experiments con-
ducted under the lowest strain-rate at ambient temperatures of 663 K and 683 K
(as shown in Figure 3.9, 3.10, Figure 3.11 and Figure 3.12) are well predicted by
both the isothermal and coupled temperature-displacement simulations.
3.4 Transition from Newtonian to non-Newtonian
ow
The transition from Newtonian to non-Newtonian ow was studied by con-
ducting numerical simulations in simple compression under strain-rates ranging
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Figure 3.15: Stress-strain curves in simple compression for strain-rates of (a) 2 
10 5=s to 5  10 4=s and (b) 1  10 3=s to 1  10 2=s at a temperature of 643 K.
The simulations were conducted using a single ABAQUS C3D8R assuming isothermal
conditions. Absolute stress and strain values are plotted.





























Simulation : 643 K
Figure 3.16: Plot of the normalized viscosity vs. japplied strain rate j for the simulation
results are shown in Figure 3.15a and Figure 3.15b.
from 2  10 4=s to 1  10 2=s for a temperature of 643 K. These simulations
were performed using a single ABAQUS C3D8R element and assuming isothermal
conditions. The stress-strain response from these simulations are shown in Figure
3.15a and Figure 3.15b. From the simulated stress-strain responses shown in Fig-
ure 3.15a and Figure 3.15b, the normalized viscosities i.e. ratio of the steady-state
viscosity to the Newtonian viscosity at a temperature of 643 K can be calculated.
As shown in Figure 3.16, we then plot the variation of the normalized viscosi-
ties with respect to the absolute value of the applied strain-rate. From Figure
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3.16, we can see that the normalized viscosities for the applied strain-rates below
1  10 4=s are almost valued at unity whereas the normalized viscosities for the
applied strain-rates above 1 10 4=s are considerably less than unity. Therefore
it can be concluded that the transition from Newtonian to non-Newtonian ow
occurs around the applied strain-rate of 1 10 4=s for experiments conducted at
a temperature of 643 K. This nding concurs with experimental results of Lu et
al. (2003).
3.5 Shear localization phenomena
The concept of shear localization and shear bands have already been intro-
duced in Section 1.7.2. When metallic glasses are deformed at low temperatures,
or at strain rates at high ambient temperatures, plastic deformation is usually
localized into thin shear bands. Macroscopic mechanical properties like plasticity
and ductility are controlled by the behavior of the shear bands. Hence, a detailed
analysis on shear band initiation, propagation and fracture is essential. A shear
band is usually initiated within the specimen where the viscosity or resistance of a
material to deform has been reduced. Based on the free volume based plastic ow
model developed by Spaepen, F. (1977), it was suggested that the viscosity reduc-
tion is due to generation and coalescence of free volume during plastic deformation.
Studies on the fracture morphology indicated the presence of vein patterns and
occasional sputters of liquid droplets on the fractured surface. Lewandowski, J.J.,
Greer, A.L. (2006) experimentally proved that the temperature rise within a time
frame of few nano-seconds could reach a few thousand kelvins during shear local-
ization. Although this temperature rise does not control the thickness of the shear
band, it is necessary to understand the shear band and its associated softening
mechanism since this is the principal factor limiting the structural application of
bulk metallic glasses.
Recently, Wang et al. (2005) have investigated the failure and fracture behavior
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of a Vitreloy-1 metallic glass in the supercooled liquid region. Their compression
experiments indicate the orientation of the fracture plane (measured with respect
to the loading direction, and occurring along a single plane) exceeding 45  (in the
range of 49  to 56 ). This is in contrast to compression experiments conducted
at room temperature which measure a fracture plane orientation of less than 45 
(Lowhaphandu et al. (1999) and also the simulations of Anand, L., Su, C. (2005)).
3.5.1 Numerical analysis of shear localization
Here, we shall study the problem of shear localization exhibited by metal-
lic glasses. The main intent of this exercise is to predict the orientation of the
shear bands and fracture planes for compression experiments conducted in the
supercooled liquid region, and to emphasize the role of temperature in the shear
localization behavior shown in metallic glasses.
To study the shear localization problem we model a two-dimensional section
of a specimen with a height-to-width ratio of 2:1. A two-dimensional analysis is
performed to make the shear band visualization more convenient. The initially
undeformed nite element mesh for this section using 800 ABAQUS CPE4RT
continuum plane-strain elements is shown in Figure 3.17a. A very slight taper in
the cross section of the specimen from the top surface to the bottom surface is
introduced as a geometrical imperfection. A velocity prole is applied to the top
node set in direction-2 to achieve the desired strain-rate. The top and bottom
node sets are maintained at an ambient temperature of 643 K. Finally, friction
between the platens and the specimen is neglected in our simulations.
Using the initially undeformed mesh shown in Figure 3.17a, a coupled temper-
ature displacement calculation was performed. The mesh is deformed in compres-
sion at a strain-rate of 0.15/s using the material parameters listed in Table 7.1
Figure 3.17b, Figure 3.17c and Figure 3.17d represents the contour plots of the

































































Figure 3.17: (a) Initial undeformed mesh of the compression test specimen using
800 ABAQUS CPE4RT continuum plane- strain elements. Contours of the initial free
volume concentration at an ambient temperature of 643 K are also shown. Contour plots
of the deformed specimen showing the (b) free volume concentration, (c) temperature,
and (d) plastic strain-rate are drawn on the deformed mesh.
the deformed specimen after softening in the stress-strain response has occurred.
As shown in Figure 3.17,b the largest dilatation ( 0.14%) is predicted to occur
in the region occupied by the shear band. The dilatation in this region is about 4
to 5 times larger than the dilatation that occurs in other regions of the specimen.
Similarly, the largest temperature rise ( 107K) as shown in Figure 3.17c also
occurs in the same region. Due to a combination of these two factors the viscos-
ity of the specimen in the above-mentioned region will reduce at a higher rate
compared to the remaining regions occupied by the specimen. This will result in
shear localization where shear bands will form at the region which is undergoing
intense localized deformation. Figure 3.17d also shows the orientation of the shear
bands (measured with respect to the loading axis) to be approximately 49 . Since
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fracture of the specimen will occur along the direction of intense localized defor-
mation, our prediction of the fracture plane orientation is in the range of values
experimentally determined by Wang et al. (2005).
3.6 Finite element implementation of free vol-
ume diusion
We shall now model the diusion of free volume in metallic glasses using our
constitutive equations developed in Section 2.5.2 and its nite-element implemen-
tation. In order to study the eect of free volume generation due to diusive
mechanism only, we perform a nite-element simulation for a repetitive unit cell
by suppressing the eect of free volume creation, annihilation and the generation
of free volume due to the hydrostatic pressure. Therefore Eq.(2.45) will reduce to
_ = D(r2)













Figure 3.18: A unit cell (periodic along direction-3) meshed using 10 ABAQUS C3D8R
elements. The initial distribution of the free volume concentration at a temperature of
643K is also shown. The distribution of the free volume concentration after a time of
(b) t = 40 s and (c) t = 320 s for the simulation conducted under zero load using unit
cell 1 ( 2 nm  2 nm  20 nm).
periodic unit cells of dierent sizes: (1) 2 nm  2 nm  20 nm (unit cell 1),
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(2) 4 nm  4 nm  40 nm (unit cell 2) and (3) 2 m  2 m  20 m (unit
cell 3). Figure 3.18a shows the initially undeformed unit cell meshed using 10
ABAQUS C3D8R elements (not drawn to scale). The longest length of the unit
cell is aligned along direction-3, and the temperature of the unit cell is xed at
643 K. The initial free volume concentration is varied from a minimum value of
the thermal equilibrium free volume concentration at a temperature of 643 K,
T = 0:0031 to a maximum value of 0.00333 (a maximum variation of 7.5 %
from the thermal equilibrium free volume concentration), and randomly assigned
to each Gauss point in the nite-element mesh. The spatial distribution of the
initial free volume concentration (at time t = 0 s) for all three periodic cells are
also shown in Figure 3.18a. Furthermore, all the simulations in this section were
conducted using the material parameters listed in Table 7.1 of Section 3.2. Under




























Simulation at temperature 643 K: Unit cell 1
Simulation at temperature 643 K: Unit cell 2
Simulation at temperature 643 K: Unit cell 3
Figure 3.19: Stress-strain curves for the simulations conducted using unit cell 1 (2 nm
 2 nm  20 nm), unit cell 2 (4 nm  4 nm  40 nm) and unit cell 3 (2 m  2 m
 20 m). The simulations were conducted in simple tension under a strain-rate of 1
10 3 /s assuming isothermal conditions.
zero load, Figure 3.18b and Figure 3.18c shows the spatial distribution of the
free volume concentration for unit cell 1 at a time of t = 40 s and t = 320 s,
respectively. At time t = 40 s, the distribution of free volume is still spatially
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heterogeneous. However, at a time of t = 320 s the free volume distribution
becomes spatially homogeneous. Our simulations show that over time, diusion
will cause the redistribution of the free volume concentration until it becomes
spatially homogeneous.
Finally, we perform simple tension simulations on the initially undeformed -
nite element mesh shown in Figure 3.18a. For the three unit cells mentioned above,
a tensile strain rate of 1 10 3 /s is imposed along direction-3 while its temper-
ature is kept xed at 643 K (isothermal conditions). Here we also suppress the
eect of free volume creation, annihilation and the generation of free volume due
to the hydrostatic pressure. Given these conditions, the simulated tensile stress-
strain curves obtained using the three dierent unit cells are plotted in Figure
3.19. The stress-strain responses show that for a particular applied strain-rate,
the ow stress required to sustain plastic deformation increases with decreasing
unit cell size. Since the inuence of free volume diusion becomes more signicant
with decreasing specimen sizes, we can conclude that it is the eect of free vol-
ume diusion which causes the dierences observed in the simulated stress-strain
curves shown in Figure 3.19.
3.7 Conclusion
The material parameters for the constitutive model developed in Chapter 2
were tted to a series of simple compression experiments for Vitreloy-1 BMG
conducted at an ambient temperature of 643 K (Lu et al., 2003). With the material
parameters calibrated, the constitutive model is able to accurately predict the
stressstrain response for two simple compression jump-in-strain-rate experiments
conducted at an ambient temperature of 643 K. Furthermore the stress-strain
response for simple compression experiments conducted at dierent temperatures
in the supercooled liquid region (663 K and 683 K) under various strain-rates were
reasonably well predicted by the constitutive model. Finally, the constitutive
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model is able to predict the orientation of the fracture plane for compression
experiments conducted within the supercooled liquid region (Wang et al., 2005)
to good accord. To the best of our knowledge, this is the rst time a coupled
mechanical-transient heat transfer nite-element analysis was performed to model
the stress-strain behavior of metallic glasses in the supercooled liquid region.
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Chapter 4
Shear localization predictions at
high homologous temperatures
In this work, our aim is modify the constitutive model developed in Chapter 2
and its numerical algorithm to include the fracture criteria which could accurately
predict the occurrence of shear bands during high strain rate deformations at high
ambient temperatures. Although the modications to the model are in a sense
phenomenologically done, never the less its predictions are quite accurate over a
broad range of temperatures within the supercooled liquid region. To the best
of our knowledge, there has not been an earlier attempt by any other researcher
available in the literature for predicting the actual strain rate for fracture at a
particular ambient temperature.
4.1 Constitutive model
Using the methodology developed in Chapter 2 and modifying it to include
damage, we list out the key equations which describe the deformation behavior
of amorphous glasses in this section. As a rst-cut assumption, all the mate-




The governing variables in the constitutive model are taken as: (i) The Helmholtz
free energy per unit reference volume,  . (ii) The Cauchy stress, T = T>. (iii)
The deformation gradient, F with detF > 0. (iv) Absolute temperature, . (v)
The inelastic deformation gradient, Fp with detFp > 0. The inelastic deformation
gradient represents the cumulative deformation due to plasticity and the genera-
tion of free volume. (vi) The elastic deformation gradient, Fe with detFe > 0. It
represents the elastic deformation that gives rise to the Cauchy stress, T. Using
the Kroner-Lee decomposition (Kroner, E., 1960; Lee, E., 1969) the elastic defor-
mation gradient is given by Fe = FFp 1: From the polar decomposition theory,
we also have Fe = ReUe where Re = Re > and Ue = Ue> represent the elastic
rotation and the elastic stretch, respectively. (vii) The plastic shear strain,   0.
(viii) The free volume concentration (units of volume per unit volume),   0.
(ix) The damage parameter, d with 0  d  1. The value of d = 0 corresponds to
an undamaged material point whereas a value of d = 1 indicates a fully-damaged
material point.
4.1.2 Free energy
The shear and bulk modulus are typically a function of damage. As a rst-cut
approximation, we respectively assume that the shear and bulk modulus reduces
linearly with increasing damage (Lemaitre, J., 1985):
 = (1  d) and  = (1  d):
Here  > 0 and  > 0 represents the undamaged shear and bulk modulus, re-
spectively. With Ee = lnUe and o representing the elastic strain and a reference
temperature, respectively, the free energy per unit reference volume is assumed to
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be in the separable form
 =  ^(Ee; ;r; ; d) =  e +   +   where (4.1)
 e = ^ e(Ee; ; d) =  jdev(Ee)j2 + (1=2)  [trace(Ee)]2   3 g(  o) [trace(Ee)] ;
(4.2)
  =  ^() = c [(   o)   log(=o)] and (4.3)
  =  ^(;r; ) = (1=2)s1jrj2 + (1=2)s2 2   s2 T : (4.4)
The material constant g represents the glassy coecient of thermal expansion.
The specic heat per unit reference volume is denoted by c > 0. The material pa-
rameters s1  0 (units of energy per unit length) and s2  0 (units of energy per
unit volume) represent the coecients that relate the changes in the ow-defect
free energy density,   due to variations in r and , respectively. Finally, T
denotes the thermal equilibrium free volume concentration which can be approxi-
mated by a Vogel-Fulcher-Tammann-like linear in temperature function (Masuhr
et al., 1999) : T =  + k [   ] where,  is the free volume concentration at
temperature , k > 0 being a constant of proportionality dened as (l   th),
where l is the liquid coecient of thermal expansion, and  > 0 a t parameter
with the units of temperature. Eq.(4.2) can also be re-written as
 e = (1  d) e
where,
 e =  jdev(Ee)j2 +  [(1=2) trace(Ee)  3th(   o)] trace(Ee)
represents the thermo-elastic free energy of an undamaged material.
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4.1.3 Stress-strain constitutive law




= 2 [dev(Ee)] +  [trace(Ee)  3th(   o)]1 (4.5)
where T = (detF)Re>TRe is the power-conjugate stress-measure to the elastic
strain Ee.
4.1.4 Flow rule
The ow rule provides the evolution equation for the plastic deformation gra-
dient Fp. Guided by the work of Anand, L., Gurtin, M. (2003) we assume the
plastic velocity gradient, Lp = _FpFp 1 to be irrotational i.e. skew(Lp) = 0. By
decomposing the plastic velocity gradient into purely deviatoric and volumetric
portions, the ow rule is then written as
Lp = sym(Lp) = _ (
p
1=2 )N+ _ (1=3)1 where N =
dev(T)
jdev(T)j : (4.6)
Note that N = N>, trace(N) = 0 and jNj = 1. Here _  0 and _ represent the
plastic shear strain-rate and the free volume generation rate, respectively.
4.1.5 Evolution equation for the plastic shear strain
The plastic shear strain-rate is taken as
_ = 2 _o sinh
 

s+ p+ f v
!
: (4.7)
Here  = (
p
1=2 ) jdev(T)j  0 represents the equivalent shear stress. Guided by
the work of Spaepen (1977) the resistance to plastic ow due to purely thermal
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terms, s = s^(; d) is taken to reduce linearly with increasing damage viz.






where kb is the Boltzmann constant and 
 > 0 the activation volume (units
of volume). As shown in Eq.(4.7) the resistance to plastic ow is also aected
by the hydrostatic pressure, p =  (1=3) [trace(T)] and the viscous stress, v =
s2(  T ) s1(r2). The material constant  represents the pressure-sensitivity
parameter. We take the parameter f = (1 d) f where f > 0 is a dimensionless
t parameter which determines the magnitude by which the plastic resistance of
the undamaged material is aected by the viscous stress v. Finally, the reference
strain-rate _o is given by







where fo > 0 (units of time inverse) represents the atomic vibration frequency,
Z > 0 the activation energy (units of energy) and ' > 0 a dimensionless geometric
factor.
The values taken by the material parameters in the expression

s + p + f v
	
in Eq.(4.7) must satisfy the restriction s + p + f v > 0 to ensure a strictly
non-negative plastic shear strain-rate i.e. _  0.
4.1.6 Kinetic equation for the free volume concentration
The generation of free volume occurs through free volume diusion, creation by
plastic deformation, application of hydrostatic pressure, and structural relaxation.
We dene the material parameter s3 > 0 (units of energy per unit volume) as
the resistance to free volume generation due to free volume diusion, hydrostatic
pressure and structural relaxation (Thamburaja and Ekambaram, 2007). There-


















(   T ) : (4.8)






_o denoting the diusivity coecient. The second term on the
right-hand side of Eq.(4.8) is the creation of free volume due to plastic deformation
with  = ^ (T)  0 representing a dimensionless free volume creation parameter.
The third term on the right-hand side of Eq.(4.8) is the generation of free volume
due to hydrostatic pressure. Finally, the fourth term on the right-hand side of
Eq.(4.8) represents the generation of free volume due to structural relaxation.
The analysis of Heggen et al. (2004) also show the free volume creation pa-
rameter to be an increasing function of stress. Thus, for simplicity we take  to
follow a simple piecewise functional form (Thamburaja and Ekambaram, 2007) :
 =
8>>>><>>>>:
c if   1
c + k1 (   1) if   1:
Here c > 0 denotes a minimum threshold value for the free volume creation
coecient, 1  0 a threshold equivalent shear stress and k1 (units of stress inverse)
a positive constant of proportionality.
4.1.7 Balance of energy and thermodynamics
From the rst-law of thermodynamics, the balance equation for the tempera-
ture is
c _ = kth
 r2   3th ntrace( _Ee)o    s2k _ + r + _!p (4.9)
where kth > 0 and r represents thermal conductivity coecient and the referential
heat supply rate per unit volume, respectively. The rate of mechanical dissipation
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per unit reference volume, _!p is given by
_!p =  _ +

s1(r2)  s2(   T )  p

_ +  e _d  0: (4.10)
From inequality (4.10) we can see that the power-conjugate variable to the damage
parameter is the undamaged thermo-elastic free energy.
4.1.8 Evolution equation for the damage parameter
From phenomenological considerations, we assume that the damage and even-
tual fracture at a material point is possible once a critical stress level max is
reached. We let the integer i represent a switch which indicates the possibility
of damage i.e. i = 1 when damage is possible whereas i = 0 when no damage is
possible. Therefore, the damage criteria can be written as :
 If  < max, then i = 0.
 If   max, then i = 1.
With material being in the initially-undamaged state, we assume that damage
will start to occur once the plastic shear strain  reaches a critical constant plastic
shear strain, c and i = 1. The damage parameter is then taken to evolve lin-
early with the plastic shear strain-rate, _ until a second constant critical plastic
shear strain f with f > c is reached (Lemaitre, J., 1985). When the plastic
shear strain  reaches f the material is deemed to be fully-damaged i.e. d = 1.
Once the material is fully-damaged, we will enforce that there can be no further
increase in damage. In lieu of these conditions, we will take the damage parameter
to evolve as follows :
 If i = 1 and c   < f , then
_d =
_
f   c : (4.11)
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 For all other conditions, _d = 0.
Since the plastic shear strain-rate is restricted to be non-negative we can see from
Eq.(4.11) that the damage rate is also restricted to be non-negative i.e. _d  0
since _  0.
In conclusion, the list of constitutive parameters/functions needed to calibrated
are
f; ; g; l; s1; s2; s3; ; c; k1; 1; ; f ; fo; '; Z;
; c; kth; r; max; c; fg :
A time-integration procedure based on the constitutive model for metallic
glasses listed above has been developed and implemented in the ABAQUS/Explicit
nite-element program by writing a user-material subroutine. Note that if the
material remains in the undamaged state i.e. d = 0 at all times, the constitutive
equations above will be reduced to the constitutive model of Thamburaja and
Ekambaram (2007).
4.2 Finite element analysis
In order to validate the developed fracture model for bulk metallic glasses
deforming at high homologous temperatures, we require suitable experimental data
demonstrating the transition between ductile to brittle deformations. The most
pertinent experimental data being the recent work on Vitreloy-1 bulk metallic glass
by Lu et al.(2003), they have performed experiments over a wide range of strain
rates and temperatures including the super cooled liquid region. Based on their
experiments, they have clearly delineated the boundary between homogeneous and
in-homogeneous deformations for a wide range of temperature including the super
cooled liquid region. We shall employ these results from Lu's work for comparing
our simulation results and hence validating the developed fracture model.
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4.2.1 Determination of fracture parameters
0.032/s   -  homogeneous
0.01/s     -  homogeneous
0.005/s   -  homogeneous
0.001/s   -  homogeneous
0.0002/s  - homogeneous


























0.065/s   -  inhomogeneous
Figure 4.1: True stress - True strain curves in simple compression deformed under var-
ious strain-rates at an ambient temperature of 643K. All the simulations are performed
under iso-thermal setting. The material parameters for the fracture model are obtained
using the t of 6:5 10 2/s strain-rate simulation.
Our initial task now is to determine the material parameters included in the
fracture model, namely max, c and f and then proceed predicting the experimen-
tal results. Values for all the remaining material parameters and functions in the
constitutive model are directly used from our previous work on Vitreloy-1 (Tham-
buraja and Ekambaram, 2007), shown in Table 4.1. Since, all the constitutive
parameters of Thamburaja and Ekambaram(2007) were basically an iso-thermal
t to experimental results at an ambient temperature of 643 K, we shall follow
the same procedure for tting the fracture parameters required in this study. The
iso-thermal simulations are performed using a single ABAQUS C3D8R element.
Although from Lu et al. (2003) experiments, the fracture stress is observed to be
decreasing through a certain extent with increasing temperature, for simplicity we
shall assume this value to be a constant for temperatures within the super cooled
liquid region. Hence, the max is xed to be 1.3 GPa, as an average value of frac-
ture stress for ambient temperatures within the super cooled liquid region. Next,
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the values for c and f are tted using an iso-thermal simulation at a strain rate
that will result in fracture when deformed at an ambient temperature of 643K.
The strain rate selected being 6:510 2/s, since this is the actual deformation rate
experimentally obtained as the critical rate for fracture at the ambient tempera-
ture of 643K (Lu et al., 2003). The resulting true-stress vs true-strain plot of the
iso-thermal t using the values of 0.2 and 0.4 for c and f is shown in the Figure
4.1. Figure 4.1 also shows the iso-thermal stress-strain data obtained for strain
rates ranging from 2 10 4/s to 3:2 10 2/s. The result for 6:5 10 2/s strain
rate showing a drop of stress level to zero after reaching the peak stress indicates
that the fracture criterion has been satised for this particular deformation rate,
hence this results in fracture as a consequence of losing its load bearing capac-
ity. Whereas, the stress levels for other lower strain rate simulations ranging from
210 4 to 110 3, after passing over the peak stress tends towards a steady state
ow stress and continues to deform steadily under this constant stress level indi-
cating homogeneous deformations. These results qualitatively conrm the validity
of our constitutive model along with the included fracture criterion for distinguish-
ing ductile and brittle deformations in bulk metallic glasses. From the Figure 4.1
we also observe that with increasing strain rates, the deformation initially trans-
forms from Newtonian to non-Newtonian ow (for strain rates between 210 4/s
to 1  10 3/s) and later from homogeneous to in-homogeneous deformation (for
strain rates between 3:2 10 2=s to 6:5 10 2/s).
Table 4.1: List of material parameters for Vitreloy-1 BMG with the fracture model
 = 11GPa  = 35:7GPa kth = 11W=mK c = 4:8MJ=m
3K
 = 0:15 
 = 1:49 10 28m3 fo = 1:1 1014 s 1 Z = 0:5 10 19 J
 = 643K k = 1:375 10 5=K th = 10 10 6=K  = 0:0031
f = 0:045 c = 9 10 4 1 = 400MPa k1 = 6 10 12 Pa 1
' = 0:105 s1 = 0:0GJ=m s2 = 10 000GJ=m
3 s3 = 960GJ=m
3
c = 0:2 f = 0:4 max = 1:3GPa
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4.2.2 Ductile to brittle transition - Numerical prediction
Once the material parameters are tted to the experimental data at 643K
and the fracture model tested using iso-thermal analysis, our next task is to pre-
dict the critical strain rate of fracture for ambient temperatures within the super
cooled liquid region using our fracture model. There are numerous experimental
investigations on the extent of temperature rise within the shear bands during
brittle fracture (Lewandowski, J.J., Greer, A.L., 2006), and studies on fracture
surface morphologies have also indicated presence of vein like patterns and liquid
droplets as dominant features of fracture surface resulting from inhomogeneous
deformations at high ambient temperatures, typically around the glass transition
temperature (Wang et al., 2005). These results demonstrates the fact that there
is a signicant increase of temperature during fracture of metallic glass. Since the
deformation of metallic glasses is highly sensitive to variations in temperature,
this eect of temperature should not be ignored while studying the deformation
behavior of bulk metallic glasses. Hence, all the forthcoming numerical analysis
in this work shall be performed based on coupled temperature-displacement setup
for accurately predicting the fracture characteristics of bulk metallic glasses.
Coupled thermo-mechanical simulations are performed using the initial mesh
of dimensions 3.7 mm width and 7.4 mm length, comprising of 3200 continuum
plane strain elements as shown in the Figure 4.2a. A very slight taper in the cross
section of the specimen from the top surface to the bottom surface is introduced
as a geometrical imperfection to the specimen, this imperfection is imposed in
order to avoid formation of multiple shear bands across one another. A velocity
prole is applied to the top node set along the length direction to achieve the
desired strain rate. The entire cross-section is initially xed at required ambient
temperature and allowed to evolve once deformation begins. The top and bottom
node sets are maintained at the ambient test temperature throughout the analysis






































623 K − 0.0030/s
633 K − 0.015/s
643 K − 0.065/s
653 K − 0.28/s
663 K − 1.2/s
a)
b)
Figure 4.2: (a) Initial undeformed mesh of the compression test specimen using 3200
ABAQUS CPE4RT continuum plane strain elements. (b) True stress - True strain
curves in simple compression performed under coupled temperature-displacement setup
at dierent ambient temperatures. The specimen are deformed under the critical strain
rate to fracture corresponding to each ambient temperature.
the actual experiment. Finally, the frictional eect between the platens and the
specimen is neglected in our simulations.
Numerical simulations are performed over a range of strain rates based on trial
and error in order to identify the critical strain rate to fracture for ambient tem-
peratures of 623 K, 633 K, 643 K, 653 K and 663 K. Before explaining further
with regards to evaluation of the critical strain rate for fracture, it is necessary to
understand the physics behind the brittle fracture of bulk metallic glasses. Shear
localizations occurs in metallic glasses once the material reaches an unstable state
caused due to the coupled eect between intense creation of free volume and sharp
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increase in temperature. The shear band is initiated locally at some microscopic
weak-point region within the bulk of the specimen. This microscopically initiated
instability then catastrophically spreads across the specimen leading to the macro-
scopic fracture of the entire material. The typical thickness of a shear band is in
the range of 10-20 nano-meters and the typical duration from the time of initia-
tion, propagation to nal fracture is about 0.2 - 1.2 nano-seconds (Lewandowski,
J.J., Greer, A.L., 2006).






















Critical Strain Rate - Experimental
Critical Strain Rate - Simulation
Figure 4.3: Comparison of numerically obtained critical strain rates to fracture de-
formed under dierent ambient temperatures within the super cooled liquid region with
the experimentally obtained range of values for fracture strain rate.
Based on the above mentioned fracture phenomenology, we shall assume that
during our numerical simulations, a specimen will fracture only when the strain
softening that follows the peak stress does not tend towards a steady state stress
level. In other words the metallic glass specimen fractures if and only if the
load/stress drops straight down to a zero state after passing the peak stress. Ac-
cordingly, the determined values for critical fracture strain rates based on our
numerical simulations at ambient temperatures of 623 K, 633 K, 643 K, 653 K
and 663 K are 3  10 3/s, 1:5  10 2/s, 6:5  10 2/s, 2:8  10 1/s and 1.2/s re-
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spectively. Shown in Figure 4.2b are the corresponding true-stress vs true-strain
plots for these simulation results, and the data in this Figure 4.2b graphically
depicts our condition for fracture i.e. the drop of stress level to zero after reach-
ing the peak stress is satised by all the simulation results. The reason for the
obtained values of peak stress of all our simulation results being around 2 GPa
is due to our assumption of plane-strain constraints. This fact could actually be
veried by comparing the peak stresses from the iso-thermal analysis and cou-
pled temperature-displacement analysis (performed under plane-strain condition)
results for a same applied strain rate of 6:5  10 2/s at an ambient temperature
of 643 K, as shown in Figure 4.1 and Figure 4.2b, respectively. Next, Figure 4.3
indicates the interpolated locus of critical strain rate for fracture obtained using
numerical simulations, across the ambient temperatures ranging from 623 K to
663 K. Also shown in the Figure 4.3 with error bars are the experimentally deter-
mined range of values for fracture strain rate from Lu et al. (2003). The symbols
representing the fracture strain rate for ambient temperatures of 633 K and 653 K
are actually the calculated values of Lu et al. (2003). Comparing the experimen-
tal data with the results from numerical analysis, it is seen that across the range
of temperatures between 623 K and 663 K our fracture model could predict the
critical strain rates for fracture to good accord. This is because the numerically
obtained critical fracture strain rates for all the temperatures lies within the ex-
perimentally determined range except for the ambient temperature of 663K where
the numerical prediction being slightly above the experimental range. It should be
noted that although the prediction for critical strain rate for 663 K is above the ex-
perimentally observed range, the dierence is exaggerated due to log-scale along
the ordinate. These results conrm the applicability of our constitutive model
and the developed fracture criteria for predicting the ductile to brittle transition
shown by bulk metallic glasses, most particularly when a metallic glass specimen
is deformed at ambient temperatures within the supercooled liquid region.
87
4.2.3 Hot zone and its inuence on shear band orientation
623 K @ 0.0030 633 K @ 0.015/s

















Figure 4.4: Contours of the damage variable d, for specimen deformed under ambient
temperatures from 623 K to 663 K at their respective critical strain rates to fracture.
The contours are plotted at the point of time immediately when the specimen fractures
completely. Also indicated in the plots are the angles with respect to the loading axis
along which shear localization occurs.
Shown in Figure 4.4 are the contours of damage variable d distributed across
the specimen, for simulations resulting in fracture at ambient temperatures from
623 K to 663 K. This damage variable d acts as an order parameter describing
the state whether a material point has been fractured or not. Initially, the value
for d is set to be 0 for all the simulations, and this parameter evolves according
to Eq.(4.11) only if the damage criteria has been satised. This damage variable
d increase linearly with increasing plastic shear strain according to Eq.(4.11) and
once it reaches the value 1, the material is deemed to be completely failed at
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that point. As seen from the contours in Figure 4.4, the fully fractured region
i.e. the region with d = 1 extend across the specimen forming thin bands with
angles ranging between 34o to 51o for varying ambient temperatures. These region
basically denote the region with intense localized deformation formed within the
specimens that led to fracture/failure of the metallic glass specimen. The reason
behind the dierent angles of shear localization when deformed at dierent ambient
temperatures shall be clearly interpreted based on some basic understanding with






































































Figure 4.5: Contours of the temperature eld, for specimen deformed under ambient
temperatures from 623 K to 663 K at their respective critical strain rates to fracture.
The contours are plotted at the point of time immediately when the specimen fractures
completely. The plots also indicate the region covered by the hot zone within the
deforming specimen.
During plastic deformation, heat is being generated due to dissipative mecha-
nism within the metallic glass specimen according to Eq.(4.9). Figure 4.5 shows the
temperature contours of the previously performed coupled temperature-displacement
simulations at ambient temperatures from 623K to 663K. These contours are plot-
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ted at the same point of time corresponding to the damage contours for 623 K to
663 K shown in Figure 4.4, in other words, both Figure 4.4 and Figure 4.5 are
plotted at the same instance when the specimen completely fractures. Here, hot
zone is designated as the region around the middle of the specimen, where the
increase of temperature is higher compared to the region near the top and bottom
edges. The reason for the edges remaining at lower temperature is because the
heat around the edges gets dissipated by means of conduction to the compression
platens, since the compression platens act as an innite heat sink being xed at
the ambient temperature. We shall designate these regions around the top and
bottom surfaces in contact with the compression platens as the conduction zone.
Although it is ambiguous to accurately delineate the boundary between the hot
zone and the conduction zone, we shall conveniently assume the portion covered
by 3 shades of grey scale amongst the full scale of 6 shades in our contour plots
as hot zone region. It would later be seen that our assumption of hot zone region
is valid while predicting the fracture angles.
Comparing the results from Figure 4.4 and Figure 4.5 for simulations performed
at dierent ambient temperatures, it is observed that the shear localization always
takes place within the region of hot zone. This eect is easily perceivable since
the temperature gradient between the hot zone and conduction zone would cause
instability around their interface leading to formation of shear bands. This in-
stability is being analogous to why a thick glass or a ceramic cup (amorphous
material) which are initially cold, would crack when hot water is poured immedi-
ately into them. But, the dierence in our case for bulk metallic glasses being that
here we have the additional inuence of high stress states acting as the driving
force to cause fracture. Therefore, to comprehend the reason behind dierent an-
gles of fracture for dierent simulations, we should rst understand the mechanism
behind varying hot zone thickness.
In order to facilitate easier understanding, let us begin with analyzing the re-
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sults of ambient temperature form 633 K to 663 K. We notice that with increasing
ambient temperature from 633 K to 663 K, the hot zone gets larger, correspond-
ingly reducing the thickness of conduction zone. The reason behind this can be
attributed to the increased generation of heat due to increased deformation rate
required with increasing ambient temperature to cause fracture. This could easily
be understood by referring to our equation for mechanical dissipation, Eq.(4.10),
where majority of the heat is being generated due to the term f _g. Since in
our case, the stress levels for all the simulations are approximately the same as
seen from Figure 4.2b, the shearing rate to fracture which keeps increasing with
increasing ambient temperature inuences the higher heat generation within the
specimen. Also due to increased deformation rate, the experiment tends to in-
creasingly approach adiabatic condition, thereby reducing the thickness of the
conduction zone and correspondingly increase the size of the hot zone. Therefore,
with increasing size of hot zone for increasing ambient temperatures from 633 K
to 663 K (Figure 4.5), the angle of shear band decreases from 51o to 34o as seen
in Figure 4.4.
Next, by decreasing the ambient temperature from 633 K to 623 K the fracture
angle decreases from 51o to 48o. The reason for this is because the generation of
heat reduces with decreasing ambient temperature from 633 K to 623 K. The
maximum increase of temperature attained being only about 30 K as compared
to a temperature increase of about 50 K for other simulation results performed at
higher ambient temperatures ranging between 633 K to 663 K. This simulation
is therefore considered to be approaching isothermal condition. Moreover, the
resulting temperature gradient turns out to be rather insignicant to increase the
size of the conduction zone (contrary to the trend shown by simulations with
decreasing ambient temperatures from 663 K to 633 K). As a consequence, the
size of hot zone increases and results in decreased fracture angle with decreasing
ambient temperature from 633 K to 623 K, as shown in Fig.4.4.
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Figure 4.6: Plots (a)&(d), (b)&(e) and (c)&(f) represent the contours of damage
variable d and temperature eld for specimen of dimensions 1.85 mm by 3.7 mm, 3.7
mm by 7.4 mm and 7.4 mm by 14.8 mm respectively. The specimen are deformed at
an ambient temperature of 623 K under a strain rate to fracture. Contours (a), (b) and
(c) also represent the orientation of shear bands with respect to the loading axis.
Now that we have identied the fracture angle to be strongly dependent on
the size of the hot zone, next we are interested in studying the eect of varying
specimen sizes on the fracture angles for simulation conducted at any particular
ambient temperature. For this purpose, we conduct two numerical simulations
under coupled temperature displacement setting for specimen sizes having same
aspect ratio of 1:2, but one using half and the other using twice the actual spec-
imen dimensions used in previous section. Thereby, the specimen dimensions are
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obtained as 1.85 mm by 3.7 mm and 7.4 mm by 14.8 mm respectively for the two
numerical simulations. These specimen are deformed at the same ambient tem-
perature of 623 K using a suitable strain rate to fracture. The initial mesh consists
of 3200 plane strain elements as shown in Figure 4.2 and all the other boundary
conditions being same as we use for previous set of simulations to determine the
critical strain rate of fracture for dierent ambient temperatures. The resulting
contours for the damage parameter d and the temperature contours for the two
simulations are shown in the Figure 4.6. Also included in Figure 4.6 are the dam-
age and temperature contours for a specimen size of 3.7 mm by 7.4 mm from the
previous section for comparison purposes. Comparing the damage contours of the
three specimens indicates that with increasing specimen sizes the fracture angle
increases. This could be explained based on the size of hot zone shown in their
corresponding temperature contours. We notice that the maximum increase of
temperature within the smallest specimen is only about 0.3 K and shall hence is
deforming under near isothermal conditions, whereas, the maximum increase of
temperature for the largest specimen is about 58 K and this simulation approaches
adiabatic conditions. The dierence between the two results is attributed to the
conduction term fkth(r2)g of our balance equation for temperature (Eq.4.9).
With increasing specimen dimensions, the rate of heat diusion from the hot zone
to the conduction zone should decreases because of increased length scale. But
due to the increased temperature gradient and longer time duration of experiment
the extent of diusion actually increase causing the size of conduction zone to
increase. This in turn decreases the size of the hot zone resulting in decreased
fracture angles for increasing specimen sizes for the ambient temperature of 623
K.
Next, we are interested in analyzing the eect of specimen size for a dierent
temperature which is higher than the previously studied glass transition temper-
ature of 623 K. For this purpose we select the ambient temperature of 643 K and
again perform two simulations using two dierent specimen sizes, under coupled
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Figure 4.7: Plots (a)&(d), (b)&(e) and (c)&(f) represent the contours of damage
variable d and temperature eld for specimen of dimensions 1.85 mm by 3.7 mm, 3.7
mm by 7.4 mm and 7.4 mm by 14.8 mm respectively. The specimen are deformed at
an ambient temperature of 643 K under a strain rate to fracture. Contours (a), (b) and
(c) also represent the orientation of shear bands with respect to the loading axis.
temperature displacement setup. The specimen dimensions of 1.85 mm by 3.7
mm and 7.4 mm by 14.8 mm are considered using the same 3200 plane strain
element mesh (Figure 4.2) and aforementioned boundary conditions. The simula-
tions are performed using the deformation rate to fracture and the corresponding
contours for the damage parameter d and the temperature for the two simulations
using dierent specimen sizes are shown in the Figure 4.7. Also included in the
same Figure 4.7 are the damage and temperature contours for specimen of size
3.7 mm by 7.4 mm from earlier results for comparison purposes. Here, we notice
that contrary to the 623 K results, the fracture angle decreases with increasing
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specimen dimensions. Once again attributing the results to the size of hot zone,
we initially identify that for all the three simulations, the maximum increase of
temperature remains approximately the same of about 50 K. Hence the eect of
temperature gradient remains the same for all three simulations. But, since the
strain rates being higher and the time duration to fracture remaining very small
(adiabatic conditions), the eect of length scale of the specimen becomes domi-
nant in deciding the thickness of the conduction zone. Therefore with increasing
specimen sizes and increasing length scale, the diusion rate decreases (r2 term
of Eq.(4.9)) leading to reduced thickness for the conduction band. This causes
the size of the hot zone to increase resulting in decrease of fracture angle with
increasing specimen dimensions for simulations at an ambient temperature of 643
K.
To summarize the eect of specimen dimensions on the resulting fracture an-
gles based on the heat Eq.(4.9), we notice that for simulations performed at the
ambient temperature of 623 K the temperature gradient of the conduction term is
predominant in determining the size of the hot zone because of near iso-thermal
conditions of these simulations and hence the fracture angle increases with increas-
ing specimen size. Whereas, for simulations performed at the ambient temperature
of 643 K the length scale in the conduction term is responsible in determining the
size of the as the simulations approach adiabatic conditions and this leads to de-
creased fracture angle with increasing specimen sizes. Based on these results it is
clearly evident that the evolution of temperature plays a vital role in determining
the angle for fracture in bulk metallic glasses and hence it becomes imperative to
use a coupled temperature displacement analysis in order to accurately study the
fracture characteristics of these amorphous materials.
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Figure 4.8: (a)The gure depicts the characteristic features and dimensions of the gear
shaped die to be used for forming, and (b) is the 3D model representing 1/12th of the
actual die and workpiece which has been used for the nite element simulation of the
forming process.
Since the developed constitutive model must eventually be employed to sim-
ulate a realtime manufacturing process, our next task is to design and simulate
an actual metallic glass component's metal forming process. For this purpose we
select a micro-gear as the required component to be hot forged, thereby proceed
to simulate this process using our numerical model and ABAQUS/Explicit nite
element software. The features and the respective dimensions for the gear are
obtained from the work of Wang et al. (2005), as shown in Figure 4.8a. Since





Figure 4.9: The initial nite element mesh of the gear forming simulation, the de-
forming metallic glass specimen is meshed using 64560 C3D8R type ABAQUS/Explicit
elements and the rigid die is meshed using 1002 R3D4 type ABAQUS/Explicit elements.
simulate 1/12th of the whole component and assigning appropriate boundary con-
ditions. The required die surface is modelled using rigid shell elements comprising
of R3D4 ABAQUS elements, and the metallic glass specimen to be deformed is
meshed using continuum C3D8R elements. The cylindrical metallic glass spec-
imen used in this simulation has a radius of 1.5 mm and a height of 0.6 mm,
respectively. The bottom surface of the metallic glass specimen is xed and cir-
cumferential surface is radially constrained. The simulations are conducted at the
specimen temperature of 663 K and a velocity prole of 0.01 mm/s is applied to
the rigid die along the compressive direction as shown in Figure 4.8b, in order to
numerically simulate the actual forging procedure. The simulation is carried out
to the point until the die is completely lled or eventual damages occurs in the
deforming specimen.
We shall be performing an isothermal simulation rather than a coupled tem-
perature displacement analysis since the objective of this analysis is primarily to
identify the critical sections where fracture/damage might occur. The specimen
for our simulation is meshed using 64560 C3D8R type ABAQUS/Explicit elements
and the die is meshed using 1002 R3D4 type ABAQUS/Explicit elements as shown
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in Figure 4.9.
a)      0 mm
d)    0.15 mm
c)    0.10 mmb)     0.05 mm  



































Figure 4.10: (a) to (f) represents the contours of the gear through various stages of
the gear forming process, with (f) depicting the nal contour of the gear indicating
regions of failure. (g) represents the corresponding force-displacement curve for the gear
forming process obtained from the numerical simulations, with points indicating the
times during which the contours (a) to (f) were obtained.
Shown in Figure 4.10g is the obtained force-displacement curve for the gear
forming simulation using our constitutive model. The obtained forming load data
can be divided into dierent segments, the initial linear region (between points (a)
to (d)) where the material deforms at a linearly increasing load, this is due to the
material owing axially lling the die cavity. The later segment (between points
(d) and (f)) where the load exponentially increases with increasing displacement
is because, some of the material have already reached the end surface of the die
and now the material starts to ow towards the far corners of the mold lling the
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die horizontally. Finally at the point (f), we could see the drop of load due to
failure of the specimen at this point representing the materials inability to take
any further increase of loads. Shown in Figures 4.10a to 4.10f are the contours
of the specimen corresponding to the points (a) to (f) of the load-displacement
data in Figure 4.10g. It can be clearly seen from the Figure 4.10f that there are
regions around the bottom tip of the gear (represented as black colored contours)
which have already failed. These contours indicate the regions within the material
that can no longer sustain the increasing loads, which results in the drop of the
force at point (f) in Figure 4.10g. Hence, it has been demonstrated by the above
results that, by using our constitutive model and the numerical simulations, we can
actually predict the critical regions of failure. This feature can be commercially
used for the purpose of designing forging dies or other metal forming equipments
required by various industries.
4.4 Conclusion
The Constitutive model developed in Chapter 2 has been suitable augmented
with a reliable fracture criteria in order to predict the fracture of bulk metallic
glasses. This fracture model has been veried by comparing numerical results
with the experimentally obtained data of Vitreloy-1 BMG. The dependence of
fracture angles on the ambient temperatures within the supercooled liquid region
and the specimen geometry is thoroughly analyzed by means of coupled temper-
ature displacement simulations. Finally, a representative metal forming process
of amorphous alloys is numerically studied by using our model with the included
fracture criteria. The model could accurately determine the critical regions of fail-
ure foreseen during an actual forming process, and this data would be very much
helpful to predetermine the design parameters of a metal forming process.
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Chapter 5
Application of validated model to
Pd40Ni40P20 metallic glass
The theory developed in Chapter 2 and numerical simulations of Chapter 3
and Chapter 4 were shown to successfully reproduce the experimental stress-strain
curves of Vitreloy-1 metallic glass deformed under various strain-rates and ambi-
ent temperatures in the supercooled liquid region. The main focus of this work is
to use the constitutive equations and numerical procedure developed in Chapter
2 to model the experiments of De Hey et al. (1998) which were conducted on a
Pd40Ni40P20 metallic glass under a variety of loading rates and annealing condi-
tions at high homologous temperatures. A set of very careful tensile experiments
on Pd40Ni40P20 ribbon specimens have been performed by de Hey et al. (1998).
Typically, a Pd40Ni40P20 metallic glass has a glass transition temperature, g of
approximately 590 K and a crystallization temperature of approximately 671 K
i.e. it has a wide supercooled liquid region of about 81 K (Wang et al., 2004).
The experiments of de Hey et al. (1998) were conducted at ambient tempera-
tures ranging from 549 K to 564 K and strain-rates varying from 8:3 10 6=s to
8:3 10 4=s. The data for the variation of free volume concentration given in de
Hey et al. (1998) is obtained using the model of Tuinstra et al. (1995).
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5.1 Determination of material parameters for
Pd40Ni40P20 metallic glass
The material parameters in the model are determined by a combination of
tting our constitutive equations to the data of de Hey et al. (1998) and obtaining
known values from the literature. Where necessary, the material parameters that
were obtained from the literature were ne-tuned to t the results shown in de
Hey et al. (1998). Guided by the work of Masuhr et al. (1999), the geometric
factor ' is calculated from the relation
k = l   th = 'dxT
d
; (5.1)
where, xT  (T=') is the thermal equilibrium i.e. fully annealed normalized free
volume measure. Also, l represents the liquid coecient of thermal expansion,
and th represents the glassy coecient of thermal expansion. expansion. For the
Pd40Ni40P20 metallic glass in the experiments of Duine et al. (1992), the thermal
equilibrium values for the normalized free volume concentration at temperatures
of 553 K and 563 K are 3:044  10 2 and 3:201  10 2, respectively. Therefore
with l = 29 10 6 K 1 and th = 17 10 6 K 1 (Wilde et al., 1997), we obtain
' = 0:07635 and  = 359:4 K. From here on, the material is designated to be in
the fully annealed state at temperature , if its initial free volume concentration
is equal to the thermal equilibrium free volume concentration at temperature .
Here, let us approximate the Vogel-Fulcher-Tammann (VFT) like linear rela-
tionship to dene T, the thermal equilibrium free volume concentration as
T = k[   ] (5.2)
where, k = (l   th) and  > 0 a t parameter with units of temperature.
Since we already know that the free volume creation parameter is an increasing





c if   1
c + k1(   1) if 1    2
c + k1(2   1) + k2(   2) if   2
(5.3)
Here, c > 0 denotes a minimum threshold value for the free volume creation
coecient, 1  0 and 2  0 denotes the threshold equivalent stresses and k1 and
k2 with units of stress inverse are the positive constants of proportionality.
The activation energy and activation volume were determined to be 2:6610 19
J and 130  50A3 in Duine et al. (1992) and de Hey et al. (1998), respectively.
The pressure sensitivity parameter is taken to be equal to that determined for a
Vitreloy-1 metallic glass i.e.  = 0:12 (Lu, J., 2002). For a Pd40Ni40P20 metallic
glass, the thermal conductivity coecient and specic heat capacity are given as
7 W/mK (Harms et al., 2002) and 5.3 MJ/m3K (Wilde, G., 2002), respectively.
As a rst-cut assumption, we assume that the eect of free volume diusion can
be neglected compared to the generation of free volume due to plastic deformation,
hydrostatic pressure and structural relaxation. Therefore, we set s1 = 0 MJ/m.
The parameter s3 is determined such that the steady state free volume in simple
tension and simple compression, ss;t and ss;c, respectively at a given applied
strain-rate and temperature are almost equal i.e. [ss;t   ss;c] _; < 1 10 5.
The remaining of the material parameters f; ; s2; c; k1; 1; f ; f0g are tted
to the experimental stress-strain curves and variation of free volume data given in
de Hey et al. (1998). The value for the second threshold equivalent shear stress, 2
is chosen to exceed the maximum stress level recorded in the experimental data of
de Hey et al. (1998)( 630 MPa). This is done so that during the tting procedure,
the constitutive response from the model is not aected by the parameter 2.
Finally, the constant k2 is chosen so that the maximum stress levels achieved in
the numerical simulations do not exceed the typical experimental fracture stress
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value observed for Pd40Ni40P20 - type metallic glasses ( 1600 1800 GPa) (Mukai
et al., 2002).
5.2 Monotonic strain rate ts of material param-
eters
The material parameters in the constitutive model were tted to the stress-
strain responses and the values of the steady-state free volume concentrations for
experiments conducted in simple tension at an ambient temperature of 564 K and
strain-rates ranging from 8:310 5=s to 8:310 4=s. The stress strain curves for
these experiments are shown in Figure 5.1. Prior to testing, the specimens were
annealed at a temperature of 564 K for 5000 s, which is long enough to bring the
material almost into its fully annealed state at this temperature. Therefore, the
tting of the constitutive model to the experimental data shown in Figure 5.1 was
conducted assuming the initial free volume concentration of the material to be
the thermal equilibrium free volume concentration at temperature 564 K. All the


























8.3x10-4                  /s  : Experiment
4.2x10-4/s  : Experiment
1.7x10-4/s  : Experiment
8.3x10-5/s  : Experiment
8.3x10-4/s  : Fit
4.2x10-4/s  : Fit
1.7x10-4/s  : Fit
8.3x10-5/s  : Fit
Figure 5.1: Experimental stressstrain curves in simple tension at a temperature of
564 K under a variety of strain-rates. The data from these experiments were used to
determine the material parameters in the constitutive model. The curve ts from the
nite-element simulations are also shown.
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Table 5.1: List of material parameters for Pd40Ni40P20 metallic glass.
 = 16 GPa  = 75 Gpa  = 0.12
f0 = 1:1 1024 /s Z = 2:67 10 19 J 
 = 1:25 10 28 m3
' = 0.07635 c = 5 10 5 f = 0.2
c = 5.3 MJ/m3K  = 359.4 K kth = 7 W/mK
s1 = 0:0 GJ/m s2 = 2800 GJ/m
3 s3 = 40 GJ/m
3
g = 17 10 6 /K 1 = 110 MPa k1 = 1:2 10 11 /Pa
th = 29 10 6 /K 2 = 375 MPa k2 = 6:0 10 11 /Pa
nite-element simulations in this chapter were performed using a single ABAQUS
C3D8R continuum, three-dimensional brick element under isothermal conditions
(unless stated otherwise). Using the values for the material parameters listed out
in Table 5.1, the stress-strain curves from the numerical simulations conducted in
simple tension at a temperature of 564 K and strain-rates ranging from 8:310 5=s
to 8:3 10 4=s are also shown in Figure 5.1. The numerical t is in good accord
with the experimental stress-strain curves. Therefore all the ensuing simulations
will be conducted using the values for the material parameters listed in Table











8.3x10  -4/s  : Fit
4.2x10  -4/s  : Fit
1.7x10  -4/s  : Fit
8.3x10  -5/s  : Fit




























Figure 5.2: The prediction of the free volume variation with respect to strain obtained
from numerical simulations conducted in simple tension under various strain-rates at a
temperature of 564 K.
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concentration, x = (=) with respect to strain for the simulation results shown
in Figure 5.1. The normalized steady-state free volume concentration obtained
from the numerical simulations shown in Figure 5.2 are then plotted in Figure 5.3
along with the range of the normalized steady-state free volume concentrations
obtained using the model of Tuinstra et al. (1995). The values of the steady-state
free volume concentrations obtained using the model of Tuinstra et al. (1995) as


















































Model of Tuinstra et al. (1995) : 556K




Model of Tuinstra et al. (1995) : 549K
Thermal equilibrium value at 556K
Thermal equilibrium value at 564K
Thermal equilibrium value at 549K
]
STRAIN RATE  [10    /s]-3
Figure 5.3: The steady-state free volume versus applied tensile strain-rate obtained
from the model of Tuinstra et al. (1995). The prediction from the nite-element simu-
lations are also shown.
model calibrated and assuming the initial state of the material being in the fully-
annealed condition at temperatures 549 K and 556 K, a series of nite-element
simulations in simple tension were conducted at temperatures of 549 K and 556 K,
and strain-rates ranging from 8:3 10 6=s to 8:3 10 4=s. The steady-state free
volume concentrations and stresses achieved in these simulations are then plotted
in Figure 5.3 and Figure 5.4, respectively, along with the data shown in de Hey et
al. (1998). Although the steady-state free volume concentrations obtained from
the model of Tuinstra et al. (1995) at an ambient temperature of 549 K were
in general slightly under-predicted by our model, all the other steady state free












































STRAIN RATE  [10    /s]-3
Figure 5.4: Experimental steady-state ow stress versus applied tensile strain-rate
obtained from the experiments of de Hey et al. (1998) conducted at various temperatures.
The data for the steady-state free volume and ow stress at a temperature of 564 K
were used to t the material parameters in the constitutive model. The prediction from
the nite-element simulations are also shown.
model.
From the data obtained from de Hey et al. (1998) plotted in Figure 5.3 and
Figure 5.4, there are four main trends which are exhibited : (1) at a given temper-
ature, the steady-state free volume concentration increases with increasing applied
strain-rate; (2) for a given applied strain-rate, the steady-state free volume con-
centration increases with decreasing temperature; (3) at a given temperature, the
steady-state stress level increases with increasing applied strain rate; and nally
(4) for a given applied strain-rate, the steady-state stress level increases with
decreasing temperature. As also shown in Figure 5.3 and Figure 5.4, the consti-
tutive model clearly exhibits the aforementioned four trends. The assumption of
an isothermal approximation for the numerical simulations was investigated by
performing a coupled thermo-mechanical nite-element simulation for the simple
tension experiments of de Hey et al. (1998).
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5.3 Validation of iso-thermal assumption
To verify the isothermal assumption adopted in our previous simulations, we
compare the stress strain response obtained from a simulation conducted assum-
ing isothermal conditions to a stress strain response obtained from performing a
coupled thermo mechanical nite element simulation. Both these simulations were





Figure 5.5: A section of the initially-undeformed nite-element mesh of the test spec-
imen used in the experiments of de Hey et al. (1998). The whole specimen was meshed
using 600 ABAQUS C3D8RT three-dimensional continuum-brick elements.
The ribbon-like specimens used in the experiments of de Hey et al. (1998) have
a gage length of 200 m, width of 2.8 mm, and thickness of 18 m. A section of
the initially-undeformed nite element mesh of this ribbon specimen is shown in
Figure 5.5. The whole specimen is meshed using 600 ABAQUS C3D8RT contin-
uum, three-dimensional brick elements which have displacement and temperature
degrees of freedom. At an ambient temperature of 564 K, we perform a coupled
temperature displacement simulation in simple tension on the nite-element mesh
shown in Figure 5.5 at a strain rate of 8:3  10 4=s as an example. As for the
boundary conditions with regards to the mesh of the specimen shown in Figure
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8.3x10 -4 /s simulation : isothermal
8.3x10 -4/s simulation : coupled temp.-disp.


























Figure 5.6: Comparison of the tensile stress-strain curves obtained from the nite-
element simulations conducted assuming isothermal conditions and using a coupled
temperaturedisplacement analysis. Both the simulations were conducted at an ambi-
ent temperature of 564 K.
5.5, we: (1) set the initial temperature for all the nodes that make up the specimen
to be 564 K; (2) x the nodal temperatures at the two external surfaces which
make up the ends along the length of the specimen to be at 564 K at all times; (3)
set the initial free volume concentration for all the elements which make up the
specimen to have a value equal to the thermal equilibrium free volume concentra-
tion at temperature 564 K; and nally (4) allow for convective heat transfer from
the remaining four external surfaces of the specimen to the ambient environment
by setting the heat transfer coecient to be 286 W/m2K (Giacobbe, F., 2005).
This value of the convective heat transfer coecient is chosen since the ambient
environment is lled with Helium gas.
The coupled thermo-mechanical stress strain response from this simulation is
plotted in Figure 5.6 along with the stress-strain curve obtained from the single el-
ement simulation performed assuming isothermal conditions (also shown in Figure
5.1). The isothermal approximation adopted in our simulations is validated since
the two stress strain curves shown in Figure 5.6 are virtually indistinguishable.
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5.4 Eect of annealing history on the behavior
of metallic glasses
Apart from temperature and applied strain-rate, the stress-strain behavior
of metallic glasses is also very sensitive to the annealing history. The eect of
annealing history on the behavior of metallic glasses has also been investigated by
de Hey et al. (1998) and it was conducted as follows : Guided by the procedure
of Duine et al. (1992), the specimens were pre-annealed at a temperature of 620
K until the material reaches the metastable equilibrium state at this temperature.
Following this, the temperature of the specimen is reduced at a rate of 40 K/min
to 556 K. Finally, the specimens are further annealed at a temperature of 556 K for
a designated amount of time before being deformed in simple tension at a strain-
rate of 1:7  10 4=s. Figure 5.7 shows the experimental stress-strain response in
simple tension for specimens which were annealed at a temperature of 556 K for

















 Experiment A : Annealed for 120 s at temperature 556 K 
 Experiment B : Annealed for 720 s at temperature 556 K
 Experiment C : Annealed for 10000 s at temperature 556 K
 Numerical prediction of experiment A 
 Numerical prediction of experiment B
 Numerical prediction of experiment C








Figure 5.7: Experimental stress-strain curves in simple tension at a temperature of 556
K and a strain-rate of 1:710 4=s conducted after dierent annealing times. The predic-
tion from the nite-element simulations are also shown. The stress-strain responses for
the experiments and simulations conducted after an annealing time of 720 s and 10,000
s are shifted upwards along the stress axis by 100 MPa and 200 MPa, respectively, to
avoid the overlapping of data.
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From Figure 5.7, several experimental trends were observed : The experimental
stress-strain curve for experiment A shows a continuous increase in stress with
increasing applied strain until the steady-state stress level is reached. However, the
stress-strain responses of experiments B and C reach a peak stress before strain-
softening to a steady-state stress level takes place. The peak stress reached in
experiment B is lower than that reached in experiment C, and the extent of strain-
softening in experiment B is less pronounced than that of experiment C. But,
within experimental error, the steady-state stress reached for all the experiments
are equal. The marked dierences in the experimental stress-strain curves shown
in Figure 5.7 are due to the dierences in the initial free volume concentration of
the material prior to the tensile tests. This, in turn was caused by the dierences
in the annealing time (de Hey et al., 1998). Since the annealing procedure in the
specimen can also be aected by the large cool down time of the heating chamber
setup, we are required to determine the initial free volume concentrations by a
tting process (Duine et al., 1992). We obtain the initial free volume concentration
for experiment A by tting the constitutive model to its experimental stress-strain
response as shown in Figure 5.7. Using the initial normalized free volume of
120s = 0:0375, the t of the constitutive model to the stressstrain response of
experiment A is also shown in Figure 5.7. The t is in good accord with the
experimental response. With the initial free volume for experiment A determined,
we use the kinetic equation for the free volume generation (Eq.2.45) with 120s as
the initial free volume concentration. From the solution of Eq.(2.45) after a time of
600 s and 9880 s, the initial normalized free volume concentration for experiments
B and C are determined to be 720s = 0:0329 and 10;000s = 0:0312, respectively.
Note that the value of 10;000s  T=556K i.e. after a time of approximately 10,000
s, the material is almost in the fully annealed state. At this point of time its
worth mentioning that T=556K  120s  T=620K where T=556K = 0:0309 and
T=620K = 0:041 denote the thermal equilibrium normalized free volume at the
annealing and pre-annealing temperatures of 556 K and 620 K, respectively. This
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complies with the restriction imposed in Duine et al. (1992).
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 Numerical prediction of experiment C
Model of Tuinstra et al. (1995) : Annealed for 10ks at temperature 556 K
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Figure 5.8: The variation of free volume with respect to strain for a simple tension
experiment conducted at a strain-rate of 1:7  10 4=s and temperature of 556 K after
an annealing time of 10,000 s (Tuinstra et al., 1995). The free volume variation curve
with respect to strain from Simulations A, B and C are also shown.
With 720s and 10;000s determined, the numerical predictions for the stress-
strain response of experiments B and C obtained from the nite-element simula-
tions are also shown in Figure 5.7. The predictions from the constitutive model are
in reasonable accord with the experimental data. The trends in the experimental
stress-strain curves which are shown in Figure 5.7 and explained above are also
well-reproduced by the constitutive model. In particular, the three simulations
are predicting equal steady-state stress levels.
Figure 5.8 shows the numerical predictions of the free volume variation with re-
spect to strain for experiments A, B and C. The simulated steady-state free volume
concentration reached for all the simulations are the same. Also note that the free
volume concentration from simulation A (the numerical prediction for experiment
A) is continuously annihilating from its initial value of 120s whereas simulations
B and C (the numerical prediction for experiments B and C, respectively) show a
certain amount of free volume creation from its initial value of 720s and 10;000s,
respectively. From Figure 5.7 and Figure 5.8, we can conclude that the continuous
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increase in the stress level during the deformation process is due to structural re-
laxation. Furthermore, the amount of strain-softening in the stress-strain curves
is proportional to the amount free volume creation. Also plotted in Figure 5.8 is
the free volume variation with respect to strain for experiment C obtained using
the model of Tuinstra et al. (1995). The predicted free volume-strain curve from
numerical simulation C is in good accord with the prediction obtained using the
model of Tuinstra et al. (1995).
In conclusion, the simulation results plotted in Figure 5.7 and Figure 5.8 show
that at a given temperature, the steady-state stress levels and free volume con-
centrations depend only on the applied strain-rate and not on the initial state of
the material. However, the initial state of the material highly aects the shape
of the stress-strain curves and the manner in which the free volume evolves to a
steady-state value.
5.5 Viscous stress eects on the overall stress-
strain response
As mentioned in the work of de Hey et al. (1998), the classical hyperbolic sinh-
type equation of Spaepen, F. (1977) for the plastic strain-rate does not adequately
describe the plastic ow in metallic glasses. Therefore, de Hey et al. (1998) have
phenomenologically proposed a threshold (viscous) stress term which will capture
the plastic ow behavior more realistically. Recently, the analysis of Thamburaja,
P., Ekambaram, R. (2007) from a thermodynamically consistent perspective shows
that the viscous stress term can originate from the introduction of a ow-defect
energy. To neglect the eect of the viscous stress in our calculations, we set the
parameter f = 0. Then we repeat the nite-element simulations in simple tension
using the remaining values for the material parameters listed in Table 1 to model
the results of de Hey et al. (1998) shown in Figure 5.1, Figure 5.3 and Figure 5.4.
112


























8.3x10-4                  /s  : Experiment
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1.7x10-4/s  : Experiment
8.3x10-5/s  : Experiment
8.3x10-4/s  : Simulation
4.2x10-4/s  : Simulation
1.7x10-4/s  : Simulation
8.3x10-5/s  : Simulation
Figure 5.9: Experimental stress-strain curves in simple tension at a temperature of
564 K under a variety of strain-rates. The prediction from the nite-element simulations
without accounting for the viscous stress i.e.f = 0 are also shown.
Figure 5.9 repeatedly shows the experimental simple tension stress-strain re-
sponse at a temperature of 564 K deformed under a variety of strain-rates that
was originally plotted in Figure 5.1. Assuming the material is initially in the
fully-annealed state, Figure 5.9 also shows the nite-element predictions for these
experiments without accounting for the viscous stress i.e. f = 0. The variation of
free volume with respect to strain for the corresponding simulation results shown
in Figure 5.9 are then plotted in Figure 5.10.
Before proceeding, it is also important to state again that at a given temper-
ature, the magnitude of the viscous stress is proportional to the dierence in the
current free volume concentration and the thermal equilibrium (fully-annealed)
free volume concentration i.e. (   T) (see Section 2.5.4).
As shown in Figure 5.9, the numerical prediction for the experiment conducted
under a strain-rate of 8:3  10 5=s is well-predicted by the constitutive model.
Since there is a relatively small creation of free volume (with respect to the fully-
annealed free volume concentration) for this simulation (see Figure 5.10), the
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Figure 5.10: The prediction of the free volume variation with respect to strain ob-
tained from numerical simulations conducted in simple tension without accounting for
the viscous stress i.e. f = 0 under various strain-rates at a temperature of 564 K.
stress-strain response. Thus, the prediction of this experiment is in good accord
with the simulations conducted with and without accounting for the viscous stress
(see also Figure 5.1 for the numerical prediction accounting for the viscous stress).
However, Figure 5.9 also shows that the simple tension experiments conducted
at strain-rates ranging from 1:7  10 4=s to 8:3  10 5=s are not accurately pre-
dicted by the numerical simulations. This is because the increase in free volume
concentration (with respect to the fully-annealed free volume concentration) for
these simulations (as shown in Figure 5.10) are much larger than that obtained
for the simulation conducted at a strain-rate of 8:3 10 5=s, and hence the eect
of the viscous stress becomes more pronounced with increasing free volume con-
centration (with respect to the fully annealed free volume concentration). For the
same reason, the numerical predictions of the experimental stress-strain curves get
progressively less accurate with increasing applied strain-rate.
Qualitative comparison between the simulation results plotted in Figure 5.1
and Figure 5.9 show that the experimental stress-strain curves are signicantly
better predicted when the eect of the viscous stress is taken into account.
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STRAIN RATE  [10    /s]-3
Model of Tuinstra et al. (1995) : 556K




Model of Tuinstra et al. (1995) : 549K
Thermal equilibrium value at 556K
Thermal equilibrium value at 564K
Thermal equilibrium value at 549K
Figure 5.11: The steady-state free volume versus applied tensile strain-rate obtained
from the model of Tuinstra et al. (1995) conducted at various temperatures. The pre-
diction from the nite-element simulations without accounting for the viscous stress
(f = 0) are also shown.
Again assuming the material to be in the initially fully-annealed state, nite-
element simulations in simple tension are performed at temperatures of 549 K and
556 K, and strain-rates ranging from 8:3  10 6=s to 8:3  10 4=s. The steady-
state free volume concentrations and stresses obtained from these simulations are
plotted in Figure 5.11 and Figure 5.12, respectively along with the data obtained
from de Hey et al. (1998). Qualitative comparison between our numerical pre-
dictions for the data obtained from de Hey et al. (1998) while accounting for the
viscous stress (plotted in Figure 5.3 and Figure 5.4) as opposed to neglecting the
eect of the viscous stress (plotted in Figure 5.11 and Figure 5.12) show that the
calculations which take into account the eect of the viscous stress reproduces
the results shown in de Hey et al. (1998) to much better accord. Furthermore at
a given temperature and applied strain-rate, the calculations performed without
accounting for the viscous stress consistently predicts a lower steady-state stress
level compared to that obtained from the simulations conducted while accounting
for the viscous stress. Finally comparing the results plotted in Figure 5.4 and













































STRAIN RATE  [10    /s]-3
Figure 5.12: The steady-state ow stress versus applied tensile strain-rate obtained
from the experiments of de Hey et al. (1998) conducted at various temperatures. The
prediction from the nite-element simulations without accounting for the viscous stress
(f = 0) are also shown.
contribution becomes more signicant with decreasing temperature.
5.6 The eect of temperature on the kinetics of
structural relaxation
To investigate the eect of temperature on the rate of structural relaxation, we
perform a set of three nite-element simulations : Starting from a fully-annealed
state at a temperature of 620 K, the temperature of the specimen is reduced at a
rate of 40 K/min to (a) 564 K, (b) 556 K and (c) 549 K under zero stress. Once
the nal temperatures are reached, the specimen temperatures are maintained
at the nal temperatures until the specimens achieve a new thermal equilibrium
(fully-annealed) state corresponding to the nal temperatures. The variation of
free volume with respect to time for these three simulations are plotted in Figure
5.13. The simulation results shown in Figure 5.13 clearly indicate that structural
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Figure 5.13: The free volume variation with respect to time for numerical simulations
conducted by cooling the material from a fully-annealed state at temperature 620 K to
a temperature of (a) 564 K, (b) 556 K and (c) 549 K.
of free volume occurs until the specimen reaches the fully annealed state at the
nal temperature. Furthermore, the steady-state free volume concentrations are
decreasing with decreasing nal temperatures (consistent with the Vogel-Fulcher-
Tammann relation for the thermal equilibrium free volume concentration). The
curves plotted in Figure 5.13 also show that the amount of time it takes to achieve
the fully annealed state at the new temperature increases with decreasing nal
temperature. Therefore, the kinetics of free volume annihilation (structural re-
laxation) become more sluggish with decreasing temperature. This trend has also
been experimentally veried in the work of Duine et al. (1992) and Tuinstra et al.
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(1995).
5.7 The eect of pre-deformation on the behav-
ior of metallic glasses
Experimental investigations by Inoue et al. (1993) show that metallic glasses
which exhibit shear localization/failure due to annealing at temperatures below
the glass transition temperature can be made to plastically ow again by high
strain-rate deformation at temperatures within the supercooled liquid region.






































 Start of Simulation E
 End of Simulation E / Start of Simulation F
 End of Simulation F
Figure 5.14: The variation of free volume with respect to time obtained from Simula-
tions E and F.
To verify this experimental observation, we perform the following nite-element
simulations: (1) At a temperature of 549 K, the specimen is initially in the fully-
annealed state and then deformed in simple tension at a strain-rate of 8:310 3=s
(Simulation D). For Simulation D, the initial normalized free volume concentration
in the specimen is 0.0298; and (2) with the specimen being initially in the fully-
annealed state at a temperature of 594 K, its temperature is increased linearly from
549 K to 610 K in 183 s and maintained at 610 K for another 147 s (Simulation E).
As a rst cut assumption, we assume that the values of the material parameters in
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 End of Simulation F
Figure 5.15: The simulated tensile stress-strain response from Simulation F.
the constitutive model remains the same at temperatures within the super cooled
liquid region. The evolution of free volume with respect to time obtained from
Simulation E is plotted in Figure 5.14. To further increase the free volume in
the material and also the rate of free volume creation after the end of Simulation
E, the specimen is then immediately deformed at a strain-rate of 0.1 /s under
isothermal conditions at a temperature of 610 K until steady-state conditions have
been reached (Simulation F). The evolution of the free volume in the material with
respect to time for Simulation F is also shown in Figure 5.14. The stress-strain
curve obtained from Simulation F plotted in Figure 5.15 shows that steady-state
conditions have been attained at the end of Simulation F. From the beginning of
Simulation E to the end of Simulation F, the normalized free volume concentration
in the material has increased from 0.0298 to 0.0396. Once the steady-state free
volume is reached in Simulation F, the load on the specimen is released and the
specimen is immediately quenched to a temperature of 549 K. After the material
is quenched, the specimen (which now has an initial normalized free volume of
0.0396) is then immediately deformed again at a temperature of 594 K under a
tensile strain-rate of 8:3 10 3=s (Simulation G).
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(b)
Figure 5.16: Initial undeformed mesh of the tension specimen meshed using 800
ABAQUS CPE4R plane-strain elements for (a) Simulation D and (b) Simulation G.
The contours of the initial normalized free volume across the specimen for both the
simulations are also shown.
glasses by comparing the numerical response obtained from Simulation D to that
obtained from Simulation G. Here, Simulations D and G were conducted under
isothermal conditions on a specimen meshed using 800 ABAQUS CPE4R con-
tinuum plane-strain elements. The initially-undeformed nite-element mesh for
Simulations D and G are shown in Figure 5.16a and Figure 5.16b, respectively.
We emphasize again that Simulations D and G were conducted under the same test
conditions except that the respective initial normalized free volume in the metal-
lic glass for Simulations D and G are 0.0298 and 0.0396. The specimen meshes
shown have a height-to-width aspect ratio of 2:1, and also a very slight taper along
the height dimension of the specimen which serves as a geometrical imperfection.
All the elements have the same initial normalized free volume concentration i.e.
either 0.0298 (for Simulation D) or 0.0396 (for Simulation G). The nominal stress-
nominal strain curves from Simulations D and G are plotted together on Figure
5.17. For Simulation D, the peak stress reached is approximately 1750 MPa until
strain-softening sets in and causes a very sharp drop in the stress levels. The peak
stress reached in Simulation G is approximately 950 MPa until strain-softening
takes places. The strain-softening exhibited in Simulation G is more gradual com-
pared to that shown in Simulation D. As mentioned previously, the shape of the
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Figure 5.17: Numerical tensile stress-strain responses obtained from Simulations D
and G. The simulations were conducted at a temperature of 549 K and a strain-rate of
8:3 10 3=s.
stressstrain curves and the dierences in the peak stress levels reached in these
simulations are due to the dierent initial free volume concentrations of the spec-
imen. It is also important to note that the eventual failure of the metallic glass
will occur due to the shear localization process (Lu, J., Ravichandran, G., 2003).
Figure 5.18a and Figure 5.18b show the contours of the plastic strain-rate
keyed to Points A and B on the stress- strain curve obtained from Simulation D,
respectively. We can see from these two gures that the specimen has undergone
inhomogeneous deformations in Simulation D. In particular, there exists a small
region in the specimen (relative to the whole specimen) which has experienced
severe localized plastic deformation i.e. a shear band runs across the specimen.
The shear band starts of at one corner of the specimen and propagates across the
specimen during the strain-softening process in the stress strain response. Figure
5.18b shows the shear band being oriented at an angle of  = 51  to the loading
axis. Since the eventual failure of the specimen will occur along the shear band,
the value of  = 51  concurs well with the typical range of failure/fracture plane


































Figure 5.18: (a) Contour plots of the plastic strain-rate keyed to point A on the
stress-strain curve of Simulation D shown in Figure 5.17. (b) Contour plots of the
plastic strain-rate keyed to point B on the stress-strain curve of Simulation D shown in
Figure 5.17
under tensile deformation (Zhang et al., 2003).
Figure 5.19 shows the contours of the plastic strain rate keyed to Point C on
the stress-strain response obtained from Simulation G. In contrast to Figure 5.18a
and Figure 5.18b, the contours plotted in Figure 5.19 show a more homogeneous
distribution of plastic strain-rate across the specimen. Since Figure 5.19 shows no
regions of intense localized deformations during the deformation process, we can
ascertain that Simulation G has resulted in a more homogeneous deformation of
the specimen.
From the nite-element simulations performed in this section, we can show
that specimens which exhibit shear localization behavior at temperatures below
the glass transition temperature can be made to deform more homogeneously by
rst pre-deforming the specimen at temperatures within the supercooled liquid
region before the testing is conducted at temperatures below the glass transition
temperature. The reason for this is as follows: as shown in Figure 5.16a and Figure
5.16b, the initial normalized free volume concentration for Simulations D and G
are D0 = 0:0298 and 
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Figure 5.19: Contour plots of the plastic strain-rate keyed to point C on the stress-
strain curve of Simulation G shown in Figure 5.17
Simulation G caused by Simulations E and F have raised the ctive temperature
of the metallic glass by creating excess free volume. For the particular case studied
in this section, an excess free volume of G0   D0 = 0:0098 has been created (with
respect to the fully-annealed state at a temperature of 549 K). This excess free
volume is responsible for the metallic glasses increased ability to plastically deform
and ow under the action of stress without experiencing shear localization.
5.8 Conclusion
The three-dimensional, nite-deformation-based constitutive equations for metal-
lic glasses has been shown to predict the experiments of De Hey et al. (1998)
conducted on a Pd-based amorphous alloy to good accord. In particular, the con-
stitutive model and its numerical implementation have successfully reproduced the
experimental tensile stress-strain data obtained from De Hey et al. (1998) under a
variety of strain-rates, temperatures below/near the glass transition temperature
and annealing conditions. Furthermore, the evolution of free volume for the afore-
mentioned tensile experiments and testing conditions determined from the model
of Tuinstra et al. (1995) were also predicted to be in reasonably good accord by
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our constitutive model. Our simulations also show that metallic glass specimens
which exhibit shear localization behavior due to testing at temperatures below the
glass transition temperature under a high enough applied strain-rate can be made
to deform more homogeneously by rst pre-deforming the specimens at tempera-






amorphous alloy - Experimental
analysis
All the experimental data shown the previous chapters, namely for Zr- and
Pd- based BMGs, which were used for verication of our constitutive model are
actually taken from the literature. Therefore, our next aim is to obtain a com-
plete set of our own experimental data in order calibrate the material param-
eters/functions required by the constitutive model and then proceed to predict
other experiments conducted at dierent temperatures and strain rates. Our in-
tensions are also to predict some experiments conducted under multi-axial loading
conditions like 3-point bending, experiments having commercial importance like
a representative metal forming experiment, etc. to further validate our three-
dimensional constitutive model. For this purpose, an La- based bulk amorphous
alloy, namely La61:4Al15:9Ni11:35Cu11:35 has been selected from the recent work of
Tan et al. (2003), and the reason to choose this particular alloy composition is
due to its combined advantages of having a relatively lower glass transition tem-
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perature (Tg = 412 K) compared to most of the other families of metallic glasses,
its wider super cooled liquid region (approximately 70 K) and its high GFA with
a critical thickness of 10.5 mm. In this chapter let us experimentally study the
deformation characteristics of La61:4Al15:9Ni11:35Cu11:35 metallic glass over a wide
range of temperatures within the supercooled liquid region under various stain
rates. The model's prediction of these experimental data shall be attempted in
the next chapter.
The metallic glass specimen required for all the experiments were prepared in-
house. Initially, slab shaped bulk metallic glass specimen (5 mm  30 mm  80
mm) were chill cast using a copper mold from the respective raw materials. The
obtained specimen was then analyzed using X-Ray Diraction to verify its amor-
phous nature and the thermal properties were obtained using DSC experiment.
The slab shaped specimen are nally cut to samples with square cross-section
having dimensions of 4 mm  4 mm  8 mm, to be used for simple compression
experiments. Samples of circular cross-section of dimensions 4 mm in diameter
and 5 mm height, to be used for gear-forming experiments, and samples of dimen-
sions 4 mm  6 mm  45 mm, to be used for 3-point bending experiments, were
also cut from the initially cast slab shaped specimen.1 A detailed procedure on
the preparation of metallic glass specimen and the experimental procedures are
mentioned later in Appendices B and C.
Our next task is to perform simple compression experiments at specimen tem-
peratures of 417 K, 422 K, 427 K and 432 K, which are actually 5 K, 10 K, 15 K
and 20 K above the glass transition temperature of 412 K, respectively. The com-
pression experiments are performed under constant true-strain rates ranging from
1 10 4 /s to 2 10 2 /s for the temperature of 417 K, ranging from 1 10 4 /s
to 3 10 2 /s for the temperature of 422 K, ranging from 1 10 3 /s to 1 10 1
/s for the temperature of 427 K, and ranging from 5  10 3 /s to 1  10 1 /s
1Both these experimental data, namely the 3-point bending and gear forming experiments
shall be shown in the next chapter along with their numerical predictions using the constitutive
model.
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for the temperature of 432 K. All the compression experiments are performed by
following the same experimental procedure mentioned in Appendix B. In brief,
all the experiments are performed in compression, under true-strain control, after
the specimen have been pre-annealed for 10 minutes prior to loading (unless men-
tioned otherwise). The stresses and strains presented in this work are true-stresses
and true-strains, respectively.
6.1 Eect of strain rate on the deformation of
La61:4Al15:9Ni11:35Cu11:35
Shown in Figure 6.1a, Figure 6.1b, Figure 6.2a and Figure 6.2b are the ex-
perimentally obtained true stress - true strain data, for simple compression ex-
periments performed at specimen temperatures of 417 K, 422 K, 427 K, 432 K,
deformed under indicated true-strain rates, respectively. These experiments were
carried out until a total compressive true-strain of 50% is reached. During all
the simple compression experiments, the entire cross-section of the specimen was
deforming homogeneously at a constant ow stress, without any signs of possi-
ble fracture/failure. This characteristic behavior indicates the absence of work
hardening during inelastic deformation of the amorphous material, unlike what
is inherent in conventional crystalline metals/alloys. Moreover, this material on
continued loading, can further undergo plastic strains of up to several hundreds
of percent without failure Masumoto, T. (1994).
The experimental result demonstrates the strong dependence of ow behavior
of La61:4Al15:9Ni11:35Cu11:35 alloy on the applied deformation rate. The experimen-
tal data shown in Figure 6.1a, Figure 6.1b, Figure 6.2a and Figure 6.2b demon-
strates that, for a given temperature, with increasing strain rates, the ow grad-
ually shifts from Newtonian to non-Newtonian behavior within the homogeneous
deformation regime. But, further increasing the strain rate, leads to the transition
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Figure 6.1: (a) Experimental true stress - true strain curves in simple compression at
a temperature of 417 K, deformed under indicated strain rates. (b) Experimental true
stress - true strain curves in simple compression at a temperature of 422 K, deformed
under indicated strain rates.
from homogeneous to inhomogeneous deformation or fracture of metallic glass due
to the formation of shear bands. Also, with increasing strain rates within the ho-
mogeneous deformation regime, the peak stress and the steady-state ow stress
keeps increasing. Further, it should also be noted that with increasing specimen
temperatures, the required strain rate for fracture also increases. Thereby, the
obtained fracture strain rates2 for specimen deformed at temperatures of 417 K,
422 K, 427 K and 432 K are 2  10 2 /s, 3  10 2 /s, 1  10 1 /s and 1  10 1
/s respectively. All these above experimental results conrms with the universal
deformation behavior of other types of metallic glass including the deformation
2Fracture strain rate is the required minimum strain rate to cause fracture of the specimen
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Figure 6.2: (a) Experimental true stress - true strain curves in simple compression at
a temperature of 427 K, deformed under indicated strain rates. (b) Experimental true
stress - true strain curves in simple compression at a temperature of 432 K, deformed
under indicated strain rates.
of Zr- based metallic glass studied by Lu, J., Ravichandran, G. (2003) shown in
Chapter 3, and the deformation of Pd- based metallic glass studied by de Hey et
al. (1998) shown in Chapter 5.
6.2 Eect of temperature on the deformation of
La61:4Al15:9Ni11:35Cu11:35
Figure 6.3, Figure 6.4a and Figure 6.4b shows the true stress- true strain curves
for La61:4Al15:9Ni11:35Cu11:35 deformed at strain rates of 110 3 /s, 510 3 /s and
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Figure 6.3: Experimental true stress - true strain curves in simple compression de-
formed under a strain rate of 110 3 /s at various temperatures within the supercooled
liquid region.
1  10 2 /s, but at dierent specimen temperatures ranging between 417 K and
432 K. It is seen from these results that both the peak stress and the steady-state
ow stress values are being aected by the change in temperature. The extent
of temperatures sensitivity of this La- based metallic glass can be demonstrated
considering a given strain rate of 110 2 /s where the peak stress value increases
from 150 MPa to 490 MPa and the steady state ow stress increases from 110 MPa
to 240 MPa, caused due to an increase of just 20 K in the specimen temperature.
This temperature sensitivity of our La61:4Al15:9Ni11:35Cu11:35 alloy, or for that case
of any amorphous alloy is much larger compared to the temperature sensitivity of
conventional crystalline metallic alloys, as we observe an increase of over 200% of
the stress states with an increase of only 20 K in temperature.
6.3 Peak stress, steady-state stress and over-shoot
stress
Peak stress which is the parameter that characterizes the strength of a metallic
glass, steady-state ow stress which determines the ow behavior of the metallic
glass and the over-shoot stress indicating the extent of strain softening that has oc-
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Figure 6.4: (a) Experimental true stress - true strain curves in simple compression de-
formed under a strain rate of 510 3 /s at various temperatures within the supercooled
liquid region. (b) Experimental true stress - true strain curves in simple compression de-
formed under a strain rate of 110 2 /s at various temperatures within the supercooled
liquid region.
curred within the material are plotted as a function of temperature and strain-rate
in Figure 6.5a, Figure 6.5b, Figure 6.6a, Figure 6.6b, Figure 6.7a and Figure 6.7b,
respectively. All these results further demonstrates the inuence of temperature
and strain rate on the deformation behavior of La61:4Al15:9Ni11:35Cu11:35 metallic
glass alloy.
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Figure 6.5: Experimentally obtained values for peak stress, which have been plotted as
a function of (a) temperature and (b) applied strain-rate, for La61:4Al15:9Ni11:35Cu11:35
specimen deformed in simple compression over a range of strain rates and temperatures
within the super cooled liquid region.
6.4 Dependence of viscosity on strain rate and
temperature
In this section, we shall study the variation of viscosity with applied strain
rate and temperature for the La61:4Al15:9Ni11:35Cu11:35 metallic glass alloy. The
viscosity can be deduced from the experimental data as the ratio between the
steady-state ow stress and the corresponding applied strain rate. Shown in Fig-
ure 6.8a and Figure 6.8b are the corresponding values of viscosities with respect
to temperature and applied strain rate respectively. All the viscosity values are
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Figure 6.6: Experimentally obtained values for steady-state ow stress, which
have been plotted as a function of (a) temperature and (b) applied strain-rate, for
La61:4Al15:9Ni11:35Cu11:35 specimen deformed in simple compression over a range of
strain rates and temperatures within the super cooled liquid region.
calculated by using the corresponding steady-state ow stress values at 50% total
strain of the experiments. It can be seen from Figure 6.8b that, for a particular
temperature as the strain rate decreases, the viscosity approaches a constant value
(within the experimental error), which indicates that the deformation of the ma-
terial approaches the Newtonian behavior. Whereas, with increasing deformation
rates, the viscosity rapidly decreases indicating that the ow behavior shifts from
Newtonian to non-Newtonian characteristic.
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Figure 6.7: Experimentally obtained values for over-shoot stress, which have
been plotted as a function of (a) temperature and (b) applied strain-rate, for
La61:4Al15:9Ni11:35Cu11:35 specimen deformed in simple compression over a range of
strain rates and temperatures within the super cooled liquid region.
6.5 Eect of annealing time on the deformation
of La61:4Al15:9Ni11:35Cu11:35
The deformation behavior of metallic glass specimen, especially the initial peak
stress, is known to be a strong function of the history or pre-annealing time of
the metallic glass (de Hey et al., 1998). Hence, to study the behavior of the
La61:4Al15:9Ni11:35Cu11:35 metallic glass alloy with varying pre-annealing times, we
have performed experiments under the same specimen temperature and strain rate
of 417 K and 5 10 3 /s, but on specimen which were annealed for dierent time
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Figure 6.8: Experimentally obtained values for viscosity, which have been plotted as
a function of (a) temperature and (b) applied strain-rate, for La61:4Al15:9Ni11:35Cu11:35
specimen deformed in simple compression over a range of strain rates and temperatures
within the super cooled liquid region.
durations ranging from 1 minute to 180 minutes at the temperature of 417 K
prior to the compressive loading. The obtained true stress - true strain results
for these experiments are shown in Figure 6.9a and Figure 6.9b. It must be
noted that for this La- based metallic glass, the deformation behavior is quite
dierent from most of the other metallic glasses, in a manner that, both the
peak stress and the steady-state ow stress values are aected by the varying pre-
annealing time. From Figure 6.9a, it is seen that with increasing pre-annealing
time from 1 minute to 60 minutes, the peak-stress and the steady-state stress
values continuously decreases. This characteristic behavior can be attributed to
the increase of free volume within the specimen with increasing annealing duration.
135




































































Figure 6.9: (a) Experimental true stress - true strain curves in simple compression for
specimen pre-annealed for 1 min, 5 min, 10 min, 30 min and 60 min, respectively, and
deformed under a strain rate of 510 2 /s and temperature of 417 K. (b) Experimental
true stress - true strain curves in simple compression for specimen pre-annealed for 60
min, 90 min, 120 min, 150 min and 180 min, respectively, and deformed under a strain
rate of 5 10 2 /s and temperature of 417 K.
The free volume concentration within the specimen, assisted by the increased
temperature, increases from its initial quenched in free volume concentration to
the thermal equilibrium free volume concentration for the temperature of 417 K.
On the contrary to Figure 6.9a, from Figure 6.9b it is observed that, with
further increase of pre-annealing time above 60 minutes, the peak-stress and the
steady-state stress levels now starts to increase, showing a reverse trend comparing
the annealing results of 1 minute to 60 minutes. This phenomena, referring to the
work of Nagendra et al. (2002) can be attributed to the formation of nano-crystals
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Figure 6.10: (a) The X-ray diraction patterns of the La61:4Al15:9Ni11:35Cu11:35 amor-
phous alloy, after annealed for indicated time durations and deformed to 50% strain at
5 10 2 /s and 417 K. (b) The DSC curves of the La61:4Al15:9Ni11:35Cu11:35 amorphous
alloy, after annealed for indicated time durations and deformed to 50% strain at 510 2
/s and 417 K.
due to annealing at temperatures above the glass transition temperature, typically
for long time durations (for our case which being more than 60 minutes). A similar
material response as shown in Figure 6.9b was also observed by Wang et al. (2002)
on a partially crystallized Zr-based bulk metallic glass.
The XRD pattern of the specimen which have been deformed after annealing
for various time periods are shown in Figure 6.10a. It is seen that, the XRD exper-
iments does not identify any signicant peaks to indicate the presence of crystals
within the specimen, this probably is due to limitations of the XRD in detecting
nano-crystalline particles. A further analysis of the deformed specimen using DSC
137
test is performed to verify the structural change of the specimen annealed for var-
ious time intervals. Shown in Figure 6.10b are the corresponding DSC traces for
the specimen annealed through indicated time periods prior to deformation. This
Figure clearly indicates the dierences in the physical structure of the specimen
annealed through dierent time periods. It is identied that the heat of crystal-
lization (Tx) decreases with increasing annealing time, indicating the occurrence
of increased percentage of crystals due to increased annealing times. Comparing
these DSC results with stress-strain data shown in Figure 6.9a and Figure 6.9b,
we can conclude that for specimen annealed for up to 60 minutes, the small per-
centage of nano-crystalline particles, which appears to be present from the DSC
data, does not inuence the ow behavior of the La- based metallic glass alloy.
Hence as seen from Figure 6.9a, the increase of free volume concentration due to
increased annealing time remains the dominant factor in controlling the material's
ow behavior, decreasing the overall stress states with increasing annealing times.
But, once the annealing time exceeds a certain time duration (above 60 minutes
for our La- based alloy), the free volume concentration which had already reached
its thermal equilibrium value by now, does not inuence the ow behavior any
further. The increased crystalline region within the specimen now becomes dom-
inant feature, thereby aecting the ow behavior of the La- based metallic glass
alloy, as shown in Figure 6.9b.
Finally, shown in Figure 6.11a are the corresponding results indicating the
variation of peak stress, steady state ow stress and over shoot stress for the
specimen pre-annealed for various time durations and deformed at the strain rate
of 5 10 2 /s and temperature of 417 K. And Figure 6.11 shows the variation of
viscosity for the same experiments performed after dierent pre-annealing periods.
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Figure 6.11: (a) Experimentally obtained values for peak stress, steady-state
stress and over-shoot stress, plotted as a function of pre-annealing time for
La61:4Al15:9Ni11:35Cu11:35 specimen deformed at 5  10 2 /s and 417 K. (b)(a) Ex-
perimentally obtained values viscosity, plotted as a function of pre-annealing time for
La61:4Al15:9Ni11:35Cu11:35 specimen deformed at 5 10 2 /s and 417 K.
6.6 Conclusion
The recently developed La61:4Al15:9Ni11:35Cu11:35 bulk metallic glass has been
selected to study its high temperature deformation characteristics. Metallic glass
specimen samples have been cast in-house and a complete set of careful simple
compression experiments over a range of strain rates and temperatures within
the super cooled liquid region have been performed. The inuence of applied
strain rate and temperature on the ow behavior of this La- based metallic glass
is discussed. Further, studies on the eect of pre-annealing time at temperature
above the glass transition on the deformation behavior of this La- based metallic
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glass is also conducted. It is observed that the ow is inuenced by the increase of
free volume concentration for the annealing duration of up to 60 minutes, thereby
decreasing the overall stress states. But, the formation of nano-crystals seems
to be the dominant factor controlling the ow behavior by increasing the stress





amorphous alloy - Numerical
analysis
In this chapter, our focus is on reproducing the simple compression experi-
mental data obtained in the previous chapter using numerical simulations based
on the developed constitutive model. Initially, we shall determine the constitu-
tive parameters/functions required by the constitutive model. The model along
with the determined material parameters shall later be employed to predict the
experimentally obtained true stress-true strain data for a range strain rates at dif-
ferent specimen temperatures within the supercooled liquid region. Further, the
importance of using a coupled temperature-displacement model over an isother-
mal model in studying the deformation behavior shall also be demonstrated. We
shall also perform a metal forming process of a gear shaped micro-component
using the La-based amorphous alloy within the supercooled liquid region. The
corresponding nite element simulations for these hot forging process will also
be performed for comparing with the experimentally obtained forming data. By
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this means, the constitutive model's applicably shall be validated for multi-axial
loading conditions.
7.1 Determination of constitutive parameters for
La61:4Al15:9Ni11:35Cu11:35 amorphous alloy
The set of material parameters/functions required by the constitutive model
for La61:4Al15:9Ni11:35Cu11:35 alloy are obtained through various means including,
by performing specic experiments, from literature and by tting the model to
the simple compression experimental data of specimen deformed at a temperature
of 417 K and various strain rates.
The density of the alloy is obtained by Archimede's principle experiment and
is determined to be 6114 kg/m3, this number is in accordance with the density
values for other La- based metallic glasses Zhang et al. (2007). The value for
Young's modulus is obtained by tting it to the average initial elastic slope of the
stress strain experimental data at 417 K, it is determined to be 25 GPa. Although
it is a well known fact that the Young's modulus is a function of temperature and
strain rate, we shall assume it to be a constant one for the simplicity reasons.
This value for the elastic constant, apparently is lower than the room temperature
modulus of 35 GPa for the La- based metallic glasses, as identied by Zhang et al.
(2007). The approximate value for Poisson's ratio for La- based metallic glasses
is obtained form the work of Jiang et al. (2007) as 0.356. Having determined the
Young's modulus and Poisson's ratio, the values for shear modulus () and bulk
modulus () is a mere substitution of formulas, their values are calculated as  =
9.22 GPa and  = 28.93 GPa, respectively. Kato et al. (2008) have identied that
the glassy coecient of thermal expansion (g) for La55Al25Ni20 metallic glass to
be 15.310 6 /K, hence we shall assume this value of g as an approximate value
for our La61:4Al15:9Ni11:35Cu11:35 alloy.
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The approximate value for thermal conductivity coecient (kth) is obtained
from the work of Zhang et al. (2007) to be 5 W/mK and the value for specic heat
capacity (c) is obtained from Jiang et al. (2007) as 2.63 MJ/m3. Suppressing the
temperature dependence, we shall assume the value for specic heat capacity to
remain as a constant throughout our experimental range of temperatures between
417 K to 432 K.
We shall use the value of 1.11024 /s for frequency of atomic vibration, ob-
tained directly from the work of Ekambaram et al. (2007). The approximate value
of atomic volume for La61:4Al15:9Ni11:35Cu11:35 m
3 amorphous alloy can be calcu-
lated as 2:52x10 29, correspondingly guided by the work of Heggen et al. (2004),
assuming the ratio of 10 between Activation volume and atomic volume, the ac-
tivation volume can be calculated to be 2:52x10 28 m3. The values of activation
volume (
), activation energy (Z), geometric overlap factor (') and the constant
of proportionality (k) shall be determined by conducting experiments at dier-
ent temperatures under very low strain rates and very low stress levels. Under
these conditions, the ow approaches Newtonian limit and hence the relation for


















This relation is obtained ignoring the pressure sensitivity term, since the term
2kb   p
 and also assuming the steady state free volume concentration to
be same as the thermal equilibrium free volume concentration, i.e.,  = T, since
the creation of free volume is negligible at low stress levels. Now, the unknowns
remaining in this Eq.(7.1) are 
, Z, ' and T =  + k(   ). Solving Eq.(7.1)
using the experimentally obtained Newtonian viscosity values of 4:2  1010 Pa s,
2:3 1010 Pa s, 1:6 1010 Pa s and 5:2 109 Pa s for specimen deformed at tem-
peratures of 417 K, 422 K, 427 K and 432 K respectively , we obtain the initial t
values for 
, Z, k and  as 2:5210 28 m3, 3:1410 19 J, 7:6410 6 and -361 K.
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Amongst these unknowns, we know that k should be in the order of 10
 6, since it
basically is the dierence between the liquid coecient of thermal expansion (l)
and the glass coecient of thermal expansion (g) Masuhr et al. (1999). Hence,
we initially xed the value for the geometric factor, ' to be 0.05 in order to obtain
the desired range for k. These initially obtained estimate values require subse-
quent ne tuning to predict the whole range of data of experiments performed
at 417 K. All the remaining material parameters fs1; s2; s3; f ; ; g are tted
to the experimental stress-strain data of specimens deformed under various strain
rates at the specimen temperature of 417 K. For all our numerical simulations, as
a rst-cut assumption, we assume that the eect of free volume diusion can be
neglected compared to the generation of free volume due to plastic deformation,
hydrostatic pressure and structural relaxation, therefore we set s1 = 0 MJ/m for
Eq.(2.45).
Table 7.1 shows the nal values for all the material parameters required by
the constitutive model. These values for material parameters are obtained by ne
tuning (if required) the numbers previously obtained in this Section.
Table 7.1: List of material parameters for La61:4Al15:9Ni11:35Cu11:35 bulk metallic glass.
 = 9.22 GPa  = 28.93 Gpa g = 15 10 6 /K
f0 = 1:1 1024 /s Z = 0:385 10 19 J 
 = 2:52 10 28 m3
' = 0.325  = 0.15 f = 0.07
 = 5:4735 10 3  = 400 K k = 1:5426 10 5/K
s2 = 3500 GJ/m
3 s3 = 320 GJ/m
3 kth = 5 W/mK
 = 115.5 MPa k = 4:5 10 4 /Pa c = 2.63 MJ/m3K
Finally, based on the ndings of Heggen et al. (2004) that the free volume cre-
ation parameter () is an increasing function of stress, we conveniently assume an
exponential form for dependance of  on the stress in order to t the experimental
stress-strain data. For simplicity, we shall ignore the temperature dependence of
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free volume creation parameter, .





Here, k and 
 (with units of stress inverse) are the constants to be tted to
match the strain softening region of the experimental stress-strain data.
7.2 Numerical analysis on deformation behavior
of La61:4Al15:9Ni11:35Cu11:35
Having obtained the values for our constitutive functions / parameters, let us
now proceed to predict the experimental data of La61:4Al15:9Ni11:35Cu11:35 obtained
in the previous chapter.
7.2.1 Isothermal t & prediction of simple compression
experiments
Shown along with the experimental data in Figure 7.1a are the numerical ts
that we have performed using the constitutive model to determine the required
material parameters given in Table 7.1. These simulations are conducted under
isothermal setting, using a single ABAQUS C3D8R continuum brick element, as-
suming homogeneous deformations. All the simulations in this work are conducted
assuming that the specimen is initially at the thermal equilibrium condition for the
given temperature. Therefore, the thermal equilibrium free volume concentration,
obtained using the linear in temperature VFT relation Eq.(2.40) is assigned as the
initial value of free volume concentration for all the simulations, i.e. t=0 = T. The
numerical curve-ts shown in the Figure 7.1a for simple compression conducted
at the specimen temperature of 417 K and strain rates ranging from 1  10 4
/s to 1  10 2 /s, using constitutive model and the material parameters listed
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0.02/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.0005/s  : Experiment
0.02/s      : Fit (isothermal)
0.005/s    : Fit (isothermal)
0.001/s    : Fit (isothermal)






















0.01/s      : Experiment
0.005/s    : Experiment
0.002/s    : Experiment
0.001/s    : Experiment
0.0005/s  : Experiment
0.0001/s  : Experiment
0.01/s      : Fit (isothermal)
0.005/s    : Fit (isothermal)
0.002/s    : Fit (isothermal)
0.001/s    : Fit (isothermal)
0.0005/s  : Fit (isothermal)
0.0001/s  : Fit (isothermal)
Figure 7.1: (a) Experimental stress-strain curves in simple compression at a temper-
ature of 417 K under a variety of strain rates. The data from these experiments were
used to determine the material parameters in the constitutive model. The isothermal
ts from the nite-element simulations are also shown. (b) Experimental stress-strain
curves in simple compression at a temperature of 422 K under a variety of strain rates.
The isothermal predictions from the nite-element simulations are also shown.
in Table 7.1, clearly captures the experimental trends of increasing peak stress,
increasing steady-state stress, increasing overshoot stress and the increased extent
of softening with increasing applied strain rate, to good accord.
Having obtained the material parameters for the constitutive model by tting
them to experiments at 417 K, our next task is to predict the simple compres-
sion data of experiments performed at specimen temperatures of 422 K, 427 K
and 432 K. Shown along with the experimental data in Figure 7.1b, Figure 7.2a
and Figure 7.2b are the corresponding isothermal prediction results. It is seen
from these results that, the model could reproduce the experimental data over
a range of temperatures and strain rates, to good accord. In particular, for a
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0.05/s      : Experiment
0.01/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.05/s      : Fit (isothermal)
0.01/s      : Fit (isothermal)
0.005/s    : Fit (isothermal)
0.001/s    : Fit (isothermal)

















0.07/s     : Experiment
0.01/s     : Experiment
0.005/s   : Experiment
0.001/s   : Experiment
0.07/s     : Fit (isothermal)
0.01/s     : Fit (isothermal)
0.005/s   : Fit (isothermal)





Figure 7.2: (a) Experimental stress-strain curves in simple compression at a temper-
ature of 427 K under a variety of strain rates. The isothermal predictions from the
nite-element simulations are also shown. (b) Experimental stress-strain curves in sim-
ple compression at a temperature of 432 K under a variety of strain rates. The isothermal
predictions from the nite-element simulations are also shown.
given strain rate, the eect of temperature on the deformation behavior of this
La61:4Al15:9Ni11:35Cu11:35 alloy has been precisely captured. For example, compar-
ing the experimental data for specimen deformed at a xed strain rate of 5 10 3
/s but dierent temperatures from Figure 7.1a, Figure 7.1b, Figure 7.2a and Fig-
ure 7.2b, it is seen that both the peak stress and the steady-state stress levels are
decreasing with increasing temperatures. The drop in peak stress by about 250
MPa and the drop in steady-state stress by about 100 MPa due to an increase of
temperature by just 20 K demonstrates the fact that this La61:4Al15:9Ni11:35Cu11:35
alloy is highly sensitive to changes in temperature, this behavior is similar to what
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shown by other metallic glasses including Zr- and Pd- based alloys (Nieh et al.,
1999; Chu et al., 2002). This characteristic behavior of the metallic glass alloys,
which shows the extent of the material's temperature sensitivity, is being accu-
rately reproduced by the constitutive model and the material parameters given in
Table 7.1.






























0.01/s      : Simulation
0.005/s    : Simulation
0.002/s    : Simulation
0.001/s    : Simulation
0.0005/s  : Simulation
0.0001/s  : Simulation





































0.02/s      : Simulation
0.005/s    : Simulation
0.001/s    : Simulation





Figure 7.3: (a)The predictions of variation of free volume concentration for the speci-
men temperature of 417 K at indicated strain rates, obtained from the isothermal sim-
ulations. (b) The predictions of variation of free volume concentration for the specimen
temperature of 422 K at indicated strain rates, obtained from the isothermal simulations.
Shown in Figure 7.3a, Figure 7.3b, Figure 7.4a, Figure 7.4b, are the variations
of free volume concentration during the simple compression deformation up to
50% strain of simulations conducted at specimen temperatures of 417 K, 422
K, 427 K and 432 K, at the indicated strain rates, respectively. These results
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0.05/s      : Simulation
0.01/s      : Simulation
0.005/s    : Simulation
0.001/s    : Simulation


































0.07/s      : Simulation
0.01/s      : Simulation
0.005/s    : Simulation





Figure 7.4: (a)The predictions of variation of free volume concentration for the speci-
men temperature of 427 K at indicated strain rates, obtained from the isothermal sim-
ulations. (b) The predictions of variation of free volume concentration for the specimen
temperature of 432 K at indicated strain rates, obtained from the isothermal simulations.
correspond to the stress-strain data shown in Figure 7.1a, Figure 7.1b, Figure 7.2a
and Figure 7.2b. It is seen from these results that the free volume concentration,
from the initial thermal equilibrium value T for a given temperature, increases
with deformation and attains a steady state value depending on the applied strain
rate. Both, the rate of increase of free volume concentration (c) and the extent of
increase of the free volume concentration from its initial value (=0:5 T) depends
on the applied strain rate. In other words, with higher applied deformation rate,
higher and faster is the free volume increase within the specimen.
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7.2.2 Coupled temperature-displacement analysis
As identied in previous Section, the ow behavior of metallic glasses being
extremely sensitive the temperature changes, the isothermal model fails to capture
the temperature increase of the specimen due to plastic dissipation mechanism.
Even though most of the experimental data and trends are being captured by the
model, it must be noted that the isothermal simulation results tend to over predict
the experimental data of specimen deformed at higher strain rates. Moreover, the
extent of over prediction increases with increasing specimen temperatures and
increasing strain rate as seen from Figure 7.2a and Figure 7.2b. Guided by the
work of Thamburaja, P., Ekambaram, R. (2007), we perform coupled temperature-
displacement simulations to determine the increase of temperature (if any) during
the compressive deformation at high temperatures, and hence study the eect




Figure 7.5: Initial undeformed mesh of the compression test specimen having dimen-
sions of 4 mm  4 mm  8 mm, using 686 ABAQUS C3D8RT continuum brick elements.
Also shown are the applied boundary conditions xing the bottom surface and direction
of application of load.
All the coupled temperature displacement simulations in this work are con-
ducted using the actual experimental specimen dimensions of 4 mm  4 mm 
8 mm. This specimen is meshed using 686 ABAQUS C3D8RT continuum brick
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elements, having both temperature and displacement degrees of freedom. The ini-
tial undeformed mesh depicting the displacement boundary condition xing the
bottom surface of the specimen and the loading direction is shown in Figure 7.5.
The temperature for all the elements are initially set at their respective initial
experimental specimen temperatures prior to the loading. The temperature of top
and bottom surfaces along the axial direction of the specimen are xed at the
initial specimen temperature throughout the analysis, this is done assuming that
the compression platen in contact with the specimen would act as an innite heat
sink. The temperature on the remaining four surfaces are allowed to evolve during
the deformation. The velocity prole is imposed on the top surface along the axial
direction in order to achieve the desired strain rate.
Using the initial undeformed mesh shown in Figure 7.5 and the material pa-
rameters listed in Table 7.1, we have performed coupled temperature displacement
simulations for specimen temperatures of 417 K, 422 K, 427 K and 432 K using
strain rates between 1 10 4 /s to 7 10 2 /s, in order to compare with the cor-
responding isothermal analysis results and the experimental data. The resulting
true stress - true strain curves obtained using coupled temperature-displacement
simulations for the indicated specimen temperatures and strain rates are shown in
Figure 7.6a, Figure 7.6b, Figure 7.7a and Figure 7.7b along with the corresponding
experimental data.
Comparing these coupled temperature displacement results of Figure 7.6a, Fig-
ure 7.6b, Figure 7.7a and Figure 7.7b with the previously obtained isothermal re-
sults of Figure 7.1a, Figure 7.1b, Figure 7.2a and Figure 7.2b, it is seen that, there
is not much of dierence between the two setup for simulations performed under
true-strain rates between 1 10 4 /s and 5 10 3 /s for specimen temperature of
417 K, between 510 4 /s and 510 3 /s for specimen temperature of 422 K, be-
tween 110 3 /s and 110 2 /s for specimen temperature of 427 K and between
1 10 3 /s and 1 10 2 /s for specimen temperature of 432 K, respectively. But,
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0.01/s      : Experiment
0.005/s    : Experiment
0.002/s    : Experiment
0.001/s    : Experiment
0.0005/s  : Experiment
0.0001/s  : Experiment
0.01/s      : Fit (coupled temp−disp)
0.005/s    : Fit (coupled temp−disp)
0.002/s    : Fit (coupled temp−disp)
0.001/s    : Fit (coupled temp−disp)
0.0005/s  : Fit (coupled temp−disp)
0.0001/s  : Fit (coupled temp−disp)

















0.02/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.0005/s  : Experiment
0.02/s      : Fit (coupled temp−disp)
0.005/s    : Fit (coupled temp−disp)
0.001/s    : Fit (coupled temp−disp)





Figure 7.6: (a)Experimental stress-strain curves in simple compression at a temper-
ature of 417 K under a variety of strain rates. The coupled temperature-displacement
predictions from the nite-element simulations are also shown. (b)Experimental stress-
strain curves in simple compression at a temperature of 422 K under a variety of strain
rates. The coupled temperature-displacement predictions from the nite-element simu-
lations are also shown.
comparing the isothermal results and coupled temperature displacement results of
simulations performed using deformation rates of 1 10 2 /s at 417 K, 2 10 2
/s at 422 K, 5 10 2 /s at 427 K and 7 10 2 /s at 432 K, the coupled temper-
ature displacement model predict the steady state ow stresses more accurately
than the isothermal model. These discrepancies are attributed to the increase of
temperature within the specimen during the plastic deformation, which cannot be
captured using an isothermal model. The energy dissipation, calculated according
to Eq.(2.57) causes the temperature within the specimen to increase.
The increase of temperature is highly dependent on the stress and deformation
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0.05/s      : Experiment
0.01/s      : Experiment
0.005/s    : Experiment
0.001/s    : Experiment
0.05/s      : Fit (coupled temp−disp)
0.01/s      : Fit (coupled temp−disp)
0.005/s    : Fit (coupled temp−disp)
0.001/s    : Fit (coupled temp−disp)

















0.07/s     : Experiment
0.01/s     : Experiment
0.005/s   : Experiment
0.001/s   : Experiment
0.07/s     : Fit (coupled temp−disp)
0.01/s     : Fit (coupled temp−disp)
0.005/s   : Fit (coupled temp−disp)





Figure 7.7: (a)Experimental stress-strain curves in simple compression at a temper-
ature of 427 K under a variety of strain rates. The coupled temperature-displacement
predictions from the nite-element simulations are also shown. (b)Experimental stress-
strain curves in simple compression at a temperature of 432 K under a variety of strain
rates. The coupled temperature-displacement predictions from the nite-element simu-
lations are also shown.
rate, as seen from the mechanical dissipation Eq.(2.57). This increase of temper-
ature in turn increases the free volume concentration locally within the specimen
(according to the VFT relation, Eq.(2.40)), thereby resulting in strain-softening of
the material and lowering the steady state stress value. Figure 7.8a, Figure 7.8b,
Figure 7.8c and Figure 7.8d represents the contours of temperature at 50% strain
for specimen deformed at strain rates of 110 2 /s at 417 K, 210 2 /s at 422 K,
510 2 /s at 427 K and 710 2 /s at 432 K, respectively. The maximum increase
of temperature within these specimen from their corresponding initial values of
417 K, 422 K, 427 K, and 432 K are 1.5 K, 3.0 K, 7.9 K and 9.6 K, respectively.
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Figure 7.8: Contours of the nodal temperature at 50% compressive strain for the nite-
element simulations conducted at (a) temperature of 417 K and strain-rate of 1 10 2
/s, (b) temperature of 422 K and strain-rate of 2  10 2 /s, (c) temperature of 427 K
and strain-rate of 5 10 2 /s and (d) temperature of 432 K and strain-rate of 7 10 2
/s
as signicant are for the simulation at strain rate of 1 10 2 /s at 427 K having
an increase of 2.0 K and for the simulation at strain rate of 5  10 2 /s at 432
K having an increase of 3.5 K. There was negligible increase in temperature of
specimen (having magnitude lesser than 1 K from their initial temperature) for all
the remaining simulations conducted at strain rates lower than 1 10 2 /s at 417
K, 2 10 2 /s at 422 K, 5 10 2 /s at 427 K and 7 10 2 /s at 432 K. These re-
sults clearly validates the coupled temperature-displacement model for accurately
predicting the ow stress and demonstrates the inability of the isothermal model
in capturing the thermal softening, for experiments conducted over a broad range
strain rates and temperatures within the super cooled liquid region.
Finally, shown in Figure 7.9 are the experimentally and numerically obtained
steady-state viscosity data for La61:4Al15:9Ni11:35Cu11:35 alloy over a range of in-





























Experimental − 417 K 
Experimental − 422 K 
Experimental − 427 K 
Experimental − 432 K 
Simualtion − 417 K  
Simualtion − 422 K 
Simualtion − 427 K 
Simualtion − 432 K 
Figure 7.9: Experimentally obtained viscosity data for La61:4Al15:9Ni11:35Cu11:35 alloy
over a range of strain rates and temperatures within the supercooled liquid region.
Shown along with experimental data are the prediction using the coupled temperature-
displacement simulations.
numerical simulation data are obtained from coupled temperature displacement
analysis. Viscosity being a strong function of applied strain rate and temperature,
decreases with increasing deformation rate for a particular temperature and also
decreases with increasing temperature for a particular strain rate. From Figure
7.9, comparing the experimental data with numerical results it is noted that the
experimental trends are being accurately captured by the constitutive model over
the entire range of experimental deformation rates and temperature conditions,
thereby validating the constitutive model and its corresponding material parame-
ters for the La61:4Al15:9Ni11:35Cu11:35 alloy.
7.2.3 Three point bending experiment and numerical pre-
diction
Our aim in this section is to perform a multi-axial loading type of experiment on
the La61:4Al15:9Ni11:35Cu11:35 amorphous alloy and correspondingly reproduce the
obtained experimental data using numerical simulations based on our constitutive
model in order to further validate the model under conditions other than simple
uniaxial type compressive loading. A typical three point bending experiment
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where the material being tested is subjected to tensile, compressive and shear
type of loading shall be performed and the corresponding experimental used to
test our developed constitutive model.


















417 K   0.05 mm/s : Experiment
422 K   0.05 mm/s : Experiment
427 K   0.05 mm/s : Experiment
417 K   0.05 mm/s : Simulation
422 K   0.05 mm/s : Simulation
427 K   0.05 mm/s : Simulation
Figure 7.10: The experimentally obtained force-displacement data for the three-point
bending experiment on the La61:4Al15:9Ni11:35Cu11:35 amorphous alloy for the indicated
specimen temperatures at a loading rate of 0.05 mm/s. Also shown are the numerically
obtained force-displacement curves using our constitutive model and its corresponding
material parameters.
Metallic glass specimens having dimensions of 4 mm  6 mm  45 mm are used
in this work to study the deformation characteristics of the La61:4Al15:9Ni11:35Cu11:35
alloy under three point bending experiment. The three point bending xture used
in this study has two adjustable lower anvils having 5 mm diameter rolls on each
and a 4 mm diameter roll on its upper anvil. The two lower anvils can be rigidly
xed at any span ranging a distance between 8 mm to 60 mm to carry out the ex-
periments. For all our three-point bending experiments, we have used a constant
span distance of 35 mm between the tips of the lower anvil rolls. The upper and
lower anvil xtures are initially secured to the 8874 type Instron testing machine
by using the machine's mechanical tensile grips having a load and temperature
rating of up to 5 KN and 250 C, respectively. The three rollers acting as the
three loading points are carefully aligned parallel to one another by making use
of a specially designed jig specically for this purpose. The specimen to be tested
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is placed on the two bottom anvils by accurately aligning it to be perpendicular
with respect to the axis of the rollers and symmetric on both sides with respect
to the loading axis. The specimen is placed in a way such that the side having
6 mm in dimension acts as the height and the 4 mm side rest at on the two
rollers, i.e., having an cross-sectional aspect ratio of 1.5:1.0 (height : thickness).
The initial three point bending experimental setup is shown in Figure Ref. The
same experimental procedure described in Appendix B is followed, wherein the
specimen is heated to the required nal temperature using a heating rate of 20
C/min and annealed at this nal temperature for 10 minutes prior to loading.
We have conducted three-point bending experiments at three dierent tem-
peratures within the supercooled liquid region of 417 K, 422 K and 427 K, all
using an identical loading velocity of 0.05 mm/s. Shown in Figure 7.10 as symbols
are the obtained force-displacement data for the three aforementioned three-point
bending experiments at three dierent temperatures. Although the specimen are
deformed using the same loading rate, still there is a signicant dierences in the
material response due to the dierence in the test temperature. These results
exhibit decreasing load carrying capacity with increasing temperature, once again
demonstrate the extent of the material temperature sensitivity for just a dierence
of 10 C in their testing temperature.
Our subsequent task is to reproduce these results numerically using the devel-
oped constitutive model and nite element simulations. We shall be performing
an isothermal simulation rather than coupled-temperature displacement analy-
sis, assuming there will not be any signicant increase of temperature, causing
substantial dierence between the experimental and numerical results.1 Also con-
sidering the symmetric nature of our problem at hand, we shall model just one
quarter of the specimen along with suitable boundary conditions. Therefore, the
1Our assumption is later validated after conducting the respective 3-point bending simulations
by checking the equivalent plastic strain rate around the regions of maximum deformation. It
is found that the equivalent plastic strain rate was lower compared to the actual strain rate
required to cause signicant change in ow behavior of metallic glass due to the increase of




Figure 7.11: The initial nite element mesh for the 3-point bending simulation mod-
elled using 1/4th of the actual experimental dimensions. The mesh comprises of 6900
C3D8R ABAQUS/Explicit continuum brick elements.
original three-point bending specimen having dimensions of 4 mm  6 mm  45
mm, shall be modelled in nite element by sectioning half way along the length
and thickness of the specimen but having the same height as, 2 mm  6 mm  22.5
mm. Shown in Figure 7.11 is the initial nite element mesh for the three-point
bending simulation, where 1/4th of the specimen is meshed using 6900 C3D8R
(ABAQUS/Explicit) continuum brick elements. The roller surfaces are modelled
as analytically rigid surfaces, having an included angle of approximately 180. The
upper roller has a diameter of 4 mm and the lower roller has a diameter of 5 mm.
A constant velocity prole of 0.05 mm/s is applied to the upper roller, in order to
simulate the three-point bending experiment.
Shown in Figure 7.10 along with the experimental data are the numerically ob-
tained force-displacement curves for simulations conducted at three dierent tem-
peratures of 417 K, 422 K and 427 K, respectively. It is clearly seen that our con-
stitutive model with the material parameters shown in Table 7.1 could reproduce
the experimental trend to good accuracy for all the three dierent temperatures
within the supercooled liquid region. This numerical prediction of experimental








































Figure 7.12: Contours showing the distribution of total plastic strain for half the
specimen, deformed under a 3-point bending setup at a central anvil velocity of 0.05
mm/s and indicated temperatures.
ditions is a perfect example for the validity of our developed constitutive model's
applicability for various types of complex deformation processes. Shown in Figure
7.12 are the contours of plastic strain for half the specimen subjected to 3-point
bending. These contours are taken after the specimen are subjected to a total
central anvil displacement of 10 mm, at specimen temperatures of 417 K, 422 K
and 427 K, respectively. It is also observed from the nite element simulation re-
sults Figure 7.12 that, about the central section along the length of the specimen
where the deformations are higher, the thickness of the deformed specimen along
the region subjected to compressive loading is higher than is original undeformed
thickness of 4 mm and correspondingly, the thickness of the deformed specimen
along the region subjected to tensile loading is lower than is original undeformed
thickness of 4 mm. The values of these dimensions measured from numerical sim-
ulations are 4.7 mm and 3.5 mm about the compressive and tensile loaded regions,
respectively. These values are approximately the same, having variations of within
a few microns, for all the three point bending simulations conducted at temper-
atures of 417 K, 422 K and 427 K. Measuring these dimensions from the actual
experimental specimen which have been subjected to deformation, in order to com-
pare the values with numerical ones, it is seen these values are also 4.7 mm along
the compressive segment and 3.5 mm along the tensile segment of the specimen,
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thereby matching accurately with numerical simulations. Hence, the above results
demonstrating the accurate numerical prediction of both the force-displacement
data and the deformation contours by the constitutive model further validates the
three-dimensional applicability of the nite deformation based constitutive model.
7.2.4 Hot metal working experiment and numerical pre-
diction
Bulk metallic glasses exhibit insignicant macroscopic plastic strain and typ-
ically fracture by forming thin shear bands when deformed at room temperature
Sergueeva et al. (2005). Therefore, to make components of metallic glasses it is
necessary to increase the specimen temperature to around its supercooled liquid
region where the material can ow easily exhibiting super-plastic deformation char-
acteristics. By increasing the temperature, although the viscosity of the material
decreases thereby reducing the load capacity requirements of forming equipment,
contrarily, the time frame for processing operations has to be reduced since crys-
tals begin to nucleate if the material held for long durations at temperatures above
the glass transition temperature Jiang et al. (2007). For analyzing a metal forming
process such as to design a die, specimen or other forming equipments, requires
a robust constitutive model by means of which the shape forming operation can
be tested through numerical simulations prior to their actual application. Hence,
to study the constitutive model's commercial applicability for metal forming pro-
cesses, we shall perform a typical hot metal forging process and correspondingly
simulate the experimental process using ABAQUS/Explicit nite element program
and the constitutive model to predict the metal forming data.
A typical gear shaped micro-component having features similar to the work of
Wang et al. (2005) has been selected to be hot forged at temperatures within the
supercooled liquid region. The cross-sectional dimensions of the micro-gear are














Figure 7.13: (a) The cross-sectional dimensions of the die to form the gear shape micro-
component, and (b) the image of the actual die along with a closeup view depicting the
intricate features of the die, machined by wire cut EDM technique
diameter 4 mm and height of 5 mm are machined out from the as-cast 5mm thick
La61:4Al15:9Ni11:35Cu11:35 plates to be used as the initial specimen for hot forging.
Wear resistant structural-steel material having yield strength of 1200 MPa has
been used for fabricating the required die. The gear shaped mold features are
wire cut using electric discharge machining (EDM) on a 1.5 mm thick plate having
dimensions of 15 mm  15 mm. An additional step of circular cross section, having
4 mm diameter and 0.5 mm depth co-axial with the gear shaped mold is end milled
on top of the die, this step shall be used to secure and align the metallic glass
specimen axis along with the die axis during the forming experiment. Figure 7.13b
shows the image of the fabricated die that we shall use for hot forging the metallic
glass micro-gear.
The end faces of the cylindrical metallic glass specimen are initially polished
using 1200 grit silicon carbide paper and a thin lm of molybdenum disulphide is
coated on these surfaces to attain frictionless conditions during the metal forming
process. The die surfaces which will come in contact with the deforming speci-
men are also coated with molybdenum disulphide to avoid frictional eects. The
specimen is then placed concentric with the mold features, allowing it to sit at
beneath the 0.5 mm step on top of the die. This assembly is later placed on top of
the compression platen, inside the pre-heated temperature chamber of the Instron
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testing machine. The machine's upper compression platen would act as the form-
ing punch forcing the material into the die. Assuming that the temperature of the
die and the specimen would remain the same during the course of experiment be-
cause of thermal conduction, the tip of the external K-type thermocouple is placed
in contact with the die in order to measure/control the real time temperature of
the specimen. The specimen is heated to the required temperature using a typical
ramping rate of 20C per minute and held at the nal temperature for 10 minutes
prior to loading.

























Figure 7.14: The experimentally obtained force displacement data during forming
of the gear shaped micro-component at specimen temperatures of 427 K and 432 K,
respectively. The deformation velocity used for both the experiments are 0.01 mm/s.
Also shown are the corresponding numerical predictions of the gear forming process
using the constitutive model.
We have performed two gear forming experiments using identical loading rate
of 1  10 2 mm/s but at dierent specimen temperatures of 427 K and 432 K.
The experiments are conducted up till the point when a total compressive dis-
placement of 3.5 mm is reached. Symbols in Figure 7.14 represents the resulting
load-displacement data of the two gear forming operations conducted at temper-
atures of 427 K and 432 K respectively. These results once again demonstrates
the temperature sensitivity of metallic glasses which can be see by the extent of




Figure 7.15: The initial nite element mesh showing 1/12th of the actual setup used for
simulating the gear forming experiment. The mesh consists of 1398 rigid R3D4 elements
for the die and 102362 continuum C3D8R elements for the specimen.
load data can be divided into two segments, the initial linear region where the ma-
terial deforms at a linearly increasing load is due to the material owing axially
lling the die cavity. The later segment, where the load exponentially increases
with increasing displacement is because, some of the material has already reached
the bottom surface of the die and now the material starts to ow towards the
far corners of the mold lling the die horizontally. Shown in Figure 7.16b are
the corresponding images of the initial undeformed specimen along with the hot
forged specimen deformed at 427 K by employing a loading rate of 110 2 mm/s,
where the experiments were stopped after deforming up till a total displacement
of 0.5 mm, 1.0 mm, 1.5 mm, 2.5 mm and 3.5 mm, respectively. These images
pictorially depict the entire metal forming process through various stages, right
from the initial cylindrical specimen till the formation of the nal micro gear.
Our next task is to simulate this multi-axial loading type gear forming pro-
cess by means of numerical simulations using the constitutive model and material
parameters given in Table 7.1. We shall be performing an isothermal simulation
rather than a coupled-temperature displacement analysis, since the loading rate





Figure 7.16: (a) The initial undeformed and deformed contours of gear being formed,
obtained using numerical simulation of the metal forming process. The deformed con-
tours represent the dierent stages of the metal forming process during a total die
displacement of 0.5 mm, 1.5 mm, 2.5 mm, and 3.4 mm respectively. (b) Actual images
of the corresponding experimentally obtained specimens during the gear forming pro-
cess, the experiments were stopped after displacements of 0.5 mm, 1.5 mm, 2.5 mm and
3.5 mm, respectively, to capture these images.
of temperature that might cause substantial dierence between the experimental
and numerical results. Since the cross-section of the gear is axially symmetric, it is
computationally ecient to model and simulate 1/12th of the whole die and speci-
men assembly by using appropriate boundary conditions. The actual forming load
can nally be obtained by multiplying the resulting reaction force along the axial
direction by 12, and the contour needs to be mirrored and patterned to obtain the
contour for the whole model. We shall model the die using the same dimensions
of the die used for the gear forming experiments as shown in the Figure 7.13, and
the same experimental specimen dimensions having 4 mm diameter and 5 mm
height. The 1/12th section of die's surface is modelled using rigid shell elements
comprising of 1398 R3D4 ABAQUS elements, and 1/12th section of the metallic
glass specimen to be deformed is meshed using 102362 continuum C3D8R elements
as shown in the Figure 7.15. The bottom surface of the metallic glass specimen
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are axially xed and the two at faces of the specimen having 30 included angle
is constrained along the -direction. A velocity prole of 1  10 2 mm/s is ap-
plied to the rigid die along the compressive direction and the specimen is loaded
until a point when the total displacement of 3.5 mm is reached, to simulate the
experimental forging process. Figure 7.15 represents the initial, undeformed nite
element mesh of the die-specimen assembly used for the numerical simulations.
Shown in Figure 7.14 along with the experimental load-displacement data are
the numerically obtained values obtained by performing nite element simulations
for the respective specimen temperatures and deformation rate of 1 10 2 mm/s.
Comparing the experimental and analytical results, it is veried that the consti-
tutive model and the material parameters could predict this spatially complex,
multi-axial loading type of metal forming process to good accuracy. Also shown
in Figure 7.16a are the undeformed specimen along with the deformed contours of
the entire specimen during various stages of the deformation process, correspond-
ing to a total die displacement of 0.5 mm, 1.0 mm, 1.5 mm, 2.5 mm, 3.0 mm
and 3.5 mm, respectively. Comparing these numerically obtained contours with
the experimental contours shown in Figure 7.16b, it is seen that the numerical
simulation has reproduced the actual metal forming process to greater accuracy
right from the start till the end of the hot forging process, thereby validating the
applicability of our constitutive model for these types of commercial metal forming
processes.
7.3 Conclusion
The simple compression experimental results at temperatures within the su-
percooled liquid region of 417 K, 422 K, 427 K and 432 K, and strain rates rang-
ing from 1  10 4 /s to 7  10 2 /s on the La61:4Al15:9Ni11:35Cu11:35 amorphous
alloy are accurately predicted using a coupled temperature-displacement model
developed by Thamburaja, P., Ekambaram, R. (2007). The nite element pre-
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dictions are found to be in good accord with the experiments over the entire
range of temperatures and deformation rates. Also, the importance of coupled
temperature-displacement model over an isothermal model is demonstrated. A
set of three-point bending experiments and hot metal forming experiments to
form a gear shaped micro-component is carried out for dierent specimen tem-
peratures above the glass transition temperature and the corresponding forming
load data were obtained. These complex multi-axial types of experimental load
data were accurately reproduced by performing nite-element simulations using
the developed constitutive model along with its numerical algorithm.
166
Bibliography
Anand, L., Gurtin, M., (2003). A theory of amorphous solids undergoing large
deformations, with application to poymeric glasses. International Journal of
Solid Structures, 40, 1465-1487.
Anand, L., Su, C., (2005). A thoery for amorphous viscoplastic materials un-
dergoing nite deformations, with application to metallic glasses. Journal of
Mechanics and Physics of Solids, 53, 1362-1396.
Argon, A., (1979). Plastic deformation in metallic glasses. Acta Materialia, 27,
47-58.
Argon, A., Megusar, J., Grant, N., (1985). Shear band induced dilatations in
metallic glass. Scripta Metallurgica, 19, 591-596.
Aydiner, C., Ustundag, E., (2005). Residual stresses in a bulk metallic glass cylin-
der indcued by thermal tempering. Mechanics and Materials, 37, 201-212.
Bortoloni, M., Cermelli, P., (2000). Statistically stored dislocations in rate-
independent plasticity. Rediconti del Seminario Matematico, 58, 25-36.
Cahn, R., Pratten, N., Scott, M., Sinning, H., Leonardsson, L., (1984). Stud-
ies of relaxation of metallic glasses by dilatometry and density measurements.
Materials Research Society Symposium Proceedings, 28, 241-250.
Chen, H.S., Turnbull, D., (1968).Evidence of a Glass Liquid Transition in a Gold
Germanium Silicon Alloy, Journal of Chemical Physics ,48, 2560-2571.
Chen, H.S., Turnbull, D., (1969).Formation, stability and structure of palladium-
silicon based alloy glasses. Acta Metallurgica, 17, 1021-1031.
Chen, H.S., (1974). Thermodynamic considerations on the formation and stability
of metallic glasses. Acta Metallurgica, 22, 1505-1511.
Chu, J.P., Chiang, C.L., Nieh, T.G., Kawamura, Y., (2002). Superplasticity in a
bulk amorphous Pd-40Ni-20-P alloy: a compression study. Intermetallics, 10,
1191-1195.
Cohen, M.H., Turnbull, D.,(1959). Molecular transport in liquids and glasses.
Journal of Chemical Physics, 31, 1164-1169.
Coleman, B., Noll, W., (1963). The thermodynamics of elastic materials with
heat conduction and viscosity. Archive of Rational Mechanics and Analysis, 13,
245-261.
167
De Hey, P., Sietsma, J., Van Den Beukel, A., (1997). Creation of free volume in
amorphous Pd40Ni40P20 during high temperature deformation. Materials Sci-
ence and Engineering A, 226, 336-340.
De Hey, P., Sietsma, J., Van Den Beukel, A., (1998). Structural disordering in a
amorphous Pd40Ni40P20 induced by high temperature deformations. Acta Ma-
terialia, 46, 5873-5882.
Drehman, A.L., Greer, A.L., Turnbull, D., (1982). Bulk formation of a metallic
glass: Pd40Ni40P20. Applied Physics Letters., 41, 716-717.
Demetriou, M., Johnson, w.,(2004). Modeling the transient ow of undercooled
glass-forming liquids. Journal of Applied Physics, 95, 2857-2865.
Deng, D., Lu, B., (1983). Density change of glassy Pd-Si-Cu alloy during cold
drawing. Scripta Metallurgica, 17, 515-518.
Duine, P., Sietsma, J., Beukel, A., van den., (1992). Defect production and an-
nihilation near equilibrium in amorphous Pd-Ni-P investigated from viscosity
data. Acta Metallurgica et Materialia, 40, 743-751.
? Ekambaram, R., Thamburaja, P., Nikabdullah, N., (2007). On the evolution
of free volume during the deformation of metallic glasses at high homologus
temperatures. Mechanics of Materials, 40, 487-506.
? Ekambaram, R., Thamburaja, P., Nikabdullah, N., (2009). Shear localization
and damage in metallic glasses at high homologous temperatures. International
Journal of Structural Changes in Solids, 1, 91-106.
? Ekambaram, R., Thamburaja, P., Yang, H., Li, Y., Nikabdullah, N., (2009). The
multi-axial deformation behavior of bulk-metallic glasses at high homologous
temperatures. International Journal of Solids and Structures.
Faupel, F., Frank, W., Macht, M., Mehrer, H., Naundorf, V., Ratzke, K., Schober,
H., Sharma, S., Teichler, H., (2003). Diusion in metallic glasses and super
cooled melts. Reviews of Modern Physics, 75, 237-280.
Fried, E., Gurtin. M., (1994). Dynamic solid-solid transitions with phase charecter-
ized by an order parameter. Physica D, 72, 287-308.
Giacobbe, F., (2005). Determination of gaseous heat transfer coecients at ele-
vated temperatures. Applied Thermal Engineering, 25, 205-225.
Gurtin, M., (2000). On the plasticity of single crystals : free energy, microforces,
plastic- strain gradients. Journal of the Mechanics and Physics of Solids, 48,
989-1036.
Harms, U., Shen, T., Schwaz, R., (2002). Thermal conductivity of Pd-Ni-P metallic
glasses. Scripta Materialia, 47, 411-414.
Heggen, M., Spaepen, F., Feuerbacher, M., (2004). Plastic deformation of pd-ni-cu
bulk metallic glass. Materials Science and Engineering A, 375-377, 1186-1190.
168
Heilmaier, M., Eckert, J., (2005). Elevated temperature deformation behavior of
Zr-based bulk metallic glasses. Advanced Engineering Materials, 7(9), 833-841.
Hiki, Y., Takahashi, H.,(2000). Study on the thremal relaxation in metallic glasses.
Fourteenth Symposium on Thermophysical Properties, Boulder, Colorado.
Huang, R., Suo, Z., Prevost, J., Nix, W., (2002). Inhomogeneous deformation in
metallic glasses. Journal of the Mechanics and Physics of Solids, 50, 1011-1027.
Inoue, A., Zhang, T., Masumoto, T., (1993). Extremely low critical cooling rates
of new Pd-Cu-P base amorphous alloys, Materials science and Engineering: A,
226-228, 401-405.
Inoue, A., Nishiyama, N., (1997). Reductilization of embrittled La-Al-Ni amor-
phous alloys by viscous ow deformation in a supercooled liquid region. Journal
of Non-crystalline Solids, 156, 598-602.
Inoue, Akihisa., (2000). Stabilization of metallic supercooled liquid and bulk amor-
phous alloys. Acta Materialia, 48, 279-306.
Inoue, A., Yoshii, H., Kimura, H.M., Okumura, K., Kurosaki, J., (2003). Enhanced
shot peening eect by using Fe-based glassy alloy shots, Materials Transactions,
44, 2391-2395.
Inoue, A., Shen, B., Takeuchi, A., (2006). Developments and applications of bulk
glassy alloys in the late trabsition metal base system, Materials Transactions,
47, 1275-1285.
Jiang, Q.K., Zhang, G.Q., Yang, L., Wang, X.D., Saksl, K., Franz, H., Wunderlich,
R., Fecht, H. Jiang, J.Z., (2007). La-based bulk metallic glasses with critical
diameter up to 30 mm, Acta Materialia, 55, 4409-4418.
Johnson, W.L., (1999). Bulk glass-forming metallic alloys: Science and Technol-
ogy.MRS Bulletin, 24, 42-56.
Johnson, W., Lu, J., Demetriou, M., (2002). Deformation and ow in bulk metallic
glasses and deeply undercooled glass forming liquids - a self consistent dynamic
free volume model. Intermetallics, 10, 1039-1046.
Kato, H., Kawamura, Y., Inoue, A., Chen, H., (1998). Newtonian to non-
newtonian master ow curves of a bulk glass alloy Pd40Ni10Cu30P20. Applied
Physics Letters, 73, 3665-3667.
Kato, H., Kawamura, Y., Inoue, A., Chen, H., (2000). Transition from linear to
nonlinear viscoelasicity during deformation in a Zr-based glassy alloy. Materials
Transaction - Japan Institute of Metals, 41, 1202-1207.
Kato, H., Chen, H.S., Inoue, A., (2008). Relationship between thermal expansion
coecient and glass transition temperature in metallic glasses. Scripta Materi-
alia, 58, 1106-1109.
169
Kawamura, Y., Shibata, T., Inoue, A., Matsumoto, T., (1996). Deformation be-
havior of Zr65Al10Ni10Cu15 glassy alloy with wide-supercooled liquid region. Ap-
plied Physics Letters, 69, 1208-1210.
Kim, H., Kato, H., Inoue, A., Chen, H., (2004). Micro forming of bulk metallic
glasses: Constitutive modelling and applications.Materials Transaction - Japan
Institute of Metals, 45, 1228-1232.
Klement, W., Willens, R., Duwez, P., (1960). Non-crystalline structure in solidied
gold-silicon alloys. Nature, 187, 869-870.
Kato, H., Kawamura, Y., Inoue, A., Chen, H.S., (2000). A ctive stress model
calculation of nonlinear viscoelastic behaviors in a Zr-based glassy alloy: Stress
growth and relaxation. Japanese Journal of Applied Physics, 39, 5184-5187.
Kroner, E., (1960). Allgemeine kontinuumstheorie der versetzungen und
eigenspannungen. Archive of Rational Mechanics and Analysis, 4, 273-334.
Kui, W.H., Greer, A.L., Turnbull, D., (1984). Formation of bulk metallic glass by
uxing. Applied Physics Letters., 45, 615-616.
Lee, E., (1969). Elastic plastic deformation at nite strain. ASME Journal of
Applied Mechanics, 36, 1-6.
Lemaitre, J., (1985). Coupled elasto-plasticity and damage constitutive equations.
Computer Methods in Applied Mechanics and Engineering, 51, 31-49.
Lewandowski, J.J., Greer, A.L., (2006). Temperature rise at shear bands in metal-
lic glasses. Nature - Materials, 5, 15-18.
Lowhaphandu, P., Montgomery, S., Lewandowski, J., (1999). Eects of super-
imposed hydrostatic pressure on ow and fracture of a Zr-Ti-Ni-Cu-Be bulk
amorphous metal. Scripta Materialia, 19, 19-24.
Lu, J., (2002). Mechanical behavior of bulk metallic glasses and its composit over
a wide range of strain rates and temperatures. Doctoral thesis, CalTech.
Lu, J., Ravichandran, G., (2003). Pressure-dependent ow behavior of Zr-Ti-Cu-
Ni-Be bulk metallic glass. Journal of Materials Research, 18, 2039-2049.
Lu, J., Ravichandran, G., Johnson, W., (2003). Deformation behavior of the Zr-Ti-
Cu-Ni-Be bulk metallic glass over a wide range of strain-rates and temperatures.
Acta Materialia, 51, 3429-3443.
Masuhr, A., Busch, R., Johnson, W., (1999). Thermodynamics and kinetics of
the Zr-Ti-Cu-Ni-Be bulk metallic glass forming liquid: glass formation from a
strong liquid. Journal of Non-Crystalline Solids, 252, 566-571.
Masuhr, A., Waniuk, T., Busch, R., Johnson, W., (1999). Time scales for viscous
ow, atomic transport, and crystallization in the liquid and supercooled liquid
states of Zr-Ti-Cu-Ni-Be. Physical Review Letters, 82, 2290-2293.
170
Masumoto, T.(1994). Recent progress in amorphous metallic materials in Japan.
Materials Science and Engineering, A179/A180, 8-16.
Megusar, J., Argon, A., Grant, N., (1979). Plastic ow and fracture in Pd-Si near
Tg. Materials Science and Engineering, 38, 63-72.
Mukai, T., Nieh, T., Kawamura, Y., Inoue, A., Higashi, K., (2002). Dynamic
response of a Pd-Ni-P bulk metallic glass in tension. Scripta Materialia, 46,
43-47.
Nagendra, N., Ramamurthy, U., Goh, T.T., Li, Y., (2000). Eect of crystallinity
on the impact toughness of a La-based bulk metallic glass. Acta Materialia, 48,
2603-2615.
Nieh, T.G., Mukai, T., Liu, C.T., Wadsworth, J., (1999). Superplastic behavior
of a Zr-10Al-5Ti-17.9Cu14.6Ni Metallic glass in the supercooled liquid region.
Scripta Materialia, 40(9), 1021-1027.
Nieh, T., Wadsworth, J., Liu, C., Ohkubo, T., Hirotsu, Y., (2001). Plasticity and
structural instability in a bulk metallic glass deformed in the supercooled liquid
region. Acta Materialia, 49, 2887-2896.
Nishiyama, N., Amiya, K., Inoue, A., (2004). Bulk metallic glasses for industrial
products. Materials Transactions, 45, 1245-1250.
Nishiyama, N., Amiya, K., Inoue, A., (2007). Recent progress of bulk metallic
glasses for strain-sensing devices. Materials Science and Engineering: A, 449,
79-83.
Ohsaka, K., Chung, S., Rhim, W., Peker, A., Scruggs, D., Johnson, W., (1997).
Specic volumes of the Zr-Ti-Cu-Ni-Be alloy in the liquid, glass and crystalline
states. Applied Physics Letters, 70, 726-728.
Pampillo, C., (1975). Flow and fracture in amorphous alloys. Journal of Materials
Science, 10, 1194-1227.
Patnaik, M., Narasimhan, N., Ramamurty, U., (2004). Spherical indentation re-
sponse of metallic glasses. Acta Materialia, 52, 3335-3345.
Pekarskaya, E., Kim, C.P., Johnson, W.L., (2001). In situ electron microscopy
studies of shear bands in bulk metallic glass based composite. Journal of Mate-
rials Research, 16, 2513-2518.
Peker, A., Johnson, W., (1993). A highly processable metallic glass : Zr-Ti-Cu-
Ni-Be. Applied Physics Letters, 63, 2342-2344.
Ruitenberg, G., Paul de Hey, Sommer, F. Jilt Sietsma, (1997). Pressure depen-
dence of the free volume in amorphous Pd40Ni40P20 and its implications for the
diusion process. Materials Science and Engineering A, 226-228, 397-400.
Salimon, A.I., Ashby, M.F., Brechet, Y., Greer A.L., (2004). Bulk metallic glasses:
what are they good for. Materials Science and Engineering A, 375-377, 385-
388.
171
Saotome, Y., Itoh, K., Zhang, T., Inoue, A., (2001). Superplastic micro/nano
formablity of La60Al20Ni10Co5Cu5 amorphous alloy in supercooled liquid state.
Materials Science and Engineering A, 304, 716-720.
Schuh, C.A., Nieh, T.G.,(2002). A nanoindentation study of serrated ow in bulk
metallic glasses. Acta Materialia, 51, 87-99.
Sergueeva, A.V, Mara, N.A., Kuntz, J.D., Lavernia, E.J., Mukherjee, A.K., (2005).
Shear band formation and ductility in bulk metallic glass. Phillosophical Mag-
azin 85 No.23, 2671-2687.
Spaepen, F., (1977). A microscopic mechanism for steady state inhomogeneous
ow in metallic glasses. Acta Metallurgica et Materialia, 25, 407-415.
Steif, P.S., Spaepen, F., Hutchinson, J.W., (1982). Strain localization in amor-
phous metals. Acta Metallurgica et Materialia, 30, 447-455.
Tan, H., Zhang, Y., Ma, D., Feng, Y.P., Li, Y., (2003). Optimum glass formation
at o-eutectic composition and its relation to skewed eutectic coupled zone in
the La based La-Al-(Cu,Ni) pseudo ternary system. Acta Materialia, 51, 4551-
4561.
? Thamburaja, P., Ekambaram, R., (2007). Coupled thermo mechanical modelling
of bulk metallic glasses: theory, nite element simulations and experiemental
verication. Journal of Mechanics and Physics of Solids, 55, 1236-1273.
Tuinstra, P., Duine, P., Sietsma, J., Beukel, A. van den., (1995). The calorimetric
glass transition of amorphous Pd-Ni-P. Acta Metallurgica et Materialia, 43,
2815-2823.
Turnbull, D., Fisher, J.C., (1949). Rate of nucleation in Condensed Systems. Jour-
nal of Chemical Physics, 17, 71-73.
Turnbull, D., (1969). Under what conditions can a Glass be formed. Contemporary
Physics, 10, 437-488.
Wang, W.H., Dong, C. Shek, C.H., (2004). Bulk metallic glasses.Materials Science
and Engineering R, 44, 45-89.
Wang, G., Shen, J., Sun, J., Lu, Z., Stachurski, Z., Zhou, B., (2005). Compressive
fracture charecteristics of a Zr-based bulk metallic glass at high temperature.
Materials Science and Engineering A, 398, 82-87.
Wang, Q., Blandin, J.J., Suery, M., Moortele, B., Pelletier, J.M., (2002). High
temperature deformation of a fully amorphous and partially crystallized bulk
metallic glass. Annales de Chimie - Science des Matriaux, 27(5), 19-24.
Wilde, G., (2002). The static and dynamic specic heat of undercooled metallic
liquids. Journal of Non-crystalline Solids, 307-310, 853-862.
Wilde, G., Klose, S., Soellner, W., Gorler, G., Jeropoulous, K., Willnecker, R.,
Fecht, H., (1997). On the stability limits of the undercooled liquid state of Pd-
Ni-P. Materials Science and Engineering A, 226-228, 434-438.
172
Yang, Q., Mota, A., Ortiz, M., (2006). A nite-deformation constitutive model of
bulk metallic glass plasticity. Computational Mechanics, 37, 194-204.
Zhang, Z., Eckert, J., Schultz, L., (2003). Dierence in tensile and compressive
fracture mechanisms of Zr-Cu-Al-Ni-Ti bulk metallic glass. Acta Materialia, 51,
1164-1179.
Zhang, Y., Tan, H., Li, Y., (2003). Bulk glass formation of 12 mm rod in La-Cu-
Ni-Al alloys. Materials Science and Engineering A, 375-377, 436-439.
Zhang, G.Q., Jiang, Q.K., Nie, X.P., Chen, L.Y., Wang, L.N., Shao, M., Wang,
X.D., Liu, Y.G., Xie, H.S., Qin, C.L., Inoue, A., Wang Y.W., and Jiang, J.Z.,
(2007). Tension and stress relaxation behavior of a La-based bulk metallic glass.
Journal of Materials Research, 22(12), 3303-3308.
Zhang, X., Zhang, Y., Tong, H., Li, Y., Chen, X., and Chen, G., Micro-electro-






The metallic glass based on rare earth lanthanum was identied for our exper-
imental research based on various reasons. The rst and foremost reason being
the alloy's melting temperature, which is around 650 K, accordingly these alloys
posses a relatively low glass transition temperature (around 400 K to 450 K) com-
pared to most of the other BMGs (Tan et al., 2003). This property remains one of
an inuential factor in determining the processing cost of a material. Hence, lower
the working temperature for the metal forming operations, lower is the manufac-
turing cost incurred. Many La-Al-Ni-Cu based alloy systems are also available
with a wider super cooled liquid region, allowing for a broader processing window
(Jiang et al., 2007). The La-based metallic glasses also posses good glass forming
abilities(GFA) and their glass formation is not highly sensitive to the slightest im-
purities/oxides present in their constituent raw materials compared sensitivity of
the Zr-based or Pd-based BMG counterparts. Finally, there are innumerable ref-
erences available in the literature demonstrating deformation characteristics of Zr-
based, Pd-based BMGs, but according to the best of our knowledge there has not
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been any detailed experimental/theoretical analysis on these recently developed
bulk lanthanum based metallic glasses, especially at high ambient temperatures.
The La-based alloy for our experiments was chosen from the recently published
work of Dr.Li Yi's research group-NUS (Tan et al., 2003), and the reason for
picking this particular alloy of composition La61:4Al15:9Ni11:35Cu11:35 (atomic%) in
preference to any other alloy compositions was due to the combined advantage of
this alloy's highest GFA with a critical thickness 10.5 mm and wider supercooled
liquid region of above 50 K.
A.1 Raw materials
The raw materials required for the selected alloy, namely lanthanum, alu-
minum, copper and nickel were procured from various suppliers locally and from
overseas. The Table A.1 gives the information regarding the individual elements
supplier with commercial code, purity of the element, their physical form, the
quantity bought and their cost in Malaysian Ringgit.
Table A.1: Details regarding the purchased raw materials required for casting
La61:4Al15:9Ni11:35Cu11:35 bulk metallic glass
Metal with Supplier & Code Purity Physical form Quantity
Lanthanum Irregular
American Elements 99.9% ingots 2.5 Kg
No: LA-M-03R-I 800 - 1000 gm
Aluminum Beads
Sigma-Aldrich 99.9% 5 - 15 mm 250 gm
No: 266523-250G range
Copper Shots-max
Good fellow 99.9999 % lump size 200 gm
No: 561-756-22 6.35 mm
Nickel Wire of
Good fellow 99.98 % 2 mm 10 m
No: 467-481-44 diameter
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A.2 Copper mould for chill casting
5
Figure A.1: A 3-dimensional, opened up view of two halves of the copper mould.
The copper mould shows the slab shaped cavity and the pouring basin along with their
respective dimensions in mm.
The copper mold for casting the metallic glass was designed considering the
mechanical tests that are required to be carried out and the corresponding shapes
of the specimen required for these tests. We decided upon to fabricate a copper
mould with a suitable cavity that could be used to produce a cast which are slab
shaped. The thickness of the slab was xed to be 5 mm since the critical thickness
for this composition of alloy (measured as the diameter of a cylindrical specimen)
was given to be 10.5 mm (Tan et al., 2003). Assuming a conversion factor of 2 to
adjust this critical diameter into critical thickness for a slab shaped specimen, we
arrived upon the thickness value of 5 mm, using this value of critical thickness it is
ascertained that the cast obtained using the alloy composition we were interested
on would be a fully amorphous one. The width and height of the cast slab were
arbitrarily xed to be 30 mm and 80 mm so that we can machine out sucient
number of specimens from each cast for our mechanical testing purposes. Figure
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A.1 shows the 3-dimensional view of the copper mould and its cavity along with
their overall dimensions. The required specimen for all our mechanical testing
purposes, which includes simple compression, plane strain compression, 3-point
bending, etc., had to subsequently be cut out of this slab shaped cast based on
the dimensions required by each testing.
A.3 Alloy preparation
The volume of the mold cavity can be calculated based on its dimensions (80
mm  30 mm  5 mm) to be 12000 mm3. Allowing an additional 25% volume
for the excess material in the pouring basin, possible wastage due to spillage and
material left on the crucible, we arrived at a value for minimum required volume
per cast to be 15000 mm3. Using 6.6 gm/cm3 as the highest estimated value
of density for our lanthanum based alloy, the minimum required weight of the
total alloy is calculated to be 100 gm per cast. The weight ratio of the elements
constituting our alloy could now be easily calculated based on their respective
atomic masses as shown in the Table A.2. The mixture of elements constituting
Table A.2: Calculation of weight% from atomic% of individual element comprising the
metallic glass alloy - La61:4Al15:9Ni11:35Cu11:35
Metal Atomic% in alloy Atomic mass (amu) Mass in alloy Weight%
Lanthanum 61.4 138.9055 8528.7977 82.4419
Aluminum 15.9 26.9815 429.0064 4.1469
Copper 11.35 63.5640 721.2471 6.9717
Nickel 11.35 58.6934 666.1701 6.4393
the alloy was melted in a quartz crucible by means of an induction furnace placed
inside a vacuum chamber. This induction furnace along with the quartz crucible
could be manually tilted by means of an externally tted mechanism to pour
the molten alloy directly into the pouring basin of the copper mould to ll its
cavity. Any gas present inside the casting chamber was initially removed using
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a vacuum pump and subsequently lled up with high purity argon gas. This
inert atmosphere was maintained throughout the melting and pouring cycle in
order to prevent oxidation of the alloy. Also, in order to obtain a homogeneous
alloy, the mixture was melted 2 or 3 times before pouring into the copper mould.
The poured molten alloy is chill cast spontaneously and the desired specimen
can be taken out immediately after casting. The typical cooling rate required to
avoid crystallization known as the critical cooling rate of La-based alloys of similar
composition are around 15 K/s or lower (Zhang et al., 2004).
Test samples for X-ray Diraction (XRD) and Dierential Scanning Calorime-
try (DSC) experiments were cut out from the as-cast metallic glass specimen from
a region closer to the pouring basin i.e., near the top of the slab and at the center
of the cross-section. The reason being that this is the region where there is a high
possibility for the nucleation of crystals due to the lowest cooling rate prevailing
around this region compared to other regions of the cast. Once if it has been
veried that the specimen is fully amorphous in this region, we can conrm that
the entire cast sample is fully amorphous.
A.4 Thermal analysis using DSC
Dierential Scanning Calorimetry (DSC) is usually used to determine the ther-
modynamics of a phase transition which includes crystallization or devitrication
of a glass. A dierential scanning calorimeter measures the amount of heat that
has been absorbed or released by a specimen when it is being heated, cooled or held
at a constant temperature. But a DSC data does not provide any details regarding
the number of phases present or details regarding the atomic rearrangements that
occur during a phase transition. The glass transition is a second-order transition
(a transition that involves a change in heat capacity without any latent heat) and
the DSC can be used eciently to measure the onset of this endothermic event,
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namely the glass transition temperature Tg and the crystallization temperature
Tx.
























Figure A.2: Dierential scanning calorimeter prole for La61:4Al15:9Ni11:35Cu11:35 bulk
metallic glass, the data were obtained at a constant heating rate of 20 K/min
DSC 2900 TA instruments Dierential Scanning Calorimeter (DSC) system
was used for the thermal analysis in this work. The measurements of the glass
transition temperature (Tg), crystallization temperature (Tx) and the heat of crys-
tallization (H) were carried out using the above mentioned DSC at a heating
rate of 20 K/min. Since the incubation time of crystallization is a time and tem-
perature dependant process, the estimated Tg and Tx are functions of the heating
rate; hence it becomes mandatory to mention the heating rate in all DSC ex-
periments. A representative 4 mg sample was non-hermetically crimped in two
standard Al pans and the temperature was scanned over a range from room tem-
perature to 595 K with Argon as the purging gas. In the DSC curve the onset
of the glass transition (Tg) can be identied as an endothermic event before an
exothermic peak of crystallization. The crystallization temperature (Tx) is taken
to be the onset point of the crystallization exothermic peak. The glass transition
temperature and the crystallization temperatures are measured graphically using
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the tangent method. The enthalpy of the crystallization was determined from the
area of the exothermic peak in the DSC trace. Shown in Figure A.2 is the DSC
data obtained for the La61:4Al15:9Ni11:35Cu11:35 using a heating rate of 20 K/min.
A typical time-temperature-transformation (TTT) diagram could be constructed
using the starting and nishing times of phase transitions obtained from a series
of isothermal experiments performed at dierent ambient temperatures. The crit-
ical cooling rate Rc could thus be derived from the resulting "C" curve, which is
basically the rate that just avoids the nose of the rst crystallization event in a
TTT diagram.
A.5 Microstructure characterization using XRD
Figure A.3: The X-ray diraction patterns for La61:4Al15:9Ni11:35Cu11:35 bulk metallic
glass, obtained from specimens cut from dierent regions along the length and cross
section of the as-cast slab shaped specimen.
X-ray diraction (XRD) is frequently used to identify the glassy nature of an
amorphous alloy from their characteristic diuse intensity peak in the diraction
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pattern. In this experiment, a monochromatic X-ray beam is passed through
a sample and the intensity of the diracted beam is measured as a function of
diraction angle, 2. Test samples for XRD were initially ground and polished
using 120 to 600 grit silicon carbide paper in order to obtain a mirror nish before
being scanned by XRD. This specimen is then set on the specimen holder by using
an epoxy resin and the specimen holder is then mounted into the XRD machine
for scanning purpose. XRD scanning was carried out using a Philips PW 1729
generator, a Philips PW 1710 diractometer and a Bruker D8 Advanced XRD
machine with Cu-K radiation of wavelength 1.5402 A. The current and voltage
used for the studies were 40 mA and 45 kV respectively. The diraction angle 2
ranged from 20 degree to 80 degree at the rate of 1/2 degree per minute. Figure A.3
shows the obtained XRD trace of the La61:4Al15:9Ni11:35Cu11:35 alloy for samples
that were cut out from various positions along the length and width of the as-cast






The test specimen required for simple compression experiments having a typi-
cal cross-sectional dimension of 4 mm  4 mm and nominal height of 8 mm were
cut from the as-cast metallic glass slab. The dimensional tolerance were main-
tained at approximately 10 m about each axis of the specimen, and each of
its surface was machined at and perpendicular to its adjacent surface, main-
taining the same accuracy of 10 m. The end faces of the test specimen along
the axial direction are polished using 1200 grit silicon carbide paper and a thin
lm of molybdenum disulphide is coated on these surfaces to attain frictionless
conditions during the high temperature compression experiments. The test speci-
men required for the gear forming experiment having a circular cross-section of 4
mm and a height of 5 mm were also machined out from the as-cast metallic glass
slab, again maintaining the same tolerance of 10 m and the two at faces were
machined parallel to each other.
The experiments are carried out using an Instron 8874 type axial/torsional
servo hydraulic system tted with a 25 KN load cell. All the compression exper-
iments were performed under true-strain control by using a 2620-604 type axial
extensometer, having a total axial travel of 15 mm. A suitable xture was de-
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signed and fabricated to rigidly secure the extensometer on to the compression
platen, so that the displacement between the end faces of the deforming specimen
are accurately measured.
All the experiments in this work were performed at specimen temperatures
within the supercooled liquid region by making use of the Instron 3119 series en-
vironmental chamber having a working temperature range of up to 350C. The
required specimen temperature for all the experiments were attained by using a
constant heating rate of 20C/min, programmed using the temperature chamber's
controller (this heating rate being used is the same as of the one for our DSC
experiment performed earlier). Once the temperature of the specimen reached
the set value, it is held at the this temperature for 10 minutes prior to loading.
This annealing procedure allows the free volume within the material to approach
its thermal equilibrium value for the given temperature (i.e. t=0  T). An
additional K-type thermocouple having an accuracy of 0.1C is used to measure
the actual temperature of the specimen during the entire experimental procedure.
The thermocouple was placed in such a position so that it just touches and al-
ways stays in contact with the test specimen. Before starting the experiments,
the temperature chamber is preheated for about 30 minutes at the required nal
temperature in order to avoid any temperature lag during the ramping, annealing
and loading periods of the actual experiment. Any additional lag in temperature
of the specimen during the experiment is corrected by manually adjusting the
temperature of chamber so that the actual temperature of the specimen is always
maintained at the required value. The real time temperature of the specimen
measured using the external thermometer is always maintained at an accuracy of
 1C of the required value.
The simple compression experiments were performed using the console soft-
ware's built in "Ramp Generator" to generate the required true strain rate prole
employing a prole shape of "Relative Ramp", under the "True Strain" control
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mode of strain gauge/extensometer calibrated based on the initial gauge length
of 8mm. All the compression experiments were carried out until the "End Point"
of a total compressive true strain of 50% is reached. The experimental raw data,
namely the "Load" in KN and the "True Strain" in percentage were captured
using Instron's MAX software under "Data Acquisition" mode. This raw data
is then converted into "Engineering Stress" and "Engineering Strain" based on
the specimen's initial dimensions, and subsequently to "True Stress" and "True
Strain". The obtained true stress- true strain data is nally processed using Mat-
lab's smooth function in order to remove any noise present in the captured data.
The gear forming experiments were also performed using the "Ramp Genera-
tor", but under displacement control mode of the strain gauge/extensometer. The
experiments are carried out until a total displacement of 3.5 mm is reached and
the specimen are immediately unloaded at the end of an experiment. The raw
data from these experiments, namely the "Load (KN)" and "Displacement (mm)"
are captured using the Instron's MAX software, in order to be later compared
with the numerical data. The obtained data is nally processed using Matlab's
smooth function in order to remove any noise present in the captured data.
Shown in Figure B.1 and Figure B.2 are the pictures of Instron testing machine
and the actual simple compression experimental setup used in this research work.
And shown in Figure B.3 are the experimental setup for our 3-point bending









Figure B.1: The picture shows the Instron 8874 type, axial torsion machine, indicating






Figure B.2: The picture shows the actual setup of the simple compression experiment,
indicating the extensometer attached to the compression platen by means of the xture,














Figure B.3: The picture shows the actual setup of the three-point bending experiment
(a) before start of the experiment and (b) after end of the experiment, indicating the
specimen, xture and thermocouple, and (c) depicts the actual images of the specimen
before and after performing the three-point bending experiment.
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