In this paper, a bike repositioning problem with multiple depots, multiple visits, and multiple heterogeneous vehicles for the free-floating bike-sharing system (FFBSS) is studied. Two types of nodes (i.e., easily and hardly access nodes) with different penalties are defined to represent different convenience levels of getting bikes from the FFBSS. The objective of the repositioning is to minimize the weighted sum of the inconvenience level of getting bikes from the system and the total unmet demand and the total operational time. To solve this problem, an enhanced version of chemical reaction optimization (CRO) is developed. A loading and unloading quantity adjustment procedure with the consideration of the node characteristics, including the type of node and its current state (i.e., in a balanced, surplus, or deficit state) is proposed and incorporated into this version to improve its solution quality. A concept of the nearby-node set is also proposed to narrow the search space. Numerical results are presented and indicate that compared to the traditional CRO and CPLEX, the enhanced CRO improves solution quality and has potential to tackle the repositioning problem for larger, longer repositioning duration, and more vehicle instances. The results also demonstrate the effectiveness of the proposed adjustment procedure.
Introduction
A bike-sharing system (BSS) is a short rental service to provide customers with bikes for shared use. It has developed rapidly and worldwide. As of 28 November 2017, public bike-sharing systems were available in about 1488 cities and included approximately 18,740,100 bikes around the world (Meddin and DeMaio, 2017) .
There are currently two types of BSSs operated worldwide: traditional BSS and free-floating BSS (FFBSS). In a traditional BSS, users have to rent bikes from the designated docking stations and return them to the available lockers in the docking stations after use. In some FFBSSs, bike racks or any solid frame or standalone can be used to lock bikes instead of docking stations, which are also the most costly component in a traditional BSS. The bike rack cost is low and hence the setup cost is lower than that of a traditional BSS and the number of racks in an FFBSS can be very large. Some FFBSSs (e.g., the Mobike system, China) removed the concept of bike racks or related concept. The locks in those systems simply immobilize the rear wheels and a smartphone provides the user interface for locating, checking out, returning, locking, and payment. With the help of global positioning system (GPS), users can reserve or directly rent the nearest available bike and return it almost anywhere in the operating area at the end of the trip. With this feature, users of FFBSS do not need to spend time on searching for an available locker at a docking station to return a bike. This feature makes an FFBSS more flexible and user-friendly,
Formulation
The free-floating bike-sharing system (FFBSS) is represented by a complete directed graph
0 , where V 0 and A 0 are sets of nodes and arcs, respectively. In this study, multiple depots are considered. Vehicles may not start and end the repositioning at the same depot. All nodes can be visited multiple times and treated as buffer nodes. That is, the non-monotone loading and unloading operations at each of these nodes are allowed. We also assume that the demand at hardly accessed nodes is 0. The repositioning duration is discretized into many equal intervals called periods. The repositioning problem is formulated as a multiple period problem using the following notations.
Sets

D
A set of depots. V E A set of nodes which are easily accessed by customers (e.g., bike racks/stations in the FFBSS). V H A set of nodes which are hardly accessed by customers (e.g., dispersed bikes in the FFBSS). 
q i
The optimal inventory level at node ∈ i V . a ik The parameter indicating the starting depot of each vehicle ∈ k K ; If = a 1 ik , vehicle k starts the repositioning operation at depot ∈ i D , 0 otherwise. cP The penalty factor of convenience per bike assigned to each node ∈ i V H . It is used to measure the convenience of getting bikes from the FFBSS. Q k The capacity of vehicle k. τ
The length of a short period (in s).
T The repositioning duration (in s). t ij
Travel time from node i to node j (in s).
L
The time required to load a bike onto the vehicle. 
Decision variables
x ijtk A binary variable that defines the route of vehicle k. If = x 1 ijtk , vehicle k departs from node i to node j during period t; 0 otherwise. s it The inventory level at node ∈ i V 0 at the end of period t, = … ′ t T 1, , .
y itk L
The number of bikes picked up at node i by vehicle k during period t.
y itk U
The number of bikes dropped off at node i by vehicle k during period t.
f ijtk The number of bikes on vehicle k when traveling from node i to node j during period t.
ψ i
The auxiliary variable associated with node ∈ i V E used to obtain the unmet demand.
The repositioning problem is formulated as follows. 
it 0 (20)
Constraints (3) and (4) are inventory related constraints. Constraint (3) defines the initial inventory at each node. Constraint (4) depicts the conservation of bikes at each node during period t; if = ′ t T , it defines the inventory level at each node at the end of the repositioning operation.
Constraints (5)-(8) are used to define vehicle routes. Constraint (5) limits that each vehicle must start the repositioning operation at its starting depot. Constraint (6) restricts that each vehicle cannot start the repositioning operation at any node other than its starting depot. Constraint (7) indicates that each vehicle must return to a depot ∈ i D (which may be different from its starting depot) at the end of the repositioning operation. Constraint (8) means that if vehicle k arrives at node i during period t, it must depart from node j to node i during period − ′ t t ij . Constraints (5)- (8) imply that each node including depots, easily accessed nodes, and hardly accessed nodes can be visited multiple times by a single vehicle.
Constraints (9)- (12) are related to bike loads on vehicles. Constraint (9) states the conservation of bicycles on vehicle k in period t. Constraint (10) is the vehicle capacity constraint. It ensures that the number of bikes on vehicle k should not exceed its capacity. Constraint (11) indicates the initial state of vehicles to be empty before the repositioning operation starts (t = 0). (However, bikes can be loaded onto vehicles at depots when t > 0.) Constraint (12) requires that there is no bike on each vehicle after the operation ends ( = ′ t T ). It implies that all of the bikes loaded onto the vehicles are unloaded at the end of the repositioning operation.
Constraints (13) and (14) are used to restrict loading and unloading quantities. Constraint (13) ensures that the loading quantity at each node i within each period t should not exceed both twice the actual maximum number (i.e., L and U ) and vehicle capacity if node i is visited by vehicle k in period t. Similarly, constraint (14) confines the unloading quantities at node ∈ ∪ i D V E . Constraints (13) and (14) imply that the temporary storage/supply at any node is allowed. Using twice the actual maximum number enables the utilization of the time slack that may have been created by actual (rather than rounded up) travel time.
Constraints (15) and (16) define the upper and lower bounds of the total operational time, including route travel time and service time for loading and unloading operations, for each period and vehicle. The actual travel time t ij (which can be a real number) is used on the left-hand sides of these constraints. Constraint (15) implies that the repositioning operation carried out by each vehicle must finish within the repositioning duration for the case = ′ w T . Constraint (16) is used to keep the time of the planned schedule close to its execution (Raviv et al., 2013) .
Constraints (17)- (22) are the domain constraints. Unlike the classical arc-indexed formulation, the formulation stated above can capture multiple visits to a node by a single vehicle and the synchronization of vehicles and is modified from the time-indexed formulation proposed by Raviv et al. (2013) . The main modifications are stated as follows:
(i) A different objective function that considers total unmet demand, total penalty for bikes at hardly accessed nodes and total operational time (including travel time and loading/unloading time) is used (refer to objective (1), and constraints (2) and (22)). (ii) In our problem, multiple-depot and multiple-vehicle are considered. Vehicles start the repositioning operation from their starting depot where they are parked (They may not be parked at the same depot). Constraint (5) is added to define the starting depot for each vehicle. (iii) It is assumed that each vehicle can return to a different depot from the one it starts the repositioning operation. Constraint (7) is added to define that the vehicle must return to any depot at the end of the repositioning operation. (iv) It is assumed that all vehicles are empty before and after the repositioning operation (refer to constraints (11) and (12)). (v) In this problem, it is assumed that the bikes can be parked anywhere in the sharing system. Therefore, the station capacity constraint is removed.
, ji is used in constraint (15), we must ensure that − ′ ⩾ t t 0
ji and − ′ ⩾ t t 0 ji were used in defining constraint (16), extra loading and unloading of bikes at a station could occur during − ′ < t t 0 ji because these extra operations were used to induce operational time to ensure that the lower bound requirement is satisfied. Therefore, in the revised constraint, x ijtk is used instead to avoid such problems. Fig. 1 illustrates that our problem allows multiple visits to a node by a single vehicle and the synchronization of different vehicles to reduce the unmet demand and total penalty as much as possible within a time limit. Moreover, it illustrates that the starting depot Fig. 1 . Problem illustration.
Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 of a vehicle can be different from the ending depot. Triangle nodes represent depots, circle nodes represent easily accessed nodes, and square nodes represent hardly accessed nodes. The numbers inside those nodes are node numbers. The number not in brackets next to each node represents the loading or unloading quantity; a positive sign means loading and a negative sign means unloading. The numbers in brackets next to some nodes are vehicle's arrival times at those nodes. For clarity, not all arrival times are presented. The number next to each arc is the travel time in seconds. The repositioning duration is 7200 s. The loading or unloading time for a bike is 60 s. There are two vehicles. Vehicle 1 has a capacity of 10 and vehicle 2 has a capacity of 20. The route of vehicle 1 (in dashed lines) starts and ends at the same depot while the other one (in solid lines) does not. Both vehicles are initially empty and start their operation at the same time. Vehicle 1 leaves node 0 at time zero while vehicle 2 picks up 5 bikes at node 0 at time zero and leaves node 0 at 300 s. At node 2, 4 extra bikes can be provided to serve other nodes without introducing demand dissatisfaction there but vehicle 2 picks up 3 more bikes there to serve node 4 (the largest demand station), which requires 12 bikes to reach a balanced state Node 2 is then supplied 3 bikes by vehicle 1 after vehicle 2 leaves node 2. Node 2 is, therefore, a temporary supply node. Vehicle 2 also visits node 6 three times to pick up all the bikes at (adjacent) hardly accessed nodes to minimize the total penalty. In this example, it can be easily checked that the vehicle capacity constraint is satisfied for each vehicle throughout the repositioning operation and the operational time of each of the two vehicles is less than 7200 s.
Enhanced chemical reaction optimization
CRO loosely mimics what happens to molecules in a chemical reaction system microscopically (Lam and Li, 2010) . It tries to capture the phenomenon that reactions give products with the lowest energy. CRO has two major components: molecules and elementary reactions. Each molecule, denoted by M, is characterized by the properties listed in Table 1 .
Elementary reactions mimic the occurrence of sequences of collisions among molecules to get their lowest energy state. Collisions under different conditions lead to different elementary reactions, each of which may have a different way of manipulating the energies of the involved molecule(s). In CRO, there are four types of elementary reactions: (1) on-wall ineffective collision, (2) decomposition, (3) intermolecular ineffective collision, and (4) synthesis. The operators used in these reactions guide the way of obtaining resultant solutions from reactant solutions. The classical reaction operators can be referred to Lam and Li (2010) .
In this paper, an enhanced version of CRO is proposed to solve the multi-vehicle FFBRP and has the same algorithmic framework as the original CRO (see Fig. 2 ). The remainder of this section will describe the algorithmic details and further discuss the differences of the implementation details between the original and enhanced CRO.
Solution representation
A solution ω is represented by = ω r O ( , ), where r and O are vectors to store vehicle routes and the loading/unloading quantity at each visited node. Let n k be the total number of nodes (excluding the starting and ending depots) visited by vehicle k, where 
). For illustrative purposes, in this section, two depots are considered, denoted by 0 and 1; stations are numbered from 2 onwards. However, the generalization of this representation to multiple depot scenarios is straightforward.
The elements of O are defined as
, where y h L and y h U denote the loading and unloading quantities at node r h , respectively. A positive integer represents a loading operation, while a negative integer indicates an unloading operation. Note that the formulation introduced in Section 2 is time-based, whereas the solution representation in our CRO is sequencebased. Therefore, instead of the time index t, we use h to indicate the position of a node visited by a vehicle in a solution, which is used to deduce the order of visits. Based on the order, the arrival time at each node can be computed. Hence, for notational convenience, the time and vehicle indices, i.e., t and k, are sometimes omitted.
A feasible solution for the repositioning operation performed by two vehicles with the capacities of 10 and 20 bikes is shown in Fig. 3 . In this example, = n 6 1 and = n 5 2 ; vehicle 1 starts and ends the repositioning at depot 0, while vehicle 2 starts at depot 1 at the same time as vehicle 1 and returns to depot 0 at the end of the repositioning.
Nearby-node set
To narrow the search space and speed up the search algorithm, the concept of the nearby-node set is proposed, which considers the problem's characteristics. Define Q ε as the capacity of vehicle type ∈ … ε K {1, , }, where K is the number of vehicle types. For each , and
, and = Q 20 2 ). The nearby-node set
, , where the value of temp ij ε , is calculated by
The value of γ is determined by Eq. (24). ⌈ ′⌉ T t / represents the estimated maximum number of nodes that a vehicle can visit within the repositioning duration T, where ′ t is the average travel time between nodes. Since the service time for loading and unloading operations is counted in the time constraint (refer to constraint (15)), ⌈ ′⌉ T t / is large enough for estimation. Regarding the multiplevehicle case, + K | | 1 is the factor applied to ⌈ ′⌉ T t / instead of K | | to allow the inclusion of more nodes in the set in our FFBRP compared to the set in traditional BRPs, because the loading and unloading times required at nodes ′ ∈ i V H are always shorter than those at the nodes ″ ∈ ∪ i D V E . In addition, the value of γ should not be larger than the total number of nodes excluding the considered node i. Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 
Initial solution construction
To depict how to obtain the initial solutions, the following notations are defined:
, and ∈ k K ) represents the number of bikes on vehicle k when it leaves node r h for + r h 1 . If l = 0, F h is the number of bikes on vehicle k when it leaves the starting depot. Therefore, if l = 0, then 
An initial solution to the described problem is constructed as follows:
Step 1: Set = s s
, and Temp k = 0 (Temp k is used to identify whether vehicle k can visit more nodes. If
, set Temp k = 1, which indicates that no more nodes can be visited by vehicle k).
Step 3: If Temp k = 0, nodes are added to the vehicle route and the loading/unloading quantities at added nodes are calculated simultaneously.
Step 4: If Temp k = 1, then set
Step 2.
Step 6: If k > K | |, stop the procedure.
In
Step 3, nodes and their loading/unloading quantities are added as follows:
Step 3 
. If no node can be inserted, set l = l − 1 and Temp k = 1. Go to Step 3.5.
Step 3.2: Calculate the loading/unloading quantities at the inserted node:
and ∈ i V , the number of bikes loaded onto vehicle k from node i is determined by
) is the maximum number of bikes that can be handled within the remaining repositioning time. (To ensure that all the bikes loaded onto the vehicle can be unloaded at the end of the repositioning, the unloading times are reserved when bikes are picked up.)
, the number of bikes unloaded from the vehicle to node i is
Step 3 Step 3.4: If tempT ≤ L + U, set Temp k = 1.
Step 3.5:
, and
Step 4.
Step 3.6: If > + tempT L U , set l = l + 1. Go to Step 3.1.
After obtaining the initial solutions, the operators stated in the following Sections 3.3.1 and 3.3.2 are executed to adjust the loading and unloading quantities at the nodes or the depots one by one based on the bike loads along the route.
Adjustment on loading operations
In Step 3 of the initial solution construction procedure, bikes at the visited hardly and easily accessed nodes in a surplus state are loaded onto the vehicle if it has enough space. However, those bikes are only unloaded to the easily accessed nodes which are in the deficit state before the vehicle returns to the ending depot. Therefore, it is possible that the number of bikes loaded onto the vehicle is larger than the number of bikes unloaded. In this case, an excessive number of bikes are loaded and have to be unloaded at the ending depot. FlowBackRevise is executed to adjust the loading or unloading quantity at the visited nodes to mitigate the problem of loading an excessive number of bikes. It redistributes the bikes at hardly accessed nodes to easily accessed nodes (either in surplus or deficit) or reduce the number of bikes loaded at easily accessed nodes.
Before depicting the checking procedure, we define the following notations. minf k represents the minimum number of bikes on vehicle k when the vehicle travels from the checked node v to the ending depot at the end of repositioning. The depot is denoted as =
). For vehicle ∈ k K , the procedure is depicted as follows:
Step 1: Set = l n k , = + v r SumN l , and = tempInd 0 (If = tempInd 1, it means that there exists an easily accessed node where the bikes loaded at hardly accessed nodes can be unloaded; 0 otherwise.
Step 2: If any one of the following conditions is violated, stop the procedure.
Step 3: If ∈ v V E and tempInd = 0, then set tempInd = 1 and tempP = l (tempP is the position where the easily accessed node is saved in the vehicle route).
Step 
In the above procedure,
Step 4 attempts to unload the bikes picked up from hardly accessed nodes to easily accessed nodes.
Step 5 aims to reduce the excessive number of bikes loaded at depots or easily accessed nodes.
If
SumN n 1 k after implementing the above procedure, some of the loading operations carried out at the hardly accessed nodes need to be removed by the procedure below:
Step 1: Set = l n k and = 
Step 4: Set l = l − 1, go to Step 2.
Additional calculation for the loading operation at depots
To give priority to handling the bikes at easily and hardly accessed nodes, loading operations at depots are not considered in the construction of initial solutions. Herein, DepotOperCalculation is executed to load bikes at depots if there is still space available on the vehicle when it travels to the nodes in deficit. To depict the procedure, we define two more notations: minrQ k is defined as the minimum residual capacity of vehicle k on the route from the starting depot, denoted as StartDepot k , to the checked nodes. MaxAdjustT is the maximum number of bikes that can be handled within the remaining repositioning time (i.e.,
The procedure is stated below.
Step 1: Set
Step 2: The procedure continues until any of the following conditions is violated.
(1)
. For depot StartDepot k and node v, set (1)
Step 4: Set l = l + 1 and
Solution evaluation
Each solution ω obtained by the enhanced CRO is evaluated by the evaluation function
The first three terms considered in the evaluation function (25) are the same as those in the objective function (1), including the unmet demand, the total penalty for bikes at hardly accessed nodes, and the weighted vehicles' total operational time. P in (25) is the penalty associated with an infeasible solution ω due to the temporary supply. Temporary supply means that the bikes at a node are picked up first regardless of its demand and then its unmet demand is satisfied by other vehicles later. Here is an example of an infeasible solution caused by temporary supply. The initial inventory at a node is 6 bikes. Vehicle 1 first picks up 8 bikes at that node and then vehicle 2 unloads 6 bikes there. Although the final inventory level at that node is 4, which is non-negative, the non-negative constraint is violated when bikes are first picked up by vehicle 1.
To determine whether ω is feasible, the following is performed.
Step 1: If there is no node at which a loading operation is carried out by a vehicle while unloading is operated by another vehicle, the solution is feasible and stop.
Step 2: Check whether the solution with temporary supply is feasible.
Step 2.1: Select a node i where both loading and unloading operations occur there.
Step 2.2: Calculate the arrival time arrTime k at node i by each vehicle ∈ k K . If the node is not visited by vehicle k, set arrTime k = T.
Step 2.3: Determine the firstly arrived vehicle at node i by ′ = ∈ k arrTime argmin k K k .
Step 2.4: The non-negativity inventory constraints (i.e., ≥ s 0 i ) is checked by simply considering the loading/unloading operated by vehicle ′ k at node i.
Step 2.5: If the constraint is violated, the solution is infeasible and stop checking.
Step 2.6: If all of the nodes with both loading and unloading operations there are checked, stop. Otherwise, go to Step 2.1.
Four revised elementary reactions
They all incorporate the solution adjustment operators introduced in Section 3.6.
On-wall ineffective collision
One of the vehicle routes in a solution ω is randomly picked and modified when the operator NewOnwall is applied. Suppose k is the selected vehicle, ∈ k K . A new solution ′ ω is obtained without changing the number of nodes saved in the routing sequence. The details of how the operator works are stated below:
Step 1: Identity the position l of the node that leads to the most reduction of evaluation function value if the node is removed from the route by
and .
If more than one node can lead to the same maximal reduction of the evaluation function value, the first node visited by the vehicle is selected and denoted as = v r l .
Step 2: An unbalanced node ′ v is randomly selected from Nearby i ε , ( = − i r l 1 and = ε k k ) and is used to replace v. The selected node ′ v must not be the same as + r l 1 (i.e., ′ ≠ + v r l 1 ) to avoid having the same node in the consecutive positions in a route, and must satisfy either one of the following two conditions: (1) If the loading/unloading quantity at station v is zero, node ′ ≠ + v r l 1 must satisfy the following:
If the loading/unloading quantity at station v is non-zero, node ′ ≠ + v r l 1 must satisfy the following: if
Step 3: Set
Step 4: If the time constraint is violated (i.e.,
Step 5: OperationAdj (Subroutine 5 introduced in Section 3.6.1) is implemented to revise the loading/unloading quantities along the route of vehicle k based on position l. Fig. 4 shows an example of how NewOnwall(ω) works. In this example, vehicle route 1 is modified to get a new solution. Nodes 7, 9, and 10 are hardly accessed nodes and each can provide 1 bike to other nodes. In Step 1, node 10 is identified as the node that leads to the most reduction of evaluation function value and selected to be replaced. Node 8, which is an easily accessed node in the nearby-node set of node 10, is randomly selected in Step 2. Without violating the time constraint, node 10 is replaced by node 8. In
Step 5, after OperationAdj is executed, both the loading quantities at nodes 7 and 9 are 1 and the unloading quantity at node 10 is 2.
The pseudocode of the revised on-wall ineffective collision is given in Subroutine 1.
Subroutine 1 NewOnwallIneffCollision(M, buffer)
Input: A molecule M with its profile (i.e., the structure ω, PE ω , and KE ω ) and the central energy buffer buffer
Output ′ M and buffer Remarks: Lines 1 and 4 are not executed in the subroutine OnwallIneffCollision in the original CRO, and line 2 in the modified CRO uses the proposed NewOnwall operator instead of the original Onwall operator introduced by Lam and Li (2010) . KELossRate refers to the maximum fraction of KE lost.
Buffer is the central energy buffer which cumulates the energy loss from the on-wall ineffective collision (calculated by the equation in line 8) and is used to ensure the occurrence of decomposition.
Decomposition
Different from NewOnwall, NewDecom applies to all routes in an original solution ω to obtain two new solutions ′ ω 1 and ′ ω 2 . These new solutions are obtained by the following:
Step 1: Cut each vehicle route into two sub-sequences, subr k 1 and subr k 2 (∀ ∈ k K) based on the same position. That position is determined by
Step 2: Get new routes ′ r 1 for ′ ω 1 : For = … k K 1, , | |, assign sub k 1 to the corresponding position of vehicle k in ′ r 1 . Then, add nodes selected from the nearby-node set Nearby i ε , (where i is currently the last node in the route of vehicle k and = ε k k ) one by one starting from the first position after the cutting point until the number of nodes in the route reaches
. Based on the last visited node, add its nearest depot to the end of the route.
Step 3: Get new routes ′ r 2 for ′ ω 2 : For = … k K 1, , | |, assign StartDepot k to the beginning of each route, and assign sub k 2 to the corresponding position of vehicle k in ′ r 2 except for the ending depot. Then, the nodes selected from the nearby-node set Nearby i ε , (where i is currently the last node in the route of vehicle k and = ε k k ) are added to the route one by one until the number of nodes reaches
. Based on the last visited node, add its nearest depot to the end of the route. Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 Step 4: For each new route, calculate the loading/unloading quantity at each node and update OprTime k by OperationDetermination (Subroutine 8 introduced in Section 3.7). Fig. 5 , the sub-sequences in light grey are the sub-sequences sub 1 1 and sub 2 1 , whereas the subsequences in grey are sub 1 2 and sub 2 2 . The lengths of the two subsequences sub 1 1 and sub 2 1 are both equal to 3. Moreover,
. Hence, the length of each route in the two new solutions is
. For the first new solution, 7 -3 more nodes are added to both vehicle routes 1 and 2 separately, and for the second new solution, 7 -5 more nodes are added to both vehicle routes 1 and 2 separately. The nodes in the dotted boxes in Fig. 5 are the newly added. After decomposition, vehicle route 1 is shorter and has the same length as vehicle route 2. This operator allows making a route shorter, giving more time for loading and unloading at the other visited nodes.
The pseudocode of the decomposition in the enhanced CRO is presented in Subroutine 2.
Subroutine 2 NewDecomposition(M, buffer)
Input: A molecule M with its profile (i.e., the structure ω, PE ω , and KE ω ) and the central energy buffer buffer 1. Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 15. Remarks: Lines 3 through 6 are not executed in the subroutine Decomposition in the original CRO, and line 1 in the modified CRO uses the proposed NewDecom operator instead of the original Decom operator. The original Decom operator uses the circular shift operator introduced by Lam and Li (2010) to obtain new solutions.
Calculate
′ PE ω 1 and ′ PE ω 2 3. for each vehicle ∈ … k K {1, , | |} do 4. ′ = ′ ′ ′ ( ) ( ) ω PE SolutionAdjustment ω PE k , , , ω ω 1 1 1 1 5. ′ = ′ ′ ′ ( ) ( ) ω PE SolutionAdjustment ω PE k , , ,
Intermolecular ineffective collision
The NewInter operator guides the procedure on how to get two new solutions from two original solutions. For each original solution, only one vehicle route is modified. Let it be the route of vehicle k. From each original solution, a new solution is obtained by swapping two sub-sequences (subr 1 and subr 2 ) with equal length. The method works as follows:
Step 1: Determine the maximum length of the sub-sequences for swapping by ⌊ ⌋− n /2 1 k .
Step 2: Determine the common length of sub-sequences randomly,
Step 3: If = length 1, two non-adjacent nodes are selected from the route and swapped. Their positions are l 1 and l 2 , where
Step 4: If > length 1, two sub-sequences are randomly selected and swapped. Then, (i) Randomly select the starting position l 2 of subr 2 by ∈ + … − − l l e n g t h n l e n g t h
Step 5: Update the travel time.
The first nodes in the two sub-sequences subr 1 and subr 2 are denoted as = , where 2 ) for the inter-molecular ineffective collision.
Step
, calculate the loading/unloading quantity at each node and update the total service time OprTime k by OperationDetermination (Subroutine 8 introduced in Section 3.7); otherwise, no feasible solution can be obtained from NewInter and the reaction will not occur. Fig. 6 gives an example for NewInter. In this example, vehicle route 1 is selected and modified. The lengths of the swapped subsequences are both equal to 2.
The pseudocode of the intermolecular ineffective collision is given in Subroutine 3.
Input: Molecule M 1 with its profile and M 2 with its profile , and
Remarks: Lines 1, 4 -5 are not executed in the subroutine InterMoleIneffCollision in the original CRO, and line 2 in the modified CRO uses the proposed NewInter operator instead of the original Inter operator introduced by Lam and Li (2010) .
Routes in the molecular structure of 1 M (i.e., 1 r in 1 )
Routes in the molecular structure of 2 M (i.e., 2 r in 2 )
Routes in the molecular structure of M (i.e., r in ) 2 ) is used to generate a new solution by combining the routes in two existing solutions ω 1 and ω 2 , and then determine the corresponding loading and unloading quantities at each visited node. The method to obtain the new solution is described as follows:
Step 1: For solutions ω 1 and ω 2 , each route is cut into two sub-sequences, denoted as ω subr 1 k 1 and ω subr 1 k 2 for ω 1 , and ω subr 2 k 1 and
Step 2: As illustrated in Fig. 7 , for each vehicle = … k K 1, , | |, combine ω subr 1 k 1 and ω subr 2 k 2 to get new routes and calculate TraTime k .
Step 3: For each new route, if − < T TraTime 0 k , RemovalOfNodesT (introduced in Section 3.6.3) is executed to remove node(s).
Step 4: For each new route, OperationDetermination (Subroutine 8 introduced in Section 3.7) is applied to determine the loading and unloading quantities and the operational time of the vehicle.
The pseudocode of synthesis is presented in Subroutine 4.
Input: Molecule M 1 with its profile and M 2 with its profile 1. Remarks: Lines 3 -5 are not executed in the subroutine Synthesis in the original CRO, and line 1 in the modified CRO uses the proposed NewSynth operator instead of the original Synth operator introduced by Lam and Li (2010) .
Solution adjustments
In this section, five operators are introduced to adjust routes or loading/unloading quantities in the elementary reactions mentioned in Section 3.5. Among these five operators, the operator introduced in Section 3.6.1 is used to improve loading/unloading quantities and the other four operators introduced in Sections 3.6.2-3.6.5 are used to adjust routes. The main ideas of route adjustment include (1) adjusting route lengths (i.e., the number of nodes in routes), including insertions and removals of nodes (2) repairing infeasible solutions (due to the violation of the operational time constraint) by deleting nodes, and (3) rearranging the order of the visited nodes by 2-Opt to improve the solution quality.
Adjustments to loading and unloading quantities
The quality of a solution ω may be improved by adjusting the loading/unloading quantities assigned to the nodes in r. The applied adjustments differ based on the type of node. Subroutine 5 shows the adjustment framework. If the node concerned is an easily accessed and imbalanced node, OperationAdjEasy is first implemented, followed by OperationAdjHard (see Subroutine 5, line 1 -4). OperationAdjHard is also used because a large penalty is assigned to each bike parked at hardly accessed nodes and improvements in the loading/unloading quantities at visited hardly accessed nodes lead to a reduction in the total penalty assigned to bikes at hardly accessed nodes in the objective function. If the node is a hardly accessed node, its loading or unloading quantity will only be checked by OperationAdjHard (see Subroutine 5, line 5). The details of OperationAdjEasy and OperationAdjHard are respectively depicted in Sections 3.6.1.1 and 3.6.1.2, where they involve the following notations defined below:
(1) adjust v represents the maximum allowable increment (in terms of bikes) in the loading/unloading quantity at the checked node v.
(2) SumAdjust v is the cumulative increment in the loading/unloading quantity at node v. (3) MaxAdjust v limits the maximum increment in the loading/unloading quantity at node v to the number of bikes at which node v can provide or receive within the remaining time in order to increase demand satisfaction, i.e.,
(4) minrQ k is defined as the minimum residual capacity of vehicle k on the route segment considered.
(5) minf k is the minimum number of the bikes on vehicle k on the route segment considered.
Subroutine 5 OperationAdj()
Input: A molecular structure ω, vehicle k, and the position of considered node l 1.
Output ′ ω 3.6.1.1. Loading and unloading adjustments invoked by an easily accessed node. Suppose node ∈ v V E is the l-th node visited by vehicle k (i.e., = + v r SumN l , where
). The inventory level at that node after the repositioning s v is calculated and used to determine the current condition of each node. If node v is balanced (i.e., − = s q 0 v v ), no adjustment on loading/unloading is necessary; otherwise, the operator OperationAdjEasy is applied. For an imbalanced node v, either one of the following two states (i.e., surplus and deficit states) depicted in Sections 3.6.1.1.1 and 3.6.1.1.2 will occur.
3.6.1. . If there is still space available on vehicle k after the vehicle passes node v, node v can provide some additional bikes to its succeeding stations in a deficit state. The succeeding nodes are checked one by one and their unloading quantities are adjusted based on the following steps:
Step 1:
Step 2: If any one of the following conditions is satisfied, stop checking the succeeding nodes of node v and move to check its preceding nodes.
(
, do the following:
Step 3.2: Update the total loading and unloading time by the following equations:
Step 3.3:
Step 4:
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means that the unloading operation is still carried out at node v after the adjustment. Some of the unloaded bikes at node v are shifted to the checked deficit node sucd(v) on the route, and the total number of bikes loaded onto vehicle k remains unchanged. Therefore, OprTime k does not change.
means that the operation at node v turns out to be a loading instead of unloading one. It implies that the total number of bikes loaded along the route increases and so is OprTime k . From Eq. (28), if loading originally occurs at the checked deficit node sucd(v), the deficit condition of sucd(v) is at least partially caused by loading an excessive number of bikes. Therefore, after the adjustment, these extra bikes should not be loaded at sucd(v) and the handling time for these bikes should be deducted and is modeled by the minus term in Eq. (28). If unloading originally occurs at node sucd(v), more bikes are unloaded after the adjustment. The time required for the additional unloading operation is already counted in Eq. (27) , some of the bikes on the vehicle should be first unloaded to supply bikes to the preceding nodes in a deficit state and the same number of bikes should be loaded from node v later. The preceding nodes and their loading quantities are determined by the following steps:
Step 2: If any one of the following conditions is satisfied, stop.
, do the following Step 3.1:
Step 3.2: Update OprTime k by Eqs. (27) and (28).
Step 4: ), the adjustment on the loading quantities at the succeeding and preceding stations in a surplus condition can contribute to reducing the unmet demand at node v. Like Section 3.6.1.1.1, h = SumN + l. Unlike that subsection, MaxAdjustT is determined by Eq. (29) stated below.
For the case ⩾ O 0 h , the deficit condition at node v is caused by loading an excessive number of bikes. To reduce the unmet demand at node v, O h fewer bikes are loaded and therefore O h is added to MaxAdjustT. For
If vehicle k carries bikes after it leaves node v, some bikes should first be unloaded at node v and the same number of bikes should be loaded onto the vehicle from the succeeding nodes of node v later. The detailed adjustment procedure for this case is stated as follows:
, do the following: Step 3.1:
Step 3.2: Update OprTime k by the following equations:
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, the time needed for loading and unloading extra adjust v bikes is directly added to OprTime k since more bikes are handled by the vehicle after the adjustment. From Eq. (31), there is no change in OprTime k if loading is operated at the checked surplus node sucd(v). This is because more bikes are loaded after the adjustment and the time required for loading is already counted in Eq. (30). If unloading occurs at the checked surplus node, the surplus condition is at least partially caused by unloading an excessive number of bikes. Thus, after the adjustment, a decrease in the unloading quantity at node sucd(v) leads to a reduction in the loading and unloading time.
If there are some spaces available on vehicle k for loading more bikes on its way to node v and < SumAdjust MaxAdjust v v , more bikes should be loaded onto that vehicle from the preceding nodes in a surplus state. The detailed adjustment procedure is stated as follows:
Step 3.1:
Step 3.2: Update the loading and unloading time by Eqs. (30) and (31).
Step 4: Set
3.6.1.2. Loading and unloading adjustments invoked by a hardly accessed node. Let R be the set that contains all the nodes visited by vehicle k. Define the ordered sets
. ≠
means that there exist some hardly accessed nodes with non-zero inventories after repositioning. In this case, there is no need to check those nodes, since no penalties are induced from those nodes.
≠ ∅ + H indicates that some bikes are stored at the hardly accessed nodes visited by vehicle k and it may be possible to redistribute these bikes to easily accessed nodes.
≠ ∅ − H implies that there exist some nodes where the number of bikes loaded at each of these nodes is larger than the number of bikes provided there. This infeasible solution may be caused by the implementation of the reaction operator (introduced in Section 3.5.1). Thus, it may be fixed by loading more bikes from other nodes visited by vehicle k. Step 1: Check from the considered node ∈ + v H to the end of the route: If > minrQ 0 k and MaxAdjustT > 0, it is possible to load more bikes onto the vehicle from node v and transport them to its succeeding node(s) in a deficit state to reduce the unmet demand and total penalty assigned to bikes parked at ∈ v V H .
Step 2: If ≠ ∅ + H , check from the considered node ∈ + v H to the beginning of the route. If
, it is possible that fewer bikes at the preceding node(s) of v are loaded and the bikes at v are loaded instead to reduce the total penalty assigned to bikes parked at ∈ v V H . In this step, the unmet demand is not reduced.
Step 3: If ≠ ∅ + H , check from the considered node ∈ + v H to the end of the route. If the succeeding node of v is a depot, it is possible that the bikes at node v are loaded first and fewer bikes are loaded at the depot without an increment in OprTime k . If the succeeding node of v is an easily accessed node, it is possible that the bikes at node v are redistributed to the easily accessed node with OprTime k increased to reduce the total penalty assigned to bikes parked at ∈ v V H , but not the unmet demand.
In
Step 1, the succeeding nodes of ∈ + v H are checked as follows:
Step 1.1: Set g = 1 and ′ = Temph 0. ( ′ Temph represents the last position of all the nodes in the route which has been checked, and it is used to avoid repeated checking.)
Step 1.2: Set =
Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 Step 1.3: If = minrQ 0 k , g = g + 1 and go to Step 1.2. Step 1.4: If either of the following conditions is satisfied, go to Step 2.
Step 1.6: Update the total loading and unloading time and MaxAdjustT by the following:
, and go to Step 1.3.
Step 1 In
Step 2, the preceding nodes of ∈ + v H are checked as follows:
Step 2.1:
Step 2.2:
Step 2 
Step 2.6: Set = − s s adjust 
Similar to Step 1, in
Step 3, the succeeding nodes of ∈ + v H are checked as follows:
Step 3.1: Set g = 1 and ′ = Temph 0.
Step 3.7:
and update the total loading and unloading time and MaxAdjustT by the Eqs. (32) and (33), respectively.
Step 3.8:
Step 3.9: If > s 0
h , and go to Step 3.3.
Step H are adjusted to make the infeasible solution feasible. The checking idea is that from the considered node ∈ − v H to the end of the route, it is possible to load more bikes or unload fewer bikes at the succeeding nodes of v to reduce the number of bikes loaded at node v.
The succeeding nodes of ∈ − v H are checked as follows:
Step 1: Set = g 1 and ′ = Temph 0.
Step 2: Set = Step 3: If ′ ⩾ + h n 1 k , stop checking the succeeding nodes of node v.
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Step 5: If
Step 6: Update the total loading and unloading time and MaxAdjustT by the following: Step 2, and stop otherwise.
Adjustment on route lengths
The length adjustment on a route considers the removal and insertion of nodes, denoted as InsertionOfNodesR( ) and RemovalOfNodesR( ), respectively. Subroutine 6 shows the framework of the adjustment on route lengths. The details of the operators are respectively introduced in Sections 3.6.2.1 and 3.6.2.2.
Subroutine 6 RoutelengthAdj( )
Input: A molecular structure ω, PE ω , and vehicle k 1.
Obtain
end if
5.
Output ′ ω and
′
PE ω
Remarks: PE ω is the evaluation function value of the solution ω. ′ t is the average travel time between each pair of nodes in the network, and it is calculated by ′ = ∑ −
3.6.2.1. Removal of nodes. RemovalOfNodesR is executed to remove node(s) (excluding the starting and ending depots) in a given route of vehicle k in ω, with the objective of maximizing the approximate reduction in the evaluation function value. The approximate maximal reduction AMR is calculated by Once a node is removed from the route, the method proposed by Ho and Szeto (2014) , where
0
. The following is the detailed procedure with four main steps:
Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 Step 1 Step 3: Node v is inserted into position g if the insertion does not violate the time constraint (i.e., Step 3.1:
( ) .
Step 3.4: OperationAdj (Subroutine 5 introduced in Section 3.6.1) is executed to adjust the loading/unloading quantity at inserted node v.
Step 3.5: Calculate the evaluation function value of the new solution ′ ω .
Step 4: If the evaluation function value of ′ ω is better than that of the original solution ω, ′ ω is kept and go to Step 1; otherwise, ′ ω is discarded and the procedure stops.
Route repairing
For each route, once the time constraint is violated, the operator RemovalOfNodesT is executed to remove the node associated with AMR until the travel time of the considered route no longer violates the time constraint. The ways of selecting nodes and adjusting relevant variables are the same as RemovalOfNodesR introduced in Section 3.6.2.1. However, the stopping criterion of the two operators is different: RemovalOfNodesR is executed until the objective value is no longer improved or none of the adjustment criteria (listed in the first row of Tables 2 and 3) 
Adjustment of
TraTime k
1 .
Adjustment of O
Remarks:
(i) minrQ k is the minimum residual capacity of vehicle k before visiting node ′ r h and is obtained by
(ii) Only if the criteria of adjustment are satisfied, the adjustments with (*) can be applied. Liu et al. Transportation Research Part C 92 (2018) 208-242 3.6.4. 2-Opt 2-Opt is applied to a selected route obtained from the elementary reactions. This procedure considers the inversion of all possible sub-sequences (consisting of at least two nodes) excluding the starting and ending depots in the route. Once a route that satisfies the time constraint is obtained, the loading/unloading quantities are determined by OperationDetermination (Subroutine 8 introduced in Section 3.7). The best improved feasible solution found according to the evaluation function replaces ω, and the procedure stops. This is different from a traditional local search where the search continues until no improvement can be found.
Removal of adjacent repeated nodes
Given the route of vehicle k, RemovalOfRepeatedN is used to remove one of the identical adjacent nodes. Suppose , either loading or unloading is operated at both l 1 and l 2 , and no update of OprTime k is needed; for the case < Table 2 Same as Table 2 Same as Table 2 Adjustment of bicycle flow array, F * Same as Table 2 Same as Table 2 Same as Table 2 Adjustment of OprTime k * Same as Table 2 If Table 2 Adjustment of O * Same as Table 2  Same as Table 2  Same as Table 2 Adjustment of r * Same as Table 2 Remarks:
(i) minf k is the minimum number of bikes on vehicle k before visiting node Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 3.6.6. Implementation of solution adjustment Subroutine 7 shows the framework of the solution adjustment and it is implemented once a new solution is obtained by reaction operators introduced in Section 3.5.
Subroutine 7 SolutionAdjustment( )
Input: A solution ω, PE ω , and vehicle k 1.
if
12.
Output ′ ω and ′
PE ω
Remarks: ′ cHit ω records the total number of consecutive iterations to undergo either onwall ineffective collisions or intermolecular ineffective collisions. OptStep is a parameter that indicates the frequency of running 2-Opt in terms of the number of iterations undergo either on-wall ineffective collisions or the inter-molecular ineffective collisions. Lines 3 and 7 are not executed for the solutions obtained from the reactions of decomposition and synthesis (introduced in Section 3.5), i.e., 2-Opt is applied to the newly obtained solution(s) from decomposition or synthesis without any condition requirements. However, for the solutions obtained from on-wall ineffective collisions and inter-molecular ineffective collisions, the criterion in both Lines 3 and 7 must be satisfied to execute 2-Opt.
Calculation of loading and unloading quantities
For the solutions in 2-Opt (introduced in Section 3.6.4) or the reaction operators other than on-wall ineffective collision (introduced in Section 3.5), the loading/unloading quantities along the route of vehicle k need to be updated.
Given the current state of each node, the method for initial solution construction (i.e., Step 3.2 in Section 3.3) is used to calculate the loading and unloading quantities at each visited node. This procedure is denoted as OperationCalculation. The only difference between OperationCalculation and the initial solution construction heuristic is that in OperationCalculation, all nodes in the route are given and there is no need to add more to it.
Subroutine 8 shows the framework of how to calculate and adjust the loading and unloading quantities for a given route.
Subroutine 8 OperationDetermination( )
Input: A molecular structure ω and vehicle k Table 4 Interpretations of the parameters used in the original CRO and the enhanced CRO.
Parameter Interpretation
PopSize
The initial number of solutions in Pop InitialKE
The initial KE value assigned to each solution in the initialization stage KELossRate Maximum fraction of the reduction in KE in on-wall ineffective collisions MoleColl Fraction of all elementary reactions corresponding to inter-molecular reactions β A parameter in the occurrence criterion of synthesis (a parameter that represents the least amount of KE in a molecule) α A parameter in the occurrence criterion of decomposition (a parameter that represents the maximum number of consecutive iterations to undergo either on-wall ineffective collisions or inter-molecular ineffective reactions if the current best solution is not updated) MaxIteration
The maximum number of iterations. OptStep^A parameter in the occurrence criterion of 2-Opt (a parameter that indicates the frequency of running 2-Opt in terms of the number of iterations undergo either on-wall ineffective collisions or inter-molecular ineffective collisions)
OptStep is only used in the enhanced CRO.
1.
Output ′ ω Remarks: The operator OperationAdjHard is used to adjust the loading/unloading quantities at all the visited nodes ∈ i V H (introduced in Section 3.6.1.2). Line 1 is not executed in the stage of initialization (Subroutine 9, introduced in Section 3.6.6) in the enhanced CRO.
Implementation of the enhanced CRO
The initialization is performed by Subroutine 9. The overall procedure of the enhanced CRO is described by Algorithm 1. The meanings of the parameters are also listed in Table 4 .
Subroutine 9 Initialization( ) Input: Problem-specific information (evaluation function, constraints) 1.
Assign parameter values 2.
Generate PopSize initial feasible solutions. 3.
for each solution ω do 4.
Calculate PE ω by setting it to be the evaluation function value
Assign Let the central energy buffer be buffer and buffer = 0 10.
Determine the current best solution among all the initial solutions 11.
Output Pop
Remarks: Line 5 is not executed in the subroutine Initialization in the original CRO.
Algorithm 1 Enhanced CRO
Let iter = 0 3. while iter < maxIteration do 4.
Get random molet in the interval (0,1) 5.
if molet > MoleColl then 6.
Select a molecule M from Pop randomly 7.
9.
if Success = TRUE then 10.
Remove M from Pop 11.
Add , and PopSize > 2 then 20.
21.
if Success = TRUE then 22.
Remove M 1 and M 2 from Pop 23.
Add Liu et al. Transportation Research Part C 92 (2018) 208-242 25. Output the overall best solution and its evaluation function value Similar to the original CRO, the enhanced version has four principle reactions. However, these reactions are different in the following:
1. For the enhanced CRO, NewOnwall is adopted in the on-wall ineffective collision to deal with both routes and loading/unloading quantities, whereas only the swapping operator is used to get new routes in the original CRO. 2. Unlike NewDecom in the enhanced CRO, a circular shift is applied to obtain new routes from the decomposition in the original CRO. 3. For intermolecular ineffective collisions, the swapping of two sub-sequences with equal length in a route is used in the enhanced CRO, whereas the swapping of any two nodes is applied to the original CRO to obtain new routes. Moreover, the calculation and adjustment of the loading/unloading quantities are considered in NewInter. 4. For synthesis, the enhanced CRO and the original CRO adopt the same method to handle vehicle routes, but only the enhanced CRO considers the adjustments on the loading/unloading quantities at visited nodes.
The following are also the differences between the original and enhanced CRO.
• In the enhanced CRO, the definition of Hit and decomposition criterion proposed by Szeto et al. (2016) are used, not those in Lam and Li (2010) . In the enhanced CRO, Hit ω in the decomposition criterion (line 7) refers to the total number of consecutive iterations for either on-wall ineffective collisions or the intermolecular ineffective collisions (i.e., the total number of searches among the neighbor solutions) before the current best solution is updated. For each molecular structure ω, if the current best solution is not updated after either an on-wall ineffective collision or an intermolecular ineffective collision occurs, Hit ω increases by one; otherwise, Hit ω is reset to zero. The decomposition criterion − > Hit α 0 ω means that no better solution is obtained after searching the neighbor solutions of the solution ω α times. If such a criterion is met, the decomposition will be carried out to obtain a very different solution (non-neighbor). Hit ω is set to zero after the decomposition or synthesis has occurred.
• After the occurrence of any reaction, the current best solution is updated if a new solution with a lower evaluation function value is obtained. This current best solution is the best value obtained by comparing all solutions in the pool. However, the original CRO determines the current best solution obtained by comparing all of the solutions generated from a specific solution.
• In the enhanced CRO, cHit ω is introduced to record the total number of consecutive iterations to undergo either on-wall ineffective collisions or intermolecular ineffective collisions. Only if the decomposition or synthesis occurs, cHit ω is set to zero; otherwise, it increases by one. To avoid getting many replicated solutions from 2-Opt, " = cHit OptStep mod( , ) 0 ω " is added to control the occurrence of 2-Opt to the new neighbor solutions obtained from on-wall ineffective collisions and intermolecular ineffective reactions. It means that 2-Opt is performed in every OptStep iterations for on-wall ineffective collisions and the intermolecular ineffective collisions.
• In the enhanced CRO, the condition (PopSize > 2) is added to the synthesis criterion (line 19) to avoid Pop being too small to allow any reaction, especially an inter-molecular ineffective collision, in the subsequent iteration.
Numerical studies
To tune our proposed heuristic and illustrate its efficiency and accuracy, three sets of instances were used, which are available at http://web.hku.hk/~ceszeto/instances.zip. The first set of instances of different sizes were created based on the instance sets used by Ho and Szeto (2017) , which was generated based on the largest bike-sharing system in the United States, Citi Bike in New York. The details of instance sets are listed in Table 5 . For the instance of V | | = 60, 60 stations were randomly selected from 302 stations and the depot in the file name n302 at https://sites.google.com/site/drsinho/instances/hlns-set3.zip. Two nodes were randomly selected as depots. 60 × 0.4 nodes are hardly accessed nodes and 60 × 0.6 nodes are easily accessed nodes. Other instances were generated Table 5 Instance set based on Citi Bike. Instances   60  40%  n302  90  40%  n302  300  40%  n471  400 40% n471
Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 similarly. In these instances, the travel times between nodes (in seconds) are asymmetric. The demand at each node is derived based on the penalty cost, i.e., the inventory that gives the lowest penalty cost. The time required for loading/unloading a bike is 60 s. The second set of instances was created based on those used by Pal and Zhang (2017) . It was generated based on the FFBSS operated in the University of South Florida's Tampa campus named Share-A-Bull (SAB). Each instance contains one depot, easily accessed nodes, and hardly accessed nodes. The nodes whose demand is zero and capacity is relatively low were selected as the hardly accessed nodes. The details of the second set of instances are listed in Table 6 .
The third instance was derived from the instance of 30 nodes provided by Rainer-Harbach et al. (2015) , which was in turn generated based on 2011 real-world data provided by Citybike Vienna. Besides the depot, 11 nodes were randomly selected from those 30 nodes. One, six and four of these 11 nodes were randomly selected as the second depot, easily accessed nodes, and hardly accessed nodes, respectively.
Two to three vehicles with a capacity of 10 or 20 bikes are deployed for the repositioning operation. Different combinations of vehicle capacities in a fleet are considered. For K | | = 2, three combinations are considered, including (10, 10), (10, 20) , and (20, 20); For K | | = 3, four combinations are considered, including (10, 10, 10), (10, 10, 20) , (10, 20, 20), and (20, 20, 20) . The weight μ = 0.00001, which implies that the main objective is to minimize total unsatisfied demand. The heuristic was written in C++, compiled by Visual Studio, and ran on a computer with an Intel i7-3770 CPU @ 3.4 GHz and 32 GB RAM.
Parameter tuning
In this section, the parameters listed in Table 4 are tuned in the following order: InitialKE, β, PopSize, MoleColl, KELossRate, α, and MaxIteration. Among them, InitialKE and β control the ability to get new solutions and have a direct and close relationship with the PE of the problem . Thus, as in their study, these values were tuned based on the initial objective value, denoted as
e., the total number of unsatisfied customers before repositioning is performed plus the total penalty assigned to the bikes parked at all nodes ∈ i V H ). The trial values for tuning the ratios of these two parameters were the multiples of InitialObj. As in most of the existing studies, twenty random seeds were used. The average of the best objective values from 20 runs determined the parameter values.
The Citi Bike instance used for parameter tuning has 60 stations. Two vehicles were used to perform repositioning. The capacity of each vehicle is 10. The repositioning duration is 9000 s. The loading or unloading time for a bicycle is 60 s. The initial objective value (InitialObj) is 302. The initial parameter values were as follows: InitialKE = 302; β = 302; PopSize = 30; MoleColl = 0.5; KELossRate = 0.5; α = 300; and MaxIteration = 10,000. InitialKE was first tuned. It took on different values from the set … {151, 302, , 1812} whereas the other parameter values remained unchanged. According to the first plot of Fig. 8 , the best average result was found when InitialKE = 755. Then, ∈ … β {151, 302, , 1510} was tuned with an InitialKE of 755 and the remaining parameters were kept at their initial values. According to the second plot of Fig. 8 , the best average result was found when β = 453. This procedure was repeated for other parameters.
Other tuning results are plotted in Fig. 8 . The parameter values are set as follows: InitialKE = 755 (i.e., 2.5 × InitialObj); β = 453 (i.e., 1.5 × InitialObj); PopSize = 30; MoleColl = 0.3; KELossRate = 0.2; α = 400; and MaxIteration = 13,000. These parameter values were applied in the following numerical experiments, except for InitialKE and β, in which the deduced ratios of 2.5 and 1.5 were used. Regarding the value of MoleColl, it implies that about 70% of the overall reactions are uni-molecular reactions (i.e., either decomposition or on-wall ineffective collision). This also implies that the operators for the decomposition and on-wall ineffective collision reaction are more efficient than those for the synthesis and inter-molecular ineffective collision.
Comparison between CPLEX and the enhanced CRO
To illustrate the effectiveness of the enhanced CRO, the comparisons of the performance of the enhanced CRO and CPLEX were conducted. For the first experiment, SAB instances were used. Two repositioning durations (T = 4,500 s and T = 9,000 s), two vehicle types ( = Q 10 1 and = Q 20 2 ), two fleet sizes ( K | | = 2 and K | | = 3), and all the combinations of vehicle capacities were considered. For each scenario (i.e., a given combination of an instance, a repositioning duration, a fleet size, and vehicle capacities) and each seed, the enhanced CRO was executed with a maxIteration value of 13,000. The best and average of the best solutions from 20 runs were used to evaluate their performance. These scenarios were also solved with IBM ILOG CPLEX 12.63 with the default settings. A running time of 2 h was imposed on CPLEX. However, CPLEX only checks the time at certain points. Therefore, some of the computing times reported here are longer than 2 h. The optimality tolerance of CPLEX was set to 0.01%. Thus, if the optimal gap, Gap opt , is less than 0.01%, CPLEX gives an "optimal" objective value; otherwise, CPLEX only gives an upper bound on the objective value of an optimal solution.
Table 6
Details of the instance set based on SAB. 42  1  33  9  78  1  57  21  95  1  65  30 Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 Tables 7-10 show the results obtained by CPLEX and the enhanced CRO under different repositioning durations, fleet size, capacities, and numbers of stations. Gap 1 and Gap 2 (in percent) indicate the performance of the enhanced CRO relative to that of CPLEX based on the averages of the best and average objective values, respectively. The CPU (in seconds) denotes the average computing time of 20 runs for the enhanced CRO or the computing time for CPLEX. From the results, we observe that CPLEX cannot obtain any optimal solutions with a 2-h time limit, and can only provide an upper bound for the problem.
Unlike the enhanced CRO, CPLEX cannot obtain feasible solutions in many cases when the repositioning duration becomes longer, the size of the instance becomes larger, or more vehicles are considered. For example, for the case K | | = 2 and T = 4,500 s (see Table 7 ), CPLEX can obtain feasible solutions for all the considered scenarios, while for the case K | | = 2 and T = 9,000 s (see Table 9 ), a feasible solution can only be found for 1 scenario. For the results obtained for the case K | | = 3 and T = 4,500 s (see Table 8 ), fewer feasible solutions are obtained by CPLEX compared with the results shown in Table 7 . When only considering the results for the case K | | = 3 and T = 4,500 s (see Table 8 ), CPLEX cannot obtain feasible solutions for the scenarios related to V | | = 95. In contrast, the enhanced CRO always obtains good feasible solutions much faster than CPLEX for larger, longer repositioning time, or more vehicle Table 9 A comparison of the results between CPLEX and the enhanced CRO (instances based on SAB, K | | = 2 and T = 9,000 s). Table 10 A comparison of the results between CPLEX and the enhanced CRO (instances based on SAB, K | | = 3 and T = 9,000 s). scenarios.
Regarding the results obtained for a fixed repositioning duration and number of vehicles, the average computing time of the enhanced CRO varies from 5.40 to 15.53 s, while the average computing time of CPLEX is around 7,200 s. Moreover, all negative values of Gap 1 and Gap 2 indicate that the enhanced CRO obtains a better upper bound for each of the considered scenarios. Therefore, the enhanced CRO could obtain better solutions much faster than CPLEX.
For the results obtained under a fixed repositioning duration, the absolute values of the average Gap 1 and Gap 2 values obtained by Table 12 A comparison of the results between the original CRO and the enhanced CRO ( K | | = 2, T = 9,000 s, and the stopping criterion is generating the same number of solutions). Table 13 A comparison of the results between the original CRO and the enhanced CRO ( K | | = 3, T = 9,000 s, and the stopping criterion is generating the same number of solutions). the enhanced CRO for the scenarios with K | | = 3 are always larger than those for the scenarios with K | | = 2. For example, when T = 4,500 s, the average values of Gap 1 and Gap 2 are respectively −15.52% and −8.29% for the case K | | = 2, while they are respectively −53.51% and −43.60% for the case K | | = 3. This implies that the enhanced CRO performs better than CPLEX when solving the FFBRP with more vehicles involved.
For the results of a constant fleet size, the absolute values of the average Gap 1 and Gap 2 values obtained by the enhanced CRO for the scenarios with long repositioning durations are larger than those with short repositioning durations. For example, when K | | = 2, V | | = 42, and the vehicle case is (10, 20), Gap 1 and Gap 2 are respectively −19.06% and −8.58% for T = 4,500 s but −83.78% and −81.56% for T = 9,000 s. This implies that the enhanced CRO performs better than CPLEX when solving the FFBRP with a longer repositioning duration. Table 11 presents a comparison of the results between CPLEX and the enhanced CRO for the second experiment using the small Vienna instance. This comparison aims to prove that the enhanced CRO can obtain optimal solutions. The repositioning duration is set to 6,000 s. For the scenarios considered in Table 11 , the solutions obtained by CPLEX are optimal. From Table 11 , the enhanced CRO can also obtain optimal solutions with an average computational time of 6.01 s, which is much shorter than that of CPLEX (656.19 s). These results show that the enhanced CRO can find optimal solutions much faster than CPLEX. Liu et al. Transportation Research Part C 92 (2018) 208-242 
Comparison between the enhanced CRO and the original CRO
To compare the performance of the performance of the enhanced CRO and the original CRO, various Citi Bike instances with sizes ranged from 60 to 400 nodes were considered. Two repositioning durations (T = 9,000 s and T = 18,000 s), two vehicle capacities ( = Q 10 1 and = Q 20 2 ), and two fleet sizes ( K | | = 2 and K | | = 3) were considered. To ensure a fair comparison, for each scenario and each seed, the enhanced CRO was first executed with a maxIteration value of 13,000. The number of solutions generated by the enhanced CRO and the computational time were then recorded and set as the stopping criterion for the original CRO. The best and average of the best solutions from 20 runs were used to evaluate their performance. Tables 12-15 and Gap 2 are respectively −28.87% and −29.42% if T = 9,000 s, while they are respectively −41.74% and −42.59% if T = 18,000 s. Under a fixed repositioning duration, when the fleet size becomes larger, the absolute values of the average Gap 1 and Gap 2 values become larger. Here, we take T = 9,000 s as an example. If K | | = 2, the average values of Gap 1 and Gap 2 respectively are −28.87% and −29.42%, whereas if K | | = 3, the average values of Gap 1 and Gap 2 are respectively −37.32% and −37.61%. This indicates that the enhanced CRO is more effective than the original CRO to solve multi-vehicle FFBRPs with a larger fleet size. Nevertheless, under a fixed repositioning duration, a fixed number of vehicles, and a fixed capacity combination, both Gap 1 and Gap 2 become less negative when the size of the instance is larger.
The results shown in Tables 16-19 indicate the same trends as the results in Tables 12-15 . With longer running time, the results obtained by the original CRO in Tables 16-19 are slightly improved compared to the results obtained by the original CRO in Tables  12-15 . However, all gap values are still negative. Therefore, these reflect that the enhanced CRO is more effective than the original CRO to solve multi-vehicle BRPs with a longer repositioning duration, more vehicles, and smaller instances.
The effectiveness of introducing OperationAdj into the enhanced CRO
In our study, the operator OperationAdj (refer to Section 3.6.1), which considers the characteristics of the FFBRP, is introduced to improve the solution quality obtained by the proposed heuristic. In this section, the discussed scenarios for the instance = V | | 400 Liu et al. Transportation Research Part C 92 (2018) 208-242 (described in Section 4.3) were also solved by the enhanced CRO without OperationAdj to illustrate the effectiveness of introducing this operator into the heuristic. The best and average of the best solutions from 20 runs were used to evaluate the performance of the considered heuristic. To ensure a fair comparison, for each scenario and each seed, the enhanced CRO without OperationAdj was executed to generate the same number of solutions as the enhanced CRO (discussed in Section 4.3).
The results are shown in Table 20 . Gap (in percent) herein refers to the difference in the average of the best objective values of the concerned scenario obtained from 20 runs by the enhanced CRO and that without OperationAdj, normalized by the average objective value obtained from the enhanced CRO. The value of Gap implies the relative improvement (or deterioration) on the objective value of the enhanced CRO to that of the enhanced CRO without OperationAdj. If it is negative, the performance of the enhanced CRO is improved by the introduction of OperationAdj; it is weakened otherwise. CPU denotes the average running time in seconds.
From Table 20 , the average running time of the enhanced CRO without OperationAdj (67.39 s) is much shorter than that of the enhanced CRO (110.40 s). Since the difference of the running time between the enhanced CRO without OperationAdj and the enhanced CRO (with OperationAdj) is large, the enhanced CRO without OperationAdj was run again with the stopping criterion as the same running time as the enhanced CRO. The results are shown in Table 21 . Comparing the results shown in Tables 20 and 21 , the gap values are the same, which indicate that there is no significant improvement in the results obtained from the enhanced CRO without OperationAdj even the heuristic runs longer.
From Tables 20 and 21 , the Gap values for all discussed scenarios are negative, and the average Gap value is −11.63%. This Y. Liu et al. Transportation Research Part C 92 (2018) 208-242 implies that although the implementation of the operator OperationAdj takes time, the general performance of the enhanced CRO is improved by incorporating the operator OperationAdj into the CRO to solve the FFBRP. The absolute value of Gap becomes larger when T or/and fleet size increase. This indicates that the operator OperationAdj provides competitive advantages to the enhanced CRO to obtain solutions of multiple-vehicle FFBRPs with long repositioning durations. The operator OperationAdj aims to adjust the loading/unloading quantities at nodes along the route, meet the demand at easily accessed nodes, and reduce the penalty for the bikes at hardly accessed nodes to the maximum extent, thereby improving solution quality. It can be concluded that the enhanced CRO proposed in this paper should incorporate the operator OperationAdj to improve its solution quality.
Conclusion
In this paper, a static free-floating bike repositioning problem with multiple heterogeneous vehicles, multiple depots, and multiple visits is proposed. An enhanced version of CRO is introduced to solve this problem. It incorporates a concept of the nearby-node set to narrow the search space and encapsulates an operator to adjust the loading and unloading quantities at visited nodes by making use of the node characteristics. The computation experiments were conducted on instances up to 400 nodes and 2 depots. The computational results demonstrate that the enhanced CRO gets better solutions than the original CRO and CPLEX for all discussed scenarios and has potential to tackle the repositioning problem for larger, longer repositioning duration, and more vehicle instances. The results also prove that the incorporation of the loading and unloading quantity adjustment procedure is beneficial.
It is noted that in our formulation, the number of nodes highly depends on the number of bikes in the system. The number of nodes can be large if there are many bikes in the system. To reduce the number of nodes considered, one can form a cluster for those bicycles nearby and a node is used to represent a cluster. Moreover, this study only introduced an enhanced CRO to solve the problem. The effectiveness of this heuristic compared with traditional meta-heuristics, such as variable neighborhood search, tabu search, and genetic algorithm, is not known. This comparison is left to future studies.
