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Model-Based Experimental Investigation of Hydrogenase-Like 
Electrocatalytic Inactivation and Activation Mechanisms 
Yian Wang 
This thesis describes an experimental design framework study which is focused on the 
investigation of highly complex electrocatalytic mechanisms. Fully model-based approaches 
combined with the Butler-Volmer model is employed from a pure theoretical model to a validation 
of practical chemical reactions.  
The initial chapters introduce the fundamentals and applications of the electrochemistry. Chapter 
1 provides an overview of the electrode processes and the governing physical factors which may 
limit an electrolysis reaction. In Chapter 2, detailed simulation techniques are introduced to 
interpret an abstractive system into a mathematic problem then to find an accurate, efficient and 
stable path to the solution. 
The results begin in Chapter 3, in which a novel high-order operator-splitting (OS) scheme, with 
fully implicit finite difference (FIFD) method is first time proposed to numerically solve the stiff 
nonlinear problems in electrochemistry, particularly in electrocatalysis. The developed algorithm 
is tested through a series of validations for different electrochemical reactions on large planar 
electrodes. The model predictions employing this method were verified against a classic two-point 
time evolution implicit finite difference method for typical electrochemical systems. 
In Chapter 4, the numerical methods are applied to explore a complex redox system, a recently 
observed hydrogenase-like reaction. Subtle kinetic and mechanistic information is extracted from 
the voltammetric behaviour and quantitative mechanistic insights obtained.  
In Chapter 5, an alternative chronoamperometric voltammetry is introduced to explore the same 
electrocatalytic system described in Chapter 4 in order to explore some unusual current features 
observed in the redox chemistry. 
These stepwise studies support a mechanism for glucose oxidation that proceeds most likely 
through a complex electrocatalytic (EC’CE) scheme with catalytic steps similar to the ones 
reported for [NiFe] hydrogenases. The overall mechanism of the molecular inactivation and 
activation process (IAP) was detailed on the basis of our experimentally validated models and 
compared to [NiFe] hydrogenase IAP. Our findings offer novel perspectives to design finely 
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𝐷j diffusion coefficient of species j cm
2 s−1 
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𝐸 electrode potential V 
𝐸0 standard potential of an electrode V 
𝐸ac ac component of potential V 
𝐸dc dc component of potential V 
𝐸eq equilibrium potential of an electrode V 
𝐸i initial potential V 
𝐸p peak potential V 
𝐸p/2 half-peak potential where 𝑖 = 𝑖p/2 in LSV V 
𝐸pa anodic peak current V 
𝐸pc cathodic peak current V 
𝐸v vertex potential V 
𝐸1/2 half-wave potential in voltammetry V 
∆𝐸 amplitude of ac excitation in AC voltammetry mV 
∆𝐸p pulse height in SWV mV 
∆𝐸s staircase height in SWV mV 
𝐹 Faraday constant C ∙ mol−1 
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𝑖 current A 
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𝑖0 exchange current A 
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𝑘f forward rate constant for a homogeneous reaction s
−1 
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electrode reaction 
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𝑅 universal gas constant J mol−1 K−1 
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𝑟 radius of an electrode cm 
𝑇 absolute temperature K 
𝑡 time s 
∆𝑡 timestep s 
𝑡p pulse width in SWV s 
𝑡s staircase width in SWV s 
𝑢𝑛 independent variable at timestep 𝑛  in operator-splitting 
scheme  
− 
𝑣 scan rate V s−1 
𝑣j component velocity in the j direction cm s
−1 
𝑤e width of a band electrode cm 
𝑥 distance from a planar electrode cm 
𝑥e length of a band electrode cm 
∆𝑥 space step  cm 
𝑦 distance from an RDE cm 
𝑧j charge on species j in signed units of electronic charge − 
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Symbol Meaning Unit 
𝛼 charge transfer coefficient − 
𝛤j surface excess of species j mol cm
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𝛤∗ total surface excess mol cm−2 
𝛿j diffusion layer thickness for species j at an electrode fed by 
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𝛿0/𝑖 Kronecker’s delta − 
𝜂 overpotential, 𝐸 − 𝐸eq V 
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𝜏 pseudo timestep s 
Φ the ratio/fraction of two parts − 
𝜙𝑛 the increment of the independent variable at timestep 𝑛 in 
operator-splitting scheme 
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𝜙j electrostatic potential of species j  V 
𝜓 normalised current in voltammetry − 
𝜓𝑛  the increment of the independent variable at timestep 𝑛 in 
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AC alternating current 
CV cyclic voltammetry 
DC direct current 
DPDE deuteron-porphyrin dimethyl-ester 
EC heterogeneous electron transfer coupled with homogenous chemical reaction 
EC’ electrocatalytic reaction 
FDM finite difference method 
FEM finite element method 
FVM finite volume method 
FIFD fully implicit finite difference method 
FIRM fully implicit Richtmyer modification 
IAP inactivation and activation process 
LSV linear sweep voltammetry 
MBED model based experimental design 
OS operator splitting scheme 
PDE partial differential equation 
RDE rotating disc electrode 
RDS rate-determining step 
SWV square wave voltammetry 
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Chapter 1 
1. Electrochemical Fundamentals 
The advent of rapid digital technologies and computational strategies has led to the development 
of model based experimental design (MBED) across a broad and diverse research community. The 
growing computing power has allowed more accurate prediction of experimental measurements 
and under some circumstances, the number of experimental measurements required can be reduced 
due to high-fidelity multi-physics systems which can be more easily tested and understood 
qualitatively and/or quantitatively via using digital simulations rather than real data. A schematic 
diagram of an MBED is summarised in Figure 1.11. The methodologies can be separated into two 
elemental stages: the evaluation of experiments for model discrimination before estimating the 
parameters, and the validation of pre-designed experimental models by simulating the system. The 
first step decides the appropriate models that can be used to depict the physics and chemistry 
observed in the experiments. This stage of work can be affected by academic background and 
experience. Once a reasonable hypothesis is raised, it is essential to validate the precision of the 
model with selected modules and controlled variables in the subsequent stage. The pre-designed 
model is satisfied after repeating the second stage and detailing the system. An accurate, efficient 
and powerful simulation tool then can be finally applied for the realistic system after fully 
validation. Following these two procedures of MBED, scientists are offered deep insights into 
scientific fields. The model based experimental design is widely used in applied physics2,3, 
chemistry4-6, chemical engineering7,8, or related field9,10.  
In an electrochemical context, MBED is important for the understanding of chemical reactions and 
optimisation of experimental processes. This approach has led to rapid developments in clean 
energy conversion systems11-14, environment-friendly technologies15-17, molecular synthetic 
engineering18-20and the biochemical industry21-23 in the past two decades. These applications have 
recently started driving the demand for mechanistic analysis especially in more realistic and 
complicated circumstances. One of these applications is the kinetic investigation of electrocatalytic 
systems, which play a vital role in exploring extremely efficient electrocatalysts.  
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The goal of this thesis is to unravel a variety of complex electrocatalytic phenomena by setting up 
fully model-based experimental techniques. Different numerical models are employed to study 
from non-catalytic electrochemical systems to electrocatalytic systems, from simple 
electrochemical mechanisms to very complex electrocatalytic cases.  
In this chapter an introduction to the key fundamentals of the electrochemistry used for 
mechanistic analysis is reviewed associated with the relevant literature. This is then followed in 
Chapter 2 with further details of digital simulation methodologies applied to electrochemical 
analysis covered in the result chapters. 
 
Figure 1.1: A schematic framework of model based experimental design (MBED) adapted from 
Samavedham et al.’s work1. 
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1.1. Kinetics of Electrochemical Reactions 
Dynamic electrochemistry is a branch of physical chemistry that deals with electron transfer 
reactions between reactant molecules and electrodes24. The field encompasses a wide range of 
scientific research and industrial applications. Examples include the synthesis of fine chemicals25-
27, electroplating28,29, and the production of aluminium30, copper31 and other corrosion-protection 
materials31. Other well-known examples involve but are not limited to electrochemical-based 
sensors (e.g., glucose sensors32,33, gas detectors34 and pH meters35) and chlor-alkali industries36. 
Electrochemists study the chemical reactions which involve electron exchange processes, in which 
the reactions can exchange the electrons in the same phase (homogeneous kinetics), or at an 
interface (heterogeneous kinetics). In the first case, the transfer process can exist everywhere 
within the medium at a uniform rate37. In contrast, the heterogeneous electron transfer reaction 
occurs only between an electrode and an electrolyte or liquid-liquid interfaces.  
The latter case is of great scientific interest, as it allows direct probing of electronic energy levels 
contained within an electrode through an external power source. In this way, the kinetic and 
thermodynamic information can be obtained. The rate of this charge transfer process is affected 
by: 
➢ Material transport between the electrode and bulk solution 
➢ Controlled-potential methods applied on electrode surface 
➢ Electrode reaction with coupled homogeneous chemical reactions 
The aim of this section is to quantify the potential dependence of heterogeneous electrochemical 
reactions for electron transfer. A fundamental redox process involving single electron transfer at a 







where O and R represent the oxidised and reduced forms of electroactive species, respectively.  
This reductive/oxidative pair is treated as a conductive surface corresponding to a three-electrode 
system in a practical system for example shown in Figure 1.2. The electric circuit is composed of 
a working electrode, counter electrode and the electrolyte solution, with a reference electrode 
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employed to measure the potential difference. Once an external driving force such as a potential is 
applied to the working electrode, an output current flow can be measured between the working 
electrode and counter electrode. 
 
Figure 1.2: Typical three-electrode cell used for electrochemical measurements. 
 
The current generated by electron transfer can be quantified as  
 𝑖 = 𝑛𝐹𝐴𝐽j(0, 𝑡) (1.2) 
where 𝑛  is the stoichiometric number of electrons involved in an electrode reaction. 𝐹  is the 
Faraday constant (C mol−1), 𝐴 is given as the electroactive surface area (cm2) and 𝐽j(0, 𝑡) presents 
the flux of species j at the electrode (mol cm−2 s−1). The flux is an important parameter since it is 
directly related to the current, and it also reflects the rate of the forward and backward process for 
the electrochemical reactions.  
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For a fully reversible case given in Equation 1.1, the flux for forward and backward processes 
could be predicted respectively as, 
 𝐽f(0, 𝑡) = 𝑘f𝐶O(0, 𝑡) (1.3) 
 𝐽b(0, 𝑡) = 𝑘b𝐶R(0, 𝑡) (1.4) 
where 𝑘f  and 𝑘b  are the respective heterogeneous rate constants for reductive and oxidative 
electron transfer reaction, 𝐶O(0, 𝑡) and 𝐶R(0, 𝑡) are concentrations of O and R at electrode surface. 
Therefore, the new current flowing in Equation 1.2 is written by substitution of Equations 1.3 and 
1.4, 
 𝑖 = 𝑖a + 𝑖c = 𝑛𝐹𝐴[𝑘b𝐶R(0, 𝑡) − 𝑘f𝐶O(0, 𝑡)] (1.5) 
where 𝑖c is the cathodic (forward) current and 𝑖a is the anodic (backward) current.  
The pioneers38,39 of physicists derived 𝑘b and 𝑘f from the Arrhenius equation
40 and transition state 
theory41 to obtain the relationship between rate constants and applied potential. Detailed derivation 
can be found in the relative references24,42,43 and the results are concluded to show the dependency 















where 𝑅 is the universal gas constant (J mol−1 K−1) and 𝑇 is absolute temperature (K). 𝛼 is the 
charge transfer coefficient having a value range from zero to unity, which reflects the symmetry 
of the free-energy curve. A value of 0.5 is used for most cases in this dissertation, which suggests 
the transition state stands midway between reactants and products. 𝐸0 is the standard potential of 
an electrode in which 𝑘f has the same value as 𝑘b at equilibrium and 𝑘
0 is standard rate constant 
for a heterogeneous reaction. Thus, the formulation of electrode kinetics establishes the important 
current-potential characteristic: 
 






















where 𝐸eq is equilibrium potential of an electrode. When 𝑡 = 0, this value presents an exponential 










∗  (1.10) 
Faradaic current here can be presented in terms of exchange current, 𝑖0 , which has the same 
absolute value to either component current, 𝑖a and 𝑖c. That is  
 𝑖0 = 𝑛𝐹𝐴𝑘0𝐶O
∗(1−𝛼)𝐶R
∗𝛼 (1.11) 
The advantages of using 𝑖0 instead of 𝑘
0 is that the current response could be presented in terms 
of overpotential 𝜂 = 𝐸 − 𝐸0. From Equations 1.8 and 1.11, the current-overpotential equation can 
be obtained as 
 















Equation 1.12 describes the current behaviour shown in Figure 1.3 where the solid curve is the 
Faradic current summed by 𝑖a and 𝑖c illustrated as dashed curves. Leaving either direction from 
𝐸eq, the magnitude of current grows dramatically because an exponential factor dominates the 
current responses. At extremely positive/negative overpotentials, the cathodic/anodic component 
can be negligible, and the total current flow approximately equals 𝑖a/𝑖c. When the current levels 
off on either side, it is limited by mass transport instead of electron transfer reaction. This will be 
discussed in detail in the next section. 
7 
 
Figure 1.3: Current-overpotential traces for a reversible electron transfer system O + e− ⇌ R. 
The solid line shows the total current and dashed curves represent anodic/cathodic current. 
Reprinted from Bard and Faulkner’s work24. 
 
One specific ramification of current-overpotential equation needs to be identified here, which is 
useful for the resulting chapters. If the solution is fully stirred to prevent a large difference between 
surface concentration and bulk concentration, Equation 1.12 can be written as 
 












1.2. Mass Transport 
There are two primary scenarios where electrolytes in solution interact with conductors. Let us 
consider the generic case of a single-electron transfer reaction with a pair of electroactive species 
O and R. In the first situation, O and R are confined on the electrode surface, where the electron 
transfer can only take place in surface bound. Such an adsorption process at the electrode can either 
be physisorption or chemisorption. Alternatively, both electroactive species O and R can move 
freely in solution as shown in Figure 1.4. When the potential is applied on the electrode interface, 
chemical gradients of O and R occur in the solution because of the consumption or production of 
both electroactive species. The responses of the system will balance this concentration gradients 
by mass transport. In practice, the generated R might have a series of sequential electroinactive 
chemical steps in the solution to yield an aimed product (P). 
 
Figure 1.4: A schematic diagram for an electrochemical system where the electroactive species 
O is reduced to R. Electron tunnelling under a favourable thermodynamic potential, leads to the 
occurrence of the concentration gradient. Extra chemical or electrochemical steps follow to yield 
the electro-inactive product (P). 
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Before detailing the mass transport, it is essential to consider the electrode geometry, which greatly 
influences the way electrolyte transports to and from the electrode surface. However, it is a 
complicated matter to determine the optimum electrode size. On one hand, smaller size electrodes 
have higher pacing impedance, resulting in a lower current drain and longer pacemaker longevity. 
On the other hand, smaller size electrodes lead to higher electrode polarisation, which greatly 
affects its cardiac sensing functions and pacing efficiency44.  
A typical electrochemical measurement may use electrodes consisting of a conducting metal or 
glassy carbon embedded in an insulating wall. When the surface is a rectangle or disc of diameter 
≥ ~100 μm, it can be classified as macroelectrode and can generally be treated as a planar 
electrode in both experiment and experimental design model. 
In comparison to the macroelectrodes, microelectrodes are often circular discs with a radius of ≤
10 μm 45-47. Microdisc electrodes and microband electrodes are one of the simpler but more widely 
used tools in experiments. The former is generally fabricated by sealing a conducting wire made 
of gold, platinum or graphite into an insulator like plastic or glass46, and the latter can be designed 
in an analogous way via sealing a thin film of foil between two blocks46. 
The electrode size results in the different edge effects as demonstrated in Figure 1.5, which decides 
the different behaviour of mass transport. If not specifically mentioned, all the electrodes used in 
this dissertation are treated as macroelectrodes or planar electrodes. The features and applications 
of microelectrodes can be found in literature48-50. In this section, the effects caused by diffusion, 
convection and migration of reactant molecule transport are discussed in depth. 
  
Figure 1.5: Mass transport between macroelectrodes (A) and microelectrodes (B). For 
microelectrodes, the edge effects become smaller from edges of the electrode towards the centre. 
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1.2.1. Diffusion 
Diffusion arises from uneven spatial concentration distribution in the solution, and it acts to 
maximise entropy via smoothing out inhomogeneities of various ingredients51. The rate of 
diffusion is the net movement of atoms, molecules and other particles randomly blend together as 
a result of their kinetic energy. In our case, this leads to a phenomenon where they move from an 
area of high concentration to an area of low concentration. Diffusion is driven by the concentration 






where 𝐽j is the diffusional flux for species 𝑗 (in one-dimension planar surface), 𝐷j is species 𝑗’s 
diffusion coefficient ( cm2 s−1)  that is the inherent characteristics of material, 𝐶j  is the 
concentration of species 𝑗 (mol cm−3) and 𝑥 is a one-dimension Cartesian coordinate (cm). In 
most electrochemical systems, researchers are quite often concerned with species’ concentration 
at a certain point as a function of space and time. This demands a more general treatment of the 
time-dependent diffusional process, which is known as Fick’s second law52. This differential 







In a three-dimensional Cartesian system, the diffusional equation can be expanded to depict higher 
dimensions: 












When given adequate initial and boundary conditions, Equation 1.16 can be fully solved for 
concentration evolution as a function of space and time. This relationship also holds well for lower 
concentrations of solute because the medium can be treated as stagnant compared to the movement 
of solute molecule. However, for higher concentrations of solute, the Stefan-Maxwell equation is 
used to explain the relative motion between solute and solvent molecules53. 
For traditional electrochemical experiments, where a huge number of molecules are involved, the 
tridimensional problems are reduced into one or two dimensions because of the symmetry of the 
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diffusion field. The first and simplest case corresponds to linear, (hemi)spherical and cylindrical 
diffusion associated with the use of planar, (hemi)spherical and cylindrical electrodes.  
In linear diffusion systems, a planar electrode such as a platinum disk54 and an unstirred solution 
are presumed. Diffusion is effectively planar as shown in Figure 1.6(A). Fick’s second law for 
planar electrode is the same as Equation 1.15 in one dimension. 
   
Figure 1.6: Geometrical illustration of the diffusion region at macroelectrodes involving planar, 
hemispherical and cylindrical electrode. 
 
If the electrode in the experiment is hemispherical rather than planar (e.g., a hanging drop of 
mercury placed on a conducting disc55,56) shown in Figure 1.6(B), one must consider a 












For cylindrical electrodes that are fabricated by an insulator embedded through a wire57 shown in 












These electrode geometries might not be fabricated precisely in practice, however, they are useful 
for theoretical investigations since the low dimensionality of mass-transport equation allows it to 
be resolved analytically under diffusion-only conditions58. For example, the steady-state currents 
for a spherical electrode due to the convergent diffusion is 
 𝑖ss = 4𝜋𝑛𝐹𝐷j𝐶j
∗𝑟 (1.19) 
Obviously, a hemispherical electrode bounded by a planar cover with the same 𝑟 has half of the 
current of the corresponding Equation 1.19.  
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1.2.2. Convection 
Convection refers to bulk movement of the material arising from a mechanical force acting on a 
solution. There are two types of convection: natural convection and forced convection. Natural 
convection can be present in any solution. It occurs from thermal gradients and/or density 
differences of the bulk solution. This sort of convection generally leads to an evident perturbation 
in electrolysis conducted with macroelectrodes on the time-scale of around 10-20 seconds or 
longer51. However, such effects are uncontrolled and difficult to analyse. 
Forced convection is generally larger and is designed to be controllable in comparison to natural 
convection. This effect can be introduced by external forces like pumping, stirring or gas 
bubbling51. This hydrodynamic-based convection has evolved to become a popular 
electrochemical technique to enhance the rate of mass transport in the vicinity of the electrode. 
This method can be generally classified according to the electrodes that move in respect to the 
electrolytic solution, for example rotating disc59 in Figure 1.7(A) or electrolyte that moves with 
respect to the electrode for example channel flow cell60,61 in Figure 1.7(B), and other cases62-65. 
  
Figure 1.7: A schematic diagram showing rotating disc with forced convection marked in orange 
(A), and co-ordinate system for a three-electrode channel flow cell with forced convection 
driven by the flow (B). 
 
Although hydrodynamic systems increase the difficulties and complexities in both fabrication and 
simulation rather than diffusion-only systems, they offer a more convenient path of varying the 
rate of mass transport in order to optimise the conditions for electroanalytic and mechanistic 
investigations. The efficient mass transport has an additional benefit of achieving greater 
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sensitivities and steady-state responses which are not influenced by the double-layer charging37. 
Mathematically, the convective equation for the flux of species 𝑗 is given as: 
 𝐽j(𝑥) = 𝑣j𝐶j(𝑥) (1.20) 
where 𝑣j is the velocity of the solution (cm s
−1) driven by external force which is commonly seen 
in a well-defined hydrodynamic electrochemical system. Concentration changes as a result of 











Migration acts as an electrostatic force that leads to the movement of ions in the bulk solution from 
or to the electrode interface. This is caused by the potential gradient (d𝜙j(𝑥) d𝑥⁄ ), which exists 
between electrode and bulk solution interface as a result of the drop in electrical potential51. The 






where 𝑧j is charge on species j in signed units of electronic charge. The pre-factor 𝑧j𝑓𝐷j represents 
the ionic mobility for species j, which is known as the Einstein-Smoluchowski equation66 and 
generally relied on the ionic charge and magnitude, or the viscosity of the solution. 
The interaction of migration effects and electrolysis in the system arises the complexity of mass 
transport process which is difficult to handle. In many electrochemical measurements, a large 
amount of inert supporting electrolyte is added to experimentally eliminate the migration effects. 
An additional benefit of having a supporting electrolyte reduces the potential gradient, which also 
helps to reduce the flux. Under several circumstances like in biological systems, however, it is not 
desirable to introduce such a large excess of supporting electrolyte. The migration effects here 
should be considered mathematically. As a consequence, a charged species j in solution will be 
constrained to transport via diffusion, convection and migration, which can be described by the 












1.3. Electroanalytical Techniques 







which holds a current-overpotential characteristic derived as  
 









Equation 1.25 implies that the current responses could be predicted by electrode potential 
quantitatively. Experimentally, this process of measuring current as a function of the applied 
potential is called voltammetric techniques. This applied potential can be swept across a range to 
obtain a current-potential plot or can be a constant value to record the current-time plot. However, 
quantitative research requires theoretical support that can predict the response functions in terms 
of the experimental parameters of time, potential, concentration, mass transfer coefficients and 
rate constants. 
This section is concerned with specific voltammetric techniques in which the electrode potential 
is applied using a predetermined program. The potential can be set constant or be varied with time 
in a designed manner because the current is measured as a function of applied voltage. This family 
of techniques is a large single group that contains some of the more powerful analytical methods 
available to electrochemistry. To simplify the problem, single electron transfer mechanism 
(Equation 1.24) is considered and only diffusion occurs as the mass transport of electroactive 
species in conjunction with current-potential property, which will lead to the time-dependent 
surface concentration 𝐶R(0, 𝑡) and 𝐶O(0, 𝑡). 
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1.3.1. Step Potential & Chronoamperometry 
The most basic and simplest class of voltammetric techniques is the potential step where the value 
of potential, is switched from a value 𝐸1 (generally below the standard potential of the electrode 
𝐸0  where no current flows) to a value 𝐸2  (well above 𝐸
0  where the reaction yields current 
responses) in Figure 1.8(A). The resulting current flow as a function of time is given in Figure 
1.8(B). 
  
Figure 1.8: Waveform for a potential step experiment (A), and the current behaviour with time 
(B). 
 
Under only-diffusion conditions, the flux at the electrode surface is proportional to the current, 











Equation 1.26 gives the current-time response when given the initial and boundary conditions in 
Equation 1.27. 





𝐶O(𝑥, 𝑡) = 𝐶O
∗













The concentration profile can be obtained as a time-dependent function, 




It is notable that the speed of depleting the electroactive species near the electrode brings out a 
reciprocal 𝑡1 2⁄  function according to Equation 1.29.  
After the introduction of the potential step, a complex sequence of steps for analysis may be 
considered. The most general arrangement is the double-step technique, which is known as the 
chronoamperometric reversal technique or often referred to double-step chronoamperometry. The 
first step shows the same effect as that of the step potential method, but the second step is used to 
regenerate the initial species to examine the first action when applying a total reversal potential. 
An example is given in Figure 1.9(A). Assuming that an electrode is immersed in a solution of 
species О that is reversibly reduced at 𝐸0, if the initial potential 𝐸1 is at the potential out of the 
working range, no electrolysis occurs until the potential is abruptly switched to 𝐸2. Species R is 
then generated electrolytically for a period, then the second shift comes which generally satisfies 
𝐸2 − 𝐸
0 = 𝐸0 − 𝐸3. The reduced form R then can no longer coexist with the electrode, and it is 
re-oxidised to O. Chronoamperometry, like other reversal techniques, is designed to provide a 
direct observation of species R after its electrogeneration. This feature is useful for evaluating the 
participation of species R in chemical reactions on a time scale in comparison to the time between 
first and second potential jumps. 
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Figure 1.9: Waveform for chronoamperometric reversal techniques (A), and the current response 
with time (B). 
 
To obtain a quantitative description of chronoamperometry, one might consider first the result of 
the forward step, then use the concentration profiles obtained before the second switch as initial 
conditions for the diffusion equation describing events in the reversal step. In the case outlined in 
step potential, the effects of the forward step are the same as above. The forward current is given 




















where the special case of interest satisfies  
 𝐸2 ≈ 𝐸
0 in the forward step 
𝐸3 → ∞ in the backward step 
(1.32) 
The current responses can be observed in Figure 1.9(B).  
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1.3.2. Potential Sweep Methods 
The overall electrochemical behaviour of the system can be studied through a sequence of steps to 
different applied potentials with recording of the current-time curves, which yields a three-
dimensional 𝑖-𝑡-𝐸 surface shown in Figure 1.10(A). However, the accumulation and analysis of 
these data might be very slow especially when a stationary electrode is used. In addition, it is quite 
difficult to recognize the presence of different species by only observing the waves from the 
recorded 𝑖-𝑡 curves alone, and it also needs small enough potential steps (≤ 1 mV) to ensure the 
derivation of well-resolved 𝑖-𝐸 curves. To obtain more information through a single experiment, 
the potential can be swept with respect to time and the 𝑖-𝐸 curve can be recorded directly. This 
amounts to traversing the three-dimensional 𝑖-𝑡-𝐸 realm Figure 1.10(B). 
In this subsection, the current recorded as a function of potential, which is obviously equivalent to 
recording current versus time, is discussed in detail. The formal name for this approach is linear 
potential sweep chronoamperometry, but most literature refer to this as linear sweep voltammetry 
(LSV). This is then followed by cyclic voltammetry (CV), a very popular electroanalytical 
technique for initial electrochemical studies of new systems. Square wave voltammetry (SWV) 
and alternating current (AC) voltammetry will be extended as branches of pulse voltammetry, 
which is a family of more complex schemes devised for applying potential steps and sampling 
currents. 
  
Figure 1.10: A portion of the 𝑖-𝑡-𝐸 surface for a Nernstian reaction with the potential axis in 




1.3.2.1. Linear Sweep Voltammetry (LSV) & Cyclic Voltammetry (CV) 
In the second class of voltammetry, which is the most widely used approaches, the applied 
potential varies linearly as a function of time from the initial value 𝐸i to its vertex value 𝐸v shown 
in Figure 1.11(A).  
 
 
Figure 1.11: Waveform for a linear sweep voltammetry (A), and the current response versus 
applied potential (B)24. 
 
When given a certain scan rate 𝑣 (V s−1), the “potential ramp” gives 
 𝐸(𝑡) = 𝐸i + 𝑣𝑡 (1.33) 
In the case of the rate of electron transfer being swift on the electrode, the species O and R instantly 
approach to the ratio dominated by the Nernst equation. Figure 1.11(A) shows the current response 
that the electrode reaction between O and R, in which some parameters are also notable to provide 
analytical information. In Nernstian reversible system the peak current72, 𝑖p, is  





The corresponding peak potential at 25°C, 𝐸p, can be read from Table 6.2.1
24, 
 







where 𝐸1/2 is called half-wave potential in voltammetry.  
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Another parameter of interest is the half-peak potential 𝐸p/2, which is  
 







It is notable that a general diagnosis for a Nernstian wave is given in Equation 1.37 when 𝐸1/2 
stands around midway between 𝐸p and 𝐸p/2, 
 







Equation 1.37 implies that 𝐸p  is independent of scan rate for a Nernstian system and 𝑖p  is 
proportional to the square root of scan rate. For quasi-reversible systems or totally irreversible 
systems, the values of 𝑖p, 𝐸p and 𝐸p/2 can be found in literature
24. 
Cyclic voltammetry is recorded as the reversal linear sweep experiment in LSV shown in Figure 
1.12. The forward and backward potentials are carried out by switching the scanning direction 
after reaching the vertex potential 𝐸v, then swept back to its initial value, 𝐸i. Thus, the potential is 
given as a function of time,  
 𝐸(𝑡) = 𝐸i + 𝑣𝑡 (𝑑𝐸/𝑑𝑡 = 𝑣) 
𝐸(𝑡) = 𝐸v − 𝑣(𝑡 − 𝑡R) (𝑑𝐸/𝑑𝑡 = −𝑣) 
(1.38) 
The resulting current given in Figure 1.12 (B) 
 
 




1.3.2.2. Square Wave Voltammetry (SWV) 
Square Wave Voltammetry (SWV) is a large-amplitude differential technique which was first 
reported in the literature in 195273. This approach became popular over time and is now widely 
used to eliminate capacitive current components for electroanalytical applications. Using the 
various dependence of a linear sweep voltammetric current component such as diffusion, double-
layer charging or kinetics, on scan rate, the elimination procedure (EP) is capable of conserving or 
eliminating some current components74. The variable parameter for the designed elimination in 
SWV is square-wave frequency. Even though SWV is a pulse voltammetric method which 
suppresses the influence of the charging current, the EP still increases the sensitivity of SWV by 
one magnitude order75. For a completely adsorbed electroactive species, eliminating 
simultaneously the charging currents also provides a specific signal in the form of peak/counter-
peak and from the electroanalytical point of view this type of signal does not require a baseline 
correction. 
The SWV combines almost all merits of other pulse voltammetric methods, which includes the 
background inhibition and sensitivity of differential pulse voltammetry, the diagnostic capability 
of normal pulse voltammetry and the power to directly analyse products in a manner similar to 
reverse pulse voltammetry. It also achieves larger ranges of time scales than any other pulse 
voltammetric   techniques24. 
Figure 1.13 demonstrates the waveform and measurement scheme for square wave potential 
superimposed on a staircase waveform. The SWV is identified by the pulse height, ∆𝐸p and the 
pulse width, 𝑡p, which can be also expressed in terms of square wave frequency, 𝑓 = 0.5𝑡p. The 
staircase height, ∆𝐸s defines the potential step in elemental cycle and the staircase width 𝑡s decides 
the experimental time scale, where scan rate can be described as 𝑣 = ∆𝐸s/2𝑡p = 𝑓∆𝐸s. 
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Figure 1.13: Waveform and measurement scheme for square wave voltammetry. 
 
For the resulting current, two samples in normalised form are recorded per cycle as the forward 
current, 𝜓f, at the end of forward pulse (black dot in Figure 1.13) and as the reversal current, 𝜓r, 
at the end of backward pulse (grey dot in Figure 1.13), respectively. The dimensionless difference 
current is calculated as ∆𝜓 = 𝜓f − 𝜓r. Figure 1.14 illustrates three forms of normalised current 




Figure 1.14: Dimensionless square wave voltammograms for the reversible O/R case with 𝐶R
∗ =
0 . 𝑛∆𝐸p = 50 mV  and 𝑛∆𝐸s = 10 mV . Forward currents (𝜓f ), reverse currents (𝜓r ), and 
difference currents (∆𝜓) versus potential. Reprinted from Osteryoung and O'Dea’s work76. 
 






















Equation 1.40 shows that the actual current has a linear dependence on the bulk concentration and 
the square root of frequency. A more comprehensive relationship between peak current with ∆𝐸p 




1.3.2.3. Alternating Current (AC) Voltammetry 
Another powerful and popular voltammetric technique, in which a periodic waveform is 
superimposed onto the applied potential is called alternating current (AC) voltammetry. In the 
linear/cyclic sweep form introduced in Section 1.3.2.1, the potential is varied a over defined range 
with a known scan rate and the current is determined as a function of applied potential or time. 
The employed potential is known as direct current (DC) voltage, 𝐸dc, shown in Figure 1.15(A). In 
this AC voltammetry, Figure 1.15(B) present a sinusoidal perturbation of angular frequency, 𝜔, 
playing as ac voltage, 𝐸ac , which is superimposed onto the DC waveform. Consequently, the 
overall applied potential can be described in Equation 1.41 and be given in Figure 1.15(C) 
 𝐸(𝑡) = 𝐸dc + 𝐸ac = 𝐸dc + ∆𝐸 sin(𝜔𝑡) (1.41) 
where ∆𝐸 is the amplitude of AC excitation in AC voltammetry. The current response is measured 
as a function of both applied DC potential and angular frequency to extract additional kinetic and 
thermodynamic information in comparison to current responses from only using DC voltage78. 
As a more fundamental tool compared to other pulse waveform, AC voltammetry particularly with 
large amplitude is reported to obtain a pure faradic current with less capacitive current and fewer 
background effects in higher harmonics78. This approach also offers the capability to estimate 
some important parameters like equilibrium kinetics and uncompensated resistance in the electron 
transfer reactions78. Recently, some other important applications of AC voltammetry are to 
evaluate the kinetics in coupled homogeneous reactions and electrocatalytic reactions78-80. 




Figure 1.15: The dc component of the applied potential (A), the ac component with of the applied 




1.4. Electrochemical Mechanisms 
The previous sections have described a few popular electrochemical techniques and the responses 
obtained when an electroactive species (O) is converted by a heterogeneous electron-transfer 
reaction to the product (R). However, the sampled electrode reaction is subjected to a simple one-
electron transfer, where an outer-sphere reaction breaks no chemical bonds, or does not establish 
new bonds with species О and R. The restricted view helps us to qualitatively and quantitatively 
understand major characteristics of electrode kinetics, however, the actual electrode processes 
commonly involve more than one electron transfer. In many cases, the electrode reaction is coupled 
to homogeneous reactions that happen in the electrolyte and involve electroactive О or R. For 
example, electrolysis of water is a fundamental reaction but involves several elementary reactions 
at both anode and cathode. 
 Overall reaction: 2H2O(𝑙) → 2H2(𝑔) + O2(𝑔) 
Cathode: 2H2O(𝑙) + 2e
− → H2(𝑔) + 2OH
−(𝑎𝑞) 
 Anode: 4OH−(𝑎𝑞) → O2(𝑔) + 2H2O(𝑙) + 4e
− 
(1.42) 
To reveal a complex system of such chemical reactions, the distinct theoretical relationship 
between current and potential for each mechanistic sequence is required, in addition to the linkage 
of primary reactants and products. Several researches in literature discuss the mechanisms of 
complex electrode reactions involving organic81-83 and inorganic species84-86, because they can be 
used to obtain both thermodynamic and kinetic information and are applicable in many solvents. 
Moreover, reactions can be examined over a wide time window by electrochemical techniques. 
The species of interest can be synthesised near the electrode by the electron-transfer reaction and 
then be immediately detected and analysed electrochemically. 
Understanding the basic mechanistic scheme greatly helps to obtain the embedded information 
corresponding to the kinetics and thermodynamics of inorganic and organic species. In this section, 
mechanistic studies of important electrochemical reactions are derived from the basic mechanistic 
studies to show the features of different reactions, of which the cyclic voltammogram can be 
extended to investigate huge amounts of more complex electrochemical systems.  
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1.4.1. Multi-Electron Transfer Mechanism 
Electrochemical reactions can occur with more than one electron in successive transfer steps and 
this is frequently observed in the electrochemistry of organic molecules87-90 and biological 
compounds91-93. Consider an overall two-electron process in which electroactive species O and R 





















2 controls the rate of overall reaction. If the difference of standard potentials 
from both reactions is a small value, ∆𝐸 = |𝐸2
0 − 𝐸1
0| < 75 mV , the second process is then 
recognised as the rate-determining step (RDS), and the current-potential relationship under CV 













0 )] (1.44) 
where 𝑛 = 2, 𝑘0
RDS approximately equals to 𝑘0
2 and 𝐸0 gives value to 𝐸RDS
0 . The current response 
assumes a similar shape with the single electron transfer mechanism, but the peak current is twice 




Figure 1.16: The comparison of shapes and peak current between the simulations of single 
electron transfer mechanism (Blue) for 𝛼 = 0.5 , 𝑘0 = 1 cm s
−1  and 𝐸0 = −0.1 V  and two-
electron transfer mechanism (Black) for 𝛼 = 0.5, 𝑘0
1 = 1 cm s−1 , 𝑘0
2 = 10 cm s−1  and 𝐸1
0 =
𝐸2
0 = −0.1 V. 
 
When the difference, ∆𝐸 = 𝐸2
0 − 𝐸1
0, is greater than ~75 mV, the special characteristic of two-
electron transfer mechanisms shows split peaks that can be observed in Figure 1.17 under cyclic 
voltammetry. For this case corresponding to two successive electron transfer processes, the 





























The concentrations of the intermediates O′ are not only limited by the interplay between mass 
transport and electron transfer kinetics, but also decided by the properties of the preceding and 
following reaction. For such complicated cases, the analysis will be carried out on a case-by-case 
basis which will be discussed in the subsequent chapters. 
   
   
   
Figure 1.17: Comparison of dimensionless current behaviours of two-electron transfer 
mechanism for different ∆𝐸0 = 𝐸2
0 − 𝐸1
0  obtained by numerical simulations with 𝛼 = 0.5 , 
𝑘0
1 = 𝑘0
2 = 1 cm s−1  and 𝐸1
0  is fixed as −100 mV. ∆𝐸0 = 300 mV (A), ∆𝐸0 = 200 mV (B), 
∆𝐸0 = 150 mV  (C), ∆𝐸0 = 125 mV  (D), ∆𝐸0 = 100 mV  (E), ∆𝐸0 = 75 mV  (F), ∆𝐸0 =
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1.4.2. EC Mechanism 
Another case is where the electrochemical system undergoes not only an electron transfer process, 
but also a coupled homogeneous chemical reaction. The preceding electron transfer step is denoted 
as “E” and the following chemical reaction is denoted as “C” according to electrochemical 
terminology. Thus, the ECirre mechanism has a governing equation  





where 𝑘1 is a first-order homogeneous rate constant for reductant producing an electroinactive 
species Y in the solution. The influence of the chemical reaction on the cyclic voltammogram of 
the ECirre reaction at a planar electrode is demonstrated in Figure 1.18. When the chemical reaction 
is relatively slow in comparison to the electron transfer rate (𝑘1 is small), the forward peak is 
seldom influenced but there is a distinguishable effect on the backward peak. This resulted from 
the conversion of R into the electroinactive species Y, which decreases the anodic peak under a 
reverse scan. With 𝑘1  increasing corresponding to a faster chemical step, the backward peak 
current is no longer be observed and the cathodic peak increases slightly and shifts to more 
negative potentials. This difference provides the ratio of forward and backward peaks and helps to 




Figure 1.18: Comparison of dimensionless current behaviours of ECirre mechanism for different 
chemical kinetics, 𝑘1 = 0.01 s
−1  (black), 𝑘1 = 0.02 s
−1  (red), 𝑘1 = 0.05 s
−1  (olive), 𝑘1 =
0.10 s−1  (blue), 𝑘1 = 1.0 s
−1  (cyan), 𝑘1 = 10.0 s
−1  (magenta). The result is obtained by 
numerical simulations with 𝛼 = 0.5, 𝑘0 = 1 cm s




1.4.3. Electrocatalytic Mechanism 
In chemistry, a catalyst is a substance that speeds up a chemical reaction but is not consumed by 
the reaction. It can be recovered chemically unchanged at the end of the reaction after being used 
to speed up. Catalysts lower the energy barrier, in which an alternative route allows the chemical 
bond rearrangements converting the reactants into products more easily. In any given time 
intervals, the presence of a catalyst allows a greater proportion of the reactant species to pick up 
sufficient energy to pass through the transition state and become products. This definition can be 
directly extrapolated for electrocatalysis. The electrocatalytic mechanism is more complex than 
EC mechanism, which is denoted as EC’ scheme (or EC prime). The initial reactant O  is 
regenerated via a chemical reaction from the consumption of R, so that the catalytic process is 
given as 





O + Y 
(1.47) 
When the electroinactive species 𝐶X
∗  and 𝐶Y
∗  are in excess compared to O and R, the catalytic 





On the other hand, if the concentrations of X and Y are not large , 𝑘1 and 𝑘−1 are treated as second-
order rate constants with the unit, cm3 s−1 mol−1.  
Figure 1.19 shows the cyclic voltammograms of a second-order catalytic scheme with different 
equilibrium catalytic rate constants, 𝐾eq = 𝑘1/𝑘−1. For small 𝐾eq of the catalytic reaction, the 
resulting current is analogous to that demonstrated for E mechanism. With the increase of 𝐾eq, the 
cathodic current of the forward scan is increasing and the anodic wave of the backward scan is 
reducing because of the chemical transformation from species R to O. When the equilibrium 
kinetics reaches 105, a prewave can be observed in the forward direction sweep, and it becomes 
more pronounced when 𝐾eq = 10
6. The prewave occurs at a negative overpotential place because 
of the catalytic step given that species R is consumed as soon as produced. There is a concentration 
drop of the electroinactive species X near the electrode surface, so that the current of prewave falls. 
By keeping scanning to the vertex potential, the overpotential trends to zero and the remaining 
unreacted species O is electroreduced to arise the second current peak. 
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∗  and 𝐶R
∗ = 𝐶Y






The EC’ electrocatalysis mechanism that was discussed in the last section is found in inter-
disciplinary problems and attracts the interest of chemists, physicists, physical-chemists, 
biochemists, surface and materials scientists, and engineers. This subject has been successfully 
explored in the past few decades to probe the impact of electrode materials94-96, dynamic 
electrochemistry97-99, redox mediator100-103 and mass transfer phenomenon104-107 with promising 
advances. In addition, renewable energy conversion and generation also drives the demands of 
highly active and robust electrocatalysts108-111 for practical applications instead of our dependence 
on fossil fuels. Other applications in subject areas include but not limited to 
➢ electrochemical generation of gases 
➢ electrosynthesis, organic electrochemistry, and electrocatalytic hydrogenation 
➢ electrochemical reactions taking place at matrix-supported electrocatalysts 
➢ electrode reactions occurring in electrochemical sensors 
➢ electrochemical degradation of pollutants 
In this section, we discuss recent progress in promoting electrocatalysis involving hydrogenases 
and glucose sensors, whose catalytic mechanisms are discussed in Chapter 3, 4 and 5. 
Hydrogenases are extremely active and efficient microbial enzymes that catalyse interconversions 
between H2 and water. As the substrate used for the electrocatalytic systems discussed in this 





In recent years research on hydrogenases has grown significantly due to the scientific and 
technological interest in hydrogen as a clean energy carrier, potential transportation fuel, and 
important basic chemical reagent112,113. A future “hydrogen economy” requires processes for 
producing H2 from renewable sources (like water) by clean, low-carbon and low-cost techniques. 
In this respect electrocatalysis plays a key role as it is used in biological processes. The study of 
hydrogenases and the detailed understanding of their enzymatic reactions can provide a structural 
and functional basis for the chemical and electrochemical development, the future employment of 
tailor-made modified biological systems for hydrogen production, and the use of molecular 
hydrogen, e.g., in fuel cells, aiming at the replacement of noble metals like platinum. 
Hydrogenases are a diverse group of metalloenzymes114-116 that catalyse one of the simplest 
molecular reactions, the conversion of dihydrogen into protons and electrons and the reverse 
reaction, the generation of dihydrogen: H2 ⇌ H
+ + H− ⇌ 2H+ + 2e−. The reaction takes place at 
a specialised metal centre that dramatically increases the acidity of H2 and leads to a heterolytic 
splitting of the molecule which is strongly accelerated by the occurrence of a nearby base. The 
reverse reaction, the hetero-genesis of H2, involves the respective coupling of H
+ and H−.  
Hydrogenases are widespread in nature and they occur in bacteria, archaea, and some 
eukarya114,115,117-119. Hydrogenases can be classified according to the metal ion composition of 
their active sites in [NiFe], [FeFe], and [Fe] hydrogenases114,115,120,121. 
A characteristic feature of the [NiFe] and [FeFe] hydrogenases is that the iron atoms are ligated by 
small inorganic ligands (CO and CN−), which were first detected by Fourier-transform infrared 
(FTIR) spectroscopy122,123. These enzymes contain sulphur bridged bimetallic centres, typically 
with an open coordination site on one metal (Figure 1.20). A subgroup of [NiFe] is formed by the 
[NiFeSe] hydrogenase, in which one of the cysteine ligands of the nickel is replaced by a seleno 
cysteine124-126. The third class of enzymes was shown to harbour a single iron atom127,128 with an 
unusual coordination sphere; they also contain CO ligands at the iron. These enzymes are called 
[Fe] hydrogenases or iron−sulphur-cluster-free hydrogenases. They can activate H2 only in the 
presence of a second substrate (methenyltetrahy-dromethanopterin)129. 
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Figure 1.20: Structures of the [NiFe] hydrogenase from Desulfovibrio vulgaris Miyazaki F 
(DvMF)130 and of the [FeFe] hydrogenase from Desulfovibrio desulfuricans (Dd)131. 
Schematically indicated are the electron-transfer chain as well as pathways for the dihydrogen 
and the H+ transfer. Reprinted from Lubitz et al.’s work132. 
 
Hydrogenases are found in the periplasm or cytoplasm, either in soluble form or membrane-bound; 
in eukaryotic cells they are often located in specialized compartments. The primary functions of 
hydrogenases are to provide energy for the organisms by oxidation of molecular hydrogen and to 
balance the redox potential of the cell. They can remove reducing equivalents by production of 
molecular hydrogen or provide electrons by splitting H2. Depending on the location in the cell, 
hydrogenases may either be tuned for hydrogen evolution or hydrogen uptake. They may also be 
involved in building transmembrane proton gradients. The same principle to bind hydrogen at the 
active site (e.g. at the [NiFe] centre) during the catalytic process has also been used to sense the 
presence of hydrogen and regulate the expression of genes required for the biosynthesis of 
hydrogenases.  
The [NiFe] hydrogenases are often more active in H2 oxidation and the [FeFe] hydrogenases in 
the production of molecular hydrogen. The activity can be measured by several assays described 
in the literature114,133. Some [FeFe] hydrogenases are, for example, extremely active in H2 
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generation134: each molecule of enzyme can produce up to ∼10000 molecules of H2 per second at 
room temperature135. The catalytic activities reported for [NiFe] hydrogenases are usually lower. 
The active site is bound in a highly optimised functional protein matrix that provides not only 
ligands for the metals but also a pocket for the catalytic reaction and pathways for reactants and 
products to the protein surface. This is depicted for the catalytic [NiFe] and [FeFe] hydrogenases 
schematically in Figure 1.20, showing H+ transfer, e− transfer, and the gas channels for H2 that are 
all ending close to the active site. 
  
39 
1.5.2. Glucose Sensors 
Various kinds of sensors have been developed by employing electrocatalysts to detect organic and 
inorganic substances. Carbon materials, such as fullerene, carbon nanotubes and graphene and 
their derivatives have been widely studied and accepted as efficient materials for electrocatalytic 
sensors, both in the chemical and medical fields136,137. For example, electrons are transferred from 
the mono-anion fullerene to organic acid, which results in the deprotonation of the C−H bond of 
an organic acid137. The variation of current signal can be recorded for characterisation. The kinetic 
rate of the electron transfer among molecules can be obtained by controlling the concentration of 
electroinactive substances. 
One important application is enzymatic glucose sensors that have been widely commercialised and 
applied in the blood monitoring systems138. Electrochemical redox couples are applied as 
mediators to contact the enzyme. By characterising the electron transfer characteristics of a 
reversible redox reaction and enzyme, the concentration of glucose can be detected in an indirect 
path. Alloy electrodes and graphene-based electrodes are predominantly used for enzymatic 
glucose sensors137,139. The development of enzymatic glucose sensors is presented in Figure 1.21. 
The first generation of enzymatic glucose sensors was first commercialised in 1975 after Clark 
and Lyon came up with the initial definition of a glucose enzymatic electrode140. Electrons are 
carried from flavin adenine dinucleotide (FAD) to glucose. The reduced FAD−H2 is oxidised by 
O2, and then produces FAD and H2O2. The detection of hydrogen peroxide based on the EC’ 
mechanism is the core part for first-generation glucose sensors. However, the effect of other 
electroactive species in the blood introducing a noise signal and the dependence on the free oxygen 
led to the imprecision as the concentration of oxygen varies138. Different from the first-generation, 
the second-generation sensors avoid the dependence on oxygen by introducing a redox mediator, 
such as ferrocene derivatives141 and ferricyanide142. However, these artificial mediators or 
nanomaterials used to transport the electrons to the electrode are partially toxic. The development 
of the electrode materials promotes the evolution of third-generation glucose sensor143-145, which 
employs direct electron transfer to the electrode, thus eliminating toxic artificial electron mediators 
and avoiding errors due to variations in the concentration of oxygen in the blood samples. 
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In addition to biological sensing, electrocatalytic methods have been used to investigate the 
detection of sulphide species. The high toxicity of liberated hydrogen sulphide leads to 
physiological distress in low concentration and causes fatal sickness in high concentration146. Even 
though the high reactivity of sulphide species in aquatic systems has decreased the accumulated 
levels in the environment and risk level147, quantification and monitoring technologies of sulphide 
are significant for those who are exposed in sulphide circumstances, such as drilling and refining 
of crude oil. In comparison with the conventional detection routes, such as spectroscopic 
technology and chromatography, electrochemical detection devices stand out with low price, 
simplicity of design and high sensitivity148. Development of electrodes 146,149 and redox mediators 
for electrocatalysts147,148 has been widely discussed. 
 





1.6. Thesis Outlines 
The rest of the thesis chapter is structured as follows. In Chapter 2, general procedures for the 
implementation of numerical modelling techniques are fully expanded to detail the approaches that 
we used for electrochemical investigations in the work. Wherein, the finite difference method 
(FDM) is employed rather than other existing simulation approaches corresponding to the 
definition of the system (including mass transport, coupled chemical reactions and boundary 
conditions).  
Chapter 3 proposes a novel high-order operator-splitting (OS) scheme, with fully implicit finite 
difference (FIFD) method as its base which is employed in the solutions of the governing nonlinear 
PDEs describing the electrochemical system. This algorithm for the first time is employed in 
electrochemistry for the analysis of electrode reactions at a planar electrode. The framework offers 
an efficient and more accurate way for the numerical modelling of mass transfer, electron transfer 
and coupled homogeneous chemical reactions. This model will then be verified by comparing it to 
the results obtained through conventional numerical models that are established by discretising the 
time by two-point derivate.  
In order to further develop the operator-splitting scheme, it is necessary to test the approach in a 
well-defined practical electrochemical system. Therefore, Chapter 4 describes the investigation of 
a unique current behaviour generated from a chosen electrochemical system, in which a totally 
inverted backward peak occurs on the reversal scan by cyclic voltammetry. This specific example 
has recently been reported in the open literature based on a non-enzymatic catalyst by preparing a 
rhodium-porphyrin catalyst on a multi-walled carbon nanotube matrix. Such a phenomenon has 
been observed in literature for only surface confined hydrogenase, which exhibits an 
electrocatalytic inactivation and activation processes (IAPs). A very detailed mechanistic analysis 
is carried out to understand the thermodynamics and kinetics of IAPs and the stepwise 
investigations offer a mechanism for glucose oxidation which proceeds an EC’CE scheme with 
catalytic steps like the ones presented for hydrogenase. This mechanism was tested using the 
developed OS scheme and comparisons were done using a conventional FDM to evaluate the 
applicability of the developed numerical scheme.  
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Chapter 5 presents a deeper investigation of the same electrocatalytic inactivation and activation 
processes (IAPs) by chronoamperometric voltammetry. The important kinetic parameters are 
obtained through an alternative technique. The approach surprisingly leads to an unexpected 
difference between the anodic and cathodic peak current at a far more negative potential. Cyclic 
voltammetry is used again with increased sweeping range; as a result, an additional reduction peak 
is observed at −1.15 ± 0.05 V under low scan rate (< 50 mV/s). This observation implies extra 
electrochemical (coupled with chemical) steps in the system, which is resulted from the formation 
of dimeric rhodium intermediates. The implementation of computational-based model is utilised 
to quantitatively analyse the dimer formation scheme, which is upgraded from pre-designed 




2. Numerical Modelling Techniques 
Chapter 1 describes the background theory and application of different electrochemical systems 
and provides an established experimental framework to explore the kinetic and mechanistic 
processes linked to electrolytic reactions. The link between the current/voltage inputs and outputs 
offers critical information including: mass transfer behaviour, the electrode properties, interfacial 
reaction rate constants and the reaction mechanisms. To investigate cyclic voltammetry properties 
of an electrochemical reaction at a planar electrode, the electrode kinetic behaviour can be 
predicted by 𝑖(𝐸) functions, such as a single electron-transfer, by recalling Equation 1.8 from the 
first chapter, 
 









Equation 2.1 provides an analytical solution when the electron transfer process is fully reversible 
(𝑘0  is large, and the problem will be reduced to Nernstian equation). However, when the 
complexity of the electrochemical system increases, for example an ECE mechanism, EC’ 
mechanism or hydrogenase, the resolutions of these mathematical problems involving partial 
differential equations (PDEs) cannot be performed analytically anymore. 
In such circumstances, numerical approximations of these governing partial differential equations, 
also referred to as numerical methods give an alternative approach to obtain solutions of these 
problems by employing efficient numerical algorithms at a reduced computational cost. In 
electrochemistry, numerical methods have been used for a variety of purposes150-153 to study the 
kinetics and thermodynamics. The modelling of voltammetry necessitates fully understanding the 
systems in terms of mass transport, electrode reactions and processes with coupled homogeneous 
chemical reactions. In the following sections the general procedures for the basic implementation 
of numerical simulations are introduced in order to build the electrochemical models and solve the 
appropriate mathematical problems. 
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2.1. Different Numerical Techniques 
Numerical techniques rely on the approximation of a continuous quantity (usually a derivative) of 
partial differential equations into a set of algebraic equations, each of which is computed at discrete 
points, known as nodes, inside the computational domain. These set of linear equations are then 
solved through various direct and iterative techniques. These methods for solving the partial 
differential equations (PDEs) include, but do not limit to, the finite-element method (FEM), the 
finite-volume method (FVM) and the finite-difference method (FDM). 
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2.1.1. Finite-Difference Method (FDM) 
The FDM is the simplest and most popular technique to discretise the space and/or time dependent 
terms of the PDE into algebraic form over a set mesh of points (often referred to as “nodes”) 
spanning across the computational domain. At each point, the derivatives in the mass transfer 
equation are approximated as differences of the concentrations at the given and surrounding points. 
Consider a spatial co-ordinate, 𝑥, and a temporal co-ordinate, 𝑡, divided into 𝑁𝑥 and 𝑁𝑡 points at a 
distance ∆𝑥 and a timestep ∆𝑡, respectively. 𝑖 and 𝑘 are used to index a particular spatial point 
ranged from 1 to 𝑛, and a particular temporal point ranged from 1 to 𝑚, respectively. Figure 2.1 
demonstrate the scheme of FDM with the concentration gradient at point (𝑖, 𝑘) and the expression 
of its adjunction concentrations. 
These methods are well-suited to simulations performed on structured-Cartesian grids, which is 
often compatible with an electrochemical cell by accurate and effective procedures. These are by 
far the most popular methods for electrochemical simulations and abundant literature 
comprehensively depict the mathematical foundations and applications of FDM154-157 is available. 
This technique is used throughout this thesis. 
 
Figure 2.1: Discrete simulation involving in concentration terms on the finite difference space-
time grid. The unknown 𝐶𝑖
𝑘 is given by implicit (A) and explicit (B) formulations. The blue 
squares depict the term to be solved for and orange circles show the terms that need in the 
equation. 
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2.1.2. Finite-Element Method (FEM) 
The FEM is a general computational technique to solve PDEs in which the space domain of the 
continuum can be subdivide into tiny but finite-sized elements of geometrically simple of arbitrary 
sizes and shapes. Since any polygonal structure with rectilinear or curved sides can be finally be 
reduced to triangular and quadrilateral figures, the latter are the basis for the space division. In this 
method, the governing equations are solved in their integral form in which the integral equation 
breaks up into a sum of integrals over each element. In an element, the concentration distribution 
is approximated by the weighted sum of a set of interpolating functions of the nodal values. These 
functions are chosen to have a value of unity at only one node and zero at all others, and then are 
substituted into the variational form of the discretised equation which leads to a set of linear 
equations for each element. Summing over all elements leads to a set of linear equations which is 
generally symmetric for the unknown nodal values. 
One major advantage of FEMs rather than FDMs is the way in which the former guarantees a very 
accurate approximation when given finer mesh involving locally high-order polynomials for a 
multi-physics analysis. They can therefore be applied to problems with a complex geometry, for 
example elevated and recessed electrodes158 and simulation of rough electrodes149. However, finite 
element methods are more complex to program, especially when simulating chemical steps, and 
result in a linear system of equations which is not neatly banded. The precision of the method 
requires advanced mathematical expertise for its implementation. Another disadvantage is that it 
is relatively difficult for FEM to use explicit solvers in comparison to FDM and FVM, although, 
the finite-element technique has been proven commercialised successfully in some industrial cases. 
 
Figure 2.2: Adaptive mesh refinement generated from COMSOL (a commercial FEM based 
software) to display the elements into regions. 
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2.1.3. Finite-Volume Method (FVM) 
The FVM is a very similar approach to the FEM as the flow field or domain is subdivided into a 
set of non-overlapping cells that cover the whole domain. Apart from the first step, the finite-
volume methods are referred to the concept of cells or volumes rather than the idea of elements 
from finite-element method159. This method preserves conservation laws as the cell-based 
approach in solving the integral form of the governing equations ensures that the input flux strictly 
identical to the output flux leaving into the adjacent volume, which ends up with a relationship 
consisting of flux conservation equations defined in an averaged sense on the cells. This method 
is very successfully in solving computational fluid dynamic problems. However, the use of high-
order mesh to improve the efficiency and accuracy is still a significant bottleneck in industrial 
applications for FVM160. 
 




2.2. Finite-Difference Methods 
The basic principles of finite difference methods were introduced in Subsection 2.1.1. In this 
section, it is shown how electrochemical mass transfer equations can be approximated by different 
finite difference discretisation schemes. Each scheme offers varying amounts of “implicitness” as 
the relative advantages. The result of discretisation is a set of linear and nonlinear simultaneous 
equations, to which boundary conditions (defining the edge effects of the cell, and the 
characteristics of the electrode) must be applied. The following sections of this chapter address the 
solution of these system of equations, and conclude by providing details on how the problems with 
increasing complexity might be solved by nonlinear solvers. 
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2.2.1. Boundary Conditions 
Recalling the single electron transfer mechanism, O + e− ⇌ R , with a diffusion-only mass 








Equation 2.2 describes a single property, concentration, which evolves in space and time. In order 
to solve an equation of this type numerically, it is essential to know the initial condition of the 
system. At starting time, 𝑡 = 0, we start the experiment in which the concentration of species O 
has a fixed value and is uniform everywhere. This concentration is called the bulk concentration 
of species O, and we have the initial condition, 
 𝐶O(𝑥, 0) = 𝐶O
∗  (2.3) 
A similar condition applies to the species R which is assumed to be absent initially. Thus, 
𝐶R(𝑥, 0) = 0. At times 𝑡 > 0, we strictly constrain the system concentration at a finite region from 
electrode to the bulk concentration, 
 lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗  (2.4) 
and the concentrations at the electrode surface vary as a function of predesigned potential in 
absence of material balances. Thus, the interface can be written as, 
 𝐶O(0, 𝑡) = 0 (for 𝑡 > 0) (2.5) 
The problem, now, is fully described for E mechanism. 
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2.2.2. Spatial Discretisation 
Under a finite difference scheme, a continuous function is represented in its discretised form. In 
our case, the function we need to focus on is the concentration as it changes in space, 𝐶j(𝑥), and 
its first and second derivatives. To approximate the function 𝐶j(𝑥), the one-dimensional space 
under consideration is divided into 𝑛 points with a uniform spacing ∆𝑥 between the nodes. Figure 
2.1 is recalled here to illustrate the space grid.  
 
Figure 2.4: Discrete simulation involving in concentration terms on the finite difference space-
time grid. The unknown 𝐶𝑖
𝑘 is given by implicit (A) and explicit (B) formulations. The blue 
squares depict the term to be solved for and orange circles show the terms that need in the 
equation. 
 
According to the definition, space grid holds, 









Now let us consider the first derivative of which the mathematical definition is the ratio of the 















This is called the forward difference approximation of the first derivative. Alternatively, the 







Another first-order differencing scheme may be obtained by considering the average derivative 













For this approach, the error by considering the Taylor series expansion of the concentration is 
second-order, which provides higher accuracy than the first-order error given by either the forward 
or backward schemes37. Thus, the central scheme provides a more accurate approximation of the 







The second derivative of the concentration can be also obtained by Taylor series expansion161 with 




𝐶j(𝑥𝑖+1) − 2𝐶j(𝑥) + 𝐶j(𝑥𝑖−1)
(∆𝑥)2
 (2.12) 
Throughout this thesis I shall use the approximation of Equations 2.11 and 2.12 as the primary 
numerical techniques.  
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The distribution of nodes of the equal spatial grid leads to a higher number of points in the entire 
regions of the concentration profile, which greatly decrease the efficiency of the simulation. Here 
a more advanced discretisation for the spatial grids is introduced by adding expanding spatial grids. 
Figure 2.5 shows the expanding grid scheme for the variation of the reactant concentration with 
the distance from the electrode. A large overpotential is applied to the working electrode such that 
the reactant species is consumed quite rapidly on the electrode surface. This creates a concentration 
gradient near the electrode and consequently the diffusion of species towards the electrode surface 
occurs such that the depletion layer extends towards the bulk solution as time proceeds. Therefore, 
the spacing between grid points in this region must be small enough to minimise the error of the 
finite difference approximation. On the other hand, the concentration profiles of the electroactive 
species are only slightly affected in the regions of the solution farther away from the electrode 
surface. 
Considering the above aspects, it is beneficial to establish a grid that mimics the concentration 
profile and provides a high number of points near the electrode surface but minimises the total 
number, which makes the simulation process more efficient. With this aim, unequally spaced grids 
or transformation of the spatial coordinates can be employed. 
 
Figure 2.5: An expanding grid scheme for a concentration profile of species O. 
 
It is efficient to use patching schemes that combine both uniform and unequally compressing grids. 
For example, assuming that the main changes in concentration take place next to the electrode 
surface, a dense and uniform grid in that region (𝑥 ≤ 𝑥sw) leads the distribution of the points in 
the vicinity of electrode with equal spacing. When the distance to the electrode is far away but still 
constrained to the entire diffusion layer (𝑥sw ≤ 𝑥 ≤ 𝑥diff), an expanding grid is then implemented 
towards the bulk solution. This stepwise strategy can be present, 
 ∆𝑥 = ℎ𝑖 = ℎ0 (for 𝑥 ≤ 𝑥sw) 
∆𝑥 = ℎ𝑖 = ℎ0𝜔𝑥
𝑖−(𝑥sw/ℎ0)+1 (for 𝑥sw ≤ 𝑥 ≤ 𝑥diff) 
(2.13) 
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where ℎ0 is the initial point representing the electrode surface, 𝜔𝑥 is a weighted parameter that can 
adjust the growth of expanding grids. 𝑥sw can be defined to balance the computational cost and 
the number of nodes. 
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2.2.3. Temporal Discretisation 
So far, we discussed how the concentration changes in dependence on the spatial variable, the 
position 𝑥 in the RHS of Equation 2.2. However, modelling of an electrochemical system requires 
the solution of Fick’s second law and a partial differential equation in which concentrations also 
varies as a function of time, 𝑡, given in the LHS. We must now consider how the system evolves 
in time. Before discretising the time derivative, some basic input parameters are needed to be 
defined under cyclic voltammetry (CV) technique. The popularity of CV has led to its extensive 
study and numerous simple criteria are available for immediate analysis of electrochemical 
systems from the shape, position and time-behaviour of the experimental voltammograms. Recall 
the definition of CV from Equation 1.38, 
 𝐸(𝑡) = 𝐸i + 𝑣𝑡 (𝑑𝐸/𝑑𝑡 = 𝑣) 
𝐸(𝑡) = 𝐸v − 𝑣(𝑡 − 𝑡R) (𝑑𝐸/𝑑𝑡 = −𝑣) 
(2.14) 
where the starting point and vertex point of the potential are generally defined to cover the standard 
potential 𝐸0 of the electrode reaction. The scan rate, 𝜈, is the constant rate at which the voltage 
sweeps from 𝐸i to 𝐸v and back again. Thus, the reversal switch point 𝑡R and the total running time 











Then, the thickness of the diffusion layer, 𝛿, (also referred to 𝑥diff = 𝑥bulk − 𝑥electrode, or 𝑥max 
in this thesis) is generally suggested to give 
 𝛿 = √6𝐷max𝑡max (2.16) 
where 𝐷max is the greatest diffusion coefficient of the species involved in the problem. 
For the one-dimensional system under consideration, the state of the system (which is represented 
in a discretised form by the set of concentrations from 𝐶j(𝑥0),⋯, 𝐶j(𝑥𝑛−1)) at any moment in time 
depends on two things: the spatial boundary conditions (the electrode surface and bulk solution 
boundaries), and the state of the system at the previous moment in time. Discretising time follows 
a similar manner as space discretisation, with a constant interval between adjacent time steps, Δ𝑡 . 
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When modelling, the state of the system is set from the starting time of the experiment, 𝑡0, to its 






As previously discussed, at the beginning of the experiment, the system is homogeneous. The 
concentration of the starting species O is uniform across the whole space as given by the initial 
conditions 𝐶O(𝑥, 0) = 𝐶O
∗ . Therefore, the values of the set of concentrations are all equal to those 
of bulk solution for the first timestep. The concentrations at timestep 𝑡𝑘 are then a function of those 
at 𝑡𝑘−1. For the derivative of Fick’s second law to obtain the concentration versus time, it is 
obvious to use a backward finite difference scheme as we have no information about the state of 











Combining both, spatial and temporal discretised components of Fick’s second law, the overall 






𝐶j(𝑥𝑖+1) − 2𝐶j(𝑥) + 𝐶j(𝑥𝑖−1)
(∆𝑥)2
 (2.19) 






𝐶i−1 − 2𝐶i + 𝐶i+1
(∆𝑥)2
 (2.20) 
Only equal temporal discretisation is employed in the following parts, thus, there is no details on 
the unequally temporal grids. 
From Equation 2.20, there is now an important choice as to whether the concentrations on the RHS 
are chosen to be at 𝐶𝑖
𝑘 and 𝐶𝑖
𝑘−1. Recalling the Figure 2.4 again, we will briefly consider the former 
case, generally known as the explicit method, illustrated in Figure 2.6(Right), before moving on 
to the latter, the implicit method, illustrated in Figure 2.6(Left), which will be used throughout the 
rest of the thesis. 
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Figure 2.6: Discrete simulation involving in concentration terms on the finite difference space-
time grid. The unknown 𝐶𝑖
𝑘 is given by implicit (A) and explicit (B) formulations. The blue 
squares depict the term to be solved for and the orange circles show the terms that need in the 
equation. 
 























This is a simple equation to solve, and each value of 𝐶𝑖
𝑘 can be solved for independently at every 
timestep because all the terms appearing on the RHS of the equation are fully known in contrast 
with the implicit method. 
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The only difference from Equation 2.22 is the timestep at which the concentrations on RHS are 
















This equation contains a single known value,  𝐶𝑖
𝑘−1  , and three unknowns,  𝐶𝑖−1
𝑘 , 𝐶𝑖
𝑘  and 𝐶𝑖+1
𝑘 . 
Unlike the explicit method, the implicit method cannot be solved in isolation for any given point, 
i. At each timestep, k, the complete set of equations for the concentration at every point must be 
solved simultaneously. The solution methods of the implicit method shall come to shortly in next 
section. 



















where 𝛼 is an adjustable parameter which varies between zero (fully explicit) and unity (fully 
implicit). When 𝛼 = 0.5, this is known as the Crank-Nicolson method. The Crank-Nicolson 
method is less stable but more accurate than the fully implicit scheme162. 
Taking the Crank-Nicolson idea one step further, Feldberg and co-workers163 have developed an 
improved version of this method by employing a more accurate higher order backward difference 
method for one-dimensional diffusion simulations. This advanced technique combines a solution 
method called Rudolph's FIFD (fully-implicit finite difference method)164 in order to find a 






















































































2.3. Solution Methods 
In the last section, the discretisation of space and time leads to system of equations for solving the 
































































with the boundary conditions. 
For a fully reversible E mechanism with a fast electron transfer rate, the boundary conditions are 
obtained from the Nernst Equation, which gives 
 















In a more general case, the empirical Butler-Volmer (BV) model has been the most widely used 
over many years in electrochemistry due to its simplicity and successful quantitative description 
of a vast number of electrochemical systems (in the absence of bonds being broken or formed). 
According to the BV model, the rate constants show a simple exponential dependence with the 
















so that the electrode kinetics are parameterised as a function of the standard potential 𝐸0, and the 
charge transfer coefficient 𝛼 can take values in the range 0 ≤ 𝛼 ≤ 1 (although typical values are 
in the range 0.3 < 𝛼 < 0.7) and can be interpreted qualitatively as an indicator of the position of 
the transition state in the reaction coordinate. Thus, the configuration of the transition state in a 
reduction process is reactant-like when 𝛼 > 0.5 and product-like when 𝛼 < 0.5. 
To deal with the implementation of the BV surface boundary condition in the simulation, the net 















As mentioned before, when the diffusion coefficients of both electroactive species are the same, 
the total concentration of the species at any point of the solution and at any time is constant: 
𝐶O(𝑥) + 𝐶R(𝑥) = 𝐶O
∗ + 𝐶R
∗. After discretisation of the problem using a two-point approximation 















































Once the concentration profile of species O is calculated, that of species R can be obtained 
immediately by 𝐶R(𝑥) = 𝐶O
∗ + 𝐶R
∗ − 𝐶O(𝑥). This surface boundary for electron transfer derived 
from BV model is employed throughout the thesis. The initial condition and the boundary 
condition at the bulk are defined by Equations 2.2 and 2.3, respectively. The problem now is fully 
interpreted into mathematic language, which is summarised in Scheme 2.1, and the expression of 



















Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 𝐶R
∗ 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞






























2.3.1. Linear Solver for Electrochemical Mechanism  
The standard method of solving a set of simultaneous equations with a computer is to cast this set 
in a matrix notation, that holds the form 
 𝐀𝐱 = 𝐛 (2.35) 
To find the set of solutions, 𝐱, we pre-multiply both sides of the equation by 𝐀−1, the inverse of 
𝐀: 
 𝐱 = 𝐀−1𝐛 (2.36) 





where 𝛼 = −𝐷j∆𝑡/(∆𝑥)
2 , 𝛽 = 1 + 2𝐷j∆𝑡/(∆𝑥)
2 , 𝛾 = −𝐷j∆𝑡/(∆𝑥)
2 , and 𝜃 = 𝐹/𝑅𝑇(𝐸 − 𝐸0). 
The system of simultaneous equations may be solved by either direct methods such as Gaussian 
elimination (or by simply calculating the inverse of the coefficient matrix, 𝐀) or iterative methods 
such as Jacobi matrix. The details of these direct and indirect linear solvers employed for the 




2.3.1.1. Direct Methods 
Gaussian elimination165 is an automated way of solving a large set of simultaneous equations, by 
subtracting multiples of one equation from another (eliminating) until one equation can be solved, 
then back-substituting, to find all the other unknowns. If the coefficient matrix is not diagonally 
dominant, then pivoting (usually by selecting the largest element in a row as the coefficient to 
divide by, and sometimes by scaling the rows) can be used to improve the accuracy and avoid 
division by zero. The elimination process is equivalent to a 𝐋𝐔 decomposition since the reduced 
equations form the upper triangular (𝐔) and the multipliers used in the elimination procedure form 
the unit lower triangular matrix (𝐋). 
 𝐀𝐱 = (𝐋𝐔)𝐱 = 𝐋(𝐔)𝐱 = 𝐛 (2.38) 
The time taken for the 𝐋𝐔 decomposition is proportional to the number or elements in 𝐀, the square 
of the number of equations. Definitely, 𝐋 need not be stored, but if the same matrix needs to be 
operated on multiple right-hand-sides, once 𝐋  and 𝐔  have been computed/stored, only back 
substitution need be performed for each time. 
For a tridiagonal matrix, Gaussian elimination simplifies to a procedure known as the Thomas 
Algorithm, which may solve the problem in a more efficient manner. Rather than directly 
calculating the product 𝐀−1𝐛, we use a process called 𝐋𝐔 factorisation, to factor 𝐀 as the product 
of two other matrices: a lower and an upper triangular matrix, so that 𝐀 = 𝐋𝐔 shown in Equation 
2.38. This process leaves us with the equation (𝐋𝐔)𝐱 = 𝐛. The algorithm then consists of two 
steps. First, we pre-multiply both sides of the equation by 𝐋−1, 
 𝐔𝐱 = 𝐋−1𝐛 (2.39) 
Then we calculate the product 
 𝐝 = 𝐋−1𝐛 (2.40) 
The vector d could be calculated by first evaluating the lower diagonal matrix, 𝐋, inversing it, then 
post-multiplying the result by 𝐛. In the second step of the algorithm, we pre-multiply both 
sides of Equation 2.39 by 𝐔−1, 
 𝐱 = 𝐔−1𝐝 (2.41) 
Then we calculate the product 𝐔−1 to find the vector 𝐱 of unknown 𝐶𝑖
𝑘 values. 
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Here we state some important mechanisms, for example, EC mechanism, EE mechanism and first-
order EC’ mechanism, corresponding to their governing partial differential equations and 
boundary conditions, similar to the one given in Scheme 2.1. The simultaneous equations 
generated from these problems can be solved by linear solvers in a direct way. The numerical 
resolution of the problem can refer to the E mechanism introduced before.  
ECirre mechanism: 
Reaction scheme: 






















+ 𝑘𝐶R(𝑥, 𝑡) 
Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 0, 𝐶Y(𝑥, 0) = 0 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞
𝐶R(𝑥, 𝑡) = 0, lim
𝑥→∞


























































+ 𝑘1𝐶R(𝑥, 𝑡) − 𝑘−1𝐶Y(𝑥, 𝑡) 
Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 0, 𝐶Y(𝑥, 0) = 0 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞
𝐶R(𝑥, 𝑡) = 0, lim
𝑥→∞



































































Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶O′(𝑥, 0) = 0, 𝐶R(𝑥, 0) = 0 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞
𝐶O′(𝑥, 𝑡) = 0, lim
𝑥→∞






























































First-order EC’ mechanism: 
Reaction scheme: 


















− 𝑘1𝐶R(𝑥, 𝑡) + 𝑘−1𝐶O(𝑥, 𝑡) 
Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 0 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞































Scheme 2.5: The kinetic-diffusion differential equation system for first-order EC’ mechanism. 
 
Although the resolution of the above problem is more complex since (in general) we deal with 
coupled equation systems and the spatial and temporal grids may need to be refined when fast 
chemical processes occur, the mathematical problem nevertheless still consists of linear equations. 
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2.3.1.2. Indirect Methods 
In this subsection, we consider cases where the chemical processes coupled to the electron transfer 
follow second-order chemical kinetics such that the linearity of the equation system is lost, and 
new mathematical procedures must be employed for the resolution of the corresponding kinetic-
diffusion problem. First, the problem of a second-order electrocatalytic mechanism is described in 
Scheme 2.6, 
Reaction scheme: 






























+ 𝑘1𝐶R(𝑥, 𝑡)𝐶Y(𝑥, 𝑡) − 𝑘−1𝐶O(𝑥, 𝑡)𝐶Z(𝑥, 𝑡) 
Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 0, 𝐶Y(𝑥, 0) = 𝐶Y
∗, 𝐶Z(𝑥, 0) = 0 
Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞
𝐶R(𝑥, 𝑡) = 0, lim
𝑥→∞
𝐶Y(𝑥, 𝑡) = 𝐶Y
∗, lim
𝑥→∞































Scheme 2.6: The kinetic-diffusion differential equation system for second-order EC’ 
mechanism. 
where the chemical rate constants 𝑘1 and 𝑘−1 are now second-order in unit, cm
3 s−1 mol−1. 
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As anticipated, the governing equations of the Scheme 2.6 are nonlinear since they contain the 
product of two independent variables. A simple alternative is an iterative scheme in which the 
unknown concentration vector, 𝐱, can be solved from an initial guess. Given an approximation of 
𝐱 , the method generates an improved approximation 𝐱′ . Iterations continue until the change 
between iterations, or norm of the residual is lower than a threshold value. 
Jacobi perhaps is the most intuitive iterative scheme to rearrange each linear equation for 𝐱𝑖 thus 
creating an expression for each element of the solution vector. For our 3-point implicit finite 












𝑘 ) (2.42) 
















When the norm of the residual is lower than a threshold value after starting the iteration scheme, 
𝐶𝑖
𝑘 is treated as equivalent to 𝐶′𝑖
𝑘. 
Another way of thinking about iterative methods is to split the unwieldy system of PDEs into 
several simpler subproblems which holds physical representation of various underlying 
phenomena, like (diffusion, electrode reaction, coupled chemical reaction, etc.). The subproblems 
are discretised in time by the backward Euler method demonstrated in Figure 2.7 and treated 
respectively by specialised numerical algorithms. 
 
Figure 2.7: The schematic diagram of the backward Euler method. 
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2.3.2. Nonlinear Solver for Electrochemical Mechanism  
When introducing kinetics, it is notable that second-order electrocatalytic reactions in Scheme 2.6 
make the finite difference equation nonlinear and therefore the methods for the solution of the 
system of simultaneous linear equations outlined above cannot be applied directly. They can be 
employed after applying a global linearization method. This converts the nonlinear equations into 
an approximate linear form which may then be solved using a standard (linear) solver. This process 
is iterated until the 'true' nonlinear solution is reached. 
A more general and rigorous approach is the determination of the concentrations by employing a 
multidimensional root-finding algorithm. Indeed, the unknown concentrations can be viewed as 
the roots of a set of nonlinear simultaneous equations to be zeroed, which are given by the 
discretised differential equations and boundary conditions. One of the simplest alternatives for 











𝑘−1) is the set of finite difference equations with respect to the concentration of each 





































and give a new linear system with the Jacobian as the coefficient matrix. This may be solved by 
one of the standard linear solvers described above. 
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Some other root-finding algorithms are briefly described here. The bisection method in 
mathematics is a simple and robust root-finding method that repeatedly bisects an interval and then 
selects a subinterval in which a root must lie for further processing. The method is sometimes 
called the interval halving method or the binary search method. However, it is relatively slow, 
which often leads to a rough approximation to a solution which is then used as a starting point for 
more rapidly converging methods. The Regula Falsi method167 is one of the bracketing methods 
for finding roots of equations, which greatly increase the searching rate in the basis of bisection 
method. Regula Falsi assumes that a nonlinear equation 𝑓 has two independent variables 𝑥 and 𝑦, 
which guarantees the finding root 𝑧 is located in the range from 𝑥 to 𝑦. This definition promises a 






If 𝑓(𝑥) ∙ 𝑓(𝑧) > 0, the root is located between 𝑧 and 𝑦, and the new 𝑥 is updated by the value of 
𝑧; if 𝑓(𝑥) ∙ 𝑓(𝑧) < 0, the root is located between 𝑥 and 𝑧, and the new 𝑦 is updated by the value 
of 𝑧 . The iteration won’t stop until 𝑓(𝑥) ∙ 𝑓(𝑧) ≈ 0  (a pre-designed threshold value), or the 
computational iteration approaching to the maximum iteration steps.  
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2.4. Performance and Convergence 
A numerical method is said to be convergent if the numerical solution approaches the exact 
solution as the space and time intervals, ∆𝑥 and ∆𝑡, approach zero. If the simulation is convergent, 
the accuracy will increase as these intervals shrink, but so too will the runtime and memory 
requirements. Conversely, if the size of the intervals is too large, the simulation may produce 
wildly inaccurate results. It is therefore the job of the researcher to determine values of ∆𝑥 and ∆𝑡 
that give an acceptable compromise between accuracy and runtime. A convergence study can be 
found in literature37. 
It may often be the case that there is no known analytical solution that describes a property (such 
as peak height) of the simulated voltammetry. Nevertheless, it is still possible, and indeed sensible, 
to perform a convergence study. Note that without a known analytical solution, the correctness of 
a simulation cannot be tested through a convergence study; the researcher may have made a 
mistake and the simulation may be modelling something other than what was intended. The study 
simply verifies that the numerical model tends towards some exact solution as the size of the spatial 
and temporal increments tends to zero. It is usually simpler to test the effect of each variable in 
isolation, and without a known solution for comparison, we can still comment on whether or not 
the simulation is converged after checking the convergence.  
A program’s runtime may be analysed in terms of the size of its inputs. For a general example 
program, the preamble section (prior to the main simulation loop) contains a number of variable 
definitions, simple calculations, the initialisation of a stream for output, and a loop that calculates 
the values of the modified coefficients. The time taken to perform the variable definitions, 
calculations and stream initialisation is effectively constant for a given machine; it is dependent 
only on the specifics of the computer hardware and the compiler and is independent of the 
program’s inputs. The loop will take a time proportional to the size of the spatial grid (which is 
the number of loop iterations), plus some small constant time to initialise the loop variable. The 
total runtime of the simulation is mainly decided by the simulation of a loop that iterates 𝑚 times. 
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2.5. Conclusion and Outlook 
This chapter described the basic numerical approach corresponding to the solution of diffusion 
equation coupled with the electrochemical Butler-Volmer kinetics. Important aspects of finite 
difference methods, such as unequally expanding spatial grads, explicit/implicit time derivatives, 
linear and nonlinear solvers were discussed. Different electrochemical systems considering only 
planar electrode are interpreted into mathematic languages, and the resolution strategies are 
applied to these problems. Finally, 2nd order homogeneous kinetics case is considered. Since the 
PDEs are highly nonlinear, the Newton-Raphson and other root-finding methods are described to 
solve the problem. 
In Chapter 3, the cyclic voltammograms obtained from the numerical simulations will be discussed 
in detail to investigate the E, EC, EE, ECE and electrocatalytic mechanisms. A new numerical 
approach which solves the complex nonlinear nature of the electrochemical systems by splitting 
them into individual processes and performing sequential calculations will be illustrated. A 
comprehensive investigation begins from the construction of the scheme to the validation of the 







3. A Novel High-Order, Operator-Splitting, 
Fully Implicit Finite Difference 
Methodology for Investigation of an 
Electrochemical Catalytic Mechanism 
Numerical modelling of electrochemical experiments168-170 is vital for the understanding of many 
critical technologies, such as fuel cells, electrochemical sensors and batteries. As noted in chapters 
1 and 2 when investigating electrode reactions, we must not only consider the electron transfer 
characteristics but also several physical phenomena, for example, mass transport involving 
diffusion and convection, coupled chemical kinetics, etc. Some problems may be reduced to the 
basic mechanisms at the planar electrode, but most experimental cases show very complex 
mechanisms involving different geometries of electrodes.  
A critical problem of the simulation work in this field is that the classic Butler-Volmer model (or 
sometimes Marcus-Hush model171) describes a nonlinear relationship between current response 
and applied potential. When the system involves various coupled processes like current flow in 
hydrodynamic electrodes, second-order homogeneous chemical kinetics, etc., the overall electrode 
reaction certainly leads to a stiff nonlinear problem. A traditional treatment to the nonlinear 
problem generated in electrochemical systems is to establish a set of discretised differential 
equations and boundary conditions, then solve them by either linearized simultaneous equation 
sets, or a root-finding algorithm such as Newton-Raphson method. The linearization requires a 
very small timestep to converge, and the Newton-Raphson method also has convergence problems 
when the initial guess is not good, that is, it is not near the root value.  
In the past decade, there has been major advances in the development of numerical tools focused 
on the solutions of highly nonlinear problems in both science and industry172-174. One approach, 
called operator-splitting, is proved in several excellent examples including combustion175,176 and 
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non-Newtonian fluid dynamics177, where there are multi-physics phenomena occurring, thereby 
holding the system high nonlinear. The full mechanism is decomposed separately into simpler sub-
problems, e.g., transport, chemical reaction and combustion. These locally accurate models, which 
are divided from a completely time-independent system, may require specialised numerical 
treatments, respectively. Recently, Schwer, Lu and co-workers have proposed a consistent-
splitting scheme to emulating stiff steady-state reacting flow-fields with adaptive chemistry178. 
This literature implies that the operator-splitting scheme can solve a nonlinear problem in a 
diffusion-controlled system coupled with chemical reactions. 
To the best of our knowledge, there is little open literature on operator-splitting methods employed 
in electrochemical systems which also possess several physical phenomena similar with those in 
combustion, fluid dynamics and even in the mentioned diffusion-controlled chemical reactions. 
This may offer a preferred choice to employ the operator-splitting method to deal with the 
numerical problems in electrochemistry. Therefore, having understood the applicability of 
operator-splitting methods in solving nonlinear multi-physics systems, we propose a novel 
numerical technique based on the concepts of operator-splitting method to solve stiff nonlinear 
electrochemical problems in this chapter. 
The following work presents a theoretical case study in which we propose a new discretisation 
scheme for an arbitrary number of consecutive nonlinear operators. The following work is 
organised to describe the proposed operator-splitting method first. A validation will be given for 
non-catalytic electrochemical systems (EC, EE and ECE mechanisms) between a classic numerical 
technique (two-point temporal discretisation) and the developed high-order operator splitting 
method. The third section describes the cyclic voltammograms of more complex electrocatalytic 
mechanisms. We reformulate the electrocatalytic (EC’) mechanism as a sequence of steady 
problems and discuss its accuracy, stability and convergence. A unique cyclic voltammetric 




3.1. Operator-Splitting Scheme 
We first recall the splitting method which was introduced in Subsection 2.3.1 as an iteration 
approach to the solution of a nonlinear problem raised by the second-order EC’ mechanism. The 
strategy of splitting is to decompose unwieldy (systems of) PDEs into simpler sub-problems. To 
solve these separated problems, it is wise to employ specialised numerical algorithms individually. 
Once the sub-problems are all resolved, the overall problem is solved. We first consider a partial 
differential equation (PDE) with different operators ℒ having the following form 






where ℒs represents physical phenomena (diffusion, electrode reaction, chemical kinetics, etc.). A 
traditional first-order operator-splitting scheme is demonstrated in Figure 3.1, which discretises 
the problem in time by backward Euler method ( 𝑢𝑛 → 𝑢𝑛+1/2 → 𝑢𝑛+1 ). The theory for 
constructing second- or higher-order accurate splitting algorithms can be founded in literature179. 
 
Figure 3.1: The scheme of first-order operator splitting method derived by backward Euler 
method. 
 
For a steady state of diffusion-only electrode reaction at planar electrode, the Equation 3.1 can be 
treated as 
 0 = −ℒ1(𝑢) + ℒ2(𝑢) (3.2) 
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Where the independent variable 𝑢 might be considered as the concentration of species in solution. 








𝑛 + 𝜙𝑛+1 + 𝜓𝑛+1) 
𝑢𝑛+1 = 𝑢𝑛 +𝜙𝑛+1 + 𝜓𝑛+1 
(3.3) 
The fully-converged state can be easily verified, in which the splitting errors satisfy 𝜙 = −𝜓 and 
the summation of the first two equations in Equation 3.3 recovers Equation 3.2.  
We now consider a diffusion-only electrode reaction coupled with homogeneous chemical kinetics 
model, in order to illustrate the convergence of this method. These two operators here are 





− 𝑏𝐶 (3.4) 
Substituting 𝐶 = 𝑢𝑘𝑒−𝑖𝑘𝑡 into Equation 3.4 and separating the diffusion and chemical step terms, 
one obtains Equation 3.3 for each wave number 𝑘, where ℒ1(𝑘) = 𝐷𝑘
2, ℒ2(𝑘) = 𝑏. Hereafter we 





(𝑢𝑛 + 𝜓𝑛) 
𝜓𝑛+1 = −
ℒ2𝜏
(1 + ℒ1𝜏)(1 + ℒ2𝜏)
(𝑢𝑛 − ℒ1𝜏𝜓
𝑛) 
(𝑢𝑛+1 − 𝜓𝑛+1) = 𝑢𝑛 −
ℒ1𝜏
1 + ℒ1𝜏
(𝑢𝑛 − 𝜓𝑛) 
(3.5) 























Eigenvalues of the above system can be calculated 
 
𝜆1 = 0, 𝜆2 =
1 + (ℒ1𝜏)(ℒ2𝜏)
(1 + ℒ1𝜏)(1 + ℒ2𝜏)
 (3.7) 








Equation 3.7 holds for any two operators with negative eigenvalues, that is, stability of the entire 
method follows from the stability of the sub-steps. 
Recall that ℒ1(𝑘) is a function of the wave number. Assume that at some scales 𝑘0
2 diffusion is of 
the same order as reaction, for example, 𝑘0
2𝐷 ≈ 𝑏 . Therefor, 𝜏∗ = (𝑘0
2𝐷ℒ2)
−1/2 ≈ 𝑏−1 , what 









That is, the optimum choice of 𝜏 for the main harmonics ensures the same convergence rate for 
other harmonics. 
We now move our focus to the implementation of operator-splitting method on an electrochemical 
system. E mechanism is sampled to show how to build an operator-splitting model. The 




















Initial conditions:  
𝐶O(𝑥, 0) = 𝐶O
∗ , 𝐶R(𝑥, 0) = 𝐶R
∗ 
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Boundary conditions:  
lim
𝑥→∞
𝐶O(𝑥, 𝑡) = 𝐶O
∗ , lim
𝑥→∞


























Scheme 3.1: The kinetic-diffusion differential equation system for O + e− ⇌ R. 
Here BV equations are revised by considering the uncompensated resistance 𝑅u because of the 













which leads to a production of capacitive current 𝑖c, and the total current consists capacitive current 
and faradaic current 
 𝑖 = 𝑖c + 𝑖f (3.11) 












Equation 3.10 shows that the problem is stiff because of the high value of 𝑘f and 𝑘b, and highly 
nonlinear, because the derivative 
𝜕𝐶O(0,𝑡)
𝜕𝑥
 appears in the exponent. 
It was proposed in Section 2.2 to approximate the time derivative in governing equations in 
Scheme 3.1 by using a backward multilevel finite difference scheme in Section 2.3, thus at 𝑘𝑡ℎ 




























Substitution of Equation 3.14 into Fick’s second law yields the following set of steady equations 











Equation 3.15 are linear, while the reactive boundary conditions (Equation 3.10) are not; it is 
natural to split the problem into the transport and electron transfer reaction. The operator-splitting 
method allowing for solution of Equations 3.15 and 3.10 is described below. 


































The set of equations 𝜙𝑖
𝑛+1 for O and R in Equation 3.15 is straightforwardly solved by a finite-
volumes method on a uniform spatial grid (∆𝑥 = 𝑥𝑖+1 − 𝑥𝑖) under diffusion layer. The sub-model 
is now a linear tridiagonal problem that can be easily solved by the Thomas algorithm. The nodes 
are positioned in the centres of the control volumes that hold ∆𝑥 as the size of each volume, except 
the 0𝑡ℎ  one at the electrode surface, only half-size volume with 
1
2
∆𝑥 (because the first node is 
located in electrode). The Kronecker’s delta 𝛿0/𝑖  here employed is to suggest the pseudo-time 
derivative term is active only in the 0𝑡ℎ cell resulted from following electron transfer only in the 
electrode surface. Now, the diffusion sub-problem is over. 
The next stage is electron-transfer step, but only the alteration in 0𝑡ℎ volume has to be solved. The 




































2𝜏 + 𝑘f + 𝑘b
 (3.20) 
where 𝑘f and 𝑘b are the forward and backward electron transfer rate, respectively, which can be 





















































Equation 3.23 is a stiff nonlinear equation when 𝑅u is not zero. But Equation 3.22 implies that the 
problem can be reduced to a univariate nonlinear equation due to 𝑖[O] = −𝑖[R] all the time at the 












Equation 3.24 is suggested to be solved by a Bisection method, but better by Regula Falsi method, 
both introduced in Chapter 2. Once the converged value of current is obtained, it is used to update 
the concentration field at level 𝑘 and the new time point is advanced. 
As the practical electrochemical system always involves a few preceding steps or is following 
other reactions, for example, EE, ECE or electrocatalytic mechanism, the approach is not limited 
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to a two-operator splitting. In the following sections, a series of validations for different 
mechanism is presented from non-catalytic system to very complex hydrogenase model. The 
results are obtained by the revised model for each specific mechanism on the basis of split E 
mechanism detailed in this section. 
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3.2. Non-Catalytic Electrochemical Systems 
Non-catalytic electrochemical systems generally hold examples including but not limited to E, EE, 
EC, ECE mechanism. One feature of these systems is that the governing partial differential 
equations can be transformed into a linear set of simultaneous equations and can easily find a 
solution by linear solvers. Although, very limited analytical solutions can be obtained in these 
cases, the widely used numerical techniques based on a two-point (lower-order) temporal 
discretisation fully implicit finite difference method has been proven to be rigorous and stable. 
Therefore, it is necessary to compare any new techniques developed for electrochemical system to 
the classic approach, and to validate the cyclic voltammogram as a basic but very reliable reference. 
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3.2.1. Single Electron Transfer 
The first test case is the simulation of simple but classical voltammetry, holding single electron 






This scheme gives the governing equation and Figure 3.2 shows the cyclic voltammograms for 
𝛼 = 0.5, 𝐸0 = 0 V and 𝐷O = 𝐷R = 1 × 10
−5 cm2 s−1. For convenience, the output potential and 
current are reduced to a set of dimensionless parameters as summarised in Nomenclature, which 
are employed throughout the rest of this chapter. 
It is clear that the experiential validated model shows a very good agreement to the analytical 
values. Furthermore, since the current is normalised, the result also confirms that the dimensional 
peak current is proportional to the square root of the scan rate24. 
 
Figure 3.2: Validation of the simulated cyclic voltammogram by operator-splitting method for 
one-electron transfer step at 𝑘0 = 1 cm s
−1. The red solid lines (−) represent the simulation 
results that are generated by typical finite difference method and the blue balls (𝐨) represents 
the model predictions by operator-splitting method.  
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3.2.2. EC Reaction  
We next consider a little complex EC mechanism, in which an irreversible homogeneous chemical 
reaction follows the electron transfer given in Scheme 3.2. The kinetic constant for electrode 









Scheme 3.2: EC mechanism including an electrode reaction followed by an irreversible chemical 
step. 
As it follows from the description of the algorithm, it is not limited to a two-operator splitting, nor 
to boundary reactions. In the EC mechanism, an electrogenerated species R (the “mediator”) 
produces some other solution species Y (the “product”). The general governing equations for the 


















+ 𝑘𝐶Y(𝑥, 𝑡) 
(3.25) 
with additional initial and boundary conditions for Y, 
 𝐶Y(𝑥, 0) = 0, lim
𝑥→∞
𝐶Y(𝑥, 𝑡) = 0, 
𝜕𝐶Y(0,𝑡)
𝜕𝑥
= 0 (3.26) 
In this case, there is an extra operator corresponding to the chemical kinetics. The splitting error 
equations for each species O, R and Y under this operator are respectively, 
 𝜑[O],𝑖

























Thus, under presence of chemical reaction, there are three operators to be considered: the pure 
diffusion process (Equation 3.15), the electron transfer (Equations 3.18 and 3.19) and the coupled 
homogeneous chemical kinetics (Equation 3.27). The splitting order can start from mass transport 
to homogenous reaction, and finally reach to electrode reaction. Once convergence is achieved, 
the order of splitting won’t affect the result. 
For EC mechanism, there is no access to the analytical solution. An alternative approximation of 
dimensionless 𝑖-𝐸 curve developed by two-point time evolution derivative method is taken as a 
reference result with the same set of parameters. 
The effect of the chemical reaction on the cyclic voltammograms of EC mechanism at a planar 
electrode is demonstrated in Figure 3.3. Both two-point time evolution derivative approximation 
and operator splitting method illustrate that the backward peak current gradually decreases and 
fully disappears from a slow chemical reaction in 3.3(A), (B) and (C) to a fast chemical conversion 
in 3.3(D), (E) and (F). The agreement between two different numerical techniques is good over a 






Figure 3.3: Validation of the model predictions of EC mechanism for different 𝑘. Validation of 
various numerical techniques of the current behaviour for 𝑘 = 0.01 s−1 (A), 𝑘 = 0.02 s−1 (B), 
𝑘 = 0.05 s−1  (C), 𝑘 = 0.10 s−1  (D), 𝑘 = 1.0 s−1  (E), 𝑘 = 10.0 s−1  (F). The solid lines (−) 
represent the dimensionless current approximated by two-point time evolution derivative 








3.2.3. EE Reaction  
It is also frequently observed that the electroactive species exchange more than one electron in 
successive transfer steps, which arise to multi-E mechanisms. We now consider a simple case in 
which there are two reversible heterogeneous electron-transfer reaction given in Scheme 3.3. The 
appearance of the voltammogram relies on the location of the standard potentials, 𝐸1
0 and 𝐸2
0, and 
the spacing ∆𝐸0 = 𝐸2
0 − 𝐸1
















Scheme 3.3: EE mechanism including two reversible heterogeneous electron-transfer processes. 
In the calculation, the extra electroactive species O′ is added into mass transfer operator and 
electrode reaction operator as intermediate, and the diffusion equation for O, O’ and R is updated 




































































Since Equation 3.30 holds 𝜓[O],𝑖
𝑛+1 + 𝜓[O′],𝑖
𝑛+1 + 𝜓[R],𝑖
𝑛+1 = 0, two E steps could be considered in the 










































An alternative way to solve the EE mechanism is to separate two electron-transfer steps and to 
solve them individually. However, this path needs iteration twice to find a root from the nonlinear 
electrode reaction which is solved by the Regula Falsi method. 
Typical cyclic voltammograms for the variation of the peak current of the anodic and cathodic 
waves are shown in Figure 3.4 using two different numerical approximation techniques. When 
∆𝐸0 < 100 mV, one observes a single wave with characteristics indistinguishable from a single, 
Nernstian, two-electron transfer process. As ∆𝐸0 increases, two waves can be seen which are fully 
resolvable at ∆𝐸0 = 150 mV. The agreement between operator splitting method and two-point 
temporal discretisation derivative approximation is better than that in EC mechanism, which 







Figure 3.4: Validation of the model predictions of EE mechanism for different ∆𝐸0. Validation 
of different numerical techniques of the current behaviour with 𝑘0
1 = 𝑘0
2 = 1 cm s−1 for ∆𝐸0 =
300 mV  (A), ∆𝐸0 = 200 mV  (B), ∆𝐸0 = 150 mV  (C), ∆𝐸0 = 100 mV  (D), ∆𝐸0 = 50 mV 
(E), ∆𝐸0 = 10 mV (F). The solid lines (−) represent the dimensionless current approximated by 
two-point temporal discretisation derivative method and the blue balls (𝐨) represents the model 






3.2.4. ECE Reaction 
A more complex and comprehensive mechanism involving both EC and EE features is termed as 
ECE reaction and the mechanism has been summarised in Scheme 3.4. Typically, 𝐸1
0 and 𝐸2
0 are 
given the value −0.15 V and −0.45 V, respectively. Thus, we have ∆𝐸0 = 𝐸2
0 − 𝐸1
0 < −200 mV 
which leads to sequential stepwise addition of electrons results in two voltammetric waves when 
the chemical step occurs near the positive potential24. Under presence of C and E steps, total four 
operators need to be considered: the pure mass transport, the electrode reaction, the chemical 



















Scheme 3.4: ECE mechanism involving a fast electrode reaction followed by irreversible 
chemical step and another electrochemical reaction. 
For the ECE case under consideration here, only a single peak (wave I in Figure 3.5(A)) can be 
observed on the forward scan. This peak is close to 𝐸1
0, because species Y formed at this potential 
is immediately reduced to R. On the backward scan, a reversal wave (wave II in Figure 3.5(A)) is 
recorded for oxidation of X if 𝑘 is small enough. As the reverse scan continues, a second reversal 
peak (wave III in Figure 3.5(B)) might be observed because of repeating oxidation of R to Y. If 
we scan from the very negative potential again, a corresponding cathodic peak (wave IV in Figure 
3.5(B)) appears as a result of the reduction of Y to R. The relative sizes of waves II, III and IV are 
decided by the magnitudes of the chemical kinetics. A meaningful dimensionless parameter of 
interest, 𝜆 , is given by the expression (𝑘/𝑣)(𝑅𝑇/𝐹)  to define the current responses in ECE 
reaction. More general treatments of ECE system and 𝜆 can be found in these excellent literatures 
with the applications of zone diagrams24. Both numerical techniques show the same trends of the 
model predictions, however, the agreement between two approaches is not as good as EC or EE 








Figure 3.5: Cyclic voltammograms for the ECE mechanism predicted by two numerical 
techniques for different values of 𝜆 = (𝑘/𝑣)(𝑅𝑇/𝐹). Validation of numerical techniques of the 
current behaviour with 𝑘0
1 = 𝑘0
2 = 1 cm s−1  for 𝜆 = 0  (A), 𝜆 = 0.02  (B), 𝜆 = 0.2  (C). The 
solid lines (−) represent the dimensionless current approximated by two-point time evolution 






3.3. Electrocatalytic Systems 
We now move our focus to some more complex mechanism, the electrocatalytic scheme, in which 
second- or sometimes high-order reactions are considered. The investigation starts from the basic 
electrocatalytic system, EC’ mechanism, which holds only two reaction steps, but is very different 
to the non-catalytic electrochemical systems that we introduced in the last Section 3.2. 




Scheme 3.5: EC’ mechanism including a reversible electron-transfer reaction followed by an 
irreversible second-order catalytic process. 


















− 𝑘𝐶R(𝑥, 𝑡)𝐶Y(𝑥, 𝑡) 
(3.32) 
In the electrocatalytic mechanism, an electroactive species R reacts with some other solution 
species Y (called “substrate”) and regenerates the original electroactive material O which can thus 
undergo further electron transfer at the electrode. The initial and boundary conditions here for Y 
obey 
 𝐶Y(𝑥, 0) = 𝐶Y
∗, lim
𝑥→∞




= 0 (3.33) 
One primary difference between second-order EC’ mechanism and first-order EC mechanism is 
that the coupled homogeneous chemical reaction now is dependent on two independent variables 
of concentrations. The reaction kinetics 𝑘 is also updated to a second-order rate constant. When 
𝐶Y
∗ ≫ 𝐶R











































Thus, one can solve for the variables, 𝜑[R],𝑖
𝑛+1 , 𝜑[Y],𝑖
𝑛+1  and 𝜑[O],𝑖
𝑛+1  in sequence. The species 
concentration fields are then updated accordingly using these variables. 
This approach also leads to the solution of second-order non-catalytic electrochemical reactions, 
in contrast, if the EC’ mechanism has a first-order catalytic step, the problem can be solved 
referring to the resolution of EC mechanism.  
In the following work, the simulations of cyclic voltammetry under electrocatalytic mechanism is 
measured. For such a complex system, the convergence and computational performance are 
presented by different timestep, ∆𝑡. Due to the 7-point level time discretisation approximation in 
time, one can run the calculations with rather high timestep (∆𝑡 = 0.01), while for the two-point 
level implicit methods much lower ((∆𝑡 = 10−6) timesteps are needed. Numerical experiments 
then show that for a wide range of parameters nearly optimum convergence rate is achieved with 









3.3.1. EC’ Reaction 
The first test case is the simulation of cyclic voltammogram to investigate the features of EC’ 
mechanism detailed in Scheme 3.5. Figure 3.6 shows the cyclic voltammogram for 𝛼 = 0.5, 𝐸0 =
0 V , 𝐶dl = 0 F  and 𝐷O = 𝐷R = 1 × 10
−5 cm2 s−1 . The traces show that as the substrate 
concentration increases, both the pre-wave and main peak currents increase, which is matched with 
the property of EC’ mechanism reported in open literature.  
 
Figure 3.6: Cyclic voltammograms for the EC’ case obtained by operator splitting method with 
different initial values of substrate Y’s concentrations: 𝐶Y
∗ = 0.5 𝐶∗ (−), 𝐶Y
∗ = 1.0 𝐶∗ (−), 𝐶Y
∗ =
1.5 𝐶∗ (−), 𝐶Y
∗ = 2.0 𝐶∗ (−). 
 
In order to illustrate the efficiency, stability and accuracy of this novel method, we performed a 
series of calculations for the EC’ mechanism using the current method with 7-point time evolution 
derivative in comparison to the standard first-order operator splitting method and classic 2-point 
temporal discretisation implicit difference finite method. Results of the calculations are presented 
98 
from Figures 3.7 to 3.9 and Table 3.1. Since no analytical solution is available in this case we refer 
to the 2-point OS solution with ∆𝑡 = 10−6 as a benchmark solution and calculate the relative error. 
The code in this part is implemented in C++ programming language, using the open source 
software Code::Block version 13.12. All the programs are run on laptop equipped with Intel Core 
i7, 2.4 GHz and 4GB of RAM. The running time for the simulation varies under 10 minutes. In 
general, longer running time is required for a smaller convergence criterion and smaller timesteps. 
This fact is especially important for EC’ mechanism in which high 𝑘 often requires both stringent 
convergence and small timestep. 
Table 3.1: The comparison of the computational performance of EC’ mechanism simulation 
between standard 2-point OS method and 7-point OS method. 
∆𝑡 CPU time (s) Relative error (%) 
2-point OS method   
10−4 41 6.27 
10−5 202 2.08 
10−6 2298 0.211 
5 × 10−7 4207 0.101 
7-point OS method   
10−2 47 0.022 
5 × 10−2 61 0.011 
10−3 167 - 
 
In Figure 3.7, the standard 2-point OS method with ∆𝑡 = 10−4 and comparable CPU time provides 
absolutely inadequate results; in order to approach the “truth” using the standard 2-point OS 
method one has decrease the time step by two orders of magnitude with corresponding increase of 
the computational time. 
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Figure 3.7: EC’ cyclic voltammogram for standard 2-point OS method with different values of 
timestep, ∆𝑡 = 10−4, ∆𝑡 = 10−5, and ∆𝑡 = 10−6 in comparison to 7-point OS method using a 




In Figure 3.8, the 7-point method with ∆𝑡 = 10−2  provides results similar to the benchmark 
solution, and the convergence is still promised when ∆𝑡 increases to 5 × 100. The computational 
running time and relative error are summarised in Table 3.1 between two numerical techniques, of 
which our new developed method is efficient and stable. 
 
Figure 3.8: EC’ cyclic voltammogram for 7-point operator splitting method with large timestep, 
∆𝑡 = 10−2, ∆𝑡 = 10−1, and ∆𝑡 = 5 × 100. Inset: The green smooth curve (~) implies more 
data points generated in the simulation, which is obtained with a smaller timestep (10−2). In 
contrast, the red straight line (−) implies fewer data points generated in the simulation, which 
is obtained with a bigger timestep (5 × 100). The overlap here promises the convergence when 
given a large timestep. 
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Conventional 2-point temporal discretisation FDMs is introduced to compare the results generated 
from operator-splitting methods. This approach is classic and widely used in the simulations of 
electrochemistry. Some inputs are given to these methods, only by varying the size of timestep. In 
Figure 3.9, a more accurate result is observed by high-order OS when given the same ∆𝑡 to 7-point 
OS and 2-point FDM. The running time is close if both of high-order OS and 2-point FDM employ 
the uniform spatial grids of diffusion layer.  
 
Figure 3.9: EC’ cyclic voltammogram: the comparation of the validation of model prediction 
among standard 2-point OS method with small timestep ∆𝑡 = 10−6 (−), 2-point FDM with 
moderate timestep ∆𝑡 = 10−3  (--) and the high-order OS method holding the same size of 




3.3.2. Hydrogenase Mechanism 
One significant contemporary challenge for the widespread adoption of energy conversion systems 
is the need for efficient, stable, and cost-effective catalysts against efficient but expensive and 
scarce noble metal catalysts180-182. A very promising perspective in this regard is to tailor an 
efficient catalyst using molecular synthetic engineering183,184. This can be achieved by 
understanding and translating the biological catalytic principles to design “model” synthetic 
mimics. Delving deep into reaction mechanisms and kinetics and thermodynamic parameters that 
occur during the catalytic reaction is central to this effort65,185-188. In this regard, Nature has offered 
extremely efficient enzymes called hydrogenases. 
3.3.2.1. Introduction 
Hydrogenases, remarkable active catalysts for oxidative transformation due to the specific reactive 
sites of their metal centres, are highly used in this context189-192. This enzyme catalyses the 
reversible interconversions between H2 and H
+ at high turnover rates, but is inactivated by O2 
converting the active site into different inactive forms. This inactivation affects dramatically the 
shape of the electrocatalytic response, at the forward scan, the catalytic current due to hydrogen 
oxidation increases and significantly drops as the potential becomes more positive (i.e., 
inactivation occurs). However, this behaviour is reversed on the subsequent sweep back to a more 
negative potential (i.e., reactivation occurs).  
Although the exact mechanism of this inactivation-activation process (IAP) causing this odd shape 
remains to be elucidated, previous research has provided insights and hypotheses. Limoges and 
Savéant suggested that the immobilised enzymes such as hydrogenase on the electrode surface 
represent a twisted reverse trace behaviour193. The latter is “unusual” in comparison to the 
“classical” regenerative mechanisms of electrocatalysis194,195. The authors derive a complex 
electrocatalytic framework involving a five-step reaction scheme to depict the interconversion 
within the IAP of surface-confined enzymes. This scheme links the hysteresis between forward 
and backward catalytic responses to the inhibition process. In the mathematical models, the 
occurrence of twisted reverse oxidation peaks is obtained from a delicate combination of 
thermodynamic and kinetic parameters of the different reactions involved in the mechanism193. 
This peculiar behaviour is better observed when a large rate constant exists for the reactivation of 
the electrocatalytically active enzyme. 
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Investigations by Armstrong and his co-workers, however, highlighted the experimental 
mechanistic relationship between these biocatalysts and hydrogen oxidation187,196,197. They 
reported a similar behaviour to depict the anaerobic interconversion between the inactivation and 
reactivation of [NiFe] hydrogenase from different microorganisms. A parameter, 𝐸switch derived 
from the cyclic voltammetry, was defined as the position of the first inflection on the reduction 
sweep towards lower potential, gives a qualitative diagnosis to compare the ease with which 
various hydrogenases can be reactivated after oxidative inactivation196. In mechanistic 
investigations, this parameter was used to infer the acidity constants via pE/pH diagrams, and to 
calculate the entropies and enthalpies by analysing the dependence on temperature. Nevertheless, 
Léger et al. suggested that the reduction potential for the so-called [NiB] state which is 
electrocatalytically inactive, cannot be estimated directly by the voltammetric data198. 𝐸switch 
changes in proportion to the logarithm of scan rate, and for this reason, it was quantified as a 
kinetic characteristic rather than a thermodynamic parameter198. It was also supported theoretically, 
by the fact that the normalised governing variables involve the dependence between the IAP’s rate 
constants and scan rate193. 
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3.3.2.2. Voltammetric Analysis 
We now move into a practical case, Aquifex aeolicus [NiFe] hydrogenase, to examine the 
performance of our new approach. A unique current behaviour of hydrogenase is reprinted from 
Léger’s work198. The cyclic voltammogram of an enzymatic process shows a totally inverted 
backward peak occurring on the reversal scan reprinted in Figure 3.10(A). The reaction is 
estimated by the authors to hold a very complex electrocatalytic mechanism reprinted in Figure 
3.10(B). 
  
Figure 3.10: Cyclic voltammogram (A) of Aquifex aeolicus [NiFe] hydrogenase adsorbed onto 
a rotating disk electrode. Mechanistic scheme (B) proposed for the activation of the [NiB] State 
of standard [NiFe] Hydrogenases. Reprinted from Fourmond et al.’s work198. 
 
This case offers a total five-step mechanism with the phenomena including material balance, 
electron transfer and adsorption, which is treated as a highly nonlinear problem. Such a case is a 
great challenge for both conventional FDM and operator-splitting. We employed a direct approach 
based on Limoges and Savéant’s work193: using an empirical Butler-Volmer model and deriving 
the current-potential relationship from a kinetic scheme. With only the schematic diagram shown 
in Figure 3.10(B) corresponding to the estimated kinetics and thermodynamics from Fourmond et 
al.’s work198, both FDM and operator-splitting lead to outrageous current behaviours that are 
difficult to employ in a mechanistic analysis. This scenario may be caused by the reaction 
processes carrying too many unknown parameters which cannot be directly obtained from the 
experiment fitting results. The rate constants of electrochemical reactions, 𝑘o, 𝑘r, 𝑘o
′  and 𝑘r
′  are 
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approximated by the overall inactivation and activation rate 𝑘A and 𝑘I instead of measuring from 
an electron-transfer process. Although some work has been extensively studied for hydrogenases, 
their catalytic mechanism cannot be fully understood yet due to the intricacy of inner necessary 
electrical wiring, desorption and complex biochemical environment. 
These uncertainties, which lead to gaps in the theoretical understanding of the mechanism, 
significantly constrain the construction of a model-based computational simulation, which also 
implies an insufficient understanding of hydrogenase. In order to provide a fair competition 
between the efficiency and accuracy of two different approaches employed in this chapter, it is 
suggested that well-defined mathematical model describing the electrochemical system in its 






3.4. Conclusion and Outlook 
A novel high-order operator-splitting (OS) scheme, with fully implicit finite difference (FIFD) 
method is proposed and for the first time applied to electrochemical problems in Chapter 3. The 
stability and convergence of this pseudo-time approach are analysed by using a model scalar 
equation. The method consists of a number of steps of an implicit Euler method, which promises 
a large size timestep. 
The separated sub-problems are completely independent to each operator, in which individual sub-
step can be resolved by a most suitable numerical method. In some typical mechanisms, the method 
has been shown for a homogenous reaction can be straightforwardly included into the algorithm, 
which greatly widens the range of its application. A better competition result of accuracy, stability 
and efficiency is also obtained from novel seven-point operator-splitting method for the simulation 
of EC’ mechanism in comparison to that from the traditional two-point finite difference method. 
However, we have observed the limitations of this scheme when working on very complex 
hydrogenase mechanism with unknown parameters or processes, which are not captured by 
conventional methods as well. This drawback may arise due to incomplete definition of the 
mathematical model describing these systems. The implementation of this work needs to tested on 
a well-defined system.  
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Chapter 4 
4. Model-Based Computational Study into 
Hydrogenase-Like Electrocatalytic 
Activation and Inactivation Mechanism 
In this chapter, the comparison between operator-splitting scheme and traditional finite difference 
method continues. The challenge we met at the end of last chapter implies that an efficient and 
accurate path to solution using model-based computational design highly depends on the 
understanding of the problem, and subsequent formulation of the governing mathematical model. 
Fortunately, a similar behaviour was observed for a bio-derived porphyrin complex modified with 
rhodium as the catalytic active site. This complex presents an electrocatalytic behaviour, which 
can be consistent with hydrogenase’s electrocatalytic response199. However, the kinetics and the 
intricate molecular mechanisms of these interconversions are not fully understood. The extension 
of this biomimetic capability is subjected to a more detailed thermodynamic and kinetic scrutiny. 
Mechanistic studies were employed to elucidate the electrocatalytic behaviour, providing models 
that feature catalyst inactivation and activation process (IAP). Advantageously, this catalyst 
presents an excellent and stable electron transfer enabling a straightforward estimation of the 
thermodynamic and kinetic parameters from its non-catalytic signal.  
Nonetheless, the hydrogenase IAP analysis is more challenging because of desorption, electrical 
wiring, complex chemical environment and instability. For these reasons, very few mechanistic 
studies investigating hydrogenase IAP were attempted due to the fact that it would require the 
determination and evaluation of too many unknown parameters. Therefore, we believe this work 
could eventually be inspirational to explicate the complexity of hydrogenase pathways. 
Experimental work developed in collaboration with Dr Kamal Elouarzaki have been applied to 
quantitatively analyse electrocatalytic activation and inactivation mechanism. Density function 
theory (DFT) calculation for electron transfer kinetics is contributed by Haoxiang Xu. 
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Here, we used a 3D binder-free deuteroporphyrin dimethylester rhodium(III) ((DPDE)RhIII) 
confined on an interconnected multi-walled carbon nanotube (MWCNT) network to obtain deep 
insight into the twisted reverse voltammetric responses (Figure 4.1) with glucose as a substrate. 
The study begins with the characterisation and mechanistic determination of the non-catalytic 
reaction scheme (ECE) of the catalyst. Then, the twisted traces were investigated with the 
introduction of glucose into the system. Based on the experimentally elucidated ECE scheme, we 
determined another complex electrocatalytic (EC’CE) scheme that is fully consistent with the 
electrocatalytic data. The mathematical models based on EC’CE enabled the approximation of the 
reaction kinetics at an elementary level. For better understanding of the key parameters causing 
this twisted shape, we established the dependence of inactivation and activation reaction rates on 
potential from experimentally validated EC’CE and generated the 3D surface concentration 
profiles. We further confirmed the robustness and validity the EC’CE model with respect to 
different kinetic conditions (scan rate and concentration). The overall mechanism explaining the 
IAP was constructed based on our experimentally validated models and compared to hydrogenase 
IAP. The above procedures are all simulated by a tradition two-point time evolution finite 
difference scheme. Finally, this fully understood EC’CE model is tested by the operator-splitting 
method to verify its convergence. 
 
Figure 4.1: 3D binder-free hybrid (DPDE)RhIII hydrogenase-like electrode (a) Configuration 
of (DPDE)RhIII molecule (b) Schematic structure of two-electron transfer process from 
(DPDE)RhI into (DPDE)RhII supported on MWCNT. 
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4.1. General Non-Catalytic Electrochemical Properties of Surface 
Confined (DPDE)RhIII 
Commercially available analytical grade reagents, α-D-Glucose, Rh2Cl2(CO)4, 1-methyl-2-
pyrrolidinone (NMP), Deuteroporphine IX dimethyl ester, and potassium hydroxide (KOH) were 
purchased from Sigma-Aldrich. Commercial grade thin Multi-Walled Carbon Nanotubes 
(MWCNT) (9.5 nm  diameter, purity >98%), obtained from Nanocyl were used as received 
without any purification step. Deuteroporphyrine IX dimethyl ester Rhodium(III) ((DPDE)RhIII) 
was synthetized and characterized by NMR according to literature, electrospray ionization mass 
spectrometry (ESI-MS), UV-visible spectroscopy199. 
The (DPDE)RhIII was immobilised onto MWCNT by mixing (DPDE)RhIII and MWCNTs in 
tetrahydrofuran (THF) under magnetic stirring. After 12 hours, the mixture was filtered under 
vacuum over a polytetrafluoroethylene (PTFE) membrane. The binder-free (DPDE)RhIII/MWCNT 
matrix was rinsed with THF and deionized water to remove any unbound components. The 
resulting dried powder was peeled off from the surface of the filter and re-dispersed in THF. The 
morphological changes and the nanoscale mixture proprieties of (DPDE)RhIII/MWCNT matrix 
were characterised both by scanning electron microscopy (SEM) and transmission electron 
microscopy (TEM). To carry out TEM, drops of dilute (DPDE)RhIII/MWCNTs matrix in THF 
were deposited onto electron microscopy grids and allowed to dry. TEM revealed that the 
immobilized porphyrins are distinguished at the sidewalls of the MWCNTs compared to the 
MWCNTs in the absence of porphyrins Figure 4.2(B(b), B(c)). It clearly appears that the layer 
formation uniformly increases the diameter of the nanotubes from an average diameter value of 
8 − 10 nm  to 12 − 16 nm . Finally, the 3D binder-free (DPDE)RhIII/MWCNT electrode was 
prepared by dispersing (DPDE)RhIII/MWCNT in N-Methyl-2-pyrrolidone (NMP). The resulting 
homogenous dispersion was placed on top of the glassy carbon (GC) and evaporated leaving a 
stable film. Based on this transfer process, a reproducible 15 − 20 μm thick film was obtained on 
the electrodes. SEM images Figure 4.2(B(a)) confirmed that the MWCNT film exhibits a 3D 
porous high-branched interconnected MWCNT network nanostructure, indicative of the high 
electroactive area of the electrodes. Additional details including the fabrication of the electrode, 
SEM and TEM microscopy, DFT for electron transfer kinetics and electrochemical measurements 
in the experiments are available on the Appendix. 
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Figure 4.2: Characterisation of the electrode material. Experimental deconvoluted cyclic 
voltammograms for the non-catalytic (DPDE)RhIII at different scan rates 𝜈 =
5, 10, 20, 50, 75, 100, 150, 200, 500 mV/s (A). SEM image of the carbon nanotubes modified 
with (DPDE)Rh (B(a)), TEM image of the carbon nanotube before modification (B(b)) and TEM 
image of the carbon nanotube modified with (DPDE)Rh (B(c)). 
 
The hybrid (DPDE)RhIII film onto GC was directly used as electrodes, in which no polymer binder 
or additives were added. A series of successive deconvoluted200 cyclic voltammograms (CVs) 
observed when the potential is scanned between 0 and −1.2 V at pH 14 are presented in Figure 
4.2(A). The CVs display well-defined reversible peak at −485 V vs. SCE assigned to the Rh redox 
couple of the complex (DPDE)RhIII. As the scan rate is systematically varied from 0.005 to 
0.5 V/s , the analysis of the electrochemical characteristics, including 𝐸 − 𝜈  plot of the peak 
positions in relation to the scan rate where 𝜈 is the scan rate, indicates two electrons surface-
confined process shown in Figure 4.3. Furthermore, upon repetitive sweeping over periods up to 
5 h, the peak heights change by less than 3%, indicating that these electrodes are remarkably stable 




Figure 4.3: Linear dependence of the peak currents with scan rate. A linear dependence of the 
anodic (red solid squares) and a cathodic (blue solid circles) peak currents with the scan rate 𝜈. 
The red lines show the linear fit of the points. The linear dependence confirms the 




4.2. Non-Catalytic Electrochemical Characteristics of Immobilised 
(DPDE)RhIII 
To delve deep into the overall mechanism, digital simulations of the recorded CVs were used. To 
achieve this, the 𝐸1,2,3
0  values, the standard heterogeneous rate constants (𝑘0
1,2,3
), the chemical rate 
constants (𝑘f/𝑘b), and 𝛼 must be estimated. These values will then be used in a semi-empirical 
Butler-Volmer24 (BV) formalism including the effect of the rate constant to obtain the model 

















, have an exponential dependence with the 
























The apparent heterogeneous rate constant 𝑘0 and 𝛼 were estimated from Laviron’s formalism
201. 
The slopes of the anodic and cathodic peak potentials from Figure 4.4 were 61 mV and −63 mV 
respectively. From these values, 𝛼 was estimated to be 0.48 ± 0.01. Thus, we consider 𝛼 = 0.5 
for all our simulations and to calculate the heterogeneous rate constant 𝑘0  at a scan rate of 
50 mV/s  with ∆𝐸 = 121 mV . The heterogeneous rate constant for these conditions was 
calculated as 2.5 ± 1.5 s−1. 
The validity of Laviron’s formalism is confirmed by the half-way peak width of 60 mV which is 
close to the theoretical value of (62.5/𝛼𝑛) mV 201. This calculated 𝑘0 is relatively slow that it 
provokes a peak splitting at higher scan rates202. An increased ∆𝐸 at these scan rates is most likely 
observed when the time constant of interfacial kinetic is close to the imposed time scale of the 
voltammetric sweep, 𝑅𝑇/𝐹𝜐. To consolidate this experimental value, we also carried out density 
function theory (DFT) calculations of the rhodium active site (Appendix) to compute the energy 
difference between the (DPDE)RhI and (DPDE)RhIII coordinated to hydroxide via two one-
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electron transfer. The estimated interfacial transfer rate constant of 𝑘0 = 2.16 s
−1 agrees well with 
the experimental value.  
 
Figure 4.4: Logarithm of the scan rates vs peak potentials. The anodic (red solid squares) and 
cathodic (blue solid circles) are presented as a function of the logarithm of the scan rates to apply 
Laviron’s theory to evaluate 𝛼 and 𝑘0. 
 
In addition, at pH 14, the 𝐸0 values for the electrochemical redox couple of the Rh complex was 
estimated from the experimental CVs and the relation between the chemical coordination rate 
constant is obtained from the pKa of the equilibrium between RhIII(OH) and RhIII 199. 
Numerical analyses of the CV were used to investigate the mechanism model. At higher pH, the 
characteristics of the voltammogram from Figure 4.2 suggests that the redox of the rhodium 
complex is a two-electron transfer process at the electrode surface199,203. Figure 4.3 presents a 
typical surface confined behaviour. 
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The redox complexes (DPDE)RhI and (DPDE)RhIII, the intermediate (DPDE)RhII, and inactive 
(DPDE)RhIII(OH) are represented as RhI, RhIII, RhII and RhIII(OH) respectively, and the 
mechanism is defined by Equation 4.3 
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To describe the model used in this study we start with the mechanism given by Equation 4.3 and 








































































According to Equation 4.4, the sum of the oxidised and reduced concentrations is a constant 
number on the electrode surface, 
 𝛤RhI + 𝛤RhII + 𝛤RhIII + 𝛤RhIII(OH)) = 𝛤
∗ (4.6) 
The applied potential varies with time during the forward and backward sweep of the cyclic 
voltammetry (CV) as, 
 𝐸 = 𝐸i + 𝑣𝑡 (𝑑𝐸/𝑑𝑡 = 𝑣) 
𝐸 = 𝐸v − 𝑣(𝑡 − 𝑡R) (𝑑𝐸/𝑑𝑡 = −𝑣) 
(4.7) 
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For the model described above, the initial conditions at 𝑡 = 0 are given as 
 𝛤RhIII = 𝛤
∗, 𝛤RhIII(OH) = 0, 𝛤RhII = 0, 𝛤RhI = 0 (4.8) 
























3 𝛤RhIII(OH) + 𝑘ox
3 𝛤RhII 
(4.9) 





























The mathematical model of the surface confined system along with its initial and boundary 
conditions presented above are treated numerically using a Crank-Nicolson method solved by 
Thomas algorithm. Numerical evaluation of such a complex model uses a mixed compressing-
expanding mesh schemes to ensure convergence as well as to reduce the computation runtime37. 
The temporal discretisation employs a classic two-level derivative with sufficiently small timestep 
∆𝑡 = 2 × 10−4 . Simulations were calibrated against the experimental data following the 
mentioned conditions and parameters. 
Table 4.1: Parameters for calibration of the non-catalytic CVs. 
𝑘0
2/s−1 𝐾𝐴 = 𝑘f/𝑘b 𝛼 






Figure 4.5(A) shows the calibration of the simulated CV with use of the values listed in Table 4.1. 
These values show a good correspondence between the simulated and experimental CV.  
 
Figure 4.5: Validation of the model predictions for the non-catalytic (DPDE)RhIII. Experimental 
validation of the simulated CV curve at 𝜈 = 150 mV/s and pH 14 (A) and at 𝜈 = 50 mV/s and 
pH 12 (B), assuming Butler-Volmer kinetics and Laviron’s model. The solid lines (−) represent 
experiments and the blue circles (𝐨) represent the model predictions. 
Moreover, the experimental validation of the model for different scan rates is also presented in 
Figure 4.6. The simulations were able to accurately describe the trend of the experimental CVs 
produced at pH 14 with different scan rates. The agreement with experiments suggests that the 
mechanism of electron transfer follows ECE-type mechanism where a chemical reaction 































(DPDE)RhI +  OH− 





Figure 4.6: Validation of the model predictions for non-catalytic system at different scan rates. 
The black solid line (−) represent the experiments and the blue circles (𝐨) represent the model 
predictions at scan rates of 50 mV/s  (A), 75 mV/s  (B), 100 mV/s  (C), 200 mV/s  (D) and 
500 mV/s (E). These validations are for the experimental data obtained at pH 14. The proposed 





According to this mechanism, the reduction wave observed on the forward scan involves two one-
electron reductions separated by a chemical step. The chemical step is a hydroxide coordination 
step producing RhIII(OH) from RhIII 199,204. The reverse scan shows one wave corresponding to two 
one-electron oxidations where the reduction of RhIII(OH) to RhI is thermodynamically more 
favourable than that of RhIII at pH 14 (𝑘f ≫ 𝑘b and pKaRhIII(OH)|RhIII = 6.4)
199,203. In addition, 




3)  199 indicating that the lifetime of the RhII is extremely short to be captured at this pH. 
Therefore, 𝑘0 ≃ 𝑘0
2 which is the rate constant of the formation of the RhII intermediate.  
To ensure further validity of this reaction path, the system was interrogated at a different 
thermodynamic condition by decreasing the pH value (pH 12). Under this condition, the CV shows 
that the two one-electron transfer process becomes distinguishable compared to pH 14. Figure 
4.5(B) shows the experimental validation of this difference in the responses at pH 14 and pH 12 
captured by the mathematical model, which confirms the steps presented in Scheme 4.1. 
All the numerical analyses were performed using a traditional finite difference method on the 
commercial platform MATLAB205 and the rest parameters used in the mathematical models are 
listed in Table 4.2. 
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Table 4.2: Summary of the parameters estimated from experiments employed for the numerical analyses 
of the non-catalytic behaviour of (DPDE)RhIII. 
Parameter Value Unit 
𝐴 (fixed) 1.0 ± 0.2 cm2 
𝐸i (fixed) −1.2 V 
𝐸1
0 
−0.485 at pH = 14 




−0.485 at pH = 14 




−0.485 at pH = 14 
−0.375 at pH = 12 
V 
𝐸v (fixed) 0.2 V 
𝑘0
1 
6.0 at pH = 14 




3.5 at pH = 14 




6.0 at pH = 14 




𝛼 0.5 − 




4.3. Identification of Electrocatalytic Inactivation and Activation 
Processes (IAPs) 
After investigating the characteristics of MWCNT/(DPDE)RhIII electrodes, glucose was 
introduced as a substrate into the system. Experimental response at 10 mV/s can be observed in 
Figure 4.7(A). Upon addition of glucose, the current due to glucose oxidation increases, and begins 
to level off as the potential becomes more positive to reach a maximum value close to 𝐸1/2 (ca. 
−0.485 V). As the potential is raised above 𝐸1/2 , the current drops dramatically due to the 
inactivation mechanism. However, this inactivation is reversed by a reactivation on the subsequent 
sweep back to a more negative potential. Similar trends of CVs were obtained in 
hydrogenase/MWCNT/GC with an [NiFe] active site Figure 4.7(A(inset)) as previously reported 
for an enzymatic IAP189-192,196,198.  
 
Figure 4.7: Validation of the model predictions for the electrocatalysis of (DPDE)RhIII and the 
kinetic parameters as a function of the applied potential. Inset: Voltammogram of hydrogenase. 
Experimental validation of the model predictions showing the electrochemical reactivation of 
(DPDE)RhIII catalyst in the presence of 50 mM glucose at pH 14 and at ν = 10 mV s−1 (A). 
Voltammogram of hydrogenase with an [NiFe] active site at 45℃ in pH 7.4 under H2 and at ν =
5 mV s−1 is presented in the inset (A). Kinetic parameters 𝑘ox
′ = inactivation rate (blue line), 
𝑘red
′ =  reactivation rate (red line) and 𝑘[S] =  catalytic rate at a substrate concentration of 
50 mM, as a function of the applied potential (𝐸) (B). 
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To analyse the mechanisms for the occurrence of IAP, we adopt a new scheme derived from the 
combination of the aforementioned ECE scheme 1 and Limoges and Savéant’s enzymatic catalytic 
scheme193. 
The mechanism is interpreted using an EC’CE scheme which connects the active and inactive 
forms according to electrochemical terminology24. At pH 14, the electrochemical steps are 
simplified to involve simultaneous two electron transfer processes during the catalytic cycle. The 




















 (DPDE)RhI + OH− 
Scheme 4.2: EC’CE reaction mechanism of the IAP at pH 14. 
𝑘red, 𝑘ox, 𝑘red
′ , and 𝑘ox
′  are the rate constants of the electrochemical reactions and 𝑘, 𝑘f and 𝑘b 
are the rate constants of the chemical reactions. The surface reaction is suggested to follow the 










The robustness and validity of Scheme 4.2 was evaluated by mathematical models. The equations 
for the model used in the EC’CE simulations are derived as follows: 















− 𝑘[S]𝛤RhIII − 𝑘f𝛤RhIII + 𝑘b𝛤RhIII(OH) 
𝜕𝛤RhIII(OH)
𝜕𝑡





The total surface concentration is constant and can be given as 
 𝛤RhI + 𝛤RhIII + 𝛤RhIII(OH) = 𝛤
∗ (4.12) 






− 𝑘[S]𝛤RhIII (4.13) 
The contributions to the measured current are given as 𝑖RhIII/RhI and 𝑖RhIII(OH)/RhI corresponding 
to the oxidation of (DPDE)RhI to (DPDE)RhIII and the reduction of (DPDE)RhIII(OH) to 
(DPDE)RhI, respectively. The total current for an applied potential is given as, 
 𝑖 = 𝑖RhIII/RhI + 𝑖RhIII(OH)/RhI
= [−𝑘red𝛤RhIII + 𝑘ox𝛤RhI] + [−𝑘red
′ 𝛤RhIII(OH) + 𝑘ox
′ 𝛤RhI] 
(4.14) 
The contributions to the measured current are given as 𝑖RhIII/RhI and 𝑖RhIII(OH)/RhI corresponding 
to the oxidation of (DPDE)RhI to the catalytically active (DPDE)RhIII and the reduction of the 
inactive form (DPDE)RhIII(OH) to (DPDE)RhI, respectively. The initial conditions in the system 
are 
 𝛤RhI = 𝛤















′ 𝛤RhIII(OH) + 𝑘ox
′ 𝛤RhI 
(4.16) 
 𝑥 → ∞, [S] = [S]∗ (4.17) 
From the electron transfer rate constant 𝑘0 obtained in the previous section, the rate constants for 























with the electron transfer rate constant for the last equation in Scheme 4.2, 𝑘0
′  is assumed to be 
proportional to 𝑘0, as both are electron transfer limited reactions, according to the relation 
 𝑘0 = Φ𝑘0
′  (4.19) 
The standard potentials of both the electrochemical reactions in Scheme 4.2 are assumed to be 





0  (4.20) 
Hence, the relationship between the total current versus the applied potential is given by Equation 
4.21 


















Parameter estimation was carried out using the experimental data for different values of Φ to 
obtain 𝑘0, 𝑘, 𝑘f, 𝑘b, and 𝑘0
′  found in Table 4.3. 
To the best of our knowledge, obtaining a closed form analytical solution for the system of partial 
differential equations presented here is not straight forward. Therefore, a numerical integration 
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procedure is adopted and is implemented using the same finite difference solver mentioned in ECE 
mechanism to obtain the model predictions24,37,206,207. 
Table 4.3: Summary of the parameters estimated from experiments for the numerical analyses of IAP. 
Parameter Value Unit 
𝐴 (fixed) 1.0 ± 0.2 cm2 
𝐸
RhIII/RhI
0  −0.45 ± 0.03 V 
𝐸
RhIII(OH)/RhI
0  −0.45 ± 0.03 V 
𝐸i (fixed) −1.2 V 
𝐸v (fixed) 0.2 V 
𝐹 (fixed) 96485 C mol−1 





𝑛 (fixed) 2 − 
𝑅 (fixed) 8.3145 J mol−1 K−1 
𝑇 (fixed) 293.15 K 
𝛼 0.5 − 
𝛤∗ (fixed) (11 ± 1) × 10−10 mol cm−2 




The validation of the model for 150 mM at 10 mV/s is presented and for other set of experiments 
performed at different scan rates in Figure 4.7(A) and Figure 4.8 and 4.9, respectively. The 
agreement between the calculated and experimental CVs is good over a range of scan rates.  
 
Figure 4.8: Experimental cyclic voltammograms for the catalytic system at different scan rates. 
Experimental voltammogram obtained for the catalytic behaviour of (DPDE)RhIII in the 
presence of 150 mM  glucose at 𝜈 = 20 mV/s  (black line), 50 mV/s  (blue line), 75 mV/s 





Figure 4.9: Validation of the model predictions for the catalytic system at different scan rates. 
The black solid line (−) represent the experiments and the blue circles (𝐨) represent the model 
predictions at scan rates of 10 mV/s  (A), 20 mV/s  (B), 50 mV/s  (C), 100 mV/s  (D) and 
150 mV/s  (E) for a substrate concentration [S]  of 50 mM . These validations are for the 
experimental data obtained at pH 14. The proposed model according to the Scheme 4.2 
successfully captures the voltammetric traces at different scan rates. 
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Before discussing the mechanistic implications of scan rates and concentrations, we first explain 
how a subtle combination of thermodynamics and kinetics of the reactions results in the twisted 
reverse CV. This can be obtained by analysing the dependence of 𝑘red
′  (reactivation rate) and 𝑘ox
′  
(inactivation rate) on potential. For this reason, we have applied the validated EC’CE model to 
generate the profiles of 𝑘red
′  and 𝑘ox
′  as well as the 3D surface concentration profiles of all the 
electroactive species at a given potential range which is important to indicate the limiting process 
and predict the pathway that the system follows. The generated curves are presented in Figure 
4.7(B) and 4.10. From Figure 4.7(B), the rate of activation and inactivation are symmetrical, and 
both are dependent on the potential unlike the rate constants of a few enzymatic systems reported 
earlier198. This attributes to the reductive oxidation peak being quasi-symmetrical to the oxidation 
peak in Figure 4.7(A). 
During the forward scan, 𝑘ox
′  (inactivation rate) increases exponentially when the potential 
increases and dominates the process under very oxidising conditions Figure 4.7(B) in sharp 
contrast with the result collected for hydrogenase where the rate of inactivation is independent of 
potential 198. This difference in terms of rate of inactivation engenders a sharper decreasing slope 
on the forward scan for the present catalyst molecular catalyst. Mechanistically, by increasing the 
potential, the catalytically active form (DPDE)RhI is oxidised to (DPDE)RhIII in Figure 4.10(A) 
and 4.10(B). The chemical inactivation reaction can be considered as quasi-irreversible because 
the rate of the chemical coordination step, 𝑘f has a value 10
7 times higher than 𝑘b (Table 4.3). 
This suggests that the coordination of the generated (DPDE)RhIII and formation of chemically 
inactive (DPDE)RhIII(OH) is the dominating process at high potential yielding a high surface 
concentration of (DPDE)RhIII(OH) after attaining 0.2V as seen in in the Nernst plot in Figure 
4.10(C) compared to Figure 4.10(A) and 4.10(B). The catalytic current dramatically dropping to 
almost 0 A is a consequence of this non-regeneration of (DPDE)RhIII. The fact that the rate of 
activation tends to zero at high potential confirms that the reactivation process is only driven by 




Figure 4.10: Nernst plot relating the normalised concentration of (DPDE)RhI with the 
inactivation rate constant 𝑘ox
′  (A) and reactivation rate constant 𝑘red
′  (D) and the applied 
potential; Nernst plot relating the normalised concentration of (DPDE)RhIII with the inactivation 
rate constant 𝑘ox
′  (B) and reactivation rate constant 𝑘red
′  (E) and the applied potential; and 
Nernst plot relating the normalised concentration of (DPDE)RhIII(OH) with the inactivation rate 
constant 𝑘ox
′  (C) and reactivation rate constant 𝑘red





′  (activation rate) increases exponentially when the potential decreases and governs 
the process at very negative potential. Similar dependence has been observed for hydrogenase198. 
As the backward scan commences, the large generated surface concentration of (DPDE)RhIII(OH) 
in Figure 4.10(F) gets electrochemically reduced into (DPDE)RhI intermediate (ready) when the 
potential approaches 𝐸1 2⁄  . (DPDE)Rh
I is referred to as an intermediate here, as it gets oxidised 
spontaneously to form (DPDE)RhIII owing to the high rate constant 𝑘𝑜𝑥
′  at the operating potential 
(𝐸 ≥ 𝐸1 2⁄ = −0.485 V) in Figure 4.7. During this oxidation process, there exists a competition 
between the coordination of glucose and the coordination of hydroxide. However, the surface 
concentration of (DPDE)RhIII(OH) ≫ (DPDE)RhIII(glucose)  (Figure 4.10(E) and 4.10(F)) in 
this potential range and thus, the formation of (DPDE)RhIII(glucose) is not thermodynamically 
favoured till the potential approaches 𝐸1/2. An increase in the concentration of (DPDE)Rh
III in 
Figure 4.10(E), explains the appearance of the reductive reactivation catalytic peak due the 
catalytic oxidation of glucose, as seen in Figure 4.5.  
Moreover, from Figure 4.7, the rate of activation and inactivation are symmetrical, and both are 
dependent on the potential unlike the rate constants of a few enzymatic systems reported earlier198. 
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4.4. Mechanistic Analysis of Kinetics of the Reactions 
After investigating and expounding the mechanism leading to the odd shape in the previous section, 
we now examine the EC’CE model whether it is able to reproduce the available kinetic data at 
different operating conditions. From Figure 4.8, it can be observed that the shape of the CVs is 
very sensitive to scan rates. Thus, the contribution of each reaction varies according to its kinetic 
parameters. To include depth to the analysis, the effect of scan rate was taken into account for the 
model predictions and the validation is provided in Figure 4.9.  
One immediate inference is that, as the scan rate decreases, the reactivation (twisted peak) becomes 
more apparent. In contrast, at high scan rate a reductive peak appears. With further increase in scan 
rate, the reduction peak becomes more dominant. Two factors could lead to such behaviour: First, 
the rate of the catalytic chemical reaction which is a second order reaction. For a better use of this 
factor, this reaction should be converted to a first order reaction by multiplication with the 
concentration (reaction turnover) and its reciprocal equates the time constant of the catalytic 
reaction as 𝑡c = 1/𝑘[𝑆]. The second factor is the natural time scale of voltammetry given as 𝑡v =
𝑅𝑇/𝐹𝜈. By comparison of these two factors which measure the interference of the inactivation 
reaction against the time-scale of the experiment governed by the scan rate, the change of the CV 
shapes can be explained based on the validated EC’CE mechanism.  
The 𝑡c is 0.2 s for a glucose concentration of 50 mM (Figure 4.9). For 𝑣 = 10 mV/s, 𝑡v ≫ 𝑡c and 
this condition yields a twisted peak in the reductive scan and no reduction peak corresponding to 
the reduction of (DPDE)RhIII(OH) can be obtained (Figure 4.9(A) and 4.9(B)). In this case, the 
catalytic reaction is fast relative to the time scale of the experiment. As 𝑡c  approaches 𝑡v , a 
distinguishable reduction peak is obtained in addition to the twisted peak (at 𝜈 = 100 mV/s) 
(Figure 4.9(C) and 4.9(D)). Here, the chemical reaction is in the same range with respect to the 
time scale of the experiment. However, at 𝜈 ≥ 200 mV/s , 𝑡v ≪ 𝑡c  and the electroreduction 
(DPDE)RhIII(OH) to (DPDE)RhI is dominating the process and theoretically, as 𝜈 → ∞ , the 
reduction peak becomes purely reversible. This condition explains that the electrocatalysis does 
not proceed under fast scan rate because of the slow catalytic turnover and the rapid 
electroreduction by two-electron transfer of any formed (DPDE)RhIII(OH) quenches the catalytic 
reaction and thus the whole cycle. In other words, the reactivation period is shortened at relatively 
fast scan rate or even absent at very fast scan rate. Therefore, the twisted peak corresponds to the 
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entire catalytic cycle and the reduction peak corresponds to the electrochemical regeneration of 
(DPDE)RhI from (DPDE)RhIII(OH) by the electrode. This behaviour is in consensus with the effect 
of the kinetic parameter, 𝜆 = 𝑘[S] 𝑣⁄  discussed by Savéant et al.193. 
It is expected that the above reasoning should not fail when 𝑡c changes by changing substrate 
concentrations [S] at a fixed experiment time scale. To check this, we performed experiments at 
different [S]. Figure 4.11 presents the resulting CVs as well as their validations for different values 
of 𝑡c. At small 𝑡c values ([S] large, high turnover), the contribution of the catalytic rate constant 
engenders the twisted peak behaviour in Figure 4.11(C) and 4.11(D). In contrast, for a large 𝑡c 
value ([S] small, low turnover), the electroreduction peak is obtained. In addition, it should be 
noted that, when 𝑡c for Figure 4.11(B) was decreased through forced convection by a rotating disk 
electrode (RDE) at 2500 rpm ([S] and 𝜈 unchanged), the reduction peak disappears. Compared to 
the stagnant medium, the convective flux at the RDE increases the catalytic turnover which in turn 




Figure 4.11: Validation of the model predictions of (DPDE)RhIII for different 𝜆. Experimental 
validation of the model predictions of the catalytic behaviour of (DPDE)RhIII at 𝑣 = 50 mV/s 
for 𝜆 = 𝑘[S]/𝜈 at the substrate concentration [S] = 0 mM (A), 50 mM (B), 150 mM (C) and 





4.5. Mechanistic Analysis of Kinetics via Using Hydrogenase 
Parameter 𝑬𝐬𝐰𝐢𝐭𝐜𝐡 
Considering that 𝐸switch is extensively used in enzymatic research to characterize hydrogenases, 
the analysis of the molecular IAP with respect to 𝐸switch was studied in a similar way to that of 
hydrogenase IAPs. 𝐸switch was introduced by Armstrong et al. and is a potential value at which 
the enzyme undergoes reductive reactivation with a switch on potential196. The switch potential 
can be calculated from the first derivative d𝑖/d𝐸 of the CV, where the minimum corresponds to 
the 𝐸switch potential.  
As noted before, the experiments recorded successively with the same (DPDE)RhIII electrode at 6 
different scan rates (Figure 4.8), shows that the shape of the derivative d𝑖/d𝐸 curves is strongly 
dependent on scan rate (Figure 4.11). An 𝐸switch at −0.367 V can be observed corresponding to 
the reductive interconversion between the inactive and active form. The profile of the d𝑖/d𝐸 curve 
showing 𝐸switch is strikingly similar to the d𝑖/d𝐸 curve of hydrogenase with an [NiFe] active site 
at 45℃ in pH 7.4 under H2 (Figure 4.11(inset)). It is noteworthy that the 𝐸switch
′  at −0.525 V 
appears at 𝜈 ≥ 100 mV/s and gets more pronounced and dominating as scan rate increases, while 
the 𝐸switch at −0.367 V significantly decreases and disappears at 200 mV/s. Additionally, at 𝑣 =
10 mV/s, 𝑡v ≫ 𝑡c yields only one 𝐸switch. 𝐸switch is actually the potential, at which the catalytic 
turnover is inferior to the reciprocal of the natural time constant of the experiment. As 𝑡c → 𝑡v , 
both the 𝐸switch and 𝐸switch
′  coexist (at 𝜈 = 100 mV/s). During this transition state, the value of 
𝐸switch is slightly shifting from the fact that another 𝐸switch is appearing. This may be key to 
explain the dependence of 𝐸switch value on scan rate and the effect of the electrical wiring of 
hydrogenase20. At 𝑡v ≪ 𝑡c , the catalytic reaction cannot be captured and only 𝐸switch
′  
corresponding to the regeneration of (DPDE)RhI can be obtained. 𝐸switch
′  is the potential at which 
the catalytic turnover is greater than the reciprocal of the natural time constant of the CV. Therefore, 
𝐸switch corresponds to the entire catalytic cycle and 𝐸switch
′  corresponds to the electrochemical 




Figure 4.12: 𝐸switch Inset: 𝐸switch for hydrogenase catalysis. Derivative of the current/potential 
profile during the reductive scan of the voltammogram obtained for the catalytic behaviour of 
(DPDE)RhIII in the presence of 150 mM glucose at 𝜐 = 20 mV/s (black line), 50 mV/s (blue 
line), 75 mV/s (brown line), 100 mV/s (green line), 150 mV/s (purple line) and 200 mV/s 
(red line). The inset presents the derivative of the current/potential profile during the reductive 
scan of the voltammogram obtained for the catalytic behaviour of hydrogenase with an [NiFe] 




Another proof supporting the switch mechanism is the occurrence of an isopotential point208,209 
(IPP) at −0.477 V in Figure 4.12. An IPP, the electrochemical equivalent to an isosbestic point in 
spectroscopy, arises in voltammetry when one electroactive species undergoes a transformation to 
another. The existence of an IPP implies that the transformation is quantitative, and the sum of the 
reactants and products remain constant. If there are any side reactions involving either set of 
species, an IPP will not be ensued. Therefore, the IPP in Figure 4.12 is attributed to the transition 
between 𝐸switch and 𝐸switch
′ . IPP is observed for this molecular catalyst, but, to the best of our 
knowledge never for a system where hydrogenase is immobilized. This is consistent with the fact 
that electronic connection of the hydrogenase active site to the electrode is very tricky compared 
to the present molecular catalyst.  
Our results conclude that 𝐸switch is not the reduction potential of the inactive or active form at 
different operating potentials but it strongly depends on the reduction potential of the inactive form 
and/or reaction(s) responsible for the reactivation process. Experimentally, this dependence is 
related to the quality of the electrical connection of the inactive and active site to the electrode, the 
profile of the rate constant of reactivation and the imposed time scale of the CV. Following these 
results, the catalytic mechanism for the overall IAP is presented in Figure 4.13 in a way similar to 









4.6. Voltammetric Analysis by Operator-Splitting Scheme 
Figure 4.13 gives a distinct map describing that the overall catalytic mechanism for the IAP are 
deeply investigated. The numerical simulations conducted in this Chapter are completely based on 
the traditional two-point time evolution finite difference method. The validation of the 
experimental data and model-based design presented in Figures 4.5, 4.6, 4.7(A), 4.9 and 4.11, 
successfully proves the rigorousness and robustness of the classic numerical technique that is most 
frequently used in electrochemistry.  
A well-defined hydrogenase-like system holding a clear EC’CE mechanism in Scheme 4.2 with 
all detected parameters, now can be employed to conduct a voltammetric verification by operator-
splitting method. The operator-splitting model construction obeys the rules defined in Chapter 3, 
totally five operators considered in sequent: mass transport for only substrate → electron transfer 
for (DPDE)RhI and (DPDE)RhIII → second-order catalytic chemical reaction → first-order 
chemical reaction → electron transfer for (DPDE)RhI and (DPDE)RhI(OH). There is also a 
shortcut optimised for the above map, in which the procedures can be reduced only two operators 
including chemical reaction → electron transfer. Two electron-transfer steps are suggested to be 
combined into one like the treatment for EE mechanism described in Chapter 3. The second-order 
catalytic step might be reduced to first-order reaction if assuming large amounts of substrate 
concentration (𝑘cat
′ ≈ 𝑘cat[S]), and the updated catalytic step integrates the first-order chemical 
reaction. 
However, the result generated by OS is not quite satisfactory. The model with a sufficient small 
timestep does not approach to the convergence through either a full journey or taking a shortcut. 
For a full journey pathway, five separated operators involving two electron-transfer steps lead to 
two-times long iteration process in a single timestep. As a result, the root-finding Regula Falsi 
method often provides a local minimum value. If overly combining the operators into small 
number, solution searching for one species in single operator will be much more difficult since 
high-order (> 2) polynomial function may rise. The problem triggers an embedded root-searching 
iteration, which easily approaches to a local minimum.  
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4.7. Conclusion and Outlook 
To compare two different numerical techniques, a well-defined system is required with clear 
reaction processes including fewer unknown parameters. The present study elucidates the 
mechanism of molecular IAP (summarised in Figure 4.13) and shows how the kinetic and 
thermodynamic parameters of the surface-confined rhodium-porphyrinic catalyst causes odd 
voltammetric traces. The combination of experimental results and the mathematical models 
confirmed that the role of the hydroxide ions as an inhibitor in the catalytic cycle is comparable to 
the inactivation process of hydrogenase during the hydrogen oxidation. 
The voltammetric verification is a preferred choice of operator-splitting method. The classic finite 
difference method guarantees an accurate and stable validation in this hydrogenase-like system, in 
contrast, the operator splitting scheme got limitations in solving the same problem due to more 
than one-time iteration in a single timestep. While it has limitations in solving certain complex 
mechanisms, when integrated with multi-current-searching steps, the operator-splitting method 
has a potential to solve complex systems. In this chapter, to the best of our knowledge, for the first 
time we have developed a numerical methodology by integrating operator-splitting technique in 
solving electrochemical systems. Subsequently we have demonstrated the feasibility and 
applicability of this novel numerical strategy.  
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Chapter 5 
5. A Deep Insight into Surface 
Deuteroporphyrin Dimethylester 
Rhodium(III) ((DPDE)RhIII) with Model-
Based Computational Design 
In this Chapter, the exploration of the hydrogenase-like inactivation and activation processes (IAPs) 
continues. A “two-step” chronoamperometric method is recently proposed to study the anaerobic 
inactivation of [NiFe] hydrogenase198. The technique allows measuring both activation and 
inactivation rate constants direct from the experimental data. This knowledge offers an alternative 
pathway to estimate the important kinetic parameters. The chronoamperometric verification is 
employed to the experimental data generated from the same EC'CE mechanism. 
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5.1. Chronoamperometric Analysis for Studying Inactivation and 
Activation Kinetics 
In the mechanistic analysis, we use both Laviron’s formalism and density function theory to probe 
the apparent heterogeneous rate constant 𝑘0 for electron transfer. This parameter plays a critical 
role towards the whole work because the estimation value not only describes the property of the 
electrode interface but also decides the kinetics of the whole catalytic processes. In hydrogenase, 
the electron-transfer rate constant is generally difficult to estimate because of the complex inner 
structure of enzyme, which greatly limits the quantitative analysis. Our molecular-based catalyst 
holds a great advantage that 𝑘0 is relatively large in comparison to the one in hydrogenase, and the 
value might be evaluated if the system is well-defined. The past efforts provide us a reliable result. 
Recently, Léger et al. reported a two-step chronoamperometric method that can obtain the kinetic 
information straightforward from experiments in hydrogenase198. In this method, the potential is 
either stepped up to inactivate the enzyme or stepped down to activate the enzyme to record the 
relaxation of the current. Through such an approach the intricacy of time and potential that is 
inherent to voltammetric experiments can be circumvented. In chronoamperometry, the current is 
proportional to the instant concentration of active enzyme and the transient states are interpreted 







where 𝑘I(𝐸) and 𝑘A(𝐸) are the rate constant of inactivation and activation processes, respectively. 
The information about the mechanism can be obtained by analysing the dependence of 𝑘I(𝐸) and 
𝑘A(𝐸)  on potential, temperature, pH value, H2 concentration
198. This “two-step” 
chronoamperometric methods deal in a better way with a reversible IAPs mechanism since single 
potential step only yields the sum of 𝑘I(𝐸) + 𝑘A(𝐸) rather than a separate value.  
This robust multi-step chronoamperometric approach inspired us to monitor the current responses 
under a switch between inactivation potential and re-activation potential for the validation of the 
rate constants. Here, we propose a similar approach to the theoretical calculation used for 
determining the activation and inactivation rate constants. 
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One simple schematic model involving only active and inactive reactant forms obtained from the 
mechanistic analysis in last chapter, is given in Equation 5.2 that defines the relationship between 
RhIII and RhIII(OH). 𝑘I(𝐸) and 𝑘A(𝐸) represent potential-dependent inactivation and activation 
rate constants, respectively, which are different from the previous set of rate constants 𝑘0, 𝑘, 𝑘𝑓 
and 𝑘𝑏 in EC’CE mechanism. Another important reactant Rh
I discussed in the same numerical 







The expression for the fraction of the conversion of RhIII is described in Equation 5.3. The function 
is expressed by the fraction of only active rhodium form (RhIII) when applying a constant potential, 
 dΦRhIII
d𝑡
= −𝑘𝐼ΦRhIII + 𝑘𝐴(1 − ΦRhIII) (5.3) 












∗ = ΦRhIII at 𝑡 = 0 is the starting fraction of the rhodium in active form. Meaningful 
parameters are introduced, in which Φ
RhIII
∞  is the asymptotic value and 1/𝑘tot is the time constant 















In the transient-state kinetics, this is a typical treatment of relaxation experiments211,212. The total 
catalytic current equals the time-dependent fraction times the steady-state current behaviour of the 
active rhodium, 𝑖
RhIII
lim , at a certain high driving force. 
 𝑖 = ΦRhIII  𝑖RhIII
lim  (5.6) 
The limiting current is given 
 𝑖
RhIII
lim = 2𝐹𝐴𝛤∗𝑘cat (5.7) 
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where 𝐴 is the electrode surface area, 𝛤∗ is the total surface total surface excess, and 𝑘cat is the 
potential-dependent turnover rate of the completely active reactant. The total current is represented 
in Equation 5.8 by summation of Equations 5.3 to 5.7. 






∞ )𝑒−𝑘tot𝑡 + Φ
RhIII
∞ ] (5.8) 
We define 𝑖0 = 𝑖RhIII
lim Φ
RhIII
∗  and 𝑖∞ = 𝑖RhIII
lim Φ
RhIII
∞ , and Equation 5.8 can be reorganised  
 𝑖 = (𝑖0 − 𝑖∞)𝑒
−𝑘tot𝑡 + 𝑖∞ (5.9) 
Equation 5.9 implies that fitting an exponential relaxation to the chronoamperometric data 
provides the currents and 𝑘tot, which can deduce the kinetics by combining the initial value of 
ΦRhIII and ΦRhIII






𝑘𝐼 = 𝑘tot − 𝑘𝐴 
(5.10) 
Here, we recall the quantitative description of chronoamperometry introduced in Chapter 1 
 
 
Figure 5.1: Waveform for a chronoamperometric reversal techniques (Left), and the current 




Electrolysis will not occur if the applied potential fully activates the electrocatalysis, like the out 
of working potential 𝐸1 in Figure 5.1. When abruptly switching the potential to 𝐸2, the inactivation 
process promises a current response, and then stepping down the potential to 𝐸3 to induce the 
activation process again.  
The governing equations of current value are shown below after giving a certain time, 
 𝑖(𝑡1 < 𝑡 < 𝑡2) = 𝑖RhIII




∞ (𝐸1)} (5.11) 







∞ (𝐸2)} (5.12) 







∞ (𝐸3)} (5.13) 
in Equation 5.11, the starting fraction as initial boundary assumes as unity because of giving 
enough time to be active. From Equations 5.12 and 5.13, the starting fractions when stepping down 
the applied potential are given as the results at the sweeping-potential time, and the value can be 
calculated as following,  
 Φ
RhIII















∞ (𝐸2) (5.15) 
The chronoamperometric experiment shown in Figure 5.2 is operated under forced convection by 
a rotating disk electrode (RDE) at 2500 rpm in order to reduce the influence of substrate 
concentration caused by material balance. The experiment starts at 𝐸1 = −0.7 V that guarantees 
fully activation for rhodium over a range of time 𝑡1 = 200 s. The potential is then shifted into 𝐸2 
and a distinct negative exponential trace can be observed, which agrees with the theoretical 
derivation according to Equation 5.11. Over 1800 s running time is given to the inactivation 
process, which is suggested to compromise the re-activation trace observed. When stepping down 
the potential to 𝐸3 = −0.6 V, the current behaviour still shows very little positive exponential 
curve and then approach to the steady-state is very fast. We then lower the potential further to 
check the re-activation process. At 𝐸4 = −0.7 V, and the current also reflects the re-activation step 
in Figure 5.2. However, one problem rises here that the magnitude of re-activation curves is too 
small to capture enough data points. The range of time in reality for the re-activation current to 
approach its steady-state is significantly smaller rather than the results published for A. aeolicus 
hydrogenase in Léger’s work198 (2 s 𝑣𝑠. 100 s). 
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Figure 5.2: Typical chronoamperogram illustrating the application of multi-step method to 
electrocatalysis of (DPDE)RhIII. Experimental conditions: electrochemical reactivation of 
(DPDE)RhIII catalyst in the presence of 100 mM glucose in pH 14 through forced convection 
by a rotating disk electrode (RDE) at 2500 rpm. Inset: Voltammogram of electrocatalysis of 
(DPDE)RhIII. 
 
This problem might be solved by increasing the potential gap between inactivation and re-
activation, and another set of chronoamperometric measurement is performed and the 
experimental result is given below. However, the current reaches the steady-state much faster than 
the result from Figure 5.3, and even fewer data points are recorded in the second experiment. To 
explain this phenomenon during the transient, we need to recall the analysed kinetics problem from 
last chapter. Figure 4.7(B) is reprinted in the Figure 5.3(Inset). At 𝐸3 = −0.72 V, the re-activation 
rate constant is far greater than the inactivation rate constants (including both 𝑘ox
′  and 𝑘[S]), which 
leads to a larger slope making the current faster towards equilibrium. When 𝐸3 = −0.6 V, it is very 
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close to an isopotential point (IPP) where the re-activation is hard to observe, although the slope 
trends to a flatter profile. 
 
Figure 5.3: Typical chronoamperogram illustrating the application of multi-step method to 
electrocatalysis of (DPDE)RhIII. Experimental conditions: electrochemical reactivation of 
(DPDE)RhIII catalyst in the presence of 100 mM glucose in pH 14 through forced convection 
by a rotating disk electrode (RDE) at 2500 rpm. Inset: Kinetic parameters 𝑘ox
′ = inactivation 
rate (blue line), 𝑘red
′ =  reactivation rate (red line) and 𝑘[S] =  catalytic rate at a substrate 
concentration of 50 mM, as a function of the applied potential (𝐸) (Recalling from Figure 4.7). 
 
The multi-step chronoamperometric traces match the literature in Léger’s work198, but the failure 
of direct estimation leads to a different result. The information from the current response is hard 
to capture because the rate constant of electron transfer for molecular-based catalyst is much higher 
than that for enzymatic catalyst. The electron-transfer reaction in our case is estimated extremely 
fast holding a magnitude ~100 s−1, which provokes the whole system reach the steady state in 
seconds and the natural time parameter 1/𝑘tot is not big enough for us to record a clear exponential 
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curve to fit the experimental data, especially for the reactivation process. In contrast, 𝑘𝐼 and 𝑘𝐴 in 
enzymatic hydrogenase case give a fitting result in ~10−3 s−1 order. 
Thus, an indirect approach is proposed to validate our kinetics in chronoamperometry. The 
analysed EC’CE mechanism model is given a theoretical simulation by the step potentials instead 
of cyclic voltammetry, to compare the experimental data directly. The diffusion of substrate in the 
EC’CE model is treated as a constant when a large concentration of substrate is employed. The 
chronoamperometric result is shown in Figure 5.4, and the agreement between the experimental 
and simulated chronoamperometry is good. The result implies a good estimation of the kinetics. 
 
Figure 5.4: Typical chronoamperogram illustrating the application of multi-step method to 
electrocatalysis of (DPDE)RhIII. Experimental conditions: electrochemical reactivation of 
(DPDE)RhIII catalyst in the presence of 100 mM  glucose in pH 14. The kinetics used in 





5.2. Identification of Formation of a Dimeric (DPDE)RhII Species 
In the last section, a multi-step chronoamperometric method is described to help quantify the 
kinetics of the electrocatalytic IAPs. Although a direct estimation is difficult to realise because of 
the large magnitude of the rate constants in molecular catalysts, one set of experimental data from 
cyclic voltammograms attracts our attention when we tried to increase the scanning potential range 
to capture more kinetic information. The result is given in Figure 5.5, where an interesting result 
is observed at a relative low scan rate. The anodic peak current increases with an extension of the 
scan range, but the cathodic peak current remains stable. In a well-defined system, the difference 
between these two peaks will not change unless some critical points are missing. 
 
Figure 5.5: Experimental cyclic voltammograms for the non-catalytic mechanism at 𝑣 =
10 mV/s when given to different scanning ranges  
 
Recalling the non-catalytic validation results from Figure 4.6, one can observe a gap between 
experimental data and simulation results in the highlighted part in Figure 5.5(A). When the scan 
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rate increases to 500 mV/s , the agreement between experiment and simulation is far more 
excellent.  
 
Figure 5.6: Validation of the model predictions for non-catalytic system at different scan rates. 
The black solid line (−) represent the experiments and the blue circles (𝐨) represent the model 
predictions at scan rates of 50 mV/s  (A), 75 mV/s  (B), 100 mV/s  (C), 200 mV/s  (D) and 
500 mV/s (E). These validations are for the experimental data obtained at pH 14. The proposed 
model according to the Scheme 4.1 successfully captures the voltammetric traces at different 
scan rates (Recalling from Figure 4.6). 
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At a low scan rate (𝑣 = 5 mV/s), the relative error between 𝑖pa and 𝑖pc reaches 22% calculated 
from experimental data. The comparison is given in Figure 5.7. The relative error between 𝑖pa and 
𝑖pc at different scan rate is summarised in Table 5.1. 
 
Figure 5.7: Comparison of the model predictions for non-catalytic system. The black solid line 
(−) represent the experiments and the blue circles (𝐨) represent the model predictions at scan 




Table 5.1: Relative error calculated from experimental data at different scan rate. 
Scan rate (mV/s) 𝑖pa (A) 𝑖pc (A) Relative error 
5 0.1145 -0.089 22% 
20 0.40744 -0.3485 14% 
50 0.98156 -0.8785 10% 
75 1.4159 -1.301 8% 
100 1.8147 -1.681 7% 
150 2.9401 -2.796 5% 
200 3.9634 -3.745 6% 
500 8.5304 -8.159 4% 
 
A case has been noted in the literature where a similar observation of the anodic charge for peak 
current is always slightly bigger than the cathodic charge from a redox electrocatalysis in the 
surface of chloro(phthalocyaninato)rhodium(III) species203. This phenomenon is resulted from 
some loss of a dimeric species every time the electrode is polarised positive of the anodic 
component. In addition, the anodic peak increases with the reduction of scan rate. In another word, 
lower scan rate leads to a bigger difference between 𝑖pa and 𝑖pc. From Figure 3(A) in this reference, 
an extra reduction peak occurs at a very negative potential 𝐸 = −0.11 V. The occurrence of a 
rhodium dimer confirms our initial hypothesis on the intermediate reactant RhII, further, this 
explanation is greatly helpful to understand the hydrogenase-like mechanism. 
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5.3. Voltammetric Analysis of Kinetics of Rhodium Dimer 
Formation  
To understand the dimer formation on the mechanism, model-based experimental simulations were 
employed using cyclic voltammogram established from our previous work. A comprehensive 
scheme is derived from the combination of the aforementioned EC’CE scheme and catalytic 
scheme. 
The mechanistic scheme is interpreted using an EC’CECE scheme which combined the IAPs and 
formation of a dimeric species according to electrochemical terminology. According to this 
scheme, the electrochemical steps strictly follow two one-electron transfer process during the 
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𝑘











































 are the rate constants for 𝑗th step of electrochemical reactions, and 𝑘, 𝑘1f, 𝑘1b, 𝑘2f 
and 𝑘2b are the rate constants of the chemical reactions. The surface reaction is suggested to follow 
a semi-empirical Butler-Volmer (BV) equation for electron transfer and the diffusion of glucose 
obeys Fick’s law in the solution. The validity of the scheme was evaluated by mathematical models. 
The equations for the model used in the EC’CECE simulations are derived as follows: 
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− 𝑘[S]𝛤RhIII − 𝑘f𝛤RhIII + 𝑘b𝛤RhIII(OH) (5.24) 
 𝜕𝛤RhIII(OH)
𝜕𝑡
















The overall surface concentration is a constant value and can be written as 
 𝛤RhI + 𝛤RhII + 𝛤RhIII + 𝛤RhIII(OH) + 𝛤[RhII]
2
= 𝛤∗ (5.27) 






− 𝑘[S]𝛤RhIII (5.28) 
The contributions to the measured current are given from 𝑖RhII/RhI, 𝑖RhIII/RhII, 𝑖RhIII(OH)/RhII and 
𝑖[RhII]
2
/RhI related to the reduction of (DPDE)Rh
II to (DPDE)RhII, (DPDE)RhIII to (DPDE)RhII, 
(DPDE)RhIII(OH) to (DPDE)RhII and [(DPDE)RhII]2
 to (DPDE)RhI, respectively. The resulting 
current follows BV equation involving the influence of rate constant taken to predict experiments,  




1 𝛤RhIII + 𝑘ox
1 𝛤RhII] + [−𝑘red
2 𝛤RhII + 𝑘ox
2 𝛤RhI]
+ [−𝑘red
3 𝛤RhIII(OH) + 𝑘ox










, got have an exponential dependence with the 

























Except for the standard potential (𝐸1,2,3
0 ), the standard heterogeneous rate constants (𝑘0
1,2,3
) and 
other parameters estimated to describe the IAPs before, addition variables including the rate of 
formation of dimeric rhodium(II) species (𝑘2f/𝑘2b) and electro-degradation parameters 𝑘0
4 and 𝐸4
0 
are introduced to depict the occurrence of rhodium dimer.  
The estimation values of the parameters derived from IAPs are also shown in Table 5.2. To the 
best of our knowledge, it is not straight forward to achieve a closed form analytical solution for 
the system of partial differential Equations 5.22 to 5.26 and 5.28. Therefore, a model-based 
experimental simulation is adopted and implemented by using a finite difference solver to predict 
the model. 
The validation of the model without substrate(non-catalytic) at 5 mV/s is presented in Figure 5.8. 
The agreement between the calculated and experimental CVs is good over a range of scan rates 
and the estimated physical parameters, 𝑘2f, 𝑘2b, 𝑘0
4 and 𝐸4
0 obtained from this model are given in 
Table 5.3.  
During the forward scan, the concentration percentage of (DPDE)RhI trends to unity at the very 
negative potential. When the potential increases and dominates the process under very oxidising 
conditions in the vicinity of 𝐸4
0, no anodic current can be observed which implies an irreversible 
electron transfer step in Equation 5.21 (𝑘ox
4 ≈ 0). Keeping raising the potential gives the same 
mechanistic explanation of IAPs, which can be found in our previous studies. 
Table 5.3: Parameters estimated from the voltammograms showing the rhodium dimer 
formation. 
𝑘2f/cm





108 ≤ 1.0 10.0 (0.0) −1.36 
 
The main difference appears from the backward sweep, in which the cathodic current peak (𝐱) is 
20% smaller in comparison to the one (𝐨) generated from old EC’CE scheme at low scan rate. 
However, the ratio of 𝑖pc/𝑖pa continuously decreases with the increases of scan rate, and the value 
trends to unity at 𝜈 = 500 mV/s. When the potential keeps reducing, a small reduction peak can 
be observed near −1.2 V at only 𝜈 = 5 mV/s.   
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Table 5.2: Summary of the parameters estimated from experiments employed for the numerical analyses 
of dimeric rhodium formation. 
Parameter Value Unit 
𝐴 (fixed) 1.0 ± 0.2 cm2 
𝐸i (fixed) −1.5 V 
𝐸1
0 −0.475 ± 0.01 V 
𝐸2
0 −0.475 ± 0.01 V 
𝐸3
0 −0.475 ± 0.01 V 
𝐸4
0 −1.36 V 
𝐸v (fixed) 0.2 V 
𝐹 (fixed) 96485 C mol−1 
𝑘 (1 ± 0.1) × 105 cm3 s−1 mol−1 
𝑘2f 10
8 cm3 s−1 mol−1 
𝑘2b ≤ 1.0 s
−1 
𝑘0
1 6.0 s−1 
𝑘0
2 3.5 s−1 
𝑘0
3 6.0 s−1 
𝑘0
4 10.0 s−1 
𝐾𝐴 10
7 − 
𝑅 (fixed) 8.3145 J mol−1 K−1 
𝑇 (fixed) 293.15 K 
𝛼 0.5 − 




Figure 5.8: Comparison of the two model predictions for non-catalytic system to the 
experimental data. The black solid line (−) represent the experiments, the red circles (𝐨) 
represent the EC’CE model predictions and the blue crosses (𝐱) represent the EC’CECE model 




5.4. Mechanistic Analysis of Kinetics 
After exploring the appearance of the signal of rhodium dimer formation at slow scan rate in the 
previous section, we next investigate the EC’CECE model and its current characteristics at 
different operating conditions. It is already confirmed that the shape of the CVs is very sensitive 
to scan rate and the contribution of each reaction varies according to its kinetic parameters.  
One immediate deduction is that, as the scan rate decreases, the formation (negative potential 
reduction peak) becomes more apparent. In contrast, at high scan rate, the reduction peak cannot 
be observed and the ratio of 𝑖pc/𝑖pa turns to unity. These three factors could explain the formation 
of dimeric rhodium:  
First, the rate of chemical degradation of [(DPDE)RhII]2, which is a first order chemical reaction 
and can be described as 𝑡cd = 1/𝑘2b . Secondly the rate of electrochemical decomposition of 
[(DPDE)RhII]2, is also a first order rate constant and its reciprocal equates the time constant of the 
dimer decomposition reaction as 𝑡ed = 1/𝑘red
4 . Third factor is the natural time scale of 
voltammetry given as 𝑡v = 𝑅𝑇/𝐹𝜈 . By comparing these three factors which measure the 
interference of the dimer formation reaction against the time-scale of the experiment governed by 
the scan rate, the change of the CV shapes can be explained based on the validated EC’CECE 
mechanism.  
For 𝜈 = 5 mV/s , 𝑡v ≫ (𝑡cd + 𝑡ed)  promises time for (DPDE)Rh
II tardily accumulating at the 
electrode surface, which guarantees the production of [(DPDE)RhII]2. When the overpotential 
(𝜂4 = 𝐸
app − 𝐸4
0 ) for Equation 5.21 is bigger than zero, there is no routine to consume the 
concentration of [(DPDE)RhII]2 at the electrode surface. When the applied potential sweep into a 
more negative value, the reduction of [(DPDE)RhII]2 is activated and a cathodic peak appears near 
𝐸4
0. For 𝜈 = 200 mV/s, 𝑡v ≪ (𝑡cd + 𝑡ed) lets that the system yields very low concentration of 
[(DPDE)RhII]2. The accumulation may not lead to an obvious current peak, thus the curve looks 
plate at high scan rate.  
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5.5. Conclusion and Outlook 
A multi-step chronoamperometric method is employed to directly detect the reaction kinetics in 
the hydrogenase-like system. The information from the current response is hard to capture because 
the rate constant of electron transfer for molecular-based catalyst is much higher than that for 
enzymatic catalyst. A good agreement is achieved by an indirect approach where the EC’CE 
mechanism analysed from Chapter 4 is applied a step potential function to validate the 
chronoamperometric voltammogram.  
An unexpected difference between oxidation and reduction peak current is observed when the 
sweeping range is changed from a few experiments under cyclic voltammetry, which implies extra 
electron-transfer step (coupled chemical kinetics). This “accident” leads to a discovery of dimeric 
rhodium intermediate. A more comprehensive mechanism of the surface-confined rhodium-
porphyrinic catalyst is summarised in Figure 5.9. 
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Figure 5.9: Overall catalytic cycle including rhodium dimer formation. The red arrows represent 
the very fast electron transfer step. The rest arrows in different colour represent different 





The thesis has detailed model-based experimental frameworks working in mechanistic analysis 
and validating the experiments of some highly complex electrochemical systems. The 
conventional Butler-Volmer model is applied to describe the fundamental electrochemical reaction. 
Cyclic and chronoamperometric voltammetry is employed to quantitatively study a hydrogenase-
like electrocatalytic inactivation and activation process. 
Chapter 3 proposes a novel high-order operator-splitting (OS) fully implicit finite difference (FIFD) 
method for the first time tested to solve nonlinear diffusion-controlled electrode reaction problem. 
This new approach shows excellent agreements with typical mechanisms where a homogenous 
reaction can be straightforwardly included into the algorithm. The method has been tested and 
validated for various electrocatalytic reaction mechanisms and has been found to be more efficient 
and stable numerical techniques when compared to the result obtained from conventional finite 
difference method. However, this work also highlights some limitations of this scheme when 
working on some complex and incompletely defined system such as hydrogenase mechanism. 
Chapter 4 describes a mechanistic study of hydrogenase-like electrocatalytic activation and 
inactivation mechanism in order to compare the operator-splitting scheme to classic finite 
difference method. The investigation of electrocatalytic inactivation and activation processes 
(IAPs) is fully model-based design corresponding to an EC’CE mechanism analysed in the basis 
on a unique current behaviour obtained from cyclic voltammogram of non-enzymatic catalyst by 
preparing rhodium-porphyrin catalyst on a multi-walled carbon nanotube matrix. The present 
study elucidates the mechanism of molecular IAP (summarised in Figure 4.13) and shows how the 
kinetic and thermodynamic parameters of the surface-confined rhodium-porphyrinic catalyst 
causes odd voltammetric traces in both the experimental results and the mathematical models. The 
verification of operator-splitting method in this well-defined system shows some constraints in 
solving certain complex mechanisms because two inner iterations for root finding which often 
leads to the local minima of the current value. But the method is still believed having a replace to 
solve complex systems when given the feasibility and applicability of this novel numerical strategy. 
Chapter 5 keeps exploring the electrocatalysis of rhodium-porphyrin catalyst. The very critical rate 
constants of electron transfer are suggested to verify by a multi-step chronoamperometric method 
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which is proven successfully employed in [NiFe] hydrogenase. Although the high electron transfer 
rate constant of molecular-catalyst cannot help to directly fit the experimental data to the model, 
we applied a step potential function to the explored EC’CE mechanism and a good agreement can 
be obtained indirectly between experiments and simulations. An additional rhodium dimer 
formation step is accidently detected originated from an unexpected difference between oxidation 
and reduction peak current. the cyclic voltammogram over a larger potential range helps to find 
out this underlying mechanism at very low scan rate, and the overall electrocatalytic mechanism 
of rhodium-porphyrin catalyst maps an EC’CECE scheme summarised in Figure 5.9. 
The combination of experimental results and mathematical models confirms that the role of the 
hydroxide ions as an inhibitor in the catalytic cycle is comparable to the inactivation process of 
[NiFe] hydrogenase during the hydrogen oxidation. However, hydroxide ions play a significant 
role in the glucose deprotonation to facilitate the catalytic reaction at the metal centre. Such a 
deprotonation step can be replaced by the introduction of Brønsted bases avoiding chemically 
inactive and unfavourable intermediates that arise from the hydroxide coordination. Thus, 
Brønsted bases may be employed to test the similarities of the inactivation of the porphyrins at pH 
7 and to compare it with hydrogenase at this pH, which could lead to important breakthroughs in 
electrocatalysis. In addition, two-electron oxidation steps are intrinsic to electrochemical reactions 
involving H2, CO2, and numerous other molecules. These results and observations might have 
important impacts and implications for the development of efficient molecular electrocatalysts 






Commercially available analytical grade reagents, α-D-Glucose, Rh2Cl2(CO)4, 1-methyl-2-
pyrrolidinone (NMP), Deuteroporphine IX dimethyl ester, and potassium hydroxide (KOH) were 
purchased from Sigma-Aldrich. Commercial grade thin Multi-Walled Carbon Nanotubes 
(MWCNT) (9.5 nm  diameter, purity >98%), obtained from Nanocyl were used as received 
without any purification step. Deuteroporphyrine IX dimethyl ester Rhodium(III) ((DPDE)RhIII) 
was synthetized and characterized by NMR according to literature, electrospray ionization mass 
spectrometry (ESI-MS), UV-visible spectroscopy199.  
 
Electrochemical Measurements 
Cyclic voltammetry (CV) was performed in a conventional three-electrode cell equipped with a 
glassy carbon (GC) electrode (geometric area =  0.071 cm2), a platinum wire counter-electrode 
and a saturated calomel electrode (SCE) as reference electrode. The surface of GC electrodes was 
polished with a 2 µm diamond paste, washed with water using ultrasound, and rinsed with acetone 
and ethanol. 
CVs were recorded after three successive reproducible scans. Electrochemical experiments were 
performed in aqueous KOH solutions in the pH 14, 0.1 M. Britton-Robinson buffer solutions were 
used for the preparation of pH 12. pH measurements were conducted during all experiments. All 
𝐸1/2 values reported in this work were determined from CV as an average of the oxidative and 
reductive peak potentials (𝐸ox + 𝐸red)/2 . The solutions were deoxygenated by purging and 




SEM and TEM microscopy  
The morphology of the modified electrodes was investigated by SEM using an ULTRA 55 FESEM 
based on the GEMENI FESEM column with beam booster (Nanotechnology Systems Division, 
Carl Zeiss NTS GmbH, Germany) and a tungsten gun and TEM (JEOL, JEM-2010, 200 kV). 
 
Fabrication of MWCNT/(DPDE)RhIII electrode 
MWCNT/(DPDE)RhIII were prepared with the aim to produce electrodes via 𝜋 stacking 
interactions. This MWCNT/(DPDE)RhIII matrix was prepared via a simple filtration of MWCNTs 
dispersion in presence of (DPDE)RhIII. Experimentally, commercial MWCNTs (5 mg ) were 
dispersed in 10 ml of THF and subjected to sonication for 1 h in order to form homogeneous 
suspension. Then, 5 mg of (DPDE)RhIII was added to the MWCNTs dispersion under magnetic 
stirring. After 12 hours , the mixture was then filtered under vacuum over a PTFE membrane filter 
with a pore size of 0.45 µm. The formed MWCNT/(DPDE)RhIII matrix was rinsed with THF and 
deionized water to remove any unbound components. The formed powder on a PTFE membrane 
was then dried in a vacuum oven at 80℃ for 60 mins and carefully peeled off from the surface of 
the filter. MWCNT/(DPDE)RhIII electrode was fabricated using the following procedure: 
MWCNT/(DPDE)RhIII powder was added to 1 ml  of NMP solvent. The suspension was 
homogenized by magnetic stirring for 60 mins. The resulting supernatant was used as catalyst ink. 
For electrochemical investigations, a portion (20 µL) of this suspension was dropped onto a freshly 




Fabrication of MWCNT/Hydrogenase electrode 
Aquifex aeolicus [NiFe] hydrogenase was purified and prepared as described213. The deposition 
MWCNT  was performed by drop-coating of 20 µL  of MWCNT dispersion in NMP on GC 
electrodes followed by evaporation of the solvent under vacuum. The modified electrodes were 
then washed with phosphate buffer solution (PBS) several times. Finally, the electrodes were 
incubated in 20 µL of [NiFe] hydrogenase (5 µM in PBS pH 7.4) for 4 hours at 4℃. The resulting 





Geometry optimisations, total energy calculations were performed by using first-principle 
calculations within the framework of density functional theory (DFT), as implemented in the plane 
wave set Vienna ab initio Simulation Package (VASP) code214,215. The Perdew-Burke-Ernzerhof 
(PBE) functional216 within the generalized gradient approximation (GGA) was used to model 
exchange correlation energy. The projector augmented wave (PAW) pseudo-potentials217,218 were 
used to describe the interaction between valence electron and ionic cores. A cut-off kinetic energy 
for plane-wave basis set was fixed to 500 eV. A Gaussian smearing with 𝜎 = 0.05 eV to the 
orbital occupation is applied to broaden the Fermi level for electronic convergence during structure 
relaxation. We calculate thermodynamic corrections derived from solvent effect (Gsolv) by using 
VASPsol.219 The energy barrier for the two-electron transfer process from (DPDE)RhIII into 
(DPDE)RhI approximates to the Gibbs free reaction energy (Δ𝐺) for the electron transfer process 
from (DPDE)RhIII into (DPDE)RhII, since we regard (DPDE)RhII as the saddle Point for the two-
electron transfer process. ∆𝐺 is calculated through the following expression: 
∆𝐺 =  ∆𝐸 + ∆𝐸ZPE – 𝑇∆𝑆 
where ∆𝐸  is reaction energy derived from DFT calculation, ∆𝐸ZPE  is the zero-point energy 
difference for the two-electron transfer process obtained from vibrational frequency calculation. 
∆𝑆 is the entropy difference due to the reaction. The corresponding results are shown in the 
Appendix Table. 
Appendix Table: Parameters obtained for DFT calculations 
∆𝐺 (eV) ∆𝐸 (eV) ∆𝐸ZPE (eV) 𝑇∆𝑆 (eV) (T =  298.15K) 
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