Abstract-This paper addresses the problem of estimating the states of a group of agents from noisy measurements of pairwise differences between agents' states. The agents can be viewed as nodes in a graph and the relative measurements between agents as the graph's edges. We propose a new distributed algorithm that exploits the existence of cycles in the graph to compute the best linear state estimates. For large graphs, the new algorithm significantly reduces the total number of message exchanges that are needed to obtain an optimal estimate. We show that the new algorithm is guaranteed to converge for planar graphs and provide explicit formulas for its convergence rate for regular lattices.
estimation of a dynamic states. More challenging still, are the problem of track-to-track fusion [16] , [17] , in which highly correlated tracks are fused into an estimate and the problem of localization from time-difference-of-arrival measurements [18] , where one must estimate the intersection of hyperbolic functions.
This paper proposes a solution to the distributed estimation from relative difference measurements problem explored in [19] [20] [21] . The relative difference measurement problem assumes that each node in a network has an associated state that cannot be measured absolutely (e.g., a node's global position), but a node can measure the relative difference between its state and its neighbor's states (e.g., a node can measure the range and bearing to its neighbors). Barooah et al. explored several distributed algorithms for this problem that converge to the optimal minimum error variance solution [19] . Barooah's algorithms assume that nodes have limited topological knowledge and communication abilities. In these algorithms, each node computes an estimate of its own state synchronously using an affine transformation of neighboring state estimates. Methods that estimate the node state directly are referred to as node estimation methods. The node estimation methods introduced in [19] were shown to converge to the optimal estimate and were shown to be robust to interruptions in communication.
The work reported in the present paper is motivated by the observation that, in the absence of noise, the sum of the relative difference measurements around any cycle of the graph should be zero. However, due to measurement noise, these sums are generally not equal to zero-we refer to these sums as discrepancies. This naturally leads to the desire to find estimates with no discrepancy that will sum to zero around the cycles of the graph. The graph cycle space has been used in the past to solve several problems. Notably, Kirchoff proposed that the redundancies present in cycles of electrical circuits could be used to determine voltages within the circuits [22] . More recently, in [23] , Rockafellar discusses many properties of graph cycles and shows how the cycle space can be used to determine flows in a network. Piovan et al. explored the use of cycles in orientation localization from relative angle-of-arrival measurements in [24] .
The Cycle Space Estimation algorithms introduced in this paper consist of two steps: first, one computes a "corrected" version of the measurement set that has zero discrepancy and then one uses this corrected measurement set to estimate the state variables. The first step can be done either in a centralized or distributed fashion. Its decentralized version utilizes a Jacobi-like algorithm [25] on a "cycles graph" whose nodes correspond to the cycles of the original graph. The second step can also be done in a centralized or distributed fashion. In the latter case, convergence is guaranteed within a finite number of steps (equal to the graph diameter) using the so-called flagged initialization algorithm [19] .
For triangular, square and hexagonal lattice graphs and certain classes of random graphs, the new distributed algorithms converge significantly faster than previous algorithms [19] . Our results show that, for large graphs, the Cycle Space Estimation algorithm provides significant gains in terms of the number of messages that are required to compute optimal estimates. This happens because the cycles graph often has much better convergence properties than the original graph. We show through Monte Carlo simulations that this is the case for several classes of regular graphs, which include square, triangular and hexagonal lattices of varying size. For square lattices, we are also able to determine explicit formulas to compute the convergence rate of the distributed algorithm.
This paper expands upon results previously presented in [26] . Specifically, in this paper we present new convergence results for the distributed algorithm presented herein as well as expanded simulation results comparing this method to a preexisting distributed estimation algorithm.
This paper proceeds in the following manner. Section II provides a review of the problem statement and optimal estimation. In Section III, the Centralized Optimal Cycle Space Estimate is introduced. The Distributed Optimal Cycle Space Estimation algorithm is covered in Section IV. The convergence properties of the Distributed Optimal Cycle Space Estimation algorithm are discussed in Section V. Simulation results are given in Section VI. Conclusions and future research goals are discussed in Section VII.
The following notation is used in this paper to improve readability. Matrices are represented by uppercase variables, vectors are represented by bold lowercase variables and scalars are represented by lowercase variables. The transpose operator is denoted with , for example is the transpose of . In all cases, , and are used as index variables. The size-identity matrix is denoted . The "tilde" operator is used to denote a noisy measurement, for example is a measurement of . The "hat" operator is used to indicate an estimate, for example is an estimate of . An asterisk superscript is used to denote an optimal estimate; is the optimal estimate of .
II. PROBLEM DEFINITION AND CENTRALIZED NODE ESTIMATION
Consider a network of sensors, each associated with a vectorvalued state in -dimensions. The sensors take relative measurements, which consist of the difference between the states of two sensors. The measurements are corrupted by uncorrelated zero-mean Gaussian noise with (possibly) distinct covariances that are known. The problem we are interested in is to estimate each sensor's state in an optimal fashion. Let be the measurement directed graph associated with the estimation problem. The node set, , represents the set of sensors. The edge set, , contains all pairs of sensors for which there is a relative measurement. By convention, the direction of the edge goes from the node that appears with the plus sign to the node that appears with the minus sign in the relative difference. Let and be the cardinality of and the cardinality of , respectively. The measurement graph can be represented compactly by its incidence matrix if edge leaves node if edge enters node otherwise.
For an example incidence matrix, see Fig. 1 .
Denoting by the Kronecker product of and an identity matrix of size , by the vector of stacked measurements, by the vector of measurement noise and by the vector of states (note that and are of length and is of length ), we have that: (1) In this notation, is subscripted by to indicate that it a global incidence matrix.
characterizes the incidence of all states in the graph, not simply the graph edges as does. Because measurements are taken as relative differences in state, any estimate, , of in (1) is unique only up to an additive constant. To remove this degree of freedom, a subset of the nodes are taken as references and it is assumed that the states of these nodes are known to the corresponding sensors. Often a single reference node is used and its state is assumed to be zero, but here we consider the more general case of multiple references. The state vector, , can be split into two vectors and containing, respectively, the states of the references nodes and the states of the nodes that need to be estimated. Likewise, can be split into two matrices, and containing, respectively, the rows of corresponding to reference nodes and the rows of corresponding to nodes whose state needs to be estimated. Moving the reference states (and the corresponding columns of ) to the left-hand side (LHS) of (1), we obtain
It was shown in [19] that given a weakly connected (i.e., disregarding edge direction, the graph is connected) measurement graph, the best linear unbiased estimator (BLUE) for the nonreference states given the measurements and reference states is (2) where denotes the matrix of measurement noise covariance . . .
(3)
The BLUE is the centralized state estimate with minimum variance.
III. CENTRALIZED OPTIMAL CYCLE SPACE ESTIMATION
To gain insight into the approach followed here, it is convenient to regard the states of the nodes as voltages in an electric circuit that takes the shape of the measurement graph. The measurements would then correspond to tensions measured across the edges of the graph. When the graph has cycles, one should obtain zero by summing the tensions along a cycle (a la Kirchhoff's Voltage Law), but because of measurement errors this is generally not the case. In this light, one can view the estimation procedure as computing a set of voltages that are internally consistent, in the sense that they add up to zero around any cycle (i.e., the set satisfies KVL). Let us define the optimal tension estimate vector as: (4) where is the minimum variance estimate for from (2) . The vector defined above is obtained by taking differences between all elements of the optimal estimate for which we have measurements available. That is, is the optimal estimate of differences in . In the absence of noise, would be equal to , and would be equal to the measurement vector, , which in turn is equal to the nonnoisy state differences . While it appears from (4) that we first need to compute the optimal estimate to compute the optimal tension estimate , we will see shortly that it is possible to compute directly from the measurements and that it is then straightforward to obtain from . We shall also see that this indirect procedure can be advantageous from the perspective of reducing communication and computation when implemented as a distributed algorithm.
The remainder of this section is split into three parts. The first subsection introduces the cycle space of a graph. The next subsection details how the centralized optimal tension estimate is computed. The last subsection provides a method for computing the BLUE from the optimal tension estimate.
A. Cycle Space
A simple cycle of is a sequence of alternating nodes and edges that starts and ends at the same node and has only this one repeated node. The direction of a cycle is given innately by the order in which the nodes of the cycle are visited. A simple cycle need not follow the direction of its edges; a cycle may traverse an edge forward or backward. By indexing the edges with the natural from numbers 1 to , we can associate to each simple The cycle space of is then defined to be the subspace of generated by the simple cycle vectors associated with the simple cycles in . Subsequently, will be used to denote the Kronecker product of a matrix whose columns are simple cycle vectors that form a basis for the cycle space and the identity matrix of size , the dimension of the measurements. Considering that every column of corresponds to an edge in , is a basis for the nullspace of [23] . The cycle space matrix has height and width , where is the dimension of . For an example cycle space matrix, see Fig. 2 .
B. The Centralized Optimal Tension Estimate
Optimal tension estimation uses and to compute . The premise of optimal tension estimation is that one can add a correction term to the measurement vector, , to form the optimal tension estimate vector, . We formalize this idea in the following result, which is a main contribution in this paper.
Theorem 1: (The Optimal Tension Estimate):
The optimal tension estimate from (4) is the solution to the quadratic programming problem (5) if if (6) Proof: When ( has no cycles), is trivial and the constraint in (5) is satisfied for any . Consequentially, . Furthermore, with no cycles in the graph, the BLUE of a particular node is simply the summation of measurements along the unique path from the reference node to the node in question. As such, the difference in the BLUEs of two neighboring nodes is simply the measurement connecting these nodes. Hence, the optimal tension vector for which (4) holds is the measurement vector .
When , the Lagrangian for (5) is
Taking the partial derivatives of the Lagrangian equal to zero which can be written in the form (7) Using the Schur Complement (see [27] ), (7) can be solved to find (8) To show that (8) is related to the BLUE by (4), we make use of Lemma 1 (in the Appendix). Lemma 1 states that for two full column rank matrices and the image of is the nullspace of if and only if
Consider the matrices and . Note that . Considering Lemma 1 and the fact that , the following equalities hold: (9) Consider again Lemma 1 (10) Now, add (9) to (10) In light of Theorem 1, the following interpretation of can be made: The tension vector corresponding to the BLUE, , is the tensions vector with the least square difference from the measurement vector, . That is to say, it is the tension vector with minimum squared edge modification.
C. The Centralized Optimal State Estimate
As expressed in (4), the optimal tension estimate, , is a vector of the relative difference in BLUEs, . Because the optimal tension estimates are consistent (i.e., they sum to zero around cycles), the sum of optimal tension estimates between any two points in the graph is path independent. As such, the optimal estimate of any node's state can be found by summing the optimal tension estimates along a path from a reference node to the node.
To represent a path between nodes and , we define a path vector to be the -length row-vector , where if the path traverses edge j forward if the path traverses edge j backward otherwise.
Let
be the subgraph corresponding a minimal spanning forest that consists of trees rooted at the reference nodes. That is, is a graph where all nodes are weakly connected (i.e., connected without respect to edge direction) to the reference node and the number of edges in the graph is minimized [28] . We then define the path vector matrix of graph to be an by matrix where the row is a path vector from the reference node to node . . .
Finally,
can be computed from using . . .
The preceding equation relates that the optimal estimate of a node's state is simply the state of the reference node plus the sum of optimal tension estimates along a path connecting the node to the reference node.
IV. DISTRIBUTED ESTIMATION ON THE GRAPH CYCLE SPACE
In a large network it is often impractical to collect all of the measurements at one node, compute the optimal estimate at that node and then redistribute the estimate to every other node. Instead, it is desirable to find an estimate of the state in a distributed manner.
In this section, we present the Jacobi-based cycle space estimation (JBCSE) algorithm, a distributed algorithm that uses the cycles of the graph to solve the estimation from relative measurements problem. JBCSE uses two levels of computation in series to estimate the graph states . The first level in the JBCSE algorithm iteratively computes a tension estimate for all edges of the graph,
. The second level in the JBCSE algorithm uses the tension estimates from the first level to compute state estimates for all nodes in the graph . In the first level of the JBCSE algorithm, each edge has associated with it a tension estimate that is initialized , the measurement corresponding to the edge . Also, each simple cycle has a -length vector iteration variable . At each iteration, is computed to be the value that, when added to the tension estimates of edges in , will make these tension estimates consistent. An edge may exist in multiple cycles (causing the cycles to be adjacent) and these cycles generally will not agree on what value must be added to the respective measurement to make it consistent. Because of this, the cycles iteratively refine their iteration variables to account for adjacent cycles' iteration variables. While this iteration is proceeding, the tension estimate for an edge is continually recomputed to be a weighted sum of iteration variables for cycles that the edge is a part of added to the measurement associated with the edge.
The second level of the JBCSE algorithm uses the tension estimates , to compute state estimates . This comes about naturally because are estimates of differences in two states. As such, if the tension estimates along a path from a node to any reference node are available, then the sum of these tension estimates provides , the estimate of the state of .
To improve readability, the remainder of this section is divided into three parts. First we define several structures including the weighted cycle degree matrix, the weight cycle adjacency matrix and the cycle Laplacian. Of these matrices, the first two are used in the JBCSE algorithm and the last is used to illustrate how the first two matrices relate to the cycle space matrix . The second subsection presents a distributed tension estimation algorithm. The last subsection presents a distributed algorithm that estimates the node states from the distributed tension estimates.
A. Cycle Laplacian
Motivated by (6) we define the cycle Laplacian matrix as (11) While is generally not doubly stochastic, we call it a Laplacian because it characterizes the weighted cycle degree and the weighted cycle adjacency, which are defined as follows: let be the set of edges in , the cycle corresponding to the column of the cycle space basis matrix . We define the weighted cycle degree matrix, , of this cycle as the sum of the error covariance matrices, as defined in (3), of measurements corresponding to edges , i.e.
We define the weighted cycle adjacency matrix between two cycles and , as the net sum of error covariance matrices corresponding to measurements that exist in both cycles, i.e.,
. The cycle adjacency between two cycles increases if both cycles traverse the edge in the same direction and decreases if the cycles traverse the edge in opposite directions. The cycle adjacency between and is where is the element of (the element in the row and column of the cycle space matrix, ). If two cycles have no common edges, then the weighted adjacency between the cycles is zero. The weighted cycle degree and weighted cycle adjacency, so defined, are related to the cycle Laplacian by
To solidify the idea of cycle degree, cycle adjacency and cycle Laplacian, consider the example graph shown in Fig. 2 . If all measurements in the graph have covariance , then
B. The Distributed Tension Estimate
Formally, we make the following assumptions for the JBCSE algorithm:
1) A node knows the measurements corresponding its edges.
2) Each node knows how to send messages to each one of its neighbors in . 3) A basis for the cycle space of the graph is known and a "leader" has been elected for each simple cycle corresponding to the columns of . 4) All nodes that belong to one (or more) of the simple cycles associated with a column of know how to send measurements to the leaders of these cycles (perhaps through multihop communication). JBCSE starts with each cycle leader collecting the sum of measurements in its cycle. Each cycle leader then computes the total discrepancy in its cycle by adding the measurements of the cycle:
. Note that all of the discrepancies can be represented in one equation as . Each cycle leader possesses an iteration variable that is initialized to zero. Let be the set of cycles that share at least one edge with cycle . Then, as the JBCSE algorithm proceeds, at each step each cycle leader: 1) Sends the value of its iteration variable to the leaders of the cycles that share edges with its own cycle, as well as to all the nodes in its cycle; 2) Receives iteration variables from the leaders of neighboring cycles; 3) Recomputes its iteration variable (12) In addition to the iteration above carried out by the cycle leaders, each node also maintains internal estimates of tensions for all its incident edges. In particular, the estimate of the tension for edge is computed as follows: (13) where is the measurement corresponding to the edge , the error covariance for that edge and denotes the set of cycles that contain the edge . The set can be empty if the edge does not belong to any cycle, in which case .
C. The Distributed State Estimate
To obtain its current state estimate from the tension estimates, a node needs only to obtain the sum of the tensions along a path between itself and a reference node, which can be accomplished via a distributed flagging method similar to that introduced in [19] . In this way, all nonreference nodes start with a flagged state value, . The first time that a node, say , communicates with a neighbor, say , that has a nonflagged state, is aware that is the last node in a path connected to a reference node. will then compute its state estimate to be 's state , plus or minus (depending on the orientation of the edge that connects the nodes ) the tension estimate connecting the two nodes, . As the state estimates and tension estimates are refined, will maintain its estimate as the current state estimate for , , plus or minus the current tension estimate for the edge connecting the two nodes . Mathematically, this process can be expressed as
Using this flagging method, a breadth first tree (or trees) will grow out from a reference node (or reference nodes) as shown in Fig. 3 . A breadth first tree is a tree in which each node in the graph is connected to the root node (i.e., the reference node) via the shortest path [28] . Under the assumption that the measurement graph is weakly connected and neighbors in the graph can communicate, the number of iterations for the flagged initialization process to complete and all nodes to have a state estimate is less than or equal to the diameter of the graph. For a given graph, there can be many trees rooted at the reference nodes. Choosing different trees will give different initial state estimates, . However, as the tension estimates converge to the optimal estimate, , the state estimates obtained using any tree will converge to the minimum variance estimate, , because is consistent.
V. CONVERGENCE OF THE JBCSE ALGORITHM
The convergence properties for the JBCSE can be examined by considering the algorithm's effects on the graph as a whole. Start by stacking the iteration variables, , into a single -length vector, . The update law (12) can be rewritten (15) where is the graph's weighted cycle degree matrix is the graph's weighted cycle adjacency matrix and is the vector of cycle discrepancy. Similarly, when the tension estimates are stacked into a single vector the update law corresponding to (13) can be expressed as (16) To represent the flagging process in a similar manner, we define the directed adjacency matrix of graph as if otherwise.
We define the in-incidence matrix of graph as if edge enters node otherwise.
As previously discussed, the flagging procedure in (14) constructs a breadth first tree rooted at the reference node. Denote this tree as the subgraph , then the flagging process can be represented using (17) where and and are the directed adjacency and the incidence matrices of , respectively. Equation (15)- (17) can be combined into the following linear equation representing the JBCSE algorithm: (18) With the JBCSE algorithm in vectorized form (18) , the algorithm's convergence properties can be explored. The remainder of this section is divided into four parts. The first subsection provides a sufficient condition for convergence of the JBCSE algorithm. In the second subsection, it is proved that any planar graph has a cycle space matrix such that the JBCSE algorithm converges. Next, the convergence rate for the JBCSE algorithm is given for square lattice graphs. The last subsection shows that certain cycle space matrices lead to convergence in finite time.
A. Condition for Convergence of the JBCSE Algorithm
The following theorem provides a sufficient condition for convergence of the JBCSE algorithm.
Theorem 2: (Sufficient Condition for Convergence):
Given and , the weighted cycle degree matrix and the weighted cycle adjacency matrix, respectively, if the spectral radius (i.e., the largest eigenvalue) of is strictly less than 1, then the JBCSE algorithm converges, the tension estimate, , converges to the optimal (weighted minimum mean squared error) tension estimate and the state estimate converges to the BLUE .
Proof: In view of (18) , the JBCSE algorithm is a cascade linear system; for stability, both sections of the cascade must be stable. All eigenvalues for the adjacency matrix for the directed tree, , are zero. This can be seen by enumerating nodes in the tree according to their proximity to reference nodes. The reference nodes in the graph have the lowest number, followed by neighbors of reference nodes, etc.; the leafs on the tree are labeled with the largest numbers. When this is done, is strictly lower triangular and therefore has only zero eigenvalues. From this, the rate of convergence for (18) is bounded by the spectral radius , of the iteration matrix . From (15) , when converges, . The error between and has the following dynamics:
When the spectral radius of is strictly less than 1, the error between and goes to zero as goes to infinity. Similarly, from (16) , when converges, . The error between and has the following dynamics:
If the spectral radius of is less than 1 and goes to zero as goes to infinity, then will also go to zero as goes to infinity. Furthermore, when converges from which, . Hence the tension estimate converges to the optimal tension estimate (6).
Theorem 1, tells us that the optimal tension estimate vector consists of the pairwise differences of the BLUE corresponding to edges in the graph. As such, summing along the directed tree provided by and renders the BLUE. Because we only require to be a basis for the cycle space, is not unique. Consequentially, the choice of affects the behavior of the JBCSE because and depend on . While Theorem 1 provides conditions for convergence based on the spectral radius of , it does little to explain which cycle space matrices lead to convergent cycle space estimates. The optimal choice of remains an open problem; however, the following convergence results can be used to evaluate potential matrices. 
B. Convergence of JBCSE on a Planar Graph
When a planar graph is embedded in the Euclidean Plane such that no edges cross, the plane is divided into contiguous regions called faces (see Fig. 4 for an example of graph faces); each graph face characterizes a cycle that forms its boundary [29] . The faces of the graph are taken to be the set of interior faces in the graph, which is a basis for the cycle space of the graph [30] . The following theorem provides a convergence result for planar graphs. In this theorem, the faces of the graph are chosen to derive the basis for the cycle space.
Theorem 3: (Convergence for Planar Graphs):
When is a planar graph and is the basis of the cycle space associated with the internal faces of the graph, then the JBCSE (18), converges and , the BLUE of . Proof: The cycle degree matrix is a block diagonal matrix whose blocks are sums of covariance matrices. As such, and are symmetric positive definite matrices. The cycle Laplacian matrix is defined as , where is symmetric positive definite and is a basis, hence is a symmetric positive definite matrix. From [31 , (Theorem 7.6. 3)] all eigenvalues of are positive, from which Hence, the JBCSE algorithm converges.
C. Convergence Rate of JBCSE on a Square Lattice
Currently, no closed form solution exists to find for a general measurement graph. However, a closed form expression for can be found for the JBCSE algorithm applied to a square lattice of measurements with equal error covariances.
Theorem 4: (Conv. Rate of JBCSE on a Square Lattice): Consider a square lattice of nodes connected by relative difference measurements with equal covariances. The convergence rate of the JBCSE algorithm is Proof: In the JBCSE algorithm, the iteration variables, , can be stacked into a single vector, . The update equation for is given by (15) , whose convergence rate depends on the spectral radius of . Because of symmetry in the lattice, the convergence rate can be found by examining the eigenvalues of the nonstacked update (12). Consider a graph called the cycles graph , in which each cycle is represented by a node and there is an edge connecting two nodes if their respective cycles are adjacent. Let the columns of the cycle space matrix, , be the set of simple cycle vectors corresponding to faces of the measurement graph, which is a x square lattice. The cycles graph is a grid (see Fig. 5 ). Enumerate the faces of the graph based on their grid location in the faces graph. Denote by the cycle iteration variable for the face in the row and column of the cycles graph, where and . Because all of the faces in a square lattice have four edges, the cycle degree for each face is , where is the covariance matrix of a single measurement. Furthermore, if two faces are adjacent, they share exactly one edge and have a cycle adjacency of . With a cycle degree of and a cycle adjacency of , the iteration variable update equation (12) (20) where and . Eigenvalues for (19) , , can be found by substituting in the eigenfunction (20) as such (21) Making use of the trigonometric identity , (21) reduces to which simplifies further to which is largest in magnitude when and . Hence, the spectral radius of linear system (19) is
D. Single Step Convergence
As defined, the entries of are from the set . The graphs cycles have a physical representation; they are a collection of edges. If we relax this constraint on and allow the elements to be real numbers, we obtain the following result.
Theorem 5: (Convergence in One Iteration):
If is chosen to be a orthogonal basis, then the JBCSE algorithm converges in a single iteration.
Proof: When is chosen to be a orthogonal basis of the cycle space, the cycle Laplacian matrix, , is a block diagonal matrix, with blocks of size , the dimension of the measurements. Consequentially, all elements of cycle adjacency matrix and iteration matrix are equal to zero. Hence, the cycle iteration variables, , are set to the cycle discrepancy on the first iteration.
In general, when is chosen to be a orthogonal basis for the cycle space, the cycle Laplacian matrix, , will not be sparse, indicating that cycle leaders performing JBCSE will need to collect and share information with many other cycle leaders. While this is not a desirable trait in a distributed algorithm, iteration on this basis may render solutions with less communication than the classic centralized solution (one in which all measurements are passed to a central processor). This is because the cycle leaders only need to know the cycle discrepancy (a weighted sum of measurements as opposed to the measurements themselves).
For example, consider a ring graph with nodes. Computing the sum around the ring takes messages. However, to pass all of the messages to one node for processing would take messages (for an odd number of nodes). This can be seen by considering a graph with an odd number of nodes. The furthest distance a measurement must travel is (there are two such measurements). The next furthest distance is , etc. Two times the sum from 1 to is .
VI. SIMULATIONS
The chief aim of this work is to develop a distributed estimation algorithm that swiftly converges to the BLUE. As such, it is appropriate to offer a comparison with previously developed algorithms. The Jacobi algorithm introduced in [19] is a node estimation method that uses relative state difference measurements to compute the optimal estimate of a graph's state. In the Jacobi Algorithm, each node considers a local subgraph consisting of itself, its one-hop neighbors and all edges incident on itself. At each iteration, each node shares (with its neighbors) its estimate of its own position. Each node then computes the BLUE (2) of its local subgraph assuming that its neighbors' own estimates of state are reference. The Jacobi algorithm with flagged initialization (JAWFI) is an improved version of the Jacobi algorithm where nodes with unknown state initialize their estimates to a flagged condition. When computing the BLUE of its local subgraph, a node only includes estimates of neighbors with nonflagged state. Fig. 6 compares the spectral radii of this node estimation method and the JBCSE algorithm (where the cycle space is chosen to be the faces of the graph). For triangular, square and hexagonal lattices, the JBCSE always has a smaller spectral radius and therefore has a faster convergence rate.
Comparing the spectral radii for these two algorithms only compares the slowest modes of the algorithms. To provide a valid comparison of the two algorithms, one must consider the additional overhead of initializing the algorithms and the fact that the iterations will not necessarily occur on the slowest possible modes. While it is not practical to compare performance on every type of graph, this section first considers a range of regular graphs that include triangular, square and hexagonal lattices. This section then considers random graphs including Delaunay, Gabriel, and relative neighborhood graphs [33] . The simulation results demonstrate the performance gains possible when using JBCSE with respect to the JAWFI introduced in [19] .
First, simulations were run on lattices of various size. The nodes in each lattice are one unit away from their edge neighbors. The goal of each node is to estimate its (two-dimensional) position from measurements that are corrupted by zero mean Gaussian noise with standard deviation 0.25. For each set of measurements, both algorithms were run until the 2-norm of the estimation error normalized by the number of nodes was below 0.025 (one-tenth of the standard deviation of the measurement noise). This process was repeated on two thousand sets of measurements for each size of each lattice graph. The size of a lattice was taken to be the number of tessellations on one side of a given lattice. Fig. 7 shows the first three sizes for each type of lattice. Fig. 8(a) depicts the ratio of the average convergence times, computed as the average number of iterations needed by the JBCSE over the average number of iterations needed by for the JAWFI method, as a function of the lattice size. Significant gains in terms of the number of iterations can be seen for large graphs as predicted from the analysis of the convergence rates (see Fig. 6 ). Fig. 8(b) charts the ratio of the average number of messages passed by the JBCSE algorithm over the average Fig. 9 . Number of iterations to meet the completion criteria on a triangular lattice for (a) JBCSE algorithm and (b) JAWFI algorithm from [19] . number of messages passed by the JAWFI method, as a function of lattice size. For the JBCSE algorithm, we counted all messages passed during computation of cycle discrepancies, during the flagged initialization process, between cycle leaders during the iteration process and from cycle leaders to other nodes for state updates. In both of these figures, the horizontal axis corresponds to the size of the lattice. For smaller lattices, the overhead of obtaining the cycle discrepancies makes JBCSE less advantageous, but for larger graphs, JBCSE shows faster convergence with less message passing. For both plots in Fig. 8 , the results for hexagonal lattices stop at size ten due to the lengthy JAWFI convergence times.
Figs. 9-11 are density plots of the number of iterations for each algorithm to reach the completion criteria on triangular, square and hexagonal lattices, respectively. Due to skewness in the histograms, these figures are plotted using a log-linear scaling. These histograms reveal another benefit of the JBCSE algorithm; the settling times for the JBCSE are fairly consistent.
Similar simulations were run on Delaunay, Gabriel and relative neighborhood graphs. For each simulation, a number of nodes are randomly placed inside the unit box and edges are connected according to the graphs' definitions. Again, the goal of each node is to estimate its position from measurements that are corrupted by zero mean Gaussian noise with standard deviation 0.25. For each random graph, both algorithms were run until was below 0.025. For each type of graph, this process was repeated two thousand times. Fig. 12 depicts the ratio of the average convergence times for the random graphs. The results show that for these three classes of random graphs, the JBCSE leads to faster convergence in large graphs.
VII. CONCLUSION
This paper introduced cycle space estimation from relative measurements and showed its equivalence to BLUE. We explored a Jacobi-based distributed algorithm that was shown to converge to the BLUE (under appropriate conditions). Conditions for convergence of the distributed algorithm were given, as well as closed form convergence rates for the algorithm on a grid network. We showed that cycle space estimation reduces communication and convergence time for a large class of graphs.
To make the methods in this paper more attractive, a few items need to be explored further. The inverse relationship between distributability and convergence rate leads to an interesting tuning problem; the JBCSE algorithm can be tuned for As demonstrated in [34] , a matrix projection, , is an orthogonal complement to , implying
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