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Abstract
An important factor for farms earnings is
to detect animals illness on its early stages.
The sooner the disease is detected, the less
cost it takes to treat it. One way to determine
if a cow isn’t healthy is that the animal won’t
drink water. So, it would be interesting to
have a system to determine which of the cows
from the farm are not drinking water. Know-
ing this, we have implemented an object clas-
sifier usingConvolution Neural Networks
(CNNs) withKeras. The motivation of this
project is understanding clearly about deep
learning, particularly CNNs, and put in on
real life. Therefore, we also tunned the hy-
per parameter of each models such as learn-
ing rate, batch size, and number of epochs.
In addition, we also used techniques to op-
timize networks, acting as activation func-
tion, dropout and max pooling. During this
process, several models have been generated
in order to observe the relationship between
number of layers, input data and accuracy.
1 Introduction
To maximize earning on farms, it’s important to de-
tect animal illness on its early stages, as detecting
it as soon as possible makes it cheaper to treat. A
common behaviour when a cow isn’t healthy is that
the animal won’t drink water. So, to detect this be-
haviour, we have devised a system to record cattle-
drinkers from a overhead perspective. To analyse
the video, we have implemented an object classifier
using Convolution Neural Networks (CNNs)
with Keras. This classifier is able to distinguish be-
tween cow and no-cow with an accuracy of 82.83%.
So, when a cow gets closer to the cattle-drinker,
we infer that the animal is drinking water, so it’s a
healthy animal. Finally, we need to build a record of
all the cows that have been drinking during the day.
To do so, we take a look at the ear tags in order to
identify the animals.
We mention some related work in Section 2.
Dataset is remarked in Section 3. Section 4 show
what exactly we did, how is our CNN model in detail
and how to easily improve it. Content in Section 5 is
our results. In ending, we also present some conclu-
sion and future work in Section 6
2 Related Work
Visual recognition is a relatively trivial task for hu-
man, but still challenging for automated image recog-
nition systems due to complicated and varied proper-
ties of images [20]. Each object of interest can alter an
infinite number of different images, generated by vari-
ations in position, scale, view, background, or illumi-
nation. Challenges become more serious in real-world
problems such as wild animal classification from auto-
matic trap cameras, where most captured images are
in imperfect quality. Therefore, for the task of im-
age classifying automation, it is important to build
models that are capable of being invariant to certain
transformations of the inputs, while keeping sensitiv-
ity with inter-class objects [11].
Firstly proposed by LeCun et al. [23], CNNs
have been showing great practical performance and
been widely used in machine learning in the past re-
cent years, especially in the areas of image classifica-
tion [21], [22], [12], [9], [18], speech recognition [13],
and natural language processing [16], [17]. These
models have made the state-of-the-art results that
even outperformed human in image recognition task
[14], due to recent improvements in neural networks,
namely deep CNNs, and computing power, especially
the successful implementations of parallel computing
on graphical processing units (GPUs), and heteroge-
neous distributed systems for learning deep models in
large scale such as TensorFlow [19].
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Figure 1: Illustration of a typical convolutional neural network architecture setup
CNNs are basically neural network-based learning
models specifically designed to take advance the spa-
tial structure of input images, which are usually in
3-dimensional volume: width, height, and depth (the
number of color channels). As illustrated in Figure 1,
a CNN is essentially a sequence of layers which can be
divided into groups each comprising of convolutional
layer plus non-linear activation function, usually the
Rectifier Linear Unit (ReLU) [9], and pooling layer,
mostly max pooling; ended by several fully-connected
layers where the last one is the output layer with pre-
dictions. In the standard neural networks, each neu-
ron is fully connected to all neurons in the previous
layer and the neurons in each layer are completely in-
dependent. When applied to high dimensional data
such as natural images, the total number of parame-
ters can reach millions, leading to serious overfitting
problem and impractical to be trained. In CNNs, by
contrast, each neuron is connected only to a small re-
gion of the preceding layer, forming local connectiv-
ity. The convolution layer computes the outputs of
its neurons connected to local regions in the previous
layer, the spatial extent of this connection is speci-
fied by a filter size. In addition, another important
property of CNNs, namely parameter sharing, dra-
matically reduces the number of parameters and so
does computing complexity. Thus, compared to reg-
ular neural networks with similar size of layers, CNNs
have much fewer connections and parameters, making
them easier to train while their performance is slightly
degraded [9]. These three main characteristics – spa-
tial structure, local connectivity and parameter shar-
ing – allow CNNs converting input image into layers
of abstraction; the lower layers present detail features
of images such as edges, curves and corners, while the
higher layers exhibit more abstract features of object.
Apart from using more powerful models and bet-
ter techniques for preventing overfitting, the perfor-
mance of data-driven machine learning approaches
depends strictly on the size and quality of collected
training datasets. Real-life objects exhibit consider-
able variability, requiring much larger training sets to
learn recognizing them [9].
3 Dataset
The model has been trained using two datasets:
• Kaggle dataset [4]
• WSID-100 dataset [1]
For this model, the universe it is made up of two
things: cows and no-cows. So, for the training part,
two folders have been created. One with cow images
and the other one with no-cow images. The crite-
ria of the no-cows image selection is to cover all the
things that could be present on a farm that are not a
cow (people, cars, tractors, other animals...).
Following the suggestion of the Deep Learning
with Keras book [10], to improve model’s accuracy,
the technique of data augmentation can be used.
So, given an image, it is resized to 50x50 as training
the convolutional neural network requires to have im-
ages of same size. For data augmentation, instead of
just saving the resized image, for each image another
three images are generated by flipping the original one
(horizontally, vertically and both at the same time)
See figure 2.
For the testing part, Google images with Down-
load All Images[2] plugin has been used.
Figure 2: Output of resize and data augmentation
technique
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The final training dataset is composed by 72.717
images, 16.993 cows and 55.724 no-cows
4 Method
4.1 Overview
Convolution Neural Networks (CNNs) are used to rec-
ognize cows. In CNNs approach, the input image is
convolved through a filter collection in the convolu-
tion layers to produce a feature map. Each feature
map is then combined to fully connected network, and
the input image is recognized as belonging to a par-
ticular class-based the output of softmax algorithm.
There are two main reasons CNNs were chosen for
this approach:
• CNNs is the most popular network model
among the several deep-learning model avail-
able. Understanding CNNs helps to develop re-
searching deep-learning career in the future.
• They have proven that they are the go-to
method for any type of prediction problem in-
volving image data as an input.
During this research process, several models were gen-
erated. All of them result of trying new network
layer structure and tunning hyper parameters (learn-
ing rate, batch size and number of epochs) in order
to improve the final accuracy.
Finally, following the suggestion of the Deep
Learning with Keras book [10], the network config-
uration that better results had is the following:
conv + conv + maxpool + dropout + conv +
conv + maxpool + dropout
This network has four convolution layers and two
fully connected (FC) layers (512 and 2 hidden units).
In the first convolutional layer, we had 32 filters with
kernel size is 3x3, padding is ‘same’ and value of in-
put shape is (50,50,3) since input image is 50 x 50
and RGB channel (three color channel). The second
convolutional is the same as the first one. The third
and forth are like the first two but using 64 filters in-
stead. Each pair of convolutional layers, also comes
along with max-pooling layer and dropout. Pooling
setup is 2x2 with a stride of 2 to reduce the size of
the receptive field and avoid overfitting. In dropout
layer, a fraction of 0.25 is used.
After the convolutional layers, two fully connected
(FC) layers of 512 and 2 hidden units are added. The
first one is using Rectified Linear Unit (ReLU)
as activation function, the second one, Softmax.
Also in all the layers, Rectified Linear Unit
(ReLU) is used as the activation function to model
non-linearity. ReLU is simply and make high perfor-
mance.
4.2 Cow or no-cow?
As explained in section 3, the training dataset is com-
posed by 72.717 images, 16.993 cows and 55.724
no-cows. All the images resized to 50x50 as for train-
ing the convolutional neural network it is required to
have images of same size.
Once the images are ready, it’s time to train the
model. The training process, consists on assigning la-
bels to images to tell the model this one is a cow, this
other one is not a cow. In this case, as the number of
images is pretty high, it is recommended to use the
GPU version of Keras [5] as for this kind of work
with images the GPU is better than CPU.
Finally, the final propose of the model. Object
recognition on real-time. As explained in section 1,
the idea behind this project is to detect illness on
cows. And to detect illness we can focus on just find-
ing which are the cows that are drinking water, so,
the ones that are not, are the ones with some health
problem. So, the real input to the system will be a
video record of the cattle-drinkers.
To analyse this video records, a multi-threading
environment is used. While one thread is playing the
video and splitting it at a ratio of 1 frame per second,
the model, running on a concurrent thread, is receiv-
ing this frames and performing the object recognition.
When a cow enters the frame (so is close to a
cattle-drinker) we infer that the cow is drinking so
is a healthy cow. The next step is to know which was
this cow.
Figure 3: Expected real case of model input
4.3 Which cow?
Now, the final step is to identify the cow. To do so,
the only tool right now is the ear tag (See figure 4).
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Figure 4: Example of ear tag
So, given an image we need to extract the text from
the ear tag in order to build, every day, a list of all
the cows that have drunk. This technique is known
as OCR (Optical Character Recognition). To
do so, two tools have been used:
• Tesseract [8]
• Google Cloud Vision [3]
To improve the efficiency, instead of passing the full
image as in figure 4, only the ear tag should be
passed to the OCR. This can be achieved by using
OpenCv [6].
With the release of OpenCv 3.4.2 and OpenCv 4,
we can now use a deep learning-based text detector
called EAST, which is based on [15].
The algorithm is called EAST because it’s an: Effi-
cient and Accurate Scene Text detection pipeline.
The EAST pipeline is capable of predicting words
and lines of text at arbitrary orientations on 720p im-
ages, and furthermore, can run at 13 FPS, according
to the authors.
Perhaps most importantly, since the deep learning
model is end-to-end, it is possible to sidestep com-
putationally expensive sub-algorithms that other text
detectors typically apply, including candidate aggre-
gation and word partitioning.
To build and train such a deep learning model, the
EAST method utilizes novel, carefully designed loss
functions.
So, given the figure 4, we can easily extract the ear
tags using OpenCv.
Figure 5: Example of text detection with OpenCv
Now, given this image of only the number of the ear
tag, we can pass it to the OCR and it will have more
accuracy extracting the text that it would have with
the original complete image.
Figure 6: Example of OCR output
This image was a easy one. Both Tesseract and
Google Cloud Vision output is correct. But by
testing both OCRs, Google Cloud Vision has
turned out to have more accuracy. Also, Tesseract
is harder to use as some of the images need a lot of
preparation (resize, delete noise, change colors...) be-
fore sending them to the OCR in order to improve
the accuracy.
4.4 How to improve it
The easiest way to train the model for better results is
do it in situ. Knowing the real data. Train the model
with the exact breed of cows that the farm would
have. Also train the model with the exact things of
the farm that are no-cows. For example, training
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the model by putting horses on the selection of no-
cows if in that farm would be no horses, would be
counterproductive as from some perspectives a horse
may look like a cow...
Also an important thing are the perspectives. If
the model has been trained with only cow profile pic-
tures, then if it has to predict an overhead picture of
a cow, it may struggle.
Same as before for other factors like the illumination.
5 Results
The first accuracy obtained by the model with the
network configuration explained in section 4, was
75.37%. This first version of the model was only
trained with a dataset composed by 1000 images (500
cows and 500 no-cows). Here it can be seen the ef-
fect of the data augmentation technique, as the
final accuracy obtained by the model trained with
72.717 images (16.993 cows and 55.724 no-cows) is
82.83%. This accuracy could be easily improved by
deleting the unnecessary counterproductive data from
the datasets and training the model as suggested in
section 4.4.
When it comes to the OCR part, as explained in
previous sections, Google Cloud Vision has given
better results than Tesseract in terms of extracting
the full clean text from the ear tags.
The full project can be checked in the following repos-
itory [7].
6 Conclusion
In this paper, were explored CNNs for object classifi-
cation. This project, has not only provided a learning
of technologies that are increasingly used, but also
has forced me to face things I had never experienced
before, leading to a great professional growth in the
subject.
It’s very likely that the model will struggle in the real
environment, so it would need a training with real and
quality data.
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