The article searched on mathematics and numerical solutions for the nonlinear pendulum (Chaotic pendulum The differential equation of a single pendulum is
The differential equation of a single pendulum is
here v is the time, θ is value of the angular displacement, the number value v 2 = g/l, the clarify the value g is the acceleration due to gravity and l is the length of the pendulum.
The fact that the pendulum is placed in a friction environment, the drag force on the pendulum is calculated accordance with the Stokes law and is propertied to the instantaneous velocity of the pendulum because of the environment has value friction the equation of motion (1) becomes
and here by α is the coefficient of friction of the environment and show that is α > 0.
To resist the friction, we need to add some external force, to simplified we choose the external periodic force and so the equation of motion becomes the equation:
here β is amplitude and w is frequency. When α = 0 and then (3) becomes
all the above equations are nonlinear second order differential equations. The nonlinear equation (3) has no analytic solution. However, if θ → 0 then sin(θ) ≈ θ, so the nonlinear differential equations above can be transformed into linear differential equations. This has got a lot of solutions, so we do not study.
With these nonlinear equations, we will be study and compute by the pseudospectral method.
Pseudospectral method (PSM)
Let p(x) is a polynomial of degree n, and we know that it is values at the points p(x 0 ), p(x 1 ), . . . , p(x n ), then the first and second derivatives p(x) at the same points are expressed in matrix form:
where D = {d i,j } is the so-called differentiation matrix [4] . In case when the Chebyshev-Gauss-Lobatto points are chose as the collocation points y k = = cos(kπ/n) [5] ,
The application of differential algebra in ordinary differential equations can also extend to nonlinear differential equations, so we transformed the matrix D into matrices [3] :
for a first-order differential element, the form u ′ (x i ) = E (1) u(x i ) + be 0 + ae n here a and b are the two-point boundary-value on the range [-1; 1] of problem.
For a second-order differential element, we use D 2 = {d (2) i,j } and define the matrices:
n . When we applied Pseudospectral method to solve nonlinear differential equations, nonlinear equations may or may not have a unique solution.
If we have identified a solution, we will proceed with an iterative procedure. Therefore, it is important to determine the iterative equation. The iterative procedure is simple, we assume u (0) = const, then find u (1) , u (2) , . . . , stop it until the error ε = |u
Results
Equation (1), we shall consider the two-point boundary-value of problem on the range
We can find and transfer to form of method:
Equation (9) Remasks: by this case, when 0 < v < 1.8, the results are correct and convergence. When v < 1.8, means that the length of the string is at least g/v 2 . When v 1.8, equation (1) Equation (2), we will be consider on the range [−1, 1] and the boundary conditions θ(−1) = a, θ(1) = b. We can find iterative equation and transfer to form of method:
0 + αe 0 ) − a(e (2) n + αe n ), j = 1, n − 1 (10)
here θ and f denote the vectors with the elements {t j } and {−v 2 sin θ(t j )}.
In this problem, we give the error ε < 10 −8 . In the Fig. 2 , points of value are the calculated by result of the program by pseudospectral method, and then the solid line show the result 
Remasks:
The fixed point, θ(t) = dθ/dt = 0 is linearly stable, i.e., small perturbations from this point will decay in time. The fixed point θ(t) = π, dθ/dt = 0 is linearly unstable, which means that small perturbations from this point will grow exponentially in time [2] . When 0 < v < 2.7, the results are correct and convergence; when v 2.7 method for big error and not convergence. When v fixed, α increase, then graph are left-leaning.
Equation (3), we will be consider on the range [−1, 1] and in the case of boundary conditions θ(−1) = a, θ(1) = b. Equation (3) is non-Hamiltonian and it does not have an analytical solution. This is a nonlinear equation and has three dynamic variables. We found iterative equation and transferred to form of the method:
here θ and f denote the vectors with the elements {t j } and {β cos wt j − v 2 sin θ(t j )}.
With v, α, β, w > 0, we give the error ε 10 −12 . In the Fig. 3 , points of value are calculated the result of the program by the PSM, and then the solid line show the result calculated by Mathematica. Numerical results are given in Tab. 3.
Remasks: When 0 < v < 1.7 the results are correct and convergence; when β cos(wt) descended then θ(t) ascended; when α ascended then θ(t) descended; the complex motion one would expect when the three forces are comparable; from here we can orient the pendulum control. 
here θ and f denote the vectors with the elements {t j } and {β cos wt j − v 2 sin θ(t j )} with v, β, w > 0, we give the error ε 10 −12 . In the Fig. 4 , the value are the calculated base on the program by the PSM, and then the solid line show the result calculated by Mathematica. The calculation results are shown in Tab. 4 .
Remasks: When 0 < v < 1.9 the results is show correct and convergence; when β cos(wt) ascended then θ(t) ascended; when w ascended then θ(t) descended. 3. Summary
