Temperature gradients may have a significant effect on soil water movement under certain conditions, but inclusion of these effects adds complexity to the flow analysis. This study was conducted to help clarify the significance of nonisothermal water flow, and to examine theoretical and numerical descriptions of the transport processes. At initial water contents of 0.00, 0.049, 0.099, 0.151, and 0.282 mJ m-J, isothermal and nonisothermal laboratory experiments were conducted to provide direct information on soil water movement in response to temperature gradients. These data were used to evaluate the numer ical simulation model SPLaSHWaTr2, and to examine calculation of the thermal conductivity, X(0), the thermal vapor diffusivity, 0r, (8) 
initial water contents of 0.00, 0.049, 0.099, 0.151, and 0.282 mJ m-J, isothermal and nonisothermal laboratory experiments were conducted to provide direct information on soil water movement in response to temperature gradients. These data were used to evaluate the numer ical simulation model SPLaSHWaTr2, and to examine calculation of the thermal conductivity, X(0), the thermal vapor diffusivity, 0r,(8), and the temperature coefficient of the matric potential, C«, based on modifications to a theory proposed by Philip and de Vries in 1957 Soil water movement in unsaturated soils has been extensively studied for many years. Most of the studies have been conducted under isothermal con ditions, which neglect water movement in response to temperature gradients. In arid and semiarid regions, where temperature gradients can be very large, trans fer of water from warmer to cooler regions may have a significant effect on soil water status, especially in near-surface horizons. Prediction of water content for these areas may be in error if the effects of tempera ture gradients are not considered. However, incorpo ration of temperature components into theoretical or numerical models greatly complicates analysis. In some instances, neglecting thermal effects may not cause significant errors in estimation of soil water move ment. Additional experimental data is needed to help determine the conditions under which temperature gradients are important in soil water movement. At the same time, theoretical and numerical models that incorporate simultaneous water movement and heat flow must be tested and validated with experimental data.
Relatively few studies have been conducted to di rectly measure soil water movement in response to temperature gradients. Laboratory studies by Gurr et al. (1952) , Rollins et al. (1954) , and Taylor and Cavazza (1954) demonstrated that, when a closed soil col umn is subjected to a temperature gradient, water flow from warm to cool regions occurs largely in the vapor phase. Condensation at the cold end results in liquid water flow back to the warm regions due to the mois ture gradient that develops. Hutcheon (1958) found that the net movement of moisture due to a tempera ture gradient was greatest at intermediate initial water contents, e.g., values that were 50 to 60% of the water content corresponding to a pressure head of -1.0 m of H2O. Similar studies by Cassel et al. (1969) and Joshua and de Jong (1973) also found that the effect of a temperature gradient on soil water movement was greatest at intermediate water contents, values corre sponding to pressure heads between -10 and -150 m of H2O. All the above studies employed closed soil columns, in which there was no flux of water into or out of the column. Philip and de Vries (1957) and de Vries (1958) developed a theory to describe water and heat move ment in porous media under nonisothermal conditions. Their theory accounted for water flow in the liquid and vapor phases in response to both water content and temperature gradients. The Philip and de Vries approach is based on the simultaneous solution of two nonlinear partial differential equations containing four moisture-and temperature-dependent diffusion coef ficients. Working with laboratory soil columns, Gee (1966) found that the net fluxes of water calculated with this theory were two to three times smaller than the observed net fluxes for a silt loam soil at inter mediate soil water contents, while Cassel et al. (1969) found that the calculated net fluxes of water were in general agreement with the observed net fluxes for a fine sandy loam soil at low soil water contents. Jack son et al. (1974) evaluated the theory on a clay loam soil under field conditions and found that it adequately predicted the measured water fluxes at intermediate soil water contents, while the isothermal theory better predicted the measured water fluxes in both wet and dry soils. Eagleson (1980, 1982) and Milly (1982 Milly ( , 1984 developed a comprehensive numerical model for simultaneous moisture and heat flow using a matric-head-based equation formulation instead of the water-content-based formulation of Philip and de Vries. They tested the model against analytical solutions and measured data for several simplified cases and found that the model performed well under these conditions. However, no tests were performed in which the full moisture-and heat-flow model was compared with experimental data that measured water movement un der the influence of both water-content and tempera ture gradients.
Additional experimental data is needed to help clar ify the importance of soil water movement in response to temperature gradients. The majority of laboratory experiments were conducted using closed soil col umns, in which there was no water movement into or out of the columns. These studies indicate that tem perature gradients are significant at intermediate initial water contents, while other studies indicate that tem perature gradients are important under moist condi tions (Cary, 1965) , or only under dry conditions (Philip, 1957) . In addition, many numerical models incorpo rate simultaneous moisture-and heat-flow equations, with little testing to indicate the conditions under which nonisothermal moisture flow will be significant in the modeling process. Most of these models employ the Philip and de Vries formulation, which contains stor age and transport coefficients that are not accurately known, and in some cases require assumptions about the values of the parameters required for their calcu lation.
The objectives of this study were to (i) evaluate the significance of nonisothermal soil water movement using open laboratory columns, in which a flux of water is applied at the same time and in the same direction as the temperature gradient, and (ii) validate a numerical simulation model for simultaneous mois ture and heat flow, and examine calculation of noni sothermal water movement by the Philip and de Vries theory. The use of laboratory experimental data allows separation of isothermal and nonisothermal flux com ponents, thereby providing direct information on the conditions under which temperature gradients are im portant in soil water movement. Comparison of the model output with measured data provides a means of examining the theoretical calculation of the storage and transport coefficients by evaluating changes in their parameter values via sensitivity analysis.
MATERIALS AND METHODS
Soil moisture changes due to imposed temperature gra dients were directly measured at initial water contents of 0.00, 0.049, 0.099, 0.151, and 0.282 m3 m-3. At each initial water content, two experimental tests were con ducted, one under isothermal conditions, and one with an imposed temperature gradient. A steady flux of water was applied to one end of all 10 soil columns. The experiments were conducted with the columns in a horizontal position so that gravity effects were negligible.
Otero sandy loam soil (coarse-loamy, mixed [calcar eous], mesic Ustic Torriorthent) was packed into polycar bonate columns with inside dimensions 5 by 5 by 30 cm (Fig. la) . Square columns were used to ensure a set path length for passage of gamma radiation in the measurement of volumetric soil moisture, as discussed below. Holes were drilled in the top of the columns at specific intervals to accept thermocouple wire for measuring soil temperature. Each column had a removable side plate to facilitate soil packing, and removable end plates to allow placement of hot and cold temperature controls. The sides and ends of the column were fitted with rubber gaskets to prevent water leakage. All columns were packed to a uniform bulk density and initial water content (Bach, 1989) .
To control ambient temperature conditions during an ex- perimental run, the columns were placed in a 45 by 30 by 10 cm constant-temperature box built from 0.635-cm Plexiglas1 (Fig. lb) . Temperature control in the box was accomplished by circulating water from a constant-temper ature bath through a copper manifold located in the bottom of the box. Uniform coarse sand covered the manifold and extended up to the soil column in order to provide good thermal contact between the manifold and the soil. The area above the column was insulated with bead Styrofoam, and the outside of the box was insulated with 2.54-cm Styro foam, except for a narrow slit required for passage of the gamma beam used for water-content measurement. The col umns were placed in the constant-temperature box at least 24 h prior to the start of an experimental run to ensure that they had reached a constant uniform initial temperature. A steady flux of water was applied to one end of the soil columns using a syringe injection pump. A small hole was provided in the center of the inflow end plate to allow access for the needle from the syringe pump. The flow rate from the pump was held constant for both the isothermal and nonisothermal run at each initial water content ( Table  1 ). The rale was chosen so that several days would be required for the wetting front to reach the end of the soil column, thus allowing sufficient time for measuring watercontent changes at each position in the soil column. Since (he syringe pump was located outside of the constant-tem perature box, a small hole was drilled in the box to allow 'Trade names used in this paper are included for information only, and do not constitute endorsement by the author or the USDA. access for the syringe needle. The hole was sealed with spray foam insulation, and the temperature of the injected water was maintained at the ambient temperature of the constant-temperature box. Comparisons of the measured water contents at the end of each experiment with the total amount of water added by the syringe pump indicated that there were no losses of water during the experimental runs. Each run was terminated when the wetting front reached 0.283 m, thereby providing a zero-flux bottom boundary condition for the model simulations.
A temperature gradient was applied to the soil columns during the nonisothermal runs, using specially designed column end plates. The gradient was applied in the same direction and was initiated at the same time as the water flux from the syringe injection pump. The hot end was constructed using a series of 10-W resistors attached to a Bakelite plate that was covered with brass on the side in contact with the soil. The temperature of the resistors was controlled by a proportional temperature controller that re sponded to a thermocouple located at the interface between the plate and the soil. The cold end was constructed using a brass plate and polyvinyl chloride reservoir in which water from a constant-temperature bath was continuously circu lated. A small pin hole was drilled in this plate to maintain atmospheric pressure in the columns. The desired temper ature gradient for this study was 0.5°C cm-'; however, mechanical difficulties with the output display on the con stant-temperature bath caused an error in the setting for the cold end. Thus, the applied gradients were slightly greater than 0.5°C cm-' for initial water contents of 0.00 and 0.049 m3 m-J, and slightly less than 0.5 CC cm-1 for the other initial water contents (Table 1 ). All columns were insulated with 0.013 m of Styrofoam to reduce heat loss from the sides and top.
Volumetric water content was measured at 0.01-m inter vals along the column using the gamma-attenuation method. Error analysis showed that one standard deviation of the measured gamma counts yielded a probable error of ap proximately ±0.006 m3 m-3 in the estimate of volumetric water content, while two standard deviations yielded a probable error of ±0.01 m3 m-\ Since the column packing method required addition of water to the soil as it was packed, this single-source gamma apparatus could not pro vide dry soil count rates. Instead, the initial count rate through each column after packing was used as a starting measure ment, and all water-content calculations were made as a change from the initial value. The initial count rate was also used to evaluate (he uniformity of soil packing by comparing the count rate at each measurement location. This procedure indicated that the uniformity of packing be tween the isothermal and nonisothermal soil columns at the same initial water content was quite good. In addition, the average initial temperature and applied water flux for each set of paired columns were very close ( Table 1 ), indicating that the columns were hydraulically similar prior to onset of the experiments.
Soil temperature was measured using 0.051-cm (24-gauge)
copper-constantan thermocouples that were placed in the columns at distances of 0.005,0.065, 0.125, 0.185, 0.245, and 0.295 m from the water-injection end. Wires were con nected to a Campbell Scientific data logger (Campbell Sci entific, Logan, LIT) , which recorded the temperatures hourly.
To improve the accuracy of the temperature measurements, the thermocouples were constructed to read differential temperature, using the 0.005-m thermocouple as a refer ence. The absolute temperature of the 0.005-m thermocou ple was measured using the data-logger reference junction, and the differential temperature of all other locations was converted to absolute temperature using this value. The measurement error for absolute temperature was <0.5°C for all experimental runs.
Hydraulic properties of the Otero sandy loam were de termined in the laboratory for use in estimating the param eters of the storage and transport coefficients, as well as to provide inputs to the numerical model. The moisture-re lease curve was determined at 20°C using a pressure-plate apparatus (Klute, 1986) . Particle-size analysis was based on USDA size specifications, with silt and clay determined by the hydrometer method (Gee and Bauder, 1986) . Total amount of sand, sill, and clay was 75, 9, and 16% of the solid fraction, respectively. Saturated hydraulic conductiv ity, measured in soil columns using a constant-head method (Klute and Dirksen, 1986) , was 0.011 mm s"1. Particle density (Blake and Hartgc, 1986 ) and organic matter (Nel son and Sommers, 1982) were 2.66 Mgra-J and 0.0112 kg kg-1, respectively. Saturated water content of the Otero sandy loam soil was 0.47 m3 m-3.
MODEL DESCRIPTION Governing Equations
The numerical simulation model employed in this study is SPLaSHWaTr2, which provides a one-dimensional so lution to the coupled water-and heat-flow equations pre sented by Eagleson (1980, 1982) and Milly (1982 Milly ( , 1984 . The one-dimensional equation for nonisothermal water movement is Pl I** + 17. _ eA™
where pv is the density of water vapor (kg m -3), p, is the density of liquid water (kg m-3), 8 is the volumetric water content (m3 m~3), i|< is the matric potential (m), 6, is the volumetric air content (m3 m-3), T is the temperature (K), t is the time (s), x is the horizontal distance (m), K is the hydraulic conductivity (m s~'), D^is the isothermal vapor diffusivity (m s-'), and D-^is the thermal vapor diffusivity (m2 s-' K-'). Gravity effects have been neglected to be consistent with the experimental procedure. In this equa tion, K is associated with movement of liquid water due to a matric-potential gradient, D^is associated with move-ment of water vapor due to a matric-potential gradient, and DTv is associated with movement of water vapor due to a temperature gradient. Movement of liquid water due to a temperature gradient is implicitly represented through the temperature coefficient of the matric potential, Q, (K-1) which accounts for the fact that the 8(<J<) curve is temper ature dependent.
The one-dimensional equation for heat flow is and C is the volumetric heat capacity (J m"3 K-1), A is the thermal conductivity of the medium enhanced by vapor dis tillation in the air-filled pores (W m-1 K~'), L is the latent heat of vaporization of water (J kg-1), c, is the specific heat of liquid water (J kg-' K-'), qm is the total mass flux of water (kg m-2 s-1) Lu is the value of L at an arbitrary reference temperature To (K), c is the specific heat of water vapor at constant pressure (J kg-1 K"1), and Wis the dif ferential heat of wetting (J kg-').
Storage and Transport Coefficients
The moisture-retention curve, 8(4»), was mathematically described using the relation proposed by Brooks and Corey (1966) . For the Otero sandy loam soil, a modification of their procedure (Bach, 1989) provided the best fit to the experimental data relative to several alternative fitting pro cedures. Figure 2 shows a good fit between the measured and calculated values of the moisture-retention curve at 20°C.
The moisture-retention curve is generalized for nonisothermal conditions by the relation where i|jc is the effective i|i, which adjusts ty at any temper ature T to the temperature at which the 0(»|<) curve was determined, To. The calculated value of i|ie is used in the . Several investigators have found that the tem perature dependence of i|> was two lo 10 times greater than !52| Pr£.dl(:ted bv >he surface-tension relationship (Gardner, 1955; Taylor and Stewart, 1960; Wilkinson and Klute, 1962: Jury and Miller, 1974) . To account for this, the SPLaSHWaTr2 model uses a value of -6.8 x 10-3 K-1 for C which is more than three times the value predicted bv the surface-tension model.
The hydraulic conductivity (K) is expressed as
[ 5] where K, is the measured value of K at natural saturation, K, is the hydraulic conductivity relative to its value at sat uration, and KT is a temperature correction for nonisothermal conditions. In this equation K, (6) is expressed as effective water content, 9e, raised to a power, e. Since the /C(6) curve was not experimentally measured, the value of e was determined via model calibration under isothermal conditions, at an initial water content of 0.099 m3 m-3.
The best-fit e value under these conditions was 5.3. This value was then used for calculation of the hydraulic-con ductivity function for all other initial water contents under both isothermal and nonisothermal conditions.
The isothermal vapor diffusivity is given by (Milly, 1984) 16] £«m «s the molecular diffusivity of water vapor in air (m2 s"1), v is the mass-flow factor, and a is the tor tuosity of the air-filled pore space.
The thermal vapor diffusivity is given by (Milly, 1984) where
n is the porosity, and 6k is the moisture content at which liquid flow becomes negligible. The parameter £ is the ratio of the average temperature gradient in the air-filled pores to the overall average temperature gradient. Its evaluation is discussed by Milly (1984) .
The thermal conductivity is determined according to the method of de Vries (1966) , which requires estimates of the volumetric fractions and thermal conductivities of the water, air, quartz, other minerals, and organic-matter constituents! Direct measurements of the volumetric fraction of quartz are difficult to obtain. Many studies that have been con ducted to test the de Vries theory have relied on estimated values for this parameter. Since the volumetric fractions of the soil constituents are user-supplied inputs to the 6rJLaSHWaTr2 model, the volumetric fraction of quartz was estimated as the sand fraction of the soil, as was done by Hadas (1969 
Model Simulations
The finite-element solution algorithm employed in the SPLaSHWaTr2 model is described by Milly (1982) . The 0.30-m-long soil column was divided into 120 model ele ments, with nodes located at data-measurement points. In itial conditions for both isothermal and nonisothermal simulations were T(x,0) = To where i(io is the initial matric potential, determined from the initial water content using the calculated O(i)i) relation ship, and To is the measured average initial temperature of the soil column (Table 1 ). Boundary conditions on moisture for both isothermal and nonisothermal simulations were a constant flux at the water-injection end of the column (Ta ble 1), and a zero water flux at the other end. Boundary conditions on temperature for the nonisothermal simulations were specified as the values of the hot and cold end plates. Model outputs of water and temperature distributions were compared with the measured data at initial water contents of 0.052, 0.099, 0.151, and 0.282 m3 m-\ Initial water contents of 0.00 and 0.049 m3 m-3 could not be simulated because the model cannot compute the 8(i|/) relationship for values of 6 less than residual saturation, which is 0.05 m3 m~3 for the Otero sandy loam. Since 0.052 m3 m~3 was the lowest feasible value for model simulation, this value was compared with the experimental data at 0.049 m3 m-3.
RESULTS AND DISCUSSION
Temperature and water-content measurements were obtained at a number of different times following ap plication of the boundary conditions. Figure 3a shows the final temperature distribution for the five isother mal runs. The largest temperature difference within any of the four initially moist soil columns was 0.20°C, indicating that isothermal conditions were achieved. The initially dry soil column (0.00 m3 m"3) exhibited slight temperature changes due to the heat of wetting, but these changes caused differences no greater than 0.65°C within the soil column. Figure 3b shows the final temperature distribution for the five nonisother mal runs. For these runs, a steady temperature was reached within 10 h at all thermocouple measurement locations. The top three curves had cold-end temper atures of 24°C, while the lower two curves had coldend temperatures of 18.5°C, as discussed above. The curves show that the experiments conducted at initial water contents of 0.099, 0.151, and 0.282 m3 m"3 resulted in similar temperature gradients, as did the experiments conducted at initial water contents of 0.00 and 0.049 m3 m"3.
The shape of the nonisothermal temperature curves in Fig. 3b indicates that heat flow within the soil col umns was not one dimensional, as was assumed in the SPLaSHWaTr2 model. The expected effect of the applied temperature gra dient is to increase the rate of water movement in the nonisothermal columns relative to the rate in the iso thermal columns. Since the initial water content and . In order to analyze this datai each graph of water content as a function of distance was fitted with a quadratic function. At each selected time, the isothermal graph was compared with the nonisothermal graph for differences in their intercept and linear and quadratic terms; statistical differences in the terms indicate a significant temperature effect.
According to this analysis, the effect of the tempera ture gradient on soil water movement was significant at both 6 and 12 h at an initial water content of 0.151 m3 m-3. Additionally, this analysis confirmed that there were no differences between the isothermal and nonisothermal experimental graphs at initial water contents of 0.00, 0.049, 0.099, and 0.282 m3 m"3.
Under isothermal conditions the model simulations are in general agreement with the experimental data ( Fig. 5b-8b ). The poorest fits under isothermal con ditions are found for the simulations conducted at 0.052 Lack of fit at lower water contents may be the reason for the differences between the model simulations and the measured data under the above circumstances. In general, for initial water contents of 0.099, 0.151, and 0.282 m3 m"3, the differences between the measured and simulated values fall within the range of the watercontent measurement error of 0.006 m3 m"3.
Under nonisothermal conditions, the model is in poor agreement with the measured data, particularly at initial water contents of 0.099 (Fig. 6c ) and 0.282 m3 m"1 (Fig. 8c) . For both initial water contents, the calculated water contents are lower at the hot end of the column and higher at the cold end relative to the measured water contents, indicating that the model overpredicts thermally induced water movement. For an initial water content of 0.282 m3 m"\ the shape Figure 4 showed that heat flow was not one-dimensional, and that the calculated onedimensional temperature gradient was smaller than the measured gradient for the hot end of the soil column and larger for the cold end of the soil column. Thus, the calculated water movement should be less than the measured water movement for distances close to the hot end, causing the calculated data to fall above the measured data at these locations. This is opposite to the situation depicted in Fig. 6c and 8c, indicating that the differences between model simulations and measured data are not due to differences in the cal culated and measured temperature gradients. Since the model compared relatively well with the experimental data under isothermal conditions, differences between the model simulations and the measured data under nonisothermal conditions are probably due to incorrect predictions of the transport and storage coefficients by the model or the theory on which it is based. Under nonisothermal conditions, these coefficients are the thermal conductivity, \(9), the thermal vapor diffusivity, £>7v(0), and the temperature coefficient of the matric potential, Q,. A sensitivity analysis was per formed in which the value of each thermal variable was changed, in turn, while the values of the other variables remained constant. The new model simula tions were compared with the original results at each initial water content. The value of X(6) was decreased by independently changing two different input variables: (i) 6k, the moisture content at which liquid flow becomes neg ligible, and (ii) the volumetric fraction of the mineral constituents. Since most of the evidence presented in the literature indicates that the de Vries (1966) model predicts values of X that are too large (Wierenga et al., 1969; Kimball et al., 1976; Horton and Wierenga, 1984) , the model was not reevaluatcd with larger val ues of \(8). The value of 8k was increased from 0.054 to 0.087 m3 m~3, which is the value of 6 at a matric potential of -0.320 m of H2O. This caused a signif icant decrease in the values of \ up to 6 = 0.087, after which the values are the same as for 6k = 0.054 m3 m~3 (Fig. 9) . The volumetric fraction of quartz was decreased by a factor of two, from 0.398 to 0.199, causing an average decrease of approximately 17% in the values of X across the entire range of 6. Model simulations performed with these changes yielded watercontent values that were within 0.003 m3 m~3 of the original simulations for all locations within the soil column at all initial water contents. For the column as a whole, the new simulations yielded a change of < 1% from the original simulations, indicating that the effect of X on soil water flux was negligible for all initial water contents. Thus, when water-flux or watercontent prediction is the information sought through use of a coupled moisture-and heat-flow model, es timates of the parameters 8k and the volumetric frac tions of the mineral constituents will yield accurate results. However, Fig. 9 indicates that the X(8) curve is quite sensitive to the choice of 6k and the volumetric fractions, indicating that, when heat flux is the desired information, experimental measurements of these pa rameters may be required.
The thermal vapor diffusivity, £^(8), was set to zero, and the new model simulations yielded watercontent values that were within 0.003 m3 m~3 of the original simulations for all locations within the soil columns at all initial water contents. For the column as a whole, the new model simulations yielded a change of < 1% from the original simulations, indicating that thermally induced vapor flow does not contribute sig nificantly to total water movement in the soil columns for this study.
The effect of the temperature coefficient of the ma tric potential, Q,, on soil water flow was evaluated by comparing the original simulations with those in which Q was set to -2.09 x 10"3 K"1, which is the value predicted by the surface-tension model of temperature dependence (Philip and de Vries, 1957) . For an initial water content of 0.282 m3 m~3, the model simulations using Q = -2.09 x 10~3 K~' more closely match the measured data in both order of magnitude of the water-content values and the shape of the water-content profiles, compared with the orig inal simulations (Fig. 10) . Some improvement be tween model calculations and measured data was also found for initial water contents of 0.099 and 0.151 m3 m-3. The improved prediction at higher water con tents is consistent with several previous studies, which found that the effect of temperature on the moistureretention function is smaller when the soil is very wet (Taylor and Stewart, 1960; Wilkinson and Klute, 1962; Campbell and Gardner, 1971) . Nimmo and Miller (1986) calculated gain factors, which represented the increase in temperature effects over that predicted by the surface-tension model. They showed that the gain factors were a function of water content, having val ues close to one under wet conditions. We would therefore expect Q to be close to -2.09 x 10~3K-' for the simulations performed at an initial water con tent of 0.282 m3 m~3. Setting Q, = -6.8 x 10~3
K"' resulted in simulated water fluxes in the soil col umn that were greater than the measured fluxes for this initial water content. With the adjustment in Q,, the model simulations are in closer agreement with the measured data. Some differences are still found at an initial water content of 0.099 m3 m~3, particularly close to the wetting front; however, some of this may be due to the difficulties encountered under isothermal conditions. Overall, relatively good predictions are obtained with the SPLaSHWaTr2 model. The information reported above indicates that the effect of a temperature gradient is small at very high and very low initial water contents. The maximum movement due to a temperature gradient was found at an intermediate initial water content, 0.151 m3 m~3, which corresponded to a ij; value of approximately -1.2 m of H2O. Although statistically significant, the temperature effect was still fairly small; however, the applied temperature gradient was only 0.5°C cm"1. In dry soil conditions, temperature gradients can be much larger than this, especially in arid areas (Chang, 1957; Wierenga and de Wit, 1970; Pikul and Allmaras, 1984) . To evaluate the effect of a larger tem perature gradient, model simulations were conducted at an initial water content of 0.151 m3 m"3 with a temperature gradient of 1°C cm"1, or 55°C and the hot end and 25°C at the cold end. Figure 11 shows that, when the gradient is increased to 1°C cm"1, the effect becomes much greater, and use of isothermal predictive equations alone will result in significant er rors in the estimation of soil water movement.
SUMMARY AND CONCLUSIONS
Soil water movement in response to temperature gradients was evaluated through a combination of lab oratory experimentation and numerical modeling. The laboratory experimentation provided direct informa tion on the significance of nonisothermal soil water movement, while the numerical modeling provided a means for examining theoretical calculation of the storage and transport coefficients. The conclusions are:
1. A significant effect of the temperature gradient was found at an intermediate initial water con tent of 0.151 m3 m-\ with little or no effect found at very high and very low initial water contents. These results are in general agreement with previous studies; however, the specific water contents at which temperature gradients are sig nificant appear to be different depending on ex perimental conditions. changes in the input variables 8k and the volu metric fraction of quartz, which could have im portant implications for heat flow in soils.
Changing the a(8) curve had a negligible influ ence on nonisothermal water movement under the conditions of this study.
5. The Dtv(8) function had a negligible influence on nonisothermal water movement for all four initial water contents under the conditions of this study.
6. The coefficient Q had a significant influence on nonisothermal water movement. Adjusting C& from -6.8 x 10"3 K"1 to -2.09 x 10"3 K"1 significantly improved agreement between sim ulated and measured water-content profiles for an initial water content of 0.282 m3 m~3. In addition, some improvement was also found for initial water contents of 0.099 and 0.151 m3 m~3.
These results support evidence that there is less of an effect of temperature on the moisture-re tention function when the soil is very wet.
7. With the above adjustments in Q,, the model simulations are in general agreement with the measured data, indicating that the Philip and de Vries theory provides an adequate description of soil water movement in response to temperature gradients for the experimental conditions of this study.
