The validity of the multivariate multiplicative-intercept risk model with 1 I + categories based on casecontrol data is tested. After reparametrization, the assumed risk model is equivalent to an ( 1) I + -sample semiparametric model in which the I ratios of two unspecified density functions have known parametric forms. By identifying this ( 1) I + -sample semiparametric model, which is of intrinsic interest in general ( 1) I + -sample problems, with an ( 1) I + -sample semiparametric selection bias model, we propose a weighted Kolmogorov-Smirnov-type statistic to test the validity of the multivariate multiplicativeintercept risk model. Established are some asymptotic results associated with the proposed test statistic, also established is an optimal property for the maximum semiparametric likelihood estimator of the parameters in the ( 1) I + -sample semiparametric selection bias model. In addition, a bootstrap procedure along with some results on analysis of two real data sets is proposed.
Introduction
Let Y be a multicategory response variable with 1 I + categories and X be the associated 1 p × covariate vector. When the possible values of the response variable Y are denoted by 0,1, , y I = … and the first category (0) is the baseline category, Hsieh, Manski, and McFadden (1985) introduced the following multivariate multiplicative-intercept risk model: 
…
. The class of multivariate multiplicative-intercept risk models includes the multivariate logistic regression models and the multivariate oddslinear models discussed by Weinberg and Sandler (1991) and Wacholder and Weinberg (1994) . By generalizing earlier works of Anderson (1972 Anderson ( , 1979 , Farewell (1979) , and Prentice and Pyke (1979) in the context of the logistic regression models, Weinberg and Wacholder (1993) and Scott and Wild (1997) showed that under model (1.1), a prospectively derived analysis, including parameter estimates and standard errors for 1 , , ,
I
β β … is asymptotically correct in case-control studies. In this article, testing the validity of model (1) based on case-control data as specified below is considered. Vardi (1985) and was further developed by Gilbert, Lele, and Vardi (1999) . Vardi (1982 Vardi ( , 1985 , Gill, Vardi, and Wellner (1988) , and Qin (1993) discussed estimating distribution functions in biased sampling models with known weight functions. Weinberg and Wacholder (1990) considered more flexible design and analysis of case-control studies with biased sampling. Qin and Zhang (1997) and Zhang (2002) considered goodness-offit tests for logistic regression models based on case-control data, whereas Zhang (2000) considered testing the validity of model (2) Owen (1988 Owen ( , 1990 . For a more complete survey of developments in empirical likelihood, see Hall and La Scala (1990) and Owen (1991) .
This article is structured as follows: in the method section proposed is a test statistic by deriving the maximum semiparametric likelihood estimator of i G under model (2).
Some asymptotic results are then presented along with an optimal property for the maximum semiparametric likelihood estimator of ( , ) θ β . This is followed by a bootstrap procedure which allows one to find P -values of the proposed test. Also reported are some results on analysis of two real data problems. Finally, proofs of the main theoretical results are offered.
Methodology
Based on the observed data in (2), the likelihood function can be written as
are (nonnegative) jumps with total mass unity. Similar to the approach of Owen (1988 Owen ( , 1990 and Qin and Lawless (1994) , it can be shown by using the method of Lagrange multipliers that for fixed ( , ) θ β , the maximum value of L , subject to constraints 
where ( , ) ( ; )
That produces the following,
On the basis of the k p in (4), it can be proposed to estimate ( ) 
The first expression is a prospective decomposition and the second one is a retrospective decomposition.
Remark 2: In light of Anderson (1972 Anderson ( , 1979 , the case-control data may be treated as the prospective data to compute the maximum likelihood estimate of 
The log-likelihood function is 
Asymptotic results
In this section, the asymptotic properties of the proposed estimator ( ) (5) and the proposed test statistic n ∆ in (6) are studied. To this end, let (0) (a) As n → ∞ , with probability 1 there exists a sequence ( , ) θ β of roots of the system of score equations (2.1) such that ( , ) θ β is strongly consistent for estimating
a s
As a result,
(0) (0, ). θ β that the asymptotic variance-covariance matrices for β and β coincide under the retrospective sampling scheme and the prospective sampling scheme. Consequently, a prospectively derived analysis under model (1.1) on parameter estimates and standard errors for β is asymptotically correct in case-control studies. These results match those of Weinberg and Wacholder (1993) and Scott and Wild (1997) .
The two-step profile maximization procedure, by which the maximum Example 2: Table 9 .12 in Agresti (1990, p. 339) G is continuous, then the stochastic process 
These results, along with (17), imply that the stochastic process 
thus establishing (9). To prove (10), it suffices to show that ( )
has mean 0, it follows from the multivariate central limit theorem that ( )
where B is defined in Lemma 1. By Slutsky's Theorem and Lemma 1,
0, 0, .
The proof is complete. 
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