The daily and real-time transcription of Broadcast News (BN) is a challenging task both in acoustic and in language modeling. To achieve optimal performance, several problems have to be overcome. Particularly, when transcribing BN data in highly inflected languages, the vocabulary growth leads to high OOV word rates. To address this problem, we propose a daily vocabulary and LM adaptation framework which directly extracts new words based on contemporary written news available on the Internet and some linguistic knowledge about the words found on those news. Experiments have been carried out for a European Portuguese BN transcription system. Preliminary results computed on 7 shows, yields a relative reduction of 61% in OOV and 2.1% in WER.
INTRODUCTION
The daily and real-time transcription of Broadcast News (BN) is a challenging task both in acoustic and in language modeling. To achieve optimal performance in news transcription, several problems have to be overcome: variety of acoustic conditions, many different speaking styles (from spontaneous conversation to prepared speech close in style to written texts), and topic changing over time leading to unlimited vocabulary. Particularly, when transcribing BN data in highly inflected languages, the vocabulary growth leads to high OOV word rates [1] .
In these daily transcription systems the appearance of some new important events brings an increase of OOV. The increase of unknown words leads to degradation in recognition performance. A method that reduces the number of OOV words will improve recognition results. To address this problem, we propose a daily vocabulary and LM adaptation framework for a European Portuguese broadcast news daily and real-time transcription system, using contemporary written texts available on the Internet.
We present a procedure for dealing with the OOV problem by dynamically increasing the baseline vocabulary over time. The idea of vocabulary and LM adaptation is to use written news daily available on the Internet to adjust the vocabulary and reduce the impact of linguistic differences over time. Similar approaches to the one presented here have been proposed where vocabulary adaptation is carried out by adding and removing words from the baseline vocabulary according to frequency and recency in contemporary written news [2] [3] . In [1] a different approach is suggested which uses a multi-pass recognition strategy to generate morphological variations of the list of all words in the lattice, thus dynamically adapting the recognition vocabulary.
Our approach directly extracts new words based on two sources: contemporary written news available on a daily basis and morphological analysis of new words based on some linguistic knowledge derived from our experiments.
To evaluate the proposed approach we chose the week starting on March 8 th and ending on March 14 th as our target dataset. Due to the unexpected and awful events occurring on March 11 th of 2004 in Madrid, we would expect to cover a typical situation of rich content and topic changing over time. Results computed on those news shows, recorded during a period of one week, showed relative reductions of 61% in OOV word rate and 2.1% in word error rate (WER).
In section 2 we provide a description of the baseline system. Section 3 describes the new datasets and section 4 presents the OOV and WER analyses performed. In section 5 we describe the new adaptation procedure and some preliminary results, drawing in section 6 some conclusions.
BROADCAST NEWS TRANSCRITION SYSTEM
For the work presented in this paper, we used the system reported in [4] . This European Portuguese broadcast news transcription system features a hybrid HMM/MLP system, using three MLPs, each of them associated with a different feature extraction process, where the MLPs are used to estimate the context independent posterior phone probabilities given the acoustic data at each frame. The phone probabilities generated at the output of the MLPs classifiers are combined using an appropriate algorithm [5] . The decoder used under this baseline system is based on a weighted finite-state transducer (WFST) approach to large vocabulary speech recognition [6] . In this approach, the decoder search space is a large WFST that maps observation distributions to words.
Vocabulary and lexicon
The vocabulary of the baseline system is limited to 57K words. This vocabulary was created using words selected from the written news set according to their weighted class frequencies of occurrence. Different weights were used for each class of words. All new different words present in the acoustic training data were added to the vocabulary giving a total of 57,564 words. The lexicon was built giving a total of 65,585 different pronunciations.
Baseline language model
The baseline language model (LM) [7] combines a backoff 4-grams LM trained on a 600M word corpus of newspapers texts collected from the web, and a backoff 3-grams LM estimated on a 531K word corpus of broadcast news transcripts. The two models were combined by means of linear interpolation, generating a mixed model.
NEW DATASETS
To implement and evaluate the proposed approach we defined two new datasets. We define as our core dataset the week starting on March 8th and ending on March 14th. This way we would expect to cover a typical situation of rich content and topic changing over time.
Thus, we collected two different datasets: the March11-N corpus containing the written news collected from the online Portuguese newspapers web editions; and the March11-B consisting of 7 shows from the 8 o'clock pm (prime time) news from the main public Portuguese channel, RTP. These shows had a total duration of about 5 hours of speech. Table 1 shows the OOV word rates in the March11-N written news corpus for the baseline vocabulary of 57K. The results are shown for both word tokens, in which all occurrences of a word are counted, and word types, in which only unique words are counted. The last two rows show a small increase in the OOV word rate after March 11th which was what we would be expecting. Moreover, they clearly show a high OOV word rate, with more than 41% of new word types appearing along the week. Even though the OOV word type rate is smaller for the broadcast news corpus, 7% still remains a high OOV word type rate (see table 2 ). The baseline LM presents, over the test set (March11-B), an average perplexity (PP) of 122, an OOV word rate of 1.29% and a WER of 28.1%. The WER is higher than the normal evaluation test sets [4] .
OOV ANALYSIS
An important problem in vocabulary design is to identify and rank the most relevant vocabulary words. Due to the large variety of topics discussed over time, this problem is even more serious for BN data. Even though the use of very large vocabularies in recognition systems can reduce the OOV word rates, in highly inflected languages or those with a high rate of word compounding, the OOV word rates still tend to be high [1] . In addition, just generically increasing the system vocabulary size can improve the accuracy for many common words but degrades the recognition rate for less common words [8] . We tried using a vocabulary of 213K words selected by their frequencies of occurrence. We obtained an OOV word rate reduction of 67%. However, this approach does not solve the problem of newly appearing words and infrequent words related to some important events, which are critical and therefore need to be recognized accurately. Moreover, looking at table 2 one observe an average of 2K and 7K word types occurring by day and by week, respectively. Thus, defining a more rational approach to expand the vocabulary other than by simple frequency of occurrence is need.
The appropriate strategies to identify new words likely to be of interest will depend in some extend on the domain. In [9] a strong correlation between names and OOV words is reported, with names accounting for 43.66% of the OOV word types. A similar conclusion is reported in [10] , where OOV words were found to be mostly names. In this section we look at some characteristics of OOV words in the BN dataset (March11-B). In table 3, we break down OOV words types into three categories using a morphological analysis tool developed for the European Portuguese [11] : names (including proper and general names), adjectives and verbs. Other type of words, such as function words, are absent from the list shown in table 3 because almost all those words are already in the 57K vocabulary. As a first idea, we would be expecting to observe a similar behavior, i.e. a strong correlation between names and OOV, especially for this specific week with new and infrequent words appearing (train station names, terrorist names, journalist names, etc.). However, as one can observe from table 3, verbs make up for the largest portion of OOV words types. In fact, although verbs words represent 17.5% (see table 4) of the word types in the March11-B dataset, they account for 56.2% of the OOV word types. Moreover, in the March11-B dataset, verbs are also very frequently the source of word errors, representing the largest portion of wrongly recognized words (about 25%). Our proposal is to take advantage of contemporary written news to dynamically adapt the baseline vocabulary. For that reason we examined the effect of augmenting the vocabulary with new words found in the same day of the tested show. From this analysis we concluded that a significant OOV word token reduction was obtained in the class of names. Moreover, our approach was supported by the fact that almost all the OOV verb tokens were inflections of verbs whose lemma was already among the lemmas set of the 57K vocabulary. Using the morphological tool reported in [11] we performed a lemmatization over all the baseline vocabulary words and new words found in written news. From there we concluded that almost 83% of verbal lemmas belonging to the OOV words were present in the set of verbal lemmas derived from the written news of each day. This result motivated our idea of using this linguistic behavior to automatically expand the baseline vocabulary by choosing from a full dictionary all the words whose lemma is among the ones derived from the set of new words found in the written news.
VOCABULARY ADAPTATION
Based on the above observations, we focused our work in correcting errors resulting from OOV words mainly on verbs. In fact, the strategy of using contemporary written news to adapt the baseline vocabulary is useful specially to cover the new names appearing over time. However, even though verbs represent the largest portion of OOV words, the reduction for this class by using contemporary written texts is not so significant. This is mainly due to the inflectional structure of verbs class for the European Portuguese, which makes the use of verbs significantly different in written and spoken language. For that reason, we devised a new strategy to compensate and reduce the OOV word rate related with verbs. Using some linguistic knowledge about the new words found in written news of the same day of the broadcast show, one can expand the core vocabulary in order to reduce the OOV word rate and increase the recognition accuracy. This two-pass speech recognition approach is performed according to the following procedure:
1. Every day, written news (W) are downloaded from the Internet. 2. A vocabulary list (V1) consisting of new words found in the written news in the same day of the broadcast show is created. 3. The words of V1 are grammatically classified and lemmatized [11] . The produced list of verbal lemmas (L1) is then used as input for a tool [12] that generates all the verbal inflections for each lemma, creating another vocabulary list (V2). 4. The words of V2 are then used to look up all of them that are present in the full vocabulary consisting of all words that were observed in the language model training texts. This generates a new vocabulary list (V3) 5. V1 is merged with V3 producing the vocabulary list V4 whose words are then phonetically transcribed. 6. In a first recognition run a set of hypotheses (H1) are produced by the recognizer using the baseline vocabulary (V0). 7. Vocabulary lists V0 and V4 are joined to form the adapted vocabulary (V5). 8. With V5 and the W texts a new LM is produced.
Similarly, the background LM is re-estimated and these new LM are then linearly combined using H1 for interpolation coefficients estimation. 9. Finally, a second recognition run is performed.
Applying this adaptation approach, the baseline vocabulary of 57K was expanded by an average of 42K new words each day. Figure 1 shows a plot of the daily OOV word token rate on the March11-B dataset using the 3 different vocabularies: V0, V0+V1 and V0+V1+V3. The graph shows this vocabulary procedure produced a significant improvement in terms of OOV word rate, which was reduced in average by 61%, i.e. from 1.29% to 0.51%. Finally, in terms of accuracy we got an average relative reduction in the WER of 2.1% (see table 6 ). 
CONCLUSIONS AND FUTURE WORK
Due to the high level of verbal inflections in the Portuguese language, verbs turned to be the most significant class in terms of OOV. For that reason, the proposed vocabulary adaptation procedure, performed on a daily basis, tries to optimize the trade-off between the expected OOV word rate and the number of added words. In our preliminary experiments this procedure showed to be effective both in reducing the OOV word rate (more than 61%) and the accuracy in terms of WER. To extend the effectiveness of this adaptation approach, we will study the use of confidence score measures based on the hypothesis generated on a first run to eventually identify new candidate words for the adapted vocabulary. To augment the vocabulary even with words not present in training materials we will explore additional techniques to adapt the language models. Finally, we will investigate the use of update periods spanning more than 1 day, hoping to be able to reduce the size of our baseline vocabulary.
