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Abstract 
Several methods are available to estimate mortality from catch curves. These methods include 
least squares, a maximum-likelihood method developed by Chapman and Robson, and a "simple" 
estimator proposed by Ssentongo and Larkin. All three of these methods are based on similar 
models for mortality, but data requirements are different, and they can give considerably different 
estimates of mortality. These three methods are compared by applying them to catch curves for 
natural populations, to catch curves generated by a deterministic model, and to catch curves 
generated by a stochastic model. In general, the least-squares estimator is the most precise under 
conditions encountered in assessment of fisheries, but if variation is unusually high, the maximum- 
likelihood estimator developed by Chapman and Robson is more precise. The "simple" estimator 
developed by Ssentongo and Larkin can result in serious error. 
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Catch-curve data are widely applied to esti- 
mate mortality for sport and small commercial 
fisheries where mark-recapture experiments and 
cohort analysis are not feasible. The methods 
most frequently applied are the maximum-like- 
lihood (ML) estimator based on the geometric 
distribution, which will be denoted as ML1 
(Chapman and Robson 1960; Robson and Chap- 
man 1961); the ML estimator based on the ex- 
ponential distribution, which will be denoted as 
ML2 (Ssentongo and Larkin 1973); and the least- 
squares (LS) estimator. Methods developed by 
Jackson (1939) and Heincke (1913) often were x = 
applied in the past (Ricker 1958). Jackson's 
method is poorly defined statistically (Chapman 
and Robson 1960). Heincke's method is an LS 
estimator calculated with untransformed data and y = 
it is better to transform the data before doing the 
calculations (Seber 1973). The Jackson and w = 
Heincke methods are of historical interest only 
and will not be considered here. N x = 
To illustrate the relations among the three es- 
timators and to identify which of them is the N(y) = 
best, each was applied to simulated data sets and 
to data from four real populations. A Monte- 
Carlo simulation was used to compare the ML1 Ny = 
estimator with the LS estimator. For analysis of 
catch curves, catch per unit of effort is assumed N = 
proportional to abundance, and under this as- 
sumption abundance and catch are interchange- k = 
able for the estimators considered in this study 
(i.e., mortality can be estimated with age-specific 
catch data). 
Notation 
For all of the methods, age is years after re- 
cruitment, where recruitment age is the age when 
the models first apply. Thus, rather than use terms 
such as (y - Yr), where Yr is recruitment age, age 
is denoted simply as y, having already been ad- 
justed by subtraction of recruitment age. The 
following notation is used: 
nominal age, the age adjusted for re- 
cruitment assigned to an individual 
when the actual age adjusted for re- 
cruitment is between x and x + 1; 
true age of an individual in terms of 
years after recruitment; 
age of an individual at death in terms 
of years after recruitment; 
number of individuals in population or 
catch between age x and x + 1; 
number of individuals in population or 
catch of exactly age y for continuous- 
time models; 
number of individuals or catch of ex- 
actly age y for discrete-time models; 
total size of recruited population or to- 
tal catch; 
number of age groups in the recruited 
population minus one; 
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survival rate, the proportion of indi- 
viduals alive at age y that survive to age 
y+l; 
annual mortality rate = 1 - s; 
total instantaneous mortality coeffi- 
cient; 
number of deaths between age x and 
x+l; 
number of deaths observed or calcu- 
lated to have occurred. 
Discrete-Time Model 
Mortality cstimators have bccn based on both 
discrete- and continuous-time models. The es- 
timator developed by Chapman and Robson 
(1960) is based on the discrete-time survival 
equation 
Ny+l = sNy. (1) 
Survival from one age to the next is assumed 
constant. Applying equation (1) iteratively gives 
Ny = sNy_ 1= s2Ny-2 =. ß ß = sYNo ß (2) 
The proportion of the population of age y is 
Ny- Nosy (3) 
N N ' 
and because survival can be written as s = 1 - 
No/N, the proportion of age-y fish can be written 
as 
Ny _ (1 - s)sY = a(1 - a)Y. (4) 
N 
Equation (4) is •he probability mass function of 
the geometric distribution. The ML estimator of 
survival obtained with this model is slightly 





• = N (5) 
N+ 23Yi- 1 
i=1 
The number of individuals that survive to ex- 
actly age y is unknown, so to apply the Chapman 







23 Yi = 23 xNx (6) 
i=1 x=l 
are applied. 
Discrete-time models give estimates of sur- 
vival; estimates of the total instantaneous mor- 
tality coefficient are obtained from a relation be- 
tween the continuous- and discrete-time models. 
A slightly biased estimator of Z is (Chapman and 
Robson 1960) 
• = -logeS. (7) 
For large sample sizes, such as those obtained in 
fishery assessment, the variance of • can be es- 
timated as (Chapman and Robson 1960) 
p(g) _ g(1 - g)2 N ' (8) 
and from the law of propagation of errors the 
estimator f V(•) is 
P(2) = p(g)/g2. (9) 
Least squares also can be applied to the dis- 
crete-time survival equation (equation 1) for 
estimation of either the survival or mortality pa- 
rameter. Application of the logarithm transfor- 
mation to equation (2) and substitution of nom- 
inal ages for actual ages gives 
1ogeNx = 1ogeN0 + (loges)X, (10) 
and this can be written as 
Ux = 1ogeN0 - Zx, (1 1) 
where Ux = logeNx and Z = -loges. It is well 
known that the LS estimator of Z is 
k 
23 (x - x)(ux - a) 
k , (12) 
23 (x - x) 2 
and the variance of 2 is estimated as 
k 
k •3 (x -- x)(u• -- a) 2 
23 (u•- a) 2 - x-o k 
•(2) = k x-o 
(k -- 1) •3 (x -- .:g)2 
(13) 
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Continuous-Time Model 
The conventional approach for modelling 
mortality with a continuous-time equation is to 
assume mortality is described by the determin- 
istic model 
tiN(y) _ ZN(y), y > Yr. (14) 
ay 
The solution to equation (14) with the initial 
value N(y) = N(0) at recruitment is 
N(y) = N(O)exp(-Zy), (15) 
which can be linearized and then least squares 
can be applied for estimation f Z and V(•); this 
leads to equations (12) and (13). 
Application of the exponential distribution, a 
continuous-probability distribution, to describe 
mortality gives the simple equation suggested by 
Ssentongo and Larkin (1973). The exponential 
death density function is 
J[w) = Zexp(-Zw), w > 0, (16) 
where f(w) is the probability density of death at 
exactly age w. The expected age at death and the 
variance ofw are E(w) = 1/Z and V(w) = 1/Z 2. 
The ML2 estimator of Z is 




It has an insignificant bias. The ages at death are 




----' Z (Nx -- Nx+I) 
x=0 
rn k 
• wi = • xDx 
i=l x=O 
k 
= x__•O x(Sx - mx+l) (18) 
are applied. For larg•e values of m, the estimator 
of the variance of Z is 
17(2) = 22/m. (19) 
The exponential death-density function is an 
exponential relation between age and the number 
of survivors. The probability of survival to age 
y is 
P(y) & f(v) dv 
= exp(- Zy), (20) 
where v is an integration variable; hence, for the 
exponential distribution, the number of individ- 
uals of age y can be calculated with equation (15). 
Discussion 
All three of the mortality estimators are based 
on the same or closely related models and, given 
appropriate data, should give similar estimates 
for total mortality. However, data requirements 
for the three methods are quite different. The 
ML2 estimator requires the number of deaths at 
exactly age w. The ML1 estimator and the LS 
estimator can be applied with the number of in- 
dividuals alive at exactly age y, but they both 
also can be applied with nominal age data, which 
are the only data available for fisheries (Beverton 
and Holt 1956). 
To evaluate and compare the methods, I first 
applied them to known age structures calculated 
with the equation N(y) = 1,000 exp(-Zy) to de- 
termine how well they recovered known values 
of Z. The LS estimator and the ML1 estimator 
recovered the exact values of Z but the ML2 
estimator underestimated the correct values. For 
the ML2 estimator the true and estimated values 
of Z were: 
Z 0.10 0.50 0.75 1.00 1.50 
• 0.10 0.40 0.53 0.64 0.72 
If the exact ages at death for fish were known, as 
they are for laboratory experiments and studies 
of humans where the exponential distribution 
has often been applied, the ML2 estimator would 
be unbiased. But with data available for fisheries 
it is necessary to assume that individuals live to 
the end of the time interval in which they die 
and this results in an underestimate of mortality. 
The error is more serious with high mortality 
because then the number of deaths increases rap- 
idly with age. 
The estimators were applied to data for North 
Sea plaice Pleuronectesplatessa (Gulland 1969), 
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TABLE 1 .--Comparison f mortality estimates • and their variances • (•) generated byleast-squares (LS), max- 
iraurn-likelihood geometric (ML1), and maximum-likelihood exponential (ML2) models applied to four pub- 
lished data sets,' x is years after recruitment. 
Observed Plaice a Smallmouth bass b Pacific herring c English ole d 
age 






5 0 1,670 0 
6 1 951 719 
7 2 548 403 
8 3 316 232 
9 4 180 136 
10 5 105 75 
LS • = 0.56 •, = 1.24 
l•(•) = 1.50 x 10 -6 l•(•) = 4.89 
MLI • = 0.64 • = 1.43 
15(•') = 1.11 x 10 -4 1•(•)=0.02 
• = 0.S0 •= 0.81 








51 0 2,607 0 34 
146 I 497 2,110 0 138 0 
0 2 91 406 I 77 61 
66 3 17 74 2 27 50 
13 4 4 13 3 11 16 
3 5 I 3 4 3 8 
• = 1.58 • = 0.96 
x 10 -3 P(•) = 7.27 x 10 -4 P(•) = 2.74 x 10 -3 
•= 1.66 •=0.90 
•(•) = 1.07 x 10 -3 •(•) = 3.34 x 10 -3 
•= 0.81 •= 0.56 
x 10 -3 P(•)= 2.52 x 10 -4 P(•)=O.002 
Number of plaice landed at Lowestoff per 100 hours of fishing (Gulland 1969). 
Catch of smallmouth bass in northern Lake Michigan (Latta 1957). 
Catch of Pacific herring off British Columbia (Tester 1955). 
Catch of English sole (Ricker 1958, who called the species lemon sole). 
smallmouth bass Micropterus dolomieui (Latta 
1957), Pacific herring Clupea harengus pallasi 
(Tester 1955), and English sole Parophrys vetulus 
(Ricker 1958). In every case, the ML2 estimator 
is below the others and the higher the value of 
2, the larger the difference (Table 1). The LS 
estimator is always the most precise. 
To compare the LS estimator with the ML1 
estimator, both were applied to calculate 2 for- 
age structures generated with the equation 
N(y) = N(O)exp(-Zy + •), 
where • is a normal random variable with a mean 
of zero. The instantaneous total mortality coef- 
ficient was one. The above equation is the con- 
ventional equation applied to estimate the mor- 
tality coefficient with regression analysis. For 
different standard deviations and different sam- 
ple sizes, age structures were generated 1,000 
times and the average • and average variance of 
• were calculated (Table 2). In all cases the av- 
erage • was very close to the true value. If the 
level of variation was small, the LS estimator 
was much more precise than the ML1 estimator, 
but as variation increased, the ML1 estimator 
became more precise than the LS estimator (Ta- 
ble 2). 
The number of animals observed has a large 
effect on the variance of the ML1 estimator but 
no effect on the variance of the LS estimator 
TABLE 2.--Average variances of mortality estimates based on 1,000 trials for least-squares (LS) and maximum- 
likelihood geometric (ML1) models with different levels of variation in the survival equation and different sample 
sizes. 
Number of fish observed 
100 500 1,000 
Survival 
variance LS MLI LS MLI LS MLI 
0.01 3.04 x 10 -6 7.06 x 10 -3 2.99 x 10 -6 1.42 x 10 -3 3.00 x 10 -6 7.12 x 10 -4 
0.05 7.70 x 10 -5 7.08 x 10 -3 7.62 x 10 -5 1.42 x 10 -3 7.70 x 10 -5 7.11 x 10 -4 
0.10 2.99 x 10 -4 7.12 x 10 -3 3.08 x 10 -4 1.43 x 10 -3 3.07 x 10 -4 7.13 x 10 -4 
0.50 7.50 x 10 -3 8.55 x 10 -3 7.58 x 10 -3 1.68 x 10 -3 7.51 x 10 -3 7.91 x 10 -4 
1.00 0.03 0.013 0.031 2.61 x 10 -3 0.03 1.36 x 10 -3 
1.25 0.048 0.021 0.047 3.32 x 10 -3 0.048 2.11 x 10 -3 
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(Table 2); the precision of the ML1 estimator is 
a function of the number of animals whereas the 
precision of the LS estimator is a function of the 
number of age groups. 
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