A network simplex algorithm is described for the minimum-cost network flow problem on a generalized network with the additional constraint that there exist sets of arcs which must carry equal amounts of flow. This problem can be modeled as a linear programming problem and solved using the standard simplex algorithm. However, due to the structure of the problem, more efficient algorithms are possible that solve the problem by operating directly on the network itself. One such algorithm is described that leads to improved asymptotic performance per iteration over the standard simplex algorithm, as long as the number of side constraints is small relative to the size of the network. Computational results are given comparing this algorithm to CPLEX's primal simplex solver on randomly-generated graphs.
Introduction and Background
This paper introduces a network simplex algorithm for computing the minimum-cost flow on a generalized network, with the additional constraint that there are sets of arcs for which the flow over these arcs must be equal. The problem is a combination of two wellstudied network problems: the equal flow problem on pure networks (Calvete, 2003) , and the generalized network flow problem (Ahuja et al., 1993) .
The equal flow problem on pure networks was first considered by Ali et al. (1988) , where they imposed the restriction that each of the equal flow sets have at most two arcs. Ahuja et al. (1999) consider the simple equal flow problem, in which there is exactly one set of equal flow arcs of arbitrary size; this problem is generalized by Calvete (2003) , who proposes a network simplex algorithm for the general equal flow problem in which there can be an arbitrary number of equal flow sets of arbitrary size. To avoid confusion, this problem is referred to as the equal flow problem. The equal flow problem can be solved by an adapted simplex algorithm that is more efficient per iteration than maintaining a simplex tableau, as long as the number of equal flow sets is not too large relative to the size of the network.
The generalized network problem is described in Ahuja et al. (1993, chap. 15) . A generalized network has associated multiplicative factors for each arc in the network that cause the arc to either leak or produce extra flow in proportion to the amount sent from the arc's source. The minimum-cost flow problem can be defined analogously for generalized networks, and solved by an efficient combinatorial algorithm (Ahuja et al., 1993, chap. 15) .
A modification of the generalized network problem called the manufacturing network flow problem is described by Venkateshan et al. (2008) , in which various types of resources must be made in similar proportions to each other.
Generalized networks appear in a wide range of practical applications. The aforementioned manufacturing process is one such application. Others include water distribution and management over leaky pipes, currency exchange networks (where the multipliers on the arcs represent the amount of money gained or lost when trading from one currency to another), or an energy network or chemical process, where the multipliers represent the efficiency of converting between two types of energy. Meyers and Schulz (2009) provide a number of applications for the equal flow problem.
In particular, they consider an integer version of the equal flow problem, in which the flow on every arc must be integral. They show this problem to be NP-hard and give a number of practical applications, including airline crew scheduling, supply chain management, and decoding of particular types of codes. This paper discusses a hybrid algorithm between the algorithms for the generalized network flow problem and the equal flow problem. In Section 2, the equal flow problem on a generalized network is formally defined, and further terminology is established. Section 3 describes the basis structure needed for the network simplex algorithm, and shows that it is unique. Section 4 gives a procedure for computing flow on a network, given a particular basis structure. The optimality conditions for the algorithm are given in Section 5, and a generic pivoting rule for the algorithm is described in Section 6. Section 7 discusses the complexity of the algorithm. In Section 8, some computational results are presented, together with a comparison to CPLEX's primal simplex solver. Finally, Section 9 offers some concluding remarks and future directions. An appendix is included that contains proofs of all theorems and lemmas.
Definitions and Terminology
The equal flow problem on a generalized network is defined on a directed graph G = (N, A) where N is the set of nodes and A is the set of (directed) arcs in the graph. A supply vector b is given with entries for each node i ∈ N , where b i represents the amount of supply available at node i. If b i > 0, node i is a source; if b i < 0, node i is a sink, and if b i = 0, node i is a transport node (note that since G is a generalized network, the elements of the supply vector will not, in general, sum to 0).
Each arc (i, j) ∈ A, has an associated cost c ij , an associated capacity u ij > 0, and an associated multiplicative factor µ ij ≥ 0. The multiplicative factor is such that if x ij units of flow are sent from node i to node j along arc (i, j), then µ ij x ij units of flow arrive at node j.
If µ ij > 1, then arc (i, j) is gainy, and if µ ij < 1, then arc (i, j) is lossy. Otherwise, µ ij = 1 and arc (i, j) is breakeven.
Furthermore, a collection P = {R 1 , R 2 , . . . , R p }, R r ⊆ A, r = 1, 2, . . . , p of equal flow sets is given. The goal is to find a feasible flow function f : A → R of minimum cost that satisfies the demand at every vertex, and satisfies the additional property that for each
The equal flow problem on a generalized network can be modeled as a linear program with the introduction of some additional notation. For i ∈ N , define
as the net change in flow at node i if 1 unit of flow travels along the arcs in R r .
Additionally, for each R r ∈ P, define c r = (i,j)∈Rr c ij , and u r = min (i,j)∈Rr {u ij }. Lastly,
Then the linear programming formulation of the equal flow problem on a generalized network is:
0 ≤ x r ≤ u r for all r = 1, 2, ..., p
The above linear program has an embedded network structure given by constraints (1b) and (1c), together with some non-network variables and side constraints given by line (1d).
Because of the embedded network structure in the LP, specialized algorithms can be developed that operate directly on the network and require less computational overhead than the standard simplex algorithm. This paper introduces one such algorithm, GenNetEq, which has an improved worst-case running time than the standard simplex algorithm in most cases, provided that p is small relative to the number of nodes in the graph (if p is not small relative to |N |, the basis structure used by GenNetEq may consist entirely of equal flow sets, eliminating the ability to exploit the network structure).
Basis Structure
Assuming that an instance of the equal flow problem on a generalized network has a feasible solution, the constraint matrix associated with (1) has rank n = |N |. Thus, a basis for the problem instance has n basic variables with the remaining variables at either their upper or lower bounds. GenNetEq maintains a basis structure (B, L, U), where the sets B, L, and U contain the arcs and equal flow sets whose corresponding variables are basic, non-basic at their lower bound, or non-basic at their upper bound, respectively. To simplify notation, the members of the sets B, L, and U will be used interchangeably as either flow variables or the corresponding arcs and equal flow sets of the network G. The basic arcs of B are B ∩ A ; the remaining members of B are basic equal flow sets.
The members of B form a basis for (1) allowing the flow on G to be uniquely determined. This implies that the corresponding columns in the constraint matrix are linearly independent. Furthermore, any maximal set of linearly independent columns in the constraint matrix induces a particular structure on the graph itself, so that any basis structure (B, L, U) which maintains this graph structure will have a unique associated flow solution.
This solution can be determined for any basis structure (B, L, U) by setting all variables in L and U to their lower and upper bounds respectively, and then computing the flows for the variables in B. The specific structure of B is described next, and a proof is given that demonstrates that such a structure enables flow to be uniquely determined.
S-Augmented Spanning Forests
The set B maintained in the basis structure used by GenNetEq is a modification of the augmented spanning forest used in the generalized network flow problem. For that problem, the basis structure consists of a collection of augmented trees that span the entire network:
Definition 1 (Ahuja et al. 1993 ). An augmented tree is a tree T together with an extra arc (α, β), where α, β ∈ T . The cycle formed by the arc (α, β) is the extra cycle, and is denoted W . Define the quantity
where W is the set of arcs oriented in the same direction as W , and W is the set of arcs oriented in the opposite direction of W . For an augmented tree T + (α, β), if µ(W ) = 1, the augmented tree is good.
The basic arcs in GenNetEq form an augmented spanning forest in the underlying network, and the basic equal flow sets form connections between the components (not necessarily all) in the forest. This structure is referred to as an S-augmented spanning forest, where S ⊆ P is a collection of basic equal flow sets. For notational convenience, assume that R 1 , R 2 , ..., R s are the basic equal flow sets while R s+1 , ..., R p are the non-basic equal flow sets.
This spanning forest consists of good augmented trees as well as |S| other (non-augmented)
trees. Intuitively, the extra arc for these non-augmented trees is an equal flow set, though it is not necessary to actually maintain an association of equal flow sets with any particular tree. The good augmented trees in the spanning forest are referred to as type I trees. The s remaining trees will be referred to as type II trees and will be denoted as T 1 , T 2 , ..., T s .
The basis structure is a hybridization of the basis structure used by Calvete (2003) for the equal flow problem and the augmented spanning forest basis structure used in the generalized network flow problem (Ahuja et al., 1993) , and is given in Definition 2. Definition 2. A good S-augmented forest is a set of |S| type II trees T 1 , T 2 . . . , T |S| , together with k type I trees
span G (k may be 0). Furthermore, the submatrix formed by the rows and columns of the constraint matrix associated with the type II trees, together with the columns corresponding to equal flow sets, must have full rank. The set N I is the set of nodes spanned by the type I trees, and the set N II is the set of nodes spanned by type II trees.
An example network is presented in Figure 1 , together with a good S-augmented forest.
In this example, the basis structure consists of one type I tree and one type II tree, together with a single equal flow set. The type I tree is rooted at node a, and has extra arc (c, b). The type II tree is rooted at node d; it is trivial to verify that the submatrix of rows and columns corresponding to the equal flow set {(b, e), (c, d)} has full rank, so the basis structure shown is valid.
Finding an Initial Basis
As will be shown, if a feasible solution to the equal flow problem on a generalized network exists, then a corresponding good S-augmented forest exists. To find such a structure on an arbitrary problem instance may be a non-trivial task, however. To initialize GenNetEq, several different standard network transformations can be used to find a good S-augmented forest. GenNetEq creates self loops at every node, similar to the approach of Ahuja et al.
(1993) (See Figure 2 ).
The next section shows that any basis for the equal flow problem on a generalized network must have this structure. Further, a good S-augmented forest allows flow values to be uniquely determined for all basic variables.
Flow Computation
Given a good S-augmented forest structure (B, L, U), the flow can be uniquely determined as follows. Initialize a modified supply vectorb = b. For each arc (i, j) ∈ L, set the flow x ij to 0. For each equal flow set R r ∈ L, set x r = 0. For each arc (i, j) ∈ U, set x ij = u ij , and for each equal flow set R r ∈ U, set x r = u r . Finally, for each arc (i, j) ∈ U, updateb by subtracting u ij fromb i and adding µ ij u ij tob j , and for each equal flow set R r ∈ U, subtract
Then, for each equal flow set R r ∈ B, set x r = θ r . Traverse each type II tree from leaves to root to determine the flows on each arc in terms of the θ r 's. Next, solve the system of equations induced by the flow balance equations at the root of each type II tree. This system of equations must have a unique solution if the basis structure is valid, since this system is precisely encoded by the constraint matrix of the type II trees and basic equal flow sets.
Once this solution has been determined, the remaining flow values on the arcs in the type II trees can be determined by substituting in the θ r values. After this is done, the supply at all remaining nodes i ∈ N I is updated by adding d r (i)x r tob i for each R r ∈ B.
Finally, for every type I tree T i + (α i , β i ) in the spanning forest, set the flow on (α i , β i ) equal to θ. By traversing the tree from leaves to root, the flow on each arc can be determined in terms of θ. The flow balance constraints at the root imply a unique solution for θ (this is precisely the calculation performed to obtain flows in the generalized network setting;
see (Ahuja et al., 1993) for more details).
This procedure is summarized in Algorithm 2, ComputeFlows. At the end of this procedure, flow values have been assigned for all arcs in A and for all equal flow sets. This process is deterministic, so it uniquely determines these flow values. Furthermore, Theorem 1 establishes that this is the only possible basis structure.
Theorem 1. The basis structure (B, L, U) has a corresponding unique flow solution where B forms a good S-augmented forest for S = {R r : R r ∈ B}. Furthermore, any basis for (1) must form a good S-augmented forest.
Optimality Conditions
The basic step for pivoting in GenNetEq is no different than in the pure network simplex algorithm: calculate the reduced costs of all non-basic arcs and equal flow sets, choose a sub-optimal arc or equal flow set to enter the basis, and then determine how much flow can be pushed across that arc or equal flow set until some basic variable becomes saturated (reaches its upper or lower bound) and leaves the basis (note that the entering and leaving variable could be the same).
In order to calculate the reduced costs, node potentials must be determined. Node potentials are precisely the dual variables of (1b), and are denoted by π i for i ∈ N . The reduced cost (with respect to a set of node potentials π = {π i } i∈N ) of an arc (i, j) ∈ A is defined as:
The reduced cost for an equal flow set R r is defined as:
Note that c π r is simply the sum of the reduced costs of all arcs in R r , and is precisely the reduced cost of x r in the linear programming model (1). (Ahuja et al., 1993) . Theorem 2 gives the optimality conditions for a flow solution x * :
Theorem 2. If a flow x * is a feasible solution for the equal flow problem on a generalized network and x * satisfies the following conditions for some set of node potentials π, then it is optimal:
This result leads to the following optimality conditions for a good S-augmented forest structure:
Corollary 1. A good S-augmented forest structure (B, L, U) with an associated feasible flow solution x * is optimal if for some set of node potentials π, the optimality conditions in (2) are satisfied.
These optimality conditions lead to a method for computing a set of node potentials π for a given basis structure (B, L, U) with feasible flow x: construct π so that c is optimal. Otherwise, a violated optimality condition has been identified and a pivoting operation can be performed.
To compute the node potentials, set the value of π h = θ for each type I tree T + (α, β) in the S-augmented forest, where h is the root of T . Then, solve 0 = c ij − π i + µ ij π j for each arc in T (since T has a tree structure, this can be done uniquely in terms of θ). Lastly, solve 0 = c αβ − π α + µ αβ π β to determine a numerical value for θ (note that this procedure is identical to the procedure for the generalized network setting).
Next, for each type II tree T i in the S-augmented forest, set the value of π h i = θ i , where h i is T i 's root (chosen arbitrarily). As before, solve for all arcs in T i in terms of θ i . Next, solve the following system of s equations to determine numerical values for each θ i :
This system of equations will have a unique solution, since the submatrix formed by the rows and columns of the constraint matrix associated with the type II trees has full rank, by definition. Thus by using this technique, unique node potentials can be determined for all nodes in the type II trees. This procedure is summarized in Algorithm 3, ComputePotentials.
Pivoting
During each iteration, GenNetEq moves from one feasible basis to another by pivoting. In this process, a variable is selected to enter the basis, and a leaving variable is identified and removed from the basis.
Selecting an Entering Variable
Once all node potentials have been determined, reduced costs for all non-basic arcs and equal flow sets can be computed according to the above optimality conditions. If any condition is violated, then the variable corresponding to the offending arc or equal flow set can be chosen to enter the basis. In the case of multiple violations, the entering variable can be chosen using any pivoting scheme (largest violation, lowest index, etc.), though different choices may lead to different rates of convergence. Experimental results suggest that a largest-violation rule where the reduced cost of the equal flow sets is scaled by the number of arcs in the set produces fast convergence in terms of number of iterations, and was not too computationally expensive. Alternatively, a candidate list approach as described in Ahuja et al. (1993, chap. 11) gives substantial savings in CPU time without sacrificing too many iterations.
Once an entering variable has been determined, a leaving variable must be determined so that the pivoting operation can be performed.
Selecting a Leaving Variable
In this section, the entering variable will be assumed to be at its lower bound; a similar procedure can be applied when the entering variable is at its upper bound. In order to determine the total allowable change δ in the entering variable's flow, one unit of flow can be pushed on this variable to determine the relative (linear) rates of change ∆ x B in the flows on the basic variables. These rates of change can be used to determine which basic variable will be saturated first as the flow on the entering variable is increased. It is also possible that the flow on the entering variable can be increased to its upper bound, in which case the entering variable is also the leaving variable.
The entering variable may either correspond to an arc (k, l) or to an equal flow set R q .
There are several cases to consider:
Case 1: k ∈ T e , l ∈ T f for some type I trees T e + (α, β), T f + (γ, η)
There are two sub-cases: Either T e = T f , or they are different trees. In either case, the pivoting procedure for the generalized network simplex algorithm described by Ahuja et al. (1993) can be performed exactly; no modification is necessary, so this will not be described here.
Case 2: k ∈ T e , l ∈ T f for some type II trees T e , T f
When the entering arc forms a connection between two type II trees, sending flow along that arc will decrease the total supply available in T e and increase the total supply available in T f . The maximum amount of flow that can be sent along arc (k, l) can be determined as follows:
1. Send one unit of flow across the arc (k, l).
Run procedure
ComputeFlows to determine the relative rates of change ∆ x B on all basic variables, with respect to the new supply created by pushing flow across (k, l).
Find the variable that will reach its upper or lower bound first (called the blocking variable) as flow is pushed along (k, l).
This procedure will return a value δ that can be pushed along arc (k, l) that will maintain feasibility. It also produces a leaving arc (i, j) or a leaving basic equal flow set R h that will leave the basis at its upper or lower bound.
Case 3: k ∈ T e , l ∈ T f or k ∈ T f , l ∈ T e for a type I tree T e + (α, β) and a type II tree
In this case, pushing flow along arc (k, l) increases or decreases the available supply in T e + (α, β) while doing the opposite to the supply in T f . Intuitively, T e + (α, β) can generate or consume supply as needed by pushing it around its extra cycle, but T f needs to disperse or obtain the additional supply from elsewhere in the graph via the equal flow sets. As in Case 2, a single unit of flow is sent across (k, l), and ComputeFlows solves for the relative rates of change on all basic variables. This allows a blocking variable (i, j) or R h to be identified and leave the basis.
Case 4: The entering variable corresponds to an equal flow set R q
In this case, an additional equal flow set is selected to distribute flow between the trees in the forest. Since the size of the basis must remain unchanged, bringing this equal flow set into the basis can either replace one of the current basic equal flow sets, replace a basic arc in a type II tree (thus splitting the type II tree into two disjoint type II trees), or replace a basic arc in a type I tree (thus either splitting the type I tree into a smaller type I tree and a type II tree or transforming the type I tree into a type II tree by breaking the extra cycle).
To determine which possibility occurs, it is necessary to compute relative rates of change for the flows on the basic variables per unit change in the flow on R q and then identify a variable to leave the basis.
The pivoting process proceeds in a similar fashion to Cases 2 and 3. By pushing a single unit of flow across all arcs in the equal flow set, the ComputeFlows procedure can determine a unique flow solution ∆ x B . From this, as in the other cases, a blocking variable (i, j) or R h can be identified to leave the basis.
This pivoting process moves from one feasible basis of (1) to another. Since any basis for (1) forms an S-augmented forest, pivoting moves between S-augmented forest structures with feasible flow. After a pivoting operation, new flow values have been computed for all basic variables, and node potentials will need to be updated using ComputePotentials.
Pseudocode for the pivoting procedure is given in Algorithm 4, Pivot. For an example of the pivoting process, see Figure 3 .
Complexity of GenNetEq
The complexity of the GenNetEq algorithm depends on two factors: the complexity per iteration and the total number of iterations needed before the algorithm terminates.
Per-Iteration Complexity
The complexity of an iteration can be determined by observing that each iteration requires a call to ComputePotentials, the selection of an entering variable or a determination that no variable violates its optimality conditions, and then a pivoting operation which updates the basis and flow solution x. Let n = |N |, m = |A |, and p = |P|. ComputePotentials must set up and solve a system of equations of size at most p, and it visits every node in the graph at most twice, so it takes O(np + p 3 ) time.
Once node potentials are determined, Pivot is called. This procedure has three steps:
selecting an entering variable (if one exists), finding a leaving variable, and updating the basis structure. To find an entering variable, the reduced costs of all non-basic variables are computed, and one is selected that violates its optimality conditions. This can be done in per-iteration running time of the simplex algorithm for generalized networks.
Termination
When an iteration of GenNetEq results in a pivot with δ > 0, then the cost of the flow will decrease after that iteration. Assuming that all arcs have finite capacity, the value of the optimal cost is bounded below. Thus, GenNetEq will terminate after a finite number of iterations, assuming each iteration is non-degenerate (i.e., produces a non-zero improvement). Unfortunately, empirical evidence suggests that upwards of 90% of pivots in a network LP are degenerate (Elam et al., 1979) . However, since GenNetEq operates in the same manner as the standard simplex algorithm, finite termination can be achieved by applying an appropriate perturbation to the initial supply vector b. Moreover, perturbation techniques can also be used to improve the overall performance of the algorithm by promoting sparse pivots (see, for example, Bixby 2002).
Even though GenNetEq will terminate using perturbations, the total number of pivots could still be exponential (just as in the simplex algorithm). However, it is suspected that most problems will require a number of pivots that is polynomial in m and n. This performance was observed for the experiments that were run.
Computational Results
An implementation of GenNetEq was written in C++, and run on a variety of problem instances to gain additional insight into the problem. The problem instances were generated randomly, using a modification of the GNETGEN algorithm developed by Klingman et al. (1974) and Clark et al. (1992) . The network generator behaves identically to GNETGEN, except that it also allows for placement of equal flow sets to maintain network feasibility.
Some example instances, together with the code and parameter settings used to generate all graphs, is provided in the online supplement.
Each problem instance was solved by GenNetEq on a single core of an Intel Core i7-930 2.8GHz quad-core processor, with 12 GB of available memory (a maximum of 1 GB was actually used in the experiments). Trials were run on 1200-node networks, across networks ranging from 35 970 to 647 460 total arcs. Trials were done with both 10 and 50 equal flow sets, with 30% of the total number of arcs distributed equally among all equal flow sets. 30
experiments were performed for all combinations of parameters.
Results were then compared to the primal simplex solver and the network simplex solver in CPLEX. Experiments show that CPLEX's network solver is unable to extract an appropriate network structure for the generalized equal flow problem, and so resorts to either the primal or dual LP simplex solver. Thus, the results from the network simplex solver are not shown here. CPLEX's primal simplex solver was invoked with preprocessing disabled and the candidate list pricing scheme (partial pricing) turned on, as this provides the fairest comparison between CPLEX and GenNetEq. Table 1 shows statistics for GenNetEq when run across all experiments. GenNetEq takes just under 1.5 minutes to solve the largest problem instances (647 460 arcs and 50 equal flow sets). Table 2 reports the results of the comparison between GenNetEq and CPLEX as the geometric mean of ratios of GenNetEq and CPLEX on all problem instances, grouped by problem size and number of equal flow sets. GenNetEq takes about three-quarters as many iterations as CPLEX does on all problem instances, but with respect to CPU seconds, GenNetEq takes several times as long. The performance of CPLEX is unsurprising on this problem, given that CPLEX is a 
, where the products are taken over each instance i for a given set of parameters.
highly-optimized commercial software library. In Table 3 , a profile analysis of the specific implementation of GenNetEq is presented, to demonstrate where improvements could be made in this implementation. Five instances from each class of problems were chosen to be profiled using the gprof Linux utility; the results for each major subroutine of GenNetEq were averaged together to provide insight as to where the bulk of the work is being performed.
As can be seen, the largest portion of running time is spent in selecting an entering variable, and performing all steps necessary to pivot out the leaving variable. Closer analysis of the profiling results shows that about two-thirds of the work in Pivot is being spent updating the basis, which suggests that further optimization of the tree-updating procedure may improve the running time. Table 3 : Results of profiling the code for an implementation of GenNetEq. The majority of the work is being performed in selection and pivoting. The Select procedure computes reduced costs and selects an entering variable.
Another interesting observation from these experiments is that in general, around 90% of the pivots performed by GenNetEq are between two type I trees. Thus, in most cases,
GenNetEq does not need to perform any extra work above and beyond that done by the generalized network simplex algorithm. It may be possible to invoke a highly-optimized generalized network simplex solver for these pivots to gain additional improvements in running time.
Conclusion
The network simplex algorithm described in this paper solves the minimum-cost flow problem on generalized networks with equal flow sets. By exploiting the structure inherent in the network, the algorithm is able to gain improvements in theoretical per-iteration efficiency over the standard primal simplex algorithm, and has comparable worst-case per-iteration running times as other network simplex algorithms on related problems. This combinatorial structure is able to provide a number of important insights into the nature of this problem that are not immediately apparent from the linear programming formulation.
As such, this problem admits a number of directions for future research; first, other generalized network flow problems that have similar side constraints should be identified, and an adaptation of the basis structure of GenNetEq should be developed to solve these problems. This may be helpful to identify a general class of problems for which a network simplex-based approach is useful.
Finally, it should be seen if a dual network simplex algorithm for solving the equal flow problem on generalized networks can be developed. This algorithm would ignore capacity constraints and operate on variables with infeasible flow values. Work on dual algorithms for pure networks suggest that such an algorithm may exist, and using scaling techniques, may guarantee strongly polynomial running times for such an algorithm (see, for example, Armstrong and Jin 1997) .
basic arcs in B is not exactly |S|, then either the size of B is greater than n, or the flow function cannot be uniquely determined for B .
Let N II be the subset of nodes spanned by the set of type II trees, with b = |N II |, and let be the number of type II trees. Let X be the nodes in the remainder of the graph (i.e., X = N \ N II , and |X| = n − b). This implies that there must be at least n − b basic variables spanning the nodes in X, since there must be at least one cycle contained in every component of X. Thus, if < |S|, then
which violates the condition that all bases have the same size.
Next, suppose that > |S|. Then, by a similar analysis as above, in order for B to have enough basic variables, there must be at least one component of N II which has more than one cycle. If all cycles of this component are breakeven, then flow around any cycle can be determined arbitrarily. On the other hand, if there exist two cycles W 1 and W 2 in this component which are not breakeven, we can orient W 1 so that it is gainy, and W 2 so that it is lossy. By the discussion of bicycles in Ahuja et al. (1993, pp. 587-589) , an arbitrary amount of flow can be sent around W 1 and have the excess absorbed by W 2 , so the flow on G is not unique.
Finally, suppose that = |S| (i.e., the number of type II trees is exactly |S|). Furthermore, everything in X must be of type I, or the flow on some component of X cannot be uniquely determined. That is, X is precisely N I , and every tree in X must have a non-breakeven cycle, as shown by Ahuja et al. (1993, chap. 15) . Thus, the submatrix corresponding to the type II trees of B , together with the basic equal flow sets, must not have full rank. By definition, however, this means that the flow on G cannot be uniquely determined.
B. Proof of Theorem 2
Proof. For x * to be optimal, it must satisfy c T x * ≤ c T x for all other feasible x. Equivalently, for some set of node potentials π that satisfy the conditions above, (c π )
To show that x * is optimal, then, it suffices to show that (c π )
T (x − x * ) is nonnegative. In fact, the stronger condition that each term of
is nonnegative will be shown. There are several cases to consider. This establishes that all terms are nonnegative, so it follows that (c π ) T x * ≤ (c π ) T x for all feasible x. Therefore, x * is an optimal solution to the equal flow problem on a generalized network. Step 1: da → aa
Step 2 Step 3: EFS → ff
Step 4 Step 5: cb → cc
Step 6 // Phase I:
4:
Set cost of all artificial arcs to 1, and all other arcs to 0
5:
x ← solve((B, L, U))
6:
if any artificial arc has non-zero flow:
return Problem is infeasible 8:
// Phase II:
Restore original costs 10:
11:
return cost of x 12: end procedure 
