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Kurzfassung 
Die Komplexität der Szene macht die Situationsmodellierung und –Interpretation schwierig. 
Um diese Aufgabe zu lösen, benutzen wir in dieser Arbeit das erweiterte 
Sensordatenfusionsmodell von Joint Directors of Laboratories. Ein probabilistisches 
graphisches Modell zur Modellierung der Kontextabhängigkeiten (örtlich, zeitlich, 
semantisch) zwischen den Objekten (Fußgänger, Fahrzeuge, Fahrspuren) und der Szene 
wird vorgeschlagen. Ein Inferenzalgorithmus zur Schätzung der 
Wahrscheinlichkeitsdichtefunktion an jeden Knoten des Graphs wird entworfen und 
implementiert. 
 
Abstract 
Situation modeling and understanding is a challenging task due to the scene complexity. In 
this work we use the extended Joint Directors of Laboratories model for sensor data fusion to 
solve this challenging task. We propose a non-directed graphical model to represent the 
global and local contextual dependencies (spatial, temporal, and semantic) between the 
objects (pedestrians, vehicles, and lanes) and the scene. We develop an inference algorithm 
to estimate the probability density function at each node of the graph in a bottom up top 
down approach using non-parametric belief propagation (NBP) scheme. The inferred objects 
are contextually consistent with respect to others objects and the scene. 
 
1 Introduction 
Advance driver assistance systems (ADAS) get increasing importance because they improve 
safety and comfort of traffic participants. Furthermore, they can be used to make traffic more 
efficient and ecological [1]. Some useful ADAS tasks like vehicle/pedestrian detection or ego 
vehicle free space estimation are developed separately or are combined without taking into 
account a priori relationships between entities (for example a vehicle normally does not move 
on a sidewalk) leading sometimes to false alarms. The Joint Directors of Laboratories (JDL) 
model introduced in [2] was initially developed for military applications. In [3] this model is 
considered as a conceptualization and common understanding of sensor fusion and revised 
for automotive applications. In this work we use this model and additionally introduce the 
process refinement as the part of the fusion process. In this process refinement part we 
propose a non-directed hierarchical graphical model to represent the global and local 
contextual dependencies (spatial, temporal, and semantic) between the objects (pedestrians, 
vehicles, and free space/lanes) and the scene. We develop an inference algorithm to 
estimate the probability density function at each node of the graph in a bottom up top down 
approach using a non-parametric belief propagation (NPB) scheme. The inferred objects are 
contextually consistent with respect to others objects and the scene. 
The next sections of this work are divided as follows: In section 2, we present the related 
work, and describe our sensor data fusion model in section 3. Section 4 deals with our 
graphical modeling of contextual dependencies between the objects and the scene. In 
Section 5 we present some results, and conclude the work with section 6. 
 
2 Related Work 
The idea of using contextual information to jointly reason about the scene understanding 
tasks like object detection/categorization, semantic/geometrical scene labeling, saliency 
detection and scene categorization is motivated from the results of human visual perception 
research. In [4] five features that are important for human vision are proposed: support 
(objects should not be floating), interposition (objects should occupy different volumes), 
probability (objects should or should not appear in certain scenes or together), position 
(objects should appear in typical locations in the scene or relative to others objects), and size 
(objects have typical relative sizes) (see [5], [6], [7], [8], [9], [10], [11], and [12] for the 
implementation of this features). In our work we use different combination of these features. 
A critical survey of context based object categorization is presented in [13]. The author 
shows how global and local context information can be combined with pixels, regions, and 
objects’ appearance to improve the object categorization. The “gist” descriptor proposed in 
[14] is one of the most popular global context features for predicting the scene class of a 
given image or the excepted objects as well as their positions and scales in an image (see 
[5], [6], [12], and [9]). We plan to use this descriptor in our work. 
To combine the contextual information graphical models are more suitable than classifier, 
because they can encode the local dependencies in the scene. These dependencies are 
used to make a globally consistent prediction. The main disadvantage of combining this 
information is the complex and expensive computations [13]. One of the most used graphical 
models is the Conditional Random Field (CRF). This model is used for e.g. to jointly reason 
about the object detection, the scene classification (see [12]) and the semantic scene 
segmentation (see [15]). A similar model is also used to estimate the scene geometry (see 
[16]) or for the object categorization (see [7]). The main differences between authors using 
graphical models are the methods for learning (e.g. Expectation Maximization [17], Maximum 
Likelihood [5] or Maximum a posteriori Probability [10] estimator) and inference (e.g. Max-
Product Belief Propagation [18], particle-based NBP [8] or Metropolis-Hastings [19] 
algorithm). Our approach differs from those, since we use a non-directed hierarchical 
graphical model to represent the scene. Object nodes are pairwise combined modeling 
scene parts or the whole scene. We develop an inference algorithm to estimate the 
probability density function (PDF) at each node of the graph in a bottom up top down 
approach using NBP. 
Instead of using graphical model the author in [20] propose a two layer classifier model, 
where the outputs of the first layer classifiers are used to improve the second layer and vice 
versa. The system can jointly improve tasks like depth map, scene geometry and saliency 
estimation as well as object detection. A hybrid approach is proposed in [21] where the 
author models the graphical model nodes as classifier and learns the message passing 
inference. The resulting system is a sequence of predictors, which is used to classify 3D 
point cloud and estimate 3D surface. 
There are many levels where different tasks can be combined together. Authors in [8], [17], 
und [18] combine low level pixels and/or regions features and introduce contextual 
information to jointly resolve the different tasks. Others authors take as input the independent 
detector outputs (object, scene class, scene geometry, etc.) and just model high level 
dependencies to improve each output (see [7], [20], and [22]) or to resolve new task (see 
[12], [15], and [5]). We follow the second approach in our work. A combination of low and 
high level information is also possible (see [19], and [23]). 
 
3 System Overview 
Figure 1 shows the overview our sensor data fusion system. As mentioned above we use the 
extended JDL model as described in [24] (level 0 to 4). All tasks on the levels 0 and 1 are 
either independently processed or weak coupled in a bottom up approach. For each output 
we give assumption about the content and the quality (see the two black arrows). The level 1 
outputs a list of detected objects like pedestrians, vehicles, and Occupancy Grid Map (OGM). 
We model the contextual dependencies between the objects and the scene in the “Situation 
Modeling and Interpretation” (SMI) part using a graphical model. This joint reasoning allows 
us to improve the “Object Detection & Tracking” and even the “Sensor Data Processing” part 
with respect to the scene consistency (see violet arrows) in a top down approach. The next 
paragraphs will deal with the detailed description of this system. For level 0 and 1 we just 
implement state of the art methods, because this levels are just the inputs our SMI task. 
 
 
Figure 1: Layer architecture our sensor data fusion system. The hierarchical graph is modeled in the 
“Situation Modeling & Interpretation” part. The violet arrows represent the feedback loop and the 
black one the contents and quality. For more details about level 0 to 4 see [24]. 
3.1 Level 0: Sensor Data Processing 
The laser scanner system used in our experimental vehicle consists of four Sick LUX laser 
scanner sensors which are arranged on the test vehicle’s front and rear. Each sensor has a 
detection field 90o degrees and 120 meters in azimuth and range respectively. The 
transmitted laser pulses are reflected by objects within the measuring range. These echo 
pulses are delivered by the sensor as a scan point. 
The stereo camera system consists of two gray digital cameras mounted ahead on the ego 
vehicle roof. We use a stereo base width of 46 cm and a focal length of 1281pixel allowing us 
to have good depth resolution up to 40 m in front of the ego vehicle. The Stereo Data 
Processing outputs a dense depth map using a GPU implementation of the Semi Global 
Matching (SGM). The SGM is described in [25]. 
 
3.2 Level 1: Object Detection and Tracking 
In this section we describe the OGM computation, the pedestrian and vehicle detection which 
are the most important objects in our work. 
 
3.2.1 OGM computation 
The occupancy grid (OG) representation [26] and the related SLAM and DATMO algorithms 
are a widely researched topic in bibliography [27], so in the current work the mere basics of 
the framework is presented.  
In the OG representation, the vehicle environment is divided into a two-dimensional lattice m  
of rectangular cells (extensions however exist for polar coordinate systems). Each cell is 
assigned with a value indicating the probability that the cell is occupied by an obstacle. A 
high value of occupancy grid indicates the cell is occupied and a low value means the cell is 
free. 
In general the mapping problem from a moving robot is summarized as follows: 
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, where s is the robot pose, m is the map, tz is the sensor measurement taken at time t , and 
tu specifies the robot motion command asserted in the time interval [ )tt ,1−  . Values notated 
by a superscript t  refer to all data leading up to time t . As we see from the above equation, 
a slam algorithm estimates both the map and the robot pose. 
 
In general a Bayes filter is used to calculate the posterior over the occupancy of each grid 
cell. A grid cell with coordinates yx, and occupancy xym , has the posterior probability 
calculate as follows using the log odds form [28]: 
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As we can see from the above the equation, only the calculation of the probability density
),|,( tstzyxmp is required, which is called the inverse sensor model. The inverse sensor 
model can be retrieved from the working principle of the sensor. Assuming we have a laser 
reflection at distance d (see Figure 2a), we assume that space until the reflection is free and 
the space behind the reflection is unknown since it is occluded by the source of the 
reflection. A 2D and 3D representation of the inverse sensor model are shown in Figure 2a, 
and 2b. 
 
(a) 
 
(b) 
Figure 2: The 2D (a) and 3D (b) representation of the inverse sensor model. 
Pose estimation or localization is another important aspect in the mapping problem, since 
accurate robot (in this work ego vehicle) position is required in order to accurately update the 
map. Many methods are proposed and there is an extensive bibliography in this topic. 
In our work we first compute two separate OGMs based on the LUX and the stereo camera 
system and then fuse it into one OGM. 
 
3.2.1.1 OGM with LUX 
The algorithm architecture is presented in Figure 3. The first step of the algorithm consists of 
determining the vehicle movement between two consecutive scans. The alignment between 
the two scans is achieved with the use of the iterated closed point (ICP) algorithm [29]. The 
output of the algorithm is the estimation of the vehicle displacement and rotation which is 
used to transform the previously estimated grid into the new vehicle pose. In this iterative 
way we can estimate the new robot pose ts  based on the previous pose 1−ts   and the robot 
estimated motion and rotation, [ ][ )ttyx 1−∆∆  [ )tt 1−θ  respectively [30]. Then each cell’s 
posterior probability ),|( , ttyx szmp  given the measurements tz and poses ts up to time t are 
updated by applying the inverse sensor model ),|( , ttyx szmp  and using the log odds 
representation of Bayes’ rule as explained in the previous section. The estimated OGM is 
shown in Figure 5b. 
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Figure 3: Block diagram of the SLAM algorithm used for the Laser scanner grid update. 
3.2.1.2 OGM with stereo camera system 
Detection of free space/obstacles using stereo system can be made in the 3D Euclidian or 
the v-disparity space. These two approaches are compared in [31]. 
The v-disparity space approach, originally proposed in [32], computes the v-disparity space 
accumulating the pixels with the same disparity value from a given image line. Finding the 
ground plane in the image is equivalent to find a line in the v-disparity space under the 
assumptions that the ground plane is flat, one of the most seen parts in the image, and that 
the camera roll angle is small enough to be neglected. Usually Hough transformation is used 
to detect the ground plane line. This line equation depends only on the parameters camera 
pitch angle and height above the ground plane. A threshold is used to separate free space 
from obstacles pixels according to their distance to the ground plane line. While this 
approach is easy to compute, and achieve good estimation, when the road is flat (e.g. 
highways environments), it suffers from wrong detection when the assumptions mentioned 
above are violated (e.g. non-flat road in urban scene or ground plane as non-dominant part 
in the image due to obstacles) [31]. [33], [34], and [35] extend this approach to overcome the 
problems mentioned above. We will not go more in details because this is out of scope our 
work. We just implement the original approach proposed in [32]. 
 
The 3D Euclidian approach computes the 3D map of the image and either uses a fitting 
algorithm like least square in combination with voting schema like RANSAC or propagation 
algorithm to estimate the ground plane. In both cases a set of start points corresponding to 
the road and the road equation have to be chosen. Smoothness assumption and prior 
knowledge about road slope are integrated to improve the result. The main advantage is that 
non-flat road can be better estimated. This approach is more sensitive to 3D stereo 
computation errors and is time consuming. Also the choice of the start road points could be 
difficult if for example the road is occluded. Following this approach the author in [36] models 
the road as a quadratic surface. Using a density and a Digital Elevation Map (DEM) road 
start points are selected and the road plane is fitted using RANSAC. The set of road points 
are extended with new points based on smoothness constraint and the road plane is fitted 
again. Stereo computation errors are taken into account. This method can separate the road 
from traffic isle and the other obstacles. We implement a simplified version of this approach 
in our work and just propagate the points in the DEM with respect to the smoothness 
between neighbor points. The result is shown in Figure 5c. 
 
3.2.1.3 OGM Fusion 
In our approach, a separate occupancy grid is built for each sensor and the two grids are 
fused on a cell level. Since the two grids have the same dimensions and cell size, the grids 
fusion is a matter of combining the occupancy probabilities of each cell. Assuming the 
independence of the laser scanner and stereo system measurements, the fused occupancy 
estimate of each cell can be computed using the Bayes Theorem (“Naive“ Bayesian Fusion) 
[37].  
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3.2.2 Vehicle Detection 
Vehicle detection is an important task for driver application. One application is the adaptive 
cruise control (ACC) where the system is able to automatically adapt the ego vehicle 
distance and velocity avoiding collision with the front vehicle. Vehicle detection using vision 
systems remains a challenging task due to the huge appearance variability [38]. In [38] the 
author reviews different vehicle detection approaches and describes the main tasks of 
hypotheses generation and validation. 
The hypotheses generation consists of generating regions of interest where possible vehicles 
are located in the image using a sliding windows approach. On this step prior knowledge like 
symmetry [39], color, edge, corner, texture, depth [40], aspect ratio, Stixel [39] and motion 
are used. Also contextual information like contact point to the ground plane (vehicles usually 
move on the road/ground plane) can be integrated. 
The hypotheses validation step classifies the generated hypotheses as vehicle or not using 
template-based or appearance-based approach. The template-based approach estimates 
the correlation between the generated hypotheses and predefined patterns (e.g. “U” shape, 
license plates, and “moving edge closure”, etc.). Vehicle hypotheses are validated if the 
correlation is bigger than a threshold. Appearance-based approach use features like SIFT, 
Gabor Filter, Histogram of Oriented Gradients (HOG) [41] or Haar Wavelet [40], and 
classifier like Support Vector Machines (SVMs) [41], neural networks, AdaBoost [40] or 
Bayes classifier to classify the generated vehicle hypotheses. Due to the features variation 
with vehicle viewing point, classifiers are trained for different viewing point like front, back, 
front-side, and back-side (see [40], [41] and [42]). Advantages and disadvantages of these 
approaches are discussed in details in [38]. In this work we generate vehicle hypotheses 
using the detected ground plane and the “u-v”- disparity space. We use SURF [43] features 
and “bag of words/key points” [44] to train a SVM classifier. 
 
 
(a) 
 
(b) 
Figure 4: Our tree based hierarchical graphical model for scene modeling and understanding. 
Shaded nodes are observed in the learning and inference steps. White nodes are objects, scene 
parts or the whole scene. These hidden nodes are just observed in the learning step and inferred 
resulting in a contextual consistent scene. The left tree (a) is a generic one while the right (b) is 
learned using data from [7]. 
3.2.3 Pedestrian Detection 
Pedestrian detection is, like vehicle detection, a challenging task. Many approaches are 
proposed in the literature. We refer to the comparison proposed in [45] for more details. 
Similar to vehicle detection hypotheses are generated using prior knowledge like aspect 
ratio, Stixel [46] and contextual information (pedestrian usually stay on the ground plane) in a 
sliding window approach.  
The hypotheses validation is either shape or features based or combined [47]. 
Shape based approach [47] use prior knowledge about pedestrian to generate shapes set. A 
given shape is matched with this set using a correlation function and classified as pedestrian 
or not with respect to a threshold. 
Features like HOG [48], Local Binary Pattern (LBP) [49], color, texture or motion [50] are 
combined with classifier like SVM [48] or AdaBoost [51] to predict the class (pedestrian or 
not) of a given image window. In this work we use the OpenCV implementation for people 
detection similar to [48] and we add the hypotheses generation step using Stixel and aspect 
ratio. 
 
4 Level 2, 3 & 4: Situation Modeling & Interpretation – An unified approach 
As mentioned above the idea of holistic scene understanding is motivated by human visual 
perception. Low and high level features are combined in a bottom up top down approach to 
jointly reason about scene information like saliency, geometry, and objects with respect to 
contextual dependencies. In the next step we will propose a graphical model for contextual 
dependencies. Learning and inferring the model parameters will be explain. 
 
4.1 Graphical model for contextual dependencies 
Inspired from the graph theory, probabilistic graphical models 𝐺 = (𝑉,𝐸)  are defined as a set 
of vertices (nodes) 𝑖 ∈ 𝑉  associated with random variables 𝑥 =  {𝑥𝑖}𝑖=1𝑛  and edges (𝑖, 𝑗) ∈
𝐸|𝑖, 𝑗 ∈ 𝑉 modeling the dependencies between 𝑥𝑖 ∈ 𝑥 and 𝑥𝑗 ∈ 𝑥. While estimating the joint 
probability over the set of random variables 𝑥 =  {𝑥𝑖}𝑖=1𝑛  is complex graphical models allow us 
to factor the representation of this probability into modular components using the 
independence properties [52]. Undirected graphical models called Markov Random Field 
(MRF) are more suitable for our work allowing us to reason in a bottom up top down manner. 
Using pairwise MRF the joint probability [52], [53] 
𝑷(𝒙) =  � 𝝍𝒊𝒋�𝒙𝒊,𝒙𝒋�(𝒊,𝒋)∈𝑬 �𝝍𝒊(𝒙𝒊)𝒊∈𝑬                                                                                4. 1 
is the product of the pairwise and single node potentials 𝜓𝑖𝑗�𝑥𝑖 , 𝑥𝑗� and 𝜓𝑖(𝑥𝑖) containing the 
dependencies between neighbor nodes and single-node constrains. Estimating the 
probability in equation 4.1 can be divided in 3 tasks: estimating the model structure, learning 
the potentials, and inferring the probability. 
 
4.2 Tree-based hierarchical graphical model 
In this work we use a tree-based model as showing in Figure 4a instate of a fully connected 
network reducing the model complexity. The leaf nodes are the object detection result 
combined with prior knowledge (in this case “gist”). These nodes are observed in the learning 
and inference steps. We focus on binary tree and learn the structure using the Algorithm 4.1. 
 Algorithm 4.1: Algorithm for learning the binary tree structure our hierarchical graphical model. 
Input: Leafs nodes 𝑉0 = {𝑖}𝑖=1𝑛  corresponding to the n object classes 
The co-occurrence matrix 𝑀 ∈ ℕ𝑛×𝑛 
Output: Output graph 𝐺 = (𝑉,𝐸) 
1: Initialization: 𝑉 ← 𝑉0;𝐸 ← ∅;𝑉𝑝𝑟𝑒𝑣 ← 𝑉0;  𝑉𝑐𝑟𝑡 ← ∅ 
2: Do 
3:     If �𝑉𝑝𝑟𝑒𝑣� = 1 Then Return 𝐺 = (𝑉,𝐸) End if 
4:     New node: 𝑉𝑐𝑟𝑡 ← 𝑉𝑐𝑟𝑡 ∪ {𝑖, 𝑗}| 𝑖 ≠ 𝑗 ;  𝑖, 𝑗 ∈ 𝑉𝑝𝑟𝑒𝑣  ;  {𝑖, 𝑗} = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑘,𝑙𝑀(𝑘, 𝑙) 
5:     New edge 𝐸 ← 𝐸 ∪ {(𝑖, 𝑗)} 
6:     𝑉𝑝𝑟𝑒𝑣  ← 𝑉𝑝𝑟𝑒𝑣  ∕ {𝑖, 𝑗} 
7: While �𝑉𝑝𝑟𝑒𝑣� ≤ 1 
8: If �𝑉𝑝𝑟𝑒𝑣� = 1 Then 𝑉𝑐𝑟𝑡 ← 𝑉𝑐𝑟𝑡 ∪ 𝑉𝑝𝑟𝑣 End if 
9: 𝑉 ← 𝑉 ∪ 𝑉𝑐𝑟𝑡;  𝑉𝑝𝑟𝑒𝑣 ← 𝑉𝑐𝑟𝑡;  𝑉𝑐𝑟𝑡 ← ∅ 
10: If �𝑉𝑝𝑟𝑒𝑣� > 1 GO TO 𝐺 = (𝑉,𝐸) Else Return 𝐺 = (𝑉,𝐸) End if 
11: End 
 
This algorithm takes as input the detected objects and a co-occurrence matrix containing the 
pairwise objects occurrence. This matrix is learned using a set of labeled scene images. The 
resulting tree is a hierarchical representation of the scene. The root node contains all the 
scene objects and the children nodes scene parts. Edges between nodes with high co-
occurrence are preferred. Using hierarchical model for scene understanding task is also 
proposed in [53], [17] and [54] but the authors use different approach to learn the tree. 
 
4.3 Learning the potentials 
In this work we have two pairwise potentials: 
1. The co-occurrence potentials are learned using labeled scene as described above. We 
count the objects co-occurrence and save it into the co-occurrence matrix. 
2. The spatial dependencies potentials are learned in a similar way. We use the discrete 
spatial relations above, below, around, and inside as proposed in [6] or [7]. For every 
object pair we count the occurred spatial relation using labeled scene images. 
 
4.4 Inference in tree based probabilistic graphical model 
The inference task consists of estimating the probability density function at each tree node. 
We use a particle-based NBP algorithm as proposed in [53] and [54]. The belief 
𝒃𝒊(𝒙𝒊) =  �𝒘𝒊(𝒍)𝑳
𝒍=𝟏 𝓝 �𝒙𝒊; 𝒙𝒊(𝒍),𝚲𝒊�                                                                                      4. 2 
is the weighted sum of Gaussian functions (mixture of Gaussians) and is approximated by 
extending equation 4.1 as follow: 
𝒃𝒊(𝒙𝒊) = 𝒑(𝒙𝒊|𝒚) ∝ 𝝍𝒊�𝒙𝒊, 𝒚𝒊�  � 𝒎𝒋𝒊(𝒙𝒊)
𝒋∈𝚪(𝒊)                                                                                 4. 3 
combines the local observation potential 𝜓𝑖(𝑥𝑖, 𝑦𝑖) (where 𝑦 =  {𝑦𝑖}𝑖=1𝑛  is the set of observable 
nodes) with the incoming message 
𝒎𝒋𝒊(𝒙𝒊) =  ∫𝝍𝒋𝒊�𝒙𝒋,𝒙𝒊�𝝍𝒋�𝒙𝒋,𝒚𝒋�∏ 𝒎𝒌𝒋�𝒙𝒋�𝒅𝒙𝒋𝒌∈𝚪(𝒋)∕𝒊                                                      4. 4. 
Γ(𝑖) ∈ 𝑉 defines the neighborhood set of 𝑖 ∈ 𝑉. We use a particle based representation of the 
message 𝑚𝑗𝑖(𝑥𝑖) similar to equation 4.3. The inference algorithm starts on the observed leaf 
nodes and propagates the messages up to the root (bottom up). In the second step 
messages are propagated from the root to the leaf nodes resulting to scene consistent belief 
estimation on every node (top down). 
 
5 Results 
5.1 Evaluation of the OGM Fusion 
In order to evaluate the performance of the OGM fusion, data recordings from of our 
experimental vehicle FASCar [55] driving in the city Braunschweig were used. In Figure 5, a 
representative frame is shown along with the OGM built by each sensor system 
independently and the fused OGM as well. As it can be seen in Figures 5b and 5c, the laser 
scanner OGM has less noise and better long range accuracy whereas the camera delivers 
more features (better vehicle shapes for example), in short distances. Also it seems useful 
not to account for camera detections in the extreme azimuth angles. By taking this into 
account the equation 3.3 was applied to fuse the two OGMs. The final fused OGM is shown 
in Figure 5d. As it can be seen, the long range advantage of the laser scanner is mainted 
whereas on the close range, the neighbouring vehicle contour is representated better in 
comparison with the laser OGM. 
 
Figure 5: Explanation of the grid fusion scheme used. On (a) the camera frame used. On (b) the 
OGM built by the laser scanner measurements. On (c) the OGM build by the stereo system and 
finally on (d) the fused OGM. It can be seen that a direct fusion of cells would lead to degraded 
performance, whereas if the stereo OGM is taken into account for distances < 15 and angles that 
are not in the extreme ends, the end result adds more information about the scene. 
5.2 Evaluation of the tree learning algorithm 
To evaluate our tree learning approach we use the data proposed in [7] and focus on the 
objects sky, tree/grass, road/, vehicle and pedestrian. This is an extension of the objects 
showed in Figure 4a with more contextual information. We remove the “gist” nodes since this 
feature is yet not available. We use the co-occurrence matrix as input for Algorithm 4.1. 
Figure 4b shows the learned tree. The most co-occurred objects pairs sky-tree and road-
vehicle are preferred in the hierarchical levels 2 and 3. Pedestrian are just integrated in the 
last level (level 4). This tree corresponds to our idea of building nodes with strong contextual 
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information in low hierarchical levels resulting in a rapidly consistent scene representation 
during the bottom up inference step. 
 
5.3 Evaluation of the inference on the tree-based model 
We apply our inference algorithm on the tree-based model in Figure 4b in a bottom up top 
down approach as proposed in [53]. 
In the bottom up part we use the object detector outputs (level 0) as inputs and run the 
following steps: 
1. Initialization: On level 1 leaf nodes partial beliefs haven’t incoming messages and just 
depend on the observed nodes potentials 𝝍𝒊(𝒙𝒊,𝒚𝒊) (detector outputs). These beliefs are 
computed using equation 4.2 where 𝑤𝑖(𝑙) is the detection score for the object (region) 𝑙. 
𝒙𝒊
(𝒍) =  �𝒄𝒖(𝒍), 𝒄𝒗(𝒍),𝒉(𝒍), 𝒃(𝒍)� ∈ ℝ𝟒                                                                      5. 1  
is the region bounding box. The covariance matrix Λ𝑖is set using experimental result. 
2. Message sending: Sending a message from level 1 to 2 consists on generating samples 
as described in the following example: suppose we want to send a message from node 𝑥1 
and to 𝑥11 where the partial belief 𝑏1∕11(𝑥1) is known and represented as a mixture of 
Gaussians. For each object bounding box 𝑥𝑖
(𝑙) (see equation 5.1) we generate 𝑘 ∈ ℕ new 
samples from the uniform distribution 𝑈(𝑘; 𝑎, 𝑏). The interval [𝑎, 𝑏] corresponds to the lower 
and upper bound of a region in the image with respect to the learned spatial dependencies 
between nodes 𝑥1 und 𝑥2 object classes since we are just interested on the vertical 
location (horizontal information can be neglected for the used data [7]). It means each sky 
object votes for a set of probable tree/grass objects vertical position, according to the 
learned spatial dependencies and vice versa. We weight the new samples multiplying 𝑤𝑖
(𝑙) 
with the learned co-occurrence frequency. We apply this example for other nodes between 
level 1 and 2.  
3. Partial beliefs update: in this section we also use the example of node 𝑥11 to explain this 
step. Since the incoming messages 𝑚111(𝑥11) and 𝑚211(𝑥11) were computed in the 
previous step, the partial belief 𝑏11∕21(𝑥11) is just the product of the incoming messages 
since this node is not observed (see equation 4.3). The result is a mixture of Gaussians 
where the mean vector 
𝒙𝟏𝟏
(𝒍) =  �𝒙𝟏(𝒍), 𝒙𝟐(𝒍)� ∈ ℝ𝟖                                                                           5. 2  
contains the updated pair sky and tree/grass bounding boxes. The weight 𝑤11
(𝑙) is the 
product of the incoming message weights and a function of those messages contextual 
consistency. Consistent pairs will be preferred while inconsistency will be penalized. We 
update all the nodes in level 2 in a similar way and repeat the steps 2 and 3 until arriving 
the root node. The most weighted root belief sample is the most consistent scene 
configuration. 
 
Starting on the root node we propagate the message on a top down approach to the leaf 
nodes following the steps 2 and 3 described above. The step 1 is skipped since the root 
node belief is known. The final belief on a children node (e.g. 𝑥1)  
𝒃𝟏(𝒙𝟏) ∝ 𝒃𝟏∕𝟏𝟏(𝒙𝟏)𝒎𝟏𝟏𝟏(𝒙𝟏)                                                                  5. 3  
is approximated as a product of the partial belief computed in the bottom up approach above 
and the parent node incoming message. It means that on the leaf nodes detected objects are 
reweighted with respect to the scene consistency. Inconsistencies are then penalized. 
Since we are now evaluating the output our approach concrete results and comparison with 
other approaches will be proposed in our next paper. 
 
6 Conclusion 
In this work we have addressed the problem of scene understanding and particularly object 
detection in a holistic manner. We presented our system architecture for sensor data fusion 
as an extension of the extended JDL model. Levels until “Object Detection and Tracking” are 
reviewed and state of the art detector are implemented. We have focused on the “Scene 
Modeling & Understanding” part. In this part we have proposed a tree based hierarchical 
graphical model to integrate contextual information with object detection resulting in a 
consistent scene representation. We have proposed an algorithm to learn the tree-based 
model and shown that this model simplifies the fully connected model without losing strong 
scene context information. We have used the object co-occurrence and spatial relation to 
learn the parameter of this model (potentials). We have proposed a particle-based NBP 
algorithm to infer the belief on each tree node in a top down bottom up approach. The 
inferred scene is contextually consistent and the object detection outputs are reweighed 
preferring consistent objects. 
In our future work we will first finish the evaluation on the proposed method and compare it 
with the state of the art. Furthermore following points will be investigated: 
1. Learning of tree-based model: Since this model simplifies a fully connected network, 
information is lost. We will look more in depth to see the effect on the output. We will 
analyze the algorithm complexity, compare it with another algorithm and improve it. 
2. Extending the contextual information: We will integrate more contextual information 
(temporal, scale, and “gist”, etc.) and scene understanding output (saliency, geometry, 
parsing, segmentation, etc.). 
3.  Particle-based NBP: Since the complexity grows with the sample number during the 
message passing we plan to reduce this complexity using similar approach as proposed in 
[53] and [54]. We also want to investigate sampling method to approximate the messages 
and beliefs computation. 
4. Context on low level: instate of reasoning on high level information some authors (see 
section 2) integrate context information on pixel or region level and jointly reason about 
many scene understanding task. Other Authors combine low and high level information. We 
will investigate these approaches. 
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