We show that it is possible to perturb arbitrary vacuum asymptotically flat spacetimes to new ones having exactly the same energy and linear momentum, but with center of mass and angular momentum equal to any preassigned values measured with respect to a fixed affine frame at infinity. This is in contrast to the axisymmetric situation where a bound on the angular momentum by the mass has been shown to hold for black hole solutions. Our construction involves changing the solution at the linear level in a shell near infinity, and perturbing to impose the vacuum constraint equations. The procedure involves the perturbation correction of an approximate solution which is given explicitly.
Introduction
For asymptotically flat spacetimes with appropriate asymptotics there are several conserved quantities which can be measured at spatial infinity. These include the total energy and linear momentum, as well as the angular momentum and center of mass. When we fix an affine frame at infinity the linear and angular momentum as well as the center of mass become three vectors. It is natural to ask whether there are any constraints on these quantities imposed by the Einstein equations. The positive mass theorem provides one such constraint, namely that the energy-momentum vector is a forward pointing timelike vector. In particular this says that the magnitude of the linear momentum vector is bounded above by the energy. For the Kerr solutions which describe rotating stationary axisymmetric vacuum black holes, it is true that the angular momentum must satisfy such a bound. It has been shown over the past several years by S. Dain [11] and P. T. Chruściel et al. [4, 7, 8] that such an inequality is also satisfied by general axisymmetric black hole solutions of the Einstein equations. The paper by X. Zhang [17] proves such an inequality under an energy condition involving his definition of angular momentum density, but it appears that general vacuum data sets do not satisfy this energy condition.
The main results of this paper show that there are no constraints on the angular momentum and center of mass in terms of the energy-momentum vector for general vacuum solutions of the Einstein equations. Precisely we fix an affine frame at infinity and we give an effective procedure for adding a specified amount of angular momentum to a solution of the vacuum Einstein equations, producing a new solution with specified angular momentum but with only slightly perturbed energy-momentum vector. We obtain a similar result for the center of mass. Then, by considering a family of initial data near the given one, and by doing the construction continuously, we obtain a perturbation with arbitrarily specified angular momentum and center of mass, while leaving the energy-momentum vector unchanged. One
The first author is supported by NSF grant DMS-1005560, the second author is supported by NSF grant DMS-0604960, and the third author is supported by NSF grant DMS-0904281. may think of these results as the pure gravity analogue of the addition to a Newtonian system of a very small symmetrically placed mass far from an axis whose rotation imposes a fixed amount of angular momentum. Similarly one can think of adding a small mass to a Newtonian system which when translated far from the center of mass of the original system produces a fixed change in the center of mass of the new system. From the point of view of the dynamics of the vacuum Einstein equations we expect the angular momentum that we add near spatial infinity to be radiated away and to have little effect on the final stationary state of the system. We emphasize that our solutions with arbitrarily specified angular momentum and center mass are complete manifolds, and we can arbitrarily specify the angular momentum of the perturbed data while keeping the energy-momentum and center of mass fixed. Without the completeness condition, there are exterior vacuum solutions with arbitrary prescribed energy-momentum, angular momentum, and center of mass, such as the example of a boosted slice in an exterior Kerr solution computed by Chruściel-Delay [6] . Also, certain N-body solutions constructed by Chruściel-Corvino-Isenberg [5] should have large angular momentum, but this comes from orbital angular momentum, i.e. c × p for large c. In particular, the center of mass is not fixed in their case.
From a technical point of view the reason it is possible to make these constructions is that the angular momentum and center of mass are determined by terms in the expansion of the solution which are of lower order than those which determine the energy and linear momentum. The idea then is to make perturbations near infinity which affect only the lower order terms in the expansion. We do this by explicitly constructing linear perturbations supported in a shell near infinity which impose the required change in angular momentum (or center of mass), and then by finding a solution of the vacuum constraint equations which is sufficiently close to the perturbed system so that the change in angular momentum (or center of mass) persists. This can be done in such a way that the energy and linear momentum are changed by an arbitrarily small amount.
Let (M, g, π) be asymptotically flat in the sense that, outside a compact set, there exists an asymptotically flat coordinate system {x i } so that
In addition, we assume that (M, g, π) satisfies the Regge-Teitelboim condition
.
The notation f = O(|x| −a ) means that |f | ≤ C|x| −a for a constant C. We remark that our construction works for data (g, π) with weaker assumptions on the decay rates. For simplicity of notation, we assume the decay rates above and do not consider here the question of optimal decay conditions.
Let E, C, P, J denote the energy, center of mass, linear momentum, and angular momentum of (g, π). They are defined as limits of integrals over Euclidean spheres
where dσ 0 is the area measure of the Euclidean sphere {|x| = ρ} and Y i = ∂ ∂x i × x (cross product) for i = 1, 2, 3 are the rotation vector fields. Denote by E, C, P, J the energy, center of mass, linear momentum, and angular momentum of (g, π).
We now give precise statements of the main theorems, where the definition of the weighted Sobolev spaces W k,p −q is provided in Section 3, and we assume p > 3 and q ∈ (1/2, 1). In our construction, we fix an affine frame near infinity and measure all asymptotic quantities relative to this frame; in fact, we may fix an asymptotically flat coordinate system throughout. Theorem 1. Let (g, π) be a nontrivial vacuum asymptotically flat initial data set with g = v 4 δ outside a compact set and π(x) + π(−x) = O(|x| −1−2q ). Given α ∈ R 3 and ǫ > 0, there exists a vacuum asymptotically flat initial data set (g, π) such that (g, π) is within the ǫ-neighborhood of (g, π) in
For the center of mass we prove the following. Theorem 2. Let (g, π) be a nontrivial vacuum asymptotically flat initial data set with g = v 4 δ outside a compact set and π(x) + π(−x) = O(|x| −1−2q ). Given γ ∈ R 3 and ǫ > 0, there exists a vacuum asymptotically flat initial data set (g, π) such that (g, π) is within the
By combining these two results we can change both the center of mass and angular momentum so that they are arbitrarily close to specified values while leaving the energy and linear momentum essentially unchanged. The condition that g = v 4 δ can be removed by a density theorem. Moreover, given a vacuum initial data set, there is a small perturbation with arbitrary specified angular momentum and center of mass and with the same mass and linear momentum. Theorem 3. Let (g, π) be a nontrivial vacuum initial data set satisfying the Regge-Teitelboim condition. Given any constant vectors α 0 , γ 0 ∈ R 3 , there exists a vacuum initial data set (ḡ,π) within a small neighborhood of (g, π) in W 2,p −q × W 1,p −1−q and E = E, P = P,
In Section 2 we give an explicit construction of solutions of the linearized constraint equations which satisfy a certain moment condition. Sections 3, 4, and 5 are devoted to the proofs of the main theorems. We remark that the constructions of Section 2 are explicit, while the method of solving the exact constraint equations from the approximate solution involves constructing a small solution of an elliptic system with leading order term the diagonal Laplace equation. It should be possible to numerically approximate the resulting solutions to a high degree of accuracy.
Compactly supported solutions of the linearized constraints
Recall that the vacuum constraint equations for initial data (g, π) may be written R(g) + 1 2 (Tr g π) 2 − |π| 2 = 0, div g (π) = 0, where π ij = K ij − Tr g (K)g ij is the momentum tensor. In general, we consider the constraint map Φ defined by Φ(g, π) = (R(g) + 1 2 (Tr g π) 2 − |π| 2 , div g (π)).
The vacuum constraint equations, linearized at the trivial data (δ, 0), become
for symmetric (0, 2) tensors (σ, τ ). In this section we will construct solutions of the linearized constraint equations which are compactly supported in the shell A 1 = {x : 1 < |x| < 2} contained in R 3 and which have certain specified moment conditions with respect to rotation vector fields. We use the Einstein summation convention and sum over repeated indices; though, sometimes we employ summation symbols for clarity. We write the Euclidean metric on A 1 in spherical coordinates dr 2 + r 2g ab dx a dx b whereg is the standard round metric on S 2 . The coordinates are labeled by r = x 0 and θ, φ = x 1 , x 2 . The ranges for the indices are i, j, k, l, ... = 0, 1, 2, and a, b, c, d, e, ... = 1, 2. If α, β are one-forms, we define the symmetric product α ⊙ β to be the symmetric (0, 2) tensor whose components are
We first impose the following ansatz for our solutions.
Lemma 2.1. Suppose that q and Q are functions of r,α is a one-form on S 2 , andτ is a trace-free symmetric (0, 2) tensor on S 2 . Then τ = 2qα ⊙ dr + Qτ is a trace-free symmetric (0, 2) tensor on A 1 . The condition div(τ ) = 0 becomes
where div is the divergence operator of S 2 on tensors. Suppose that p and P are functions of r,η is a one-form on S 2 , andσ is a trace-free symmetric (0, 2) tensor on S 2 . Then σ = 2pη ⊙ dr + Pσ is a trace-free symmetric (0, 2) tensor on A 1 , and Lσ = 0 if
This lemma follows directly from the following two computational lemmas. For a coordinate system x i on R 3 , denote by g ij dx i dx j the Euclidean metric.
Proof. Let V i be any vector field. We have
Lastly, we plug in the formula for Γ k ij . Now we apply this to the spherical coordinates g ij dx i dx j = dr 2 + r 2 dθ 2 + r 2 sin 2 θdφ 2 = dr 2 + r 2g ab dx a dx b and write h = h 00 dr 2 + 2h 0a dx a dr + h ab dx a dx b and α = α 0 dr + α a dx a . Lemma 2.3. Let h be a symmetric (0, 2) tensor and α a one-form on R 3 , then
We shall take the following ansatz on h that h 00 = 0 andg ab h ab = 0. We also assume that h 0a = p(r)η a and h ab = P (r)h ab for a one-formη and a symmetric (0, 2) tensorh on S 2 ; that is, we have h = 2p(r)η ⊙ dr + P (r)h.
We then have divh = (r −2 p)( divη)dr + r −2 (r 2 p) ′η + r −2 P divh and divdivh = 2r −3 (rp) ′ ( divη) + r −4 P ( div divh). Hence, Lemma 2.1 follows directly from the above two identities.
In particular, if we consider the tensor τ of the following expression
Then τ satisfies divτ = 0 on A 1 if
Also, we consider σ as follows:
Then σ satisfies Lσ = 0 on A 1 for any trace-free symmetric (0, 2) tensorσ on S 2 . In the following, we show that there are nontrivial solutions to (2.2). We can start from any one-formη on S 2 and construct a trace-free symmetric (0, 2) tensorδ * η on S 2 by defining
We need the following computational result.
In particular, if u is a function on S 2 , then
and divδ * ( * du) = 1 2 * d(∆u + 2u).
Proof. We recall that for one-forms on S 2 , we have d * = − * d * , and for a function u, d * du = −∆u. We assumeη = du and compute in an orthonormal frame:
On the other hand, (
At last, we use the commutation formula u b;ab = u b;ba + u a for a = b on S 2 . Other formulae can be checked similarly.
The next lemma shows how solutions of Equation (2.2) can be constructed:
Suppose thatα is any one-form on S 2 . Thenτ =δ * α is a trace-free symmetric (0, 2) tensor on S 2 . Moreover, ifα = * du for a function u on S 2 , thenτ satisfies div divτ = 0.
Proof. This follows from the formula of Lemma 2.4,
together with the fact that (d * ) 2 = 0.
We need the following computational result. We are finally in a position to prove the main results of this section.
Proof. We first show how to make the integral on the left of (2.5) for k = 1 nonzero. To simplify notation for this purpose we denote Y 1 by Y . We choose τ of the form (2.1) for someτ =δ * * du, where u is an even function on S 2 . By Lemma 2.1 and Lemma 2.5, τ satisfies Equation (2.4) and has the desired symmetry τ (x) = τ (−x). We take σ of the form (2.3) for a symmetric (0, 2) tensorσ to be determined later. By Lemma 2.6, the integral in question can be written as
forα = − divτ ,η = − divσ, P = 2r(rp) ′ , and Q = (r 2 q) ′ . We can choose p and q to be any compactly supported functions on the interval (1, 2) so that ( 2 1 pqr −2 dr) and ( 2 1 1 2 P Qr −4 dr) are arbitrary. It suffices to chooseσ to make the following integral nonzero
To achieve this, we takeσ
and define σ by Equation (2.3). Since Y is invariant under x → −x, σ defined in this way has the desired symmetry and satisfies Lσ = 0. It is not hard to check thatσ = L Yτ , the Lie derivative ofτ with respect to Y on S 2 . Thus, we can take an even function u (e. g. the restriction of any homogeneous polynomial of even degree) so thatτ bc;a Y a +τ ab Y a ;c +τ ac Y a ;b
is nonzero. To achieve the desired conclusion, we consider the linear functional T (σ,τ ) (v) given by the left-hand side of (2.5) with vector field Y = v × x. Since this is a nonzero linear functional we may choose a positively oriented orthonormal basis {e 1 , e 2 , e 3 } so that the vector (T (σ,τ ) (e 1 ), T (σ,τ ) (e 2 ), T (σ,τ ) (e 3 )) is proportional to λ, and after multiplication of τ by a constant we may assume the vector is equal to λ. It follows that there is a rotation R of R 3 so that T (σ,τ ) (R( ∂ ∂x k )) = λ k for k = 1, 2, 3. It follows that (2.5) holds for the pair ((R −1 ) * (σ), (R −1 ) * (τ )) since we clearly have T (S * σ,S * τ ) = T (σ,τ ) • S −1 for any rotation S.
We will need a corresponding result which will be used to specify the center of mass. This involves the construction of solutions of Lσ = 0 satisfying a moment condition.
Theorem 2.2. Given any β = (β 1 , β 2 , β 3 ) ∈ R 3 , there exist a trace-free and divergence-free symmetric (0, 2) tensor σ ∈ C ∞ 0 (A 1 ) satisfying Lσ = 0 so that
for p = 1, 2, 3.
Proof. We first show how to make the integral on the left of (2.6) nonzero for p = 1. By starting with a nonzero function u supported in the first octant, we find from Lemma 2.5 and (2.1) a nonzero trace-free symmetric (0,2) tensor σ in C ∞ 0 (A 1 ) satisfying div(σ) = 0. Then, in particular Lσ = 0. Because σ is supported in the first octant, this implies
We then let T σ be the linear functional on R 3 given by
Since T σ is nonzero, there is a positively oriented orthonormal basis {e 1 , e 2 , e 3 } for which the vector defined by (T σ (e 1 ), T σ (e 2 ), T σ (e 3 )) is proportional to β. Replacing σ with a scalar multiple we may assume that T σ (e p ) = β p for p = 1, 2, 3. Thus there is a rotation R with R( ∂ ∂x p ) = e p so that T σ (R( ∂ ∂x p )) = β p for p = 1, 2, 3. Since for a rotation S we have T S * σ = T σ • S −1 it follows that (R −1 ) * σ satisfies the required condition (2.6).
Specifying the angular momentum
We first state a general analytic result which constructs new initial data sets from given ones. Let Lσ := i,j (σ ij,ij −σ ii,jj ) be the linearized (at the Euclidean metric) scalar curvature map which goes from smooth symmetric (0, 2) tensors to smooth functions. Denote by W k,p −q the weighted Sobolev spaces defined as follows. We say
where α is a multi-index and ρ is a continuous function with ρ = |x| on the region where the asymptotically flat coordinate system {x i } is defined. When p = ∞,
We assume k = 1 or 2, q ∈ (1/2, 1), and p > 3. By our assumption (g, π) ∈ W 2,p −q × W 1,p −1−q . In the following, the notation f = O(r −a ) means that |f | ≤ Cr −a , |∂f | ≤ Cr −a−1 for some constant C independent of k and the analogous conditions on successive derivatives as needed. We remark that the following results would hold similarly for any p > 3/2, but the "O"-notation below would mean the decay in weighted Sobolev norms. Here we assume p > 3 because the weighted Sobolev norms can be replaced by pointwise estimates using the Sobolev imbedding theorem.
Let r := |x|. Denote the shell by A k = {k < r < 2k} and denote by C ∞ 0 (A k ) the set of functions or tensors which are compactly supported in A k . Proposition 3.1. Let the symmetric (0, 2) tensors σ, τ ∈ C ∞ 0 (A 1 ) satisfy the linearized constraint equations
Then given any vacuum initial data set (M, g, π) with decay rate g −δ = O(r −1 ), π = O(r −2 ), and any fixed q ∈ (1/2, 1), there exists a sequence of vacuum initial data sets {(g k , π k )} so that for k large and outside a fixed compact set (independent of k),
2)
where A k and (B k 1 , B k 2 , B k 3 ) are constants. The initial data sets {(g k , π k )} are small perturbations of (g, π) in the weighted Sobolev spaces; in fact,
Moreover,
Proof. Letĝ k = g + σ k andπ k = π + τ k . Then (ĝ k ,π k ) satisfies the constraint equations Φ(ĝ k ,π k ) = (0, 0) everywhere in M \ A k and Φ(ĝ k ,π k ) = (O(r −4 ), O(r −4 )) in A k . We denote (L g X) ij = X i;j + X j;i − (div g X)g ij for any vector field X and metric g. By the proof of [10, Theorem 1], there exist (u k , X k ) on M and (h k , w k ) with compact supports (uniformly in k) such that g k = (u k ) 4ĝk + h k , and π k = (u k ) 2 (π k + LĝX k ) + w k satisfy Φ(g k , π k ) = 0 for all k large, and
as k → ∞. The constraint equations imply ∆u k = O(r −2−2q ) and ∆(X k ) i = O(r −2−2q ). It follows that
Therefore, (3.1) and (3.2) follow, and the convergence of (3.3) can be derived as in [10] .
For the rest of the section, we consider the special case of Proposition 3.1 when g = v 4 δ outside a compact set so we have g = 1 + 2E r δ ij +O(r −2 ). We also assume that π = O(r −2 ), π(x) + π(−x) = O(r −1−2q ). That any initial data can be approximated by such data follows from [10] . Note that the asymptotic oddness condition is the Regge-Teitelboim condition [16, 1] required for the existence of J. Therefore, near infinity, (g k , π k ) satisfy the conditions
Proof of Theorem 1. Let (g, π) be a vacuum initial data set satisfying the above conditions. Choose σ and τ satisfying the assumptions in Theorem 2.1 with λ = −8π α. There exist vacuum initial data sets (g k , π k ) satisfying (3.5) and (3.6) by Proposition 3.1, and |E k −E| ≤ ǫ and |P k −P| ≤ ǫ. It remains to prove the desired properties of the center of mass and angular momentum. In the following, we suppress the superscript k of g k and π k whenever it is clear from the context. We assume that α = (α 1 , α 2 , α 3 ). We denote by Y p the Euclidean Killing vector field Y p = ∂ ∂x p × x for p = 1, 2, 3. Because of the asymptotics of (g, π),
where ν and dσ g are respectively the outward unit normal vector and the area measure of {r = ρ} with respect to g. To shorten notation we do the following estimates using Y in place of Y p . By the divergence theorem, assuming ρ 0 ≪ k and 2k < ρ,
Although the absolute value of the last integrand is O(ρ −1 0 ) which would not have a finite limit, the asymptotic symmetry conditions say that π is odd and the term LĝX k is also asymptotically odd, and hence the leading order term of the integrand is odd causing the limit to be finite. In fact, we have for k large enough,
Clearly, the first integral in (3.7) is 8πEJ p + O(ρ −1 0 ). For the second integral in (3.7), we use (3.4) and choose k large so that |LĝX k | is small, say less than ρ −4 0 . The integral in (3.8) is O(ρ 1−2q 0 ) by (3.5), (3.6) , and the asymptotic symmetry of π. To estimate the interior integral, by the constraint equation g lj π il;j = 0 and the condition that Y is a Euclidean Killing vector field,
By (3.5), (3.6) , and σ k (x) = σ k (−x), the integral of the first term on the right-hand side is
where we use π(x) + π(−x) = O(r −1−2q ) and σ k (x) = σ k (−x) to estimate the error terms. For example, for some of the error terms,
To estimate the integral of the second term on the right hand-side of (3.9), we again use (3.5), (3.6) and asymptotic symmetry to derive the first equality.
where in the second-to-last identity, we integrate by parts and use the fact that σ k and τ k vanish on the boundary and that Y is divergence-free.
Combining the above identities, we derive 8πE J p = 8πEJ p −
).
Then we choose ρ 0 large so that the error term is less than ǫ. For k ≫ ρ 0 large enough, we prove that (g k , π k ) satisfies (1.1) from Theorem 2.1 applied with λ = −8π α. We show that the center of mass of (g, π) remains almost unchanged during the process. For p = 1, 2, 3 we have the components of C defined by
By the divergence theorem, 16πE C p = lim
Because i,j (g ij,ij −g ii,jj ) is the leading order term of the scalar curvature, it can be replaced by the lower order terms such as |π| 2 and (Dg) 2 using the constraint equations. Then by (3.5), (3.6) , and the symmetry σ k (x) = σ k (−x), the interior integral above is O(ρ 1−2q 0 ). Similarly, we have
Moreover, because g = (u k ) 4 g and u k is close to 1 on {r = ρ 0 } for k large enough, the difference of the boundary integrals on {r = ρ 0 } is O(ρ −1 0 ). Therefore, for a fixed ρ 0 large and for k ≫ ρ 0 large enough, we have |C − C| ≤ ǫ.
Specifying the center of mass
As in the previous section we assume that g = v 4 δ outside a compact set and π = O(r −2 ) and π(x) + π(−x) = O(r −1−2q ). We apply Proposition 3.1 with τ = 0 and σ chosen by Theorem 2.2 to be a solution of Lσ = 0 satisfying the moment condition (2.6).
Proof of Theorem 2. By Proposition 3.1, |E k − E| ≤ ǫ for k large. Since τ = 0, the proof that the angular momentum satisfies |J − J| ≤ ǫ follows as in the previous section.
To estimate the change in the center of mass we use (3.10), (3.11) , and the argument following them. For p = 1, 2, 3 we have
Because σ k (x) = σ k (−x), the interior term above is not of lower order. Let R denote the scalar curvature of g. Then from the constraint equations, we have R = O(r −4 ) and
− g jl,j g il,i + g jl,j g ii,l + 3 4 g ij,l g ij,l − 1 4 g jj,l g ii,l − 1 2 g ij,l g il,j .
Recall that σ k ∈ C ∞ 0 (A k ) is trace-free and divergence-free. By (3.5), the above integral is equal to the following, up to an error term of order O(ρ 1−2q 0 ),
where in the last line we use integration by parts. We may then apply Theorem 2.2 with β = 64πE γ to obtain the required condition (1.2) on the center of mass.
Proof of Theorem 3
In Theorem 1 and Theorem 2 we assumed that g = v 4 δ outside a compact set and π = O(r −2 ), π(x) + π(−x) = O(r −1−2q ). Using a density theorem [12] , we prove below that the condition can be replaced by the weaker Regge-Teitelboim condition.
In this section, we fix the constant p > 3 and the constant q ∈ (1/2, 1).
Theorem 5.1. Let (g, π) be a nontrivial vacuum initial data set satisfying the Regge-Teitelboim condition. Given α, γ ∈ R 3 and given ǫ > 0, there exists a vacuum initial data
Proof. By the density theorem in [12] , given the vacuum initial data set (g, π) satisfying the Regge-Teitelboim condition and any ǫ > 0, there exists a vacuum initial data (ǧ,π) withǧ = v 4 δ outside a compact set andπ(
Then we apply the construction in the proof of Theorem 1 to (ǧ,π). Given α = (α 1 , α 2 , α 3 ) ∈ R 3 , there exist symmetric (0, 2) tensors σ, τ ∈ C ∞ 0 (A 1 ) satisfying
where rotation vector fields Y p = ∂ ∂x p × x. Let σ k (x) = k −1 σ(x/k) and τ k (x) = k −2 σ(x/k). By Proposition 3.1, there exists a large integer k so that (ĝ k ,π k ):
satisfies the vacuum constraint equations, where (u k , X k ) and (h k , w k ) arise from solving the linearized constraint equations. They satisfy the decay condition (3.4) , and the (h k , w k ) have compact support. Then, from Theorem 1, we have
and
We suppress the superscript k of (ĝ k ,π k ) in the following. Clearly (ĝ,π) satisfies the condition in Theorem 2, namelyĝ = (uv) 4 δ outside a compact set andπ = O(r −2 ),π(x) +π(−x) = O(r −1−2q ). Letσ be a symmetric (0, 2) tensor satisfying
Letσ l (x) = l −1σ (x/l). By the construction in the proof of Theorem 2, there exists an integer l ≫ k so thatg l = (û l ) 4 (ĝ +σ l ) +ĥ l , π l = (û l ) 2 (π + L (ĝ+σ l )X l ) +ŵ l satisfies the vacuum constraint equations, where (û l ,X l ) and (ĥ l ,ŵ l ) are from solving the linearized constraint equations as above. Moreover,
Then (5.1) and (5.2) follow by combining the above inequalities.
We can further perturb (g,π) so that the energy-momentum vector equals to that of (g, π), while changing the angular momentun and center of mass by only a small amount.
Proposition 5.1. Let (g, π) be a nontrivial vacuum initial data set satisfying the Regge-Teitelboim condition. Given α, γ ∈ R 3 and ǫ > 0, there exists a vacuum initial data (ḡ,π) satisfying ḡ − g W 2,p −q ≤ ǫ and π − π W 1,p −1−q ≤ ǫ so that E = E and P = P and |J − J − α| ≤ ǫ, and |C − C − γ| ≤ ǫ.
Proof. Let (g,π) be the initial data constructed in Theorem 5.1. Let (ḡ,π) be the vacuum initial data from scalingḡ = λ 2g andπ = λπ, where the constant λ is a positive constant and λ 2 = (E 2 −|P| 2 )/(Ẽ 2 −|P| 2 ). Then, by straightforward computations, we have (E, P, J, C) = λ(Ẽ,P,J,C) and then
Notice that by (5.1),
Therefore, since E > |P| by the positive mass theorem, we divide the above inequality by E 2 − |P| 2 . Then
Because E and P are fixed, we can choose k, l in the proof of Theorem 5.1 large enough so that λ is close to 1. Therefore, (E, P, J, C) is close to (Ẽ,P,J,C) and hence to (E, P, J, C). Because E is close to E, we then boost the data (ḡ,π) by a small angle so that E = E, and then |P| = |P| (the existence of such boosted slice is proven in [3] ). By rotating the asymptotically flat coordinates, we can make P = P. Also, notice that the angular momentum and center of mass only change a small amount after these transformations. (The transformation formulas of these quantities under the Poincaré transformations can be found in, for example, [6, Appendix E].)
To prove Theorem 3, we need the following degree argument.
Lemma 5.2. Fix the constant a > 0. Let B a (z 0 ) ⊂ R n denote the closed ball centered at z 0 with radius a. Let f : B a (z 0 ) → R n be a continuous map satisfying, for any z ∈ B a (z 0 ),
Then f −1 (z 0 ) is non-empty. More precisely, either f (z) = z 0 for some z ∈ ∂B a (z 0 ) or the degree of f at z 0 is one.
Proof. By scaling, we only need to prove the case when a = 1. We define the continuous homotopy between f and the identity map for 0 ≤ t ≤ 1:
Then either f (z) = z 0 for some z ∈ ∂B 1 (z 0 ) or h(z, t) = z 0 for all 0 ≤ t ≤ 1 and for all z ∈ ∂B 1 (z 0 ). In particular, the latter case implies that z 0 stays in the range of h(·, t) for all t ∈ [0, 1]. Therefore, f −1 (z 0 ) is non-empty.
Proof of Theorem 3. Denote the given constant vector ( α 0 , γ 0 ) by z 0 ∈ R 6 . We may without loss of generality prove only for the case | α 0 | = 0 and | γ 0 | = 0, for if α 0 (or γ 0 ) is the zero vector, we apply the theorem twice to a non-zero constant vector v and then to − v. We define the map f : B ǫ (z 0 ) ⊂ R 6 → R 6 by f ( α, γ) = (J − J, C − C),
where J and C are the angular momentum and center of mass of (ḡ,π) constructed in Proposition 5.1. By the construction, |f (z) − z| ≤ ǫ.
Once we verify that f is continuous, we apply Lemma 5.2 to obtain f ( α, γ) = ( α 0 , γ 0 ) for some ( α, γ) and complete the proof of Theorem 3.
Claim. The map f is continuous.
Proof. Given non-zero vectors ( α 0 , γ 0 ), let (σ, τ,σ) be the symmetric (0, 2) tensors and k, l be the integers in the proof of Theorem 5.1 for ( α 0 , γ 0 ). (Notice that k, l may be chosen large depending only on α 0 , γ 0 , and ǫ.)
Assume that ( α, γ) is another pair of constant vectors. We fix the symmetric (0, 2) tensors σ, τ,σ and the annular shells determined by k and l. We choose the symmetric (0, 2) tensors for α, γ from σ, τ,σ and apply the construction in Theorem 5.1 over the annular shells determined by k and l.
That the choice of the symmetric (0, 2) tensors depends continuously on α can be seen as follows: Let R 1 : R 3 → R 3 be a rotation so that R 1 ( α 0 ) is parallel to α. The symmetric (0, 2) tensors defined by
satisfy the corresponding condition (5.3) for α on the right-hand side. It is easy to check that at each point
Similar estimate can be derived for the other tensor τ . For γ and the integral (5.4), we can also choose the tensor corresponding toσ in the same fashion. It is straightforward to check that the rest of the construction is continuous, and hence f is continuous.
Corollary 5.3. Given any constant vector (E, P, J, C) ∈ R 10 with E > |P|, there exists a smooth and complete asymptotically flat vacuum initial data set whose energy, linear momentum, angular momentum, and center of mass are the corresponding components of this constant vector.
Proof. By Theorem 3, it suffices to show that there exists a vacuum initial data with the specified E and P. By the results of the global existence of the Cauchy problem (see [2, 14, 15] ), given a strongly asymptotically flat vacuum initial data set (g, π) close to the flat data, there exist future and past complete vacuum developments. In particular, we can boost the slice in spacetime and then rotate the coordinates so that the energy-momentum vector of (g, π) is parallel to the given vector (E, P). Then, by scaling the data, we obtain a vacuum initial data with the desired energy-momentum vector (E, P).
