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ABSTRACT 
 
ALL SEASON HEAT PIPE SYSTEM 
Adrienne M. Parsons 
July 26, 2019 
Our energy choices impact the earth’s natural systems and climate.  As this becomes 
increasingly important, the need for decreasing our energy usage is essential. 
Conventional passive solar systems can significantly reduce the heating load. Similarly, 
passive ambient energy systems, such as ventilation and sky radiation, can reduce cooling 
loads. However, the integration of passive heating and cooling systems in the same 
building and the benefits of actively controlling these otherwise passive systems to 
maximize annual energy savings has largely been unexplored.  
This study first evaluates the building cooling capacity of sky radiation, which 
was previously identified to have the greatest cooling potential among common ambient 
sources for climates across the U.S., and the design parameters of the system. Next, the 
study develops and varies the control strategies of a passive heating and cooling system 
with the objective of maximizing annual energy and cost savings. The systems were 
simulated with thermal networks using Matrix Laboratory (MATLAB), a computer 
software package. Nodal temperatures were simultaneously solved as functions of time 
using Typical Meteorological Year (TMY3) weather data. Auxiliary heating and cooling 
were added as needed to limit room temperature to a maximum of 23.9 ˚C and minimum 
of 18.3 ˚C. Results were compared to a Louisville baseline with LRR = 10 W/m2K, 
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horizontal radiator and one cover, which provided an annual sky fraction (fraction of 
cooling load provided by sky radiation) of 0.855.  A decrease to 0.852 was found for an 
increase in radiator slope to 20˚, and a drop to 0.832 for 53˚ slope (latitude + 15˚, a 
typical slope for solar heating). These drops were associated with increases in average 
radiator temperature by 0.73˚C for 20˚ and 1.99˚C for 53˚. A 30% decrease in storage 
capacity caused a decrease in sky fraction to 0.843. LRR and thermal storage capacity 
had strong effects on performance. Radiator slope had a surprisingly small impact, 
considering that the view factor to the sky at 53˚ tilt is less than 0.5. 
Chapter 3 expanded on and analyzed the design of the windscreen for the sky 
radiator used for cooling as well as the effects of implementing the heat pipe augmented 
sky radiator to varying climates. When applying a windscreen of polyethylene, which is 
mostly transparent to long-wave radiation, a drawback of polyethylene is its susceptibility 
to degradations of the optical properties.  Sky fractions of 100% were possible in cities 
with small cooling loads (Rock Springs, Seattle, San Diego and Denver). Sky fractions of 
over 50% were achieved in New Orleans and Houston and over 40% in Miami. A second 
study examined the degradation of polyethylene cover material. Louisville and two 
challenging climates (Miami and New Orleans) were simulated. In the Louisville, Miami 
and New Orleans climate, performance was reduced by 2.7%, 14.1% and 9.0% 
respectively, due to degradation of the cover’s material. 
Chapter 4 explores the combination of a solar heating heat pipe system and sky 
radiation heat pipe cooling system. Two configurations were modeled in the Louisville, 
KY climate. The first system configuration, called a Separate System (SS), consists of a 
sky radiator and thermal mass that are separate from a solar heat pipe system and its 
vii 
thermal mass. The second system configuration, called a Combined System (CS), utilizes 
a shared thermal mass between the solar absorber and sky radiator. The control strategies 
simulated included: Seasonal, Ambient, Room and Matrix. The highest fraction of energy 
supplied by ambient sources for the SS was 0.707 with Matrix control, while for the CS, 
the highest fraction (0.704) was with Matrix temperature control with switchable 
attributes for heating and cooling.  In Chapter 5, the two configurations in Chapter 4 were 
simulated with additional active control approaches. The four control strategies in 
Chapter 5 included variables: ambient temperature (current and forecasted), indoor air 
temperature, calculated auxiliary load and heating/cooling (current and forecasted) load. 
The highest ambient energy fractions (fraction of the total annual load served by the 
system) of the configurations using a SS for Louisville were 0.710, 0.708, 0.715 and 
0.712 respectively. With an estimated cost savings of $49-$54/m2 USD for the Louisville 
baseline climate using a SS. The ambient energy fraction only decreased by 1% for the 
CS (AUX-24HR ambient energy fraction of 0.709).
viii 
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CHAPTER I 
INTRODUCTION 
1.1. DISSERTATION ORGANIZATION 
The impact of our energy choices on the earth’s natural systems and climate are 
increasingly evident.  The industrial activities of our modern civilization have continually 
raised atmospheric carbon dioxide levels in the last 150 years. The fifth assessment report 
by the Intergovernmental Panel on Climate Change [2014] concluded there is a better 
than 95 percent probability that human-produced greenhouse gases such as carbon 
dioxide, methane and nitrous oxide have caused much of the observed increase in Earth's 
temperatures over the past 50 years.  Climate change continues to become an increasingly 
pertinent issue, and the need for decreasing our energy usage is essential in order to 
mitigate the effects of climate change.  Air conditioning accounts for about 12% of 
United States (U.S.) home energy expenditures, and represents a lucrative opportunity 
where meaningful reductions can be realized. Conventional passive solar systems can 
significantly reduce a building’s heating load. Similarly, passive ambient energy systems, 
such as ventilation and sky radiation, can reduce cooling loads. The integration of passive 
heating and cooling systems in the same building and maximizing annual energy savings 
by actively controlling these otherwise passive systems, has recently become popular and 
using a passive heat pipe system for both heating and cooling has been largely 
unexplored. MATLAB computer simulations were run for the theoretical models for each 
chapter’s objective.
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For this study, Chapter 2 examines a moderate climate (Louisville, KY) to evaluate 
the effects of radiator orientation, thermal storage capacity and cooling load to radiator 
area ratio (LRR) on a passive cooling sky radiator heat pipe system. Results were 
compared to a Louisville climate, with a baseline LRR = 10 W/m2K, horizontal radiator 
orientation and one cover.  This chapter has been published by the Journal of Solar 
Energy Engineering including Wind Energy and Building Energy Conservation. 
Next, Chapter 3 expanded on the design for the solar heat pipe sky radiator to analyze 
the windscreen for the sky radiator.  This study also expanded the climates examined for 
the sky radiator in Chapter 2. Concerning the use of polyethylene windscreens, which are 
mostly transparent to long-wave radiation, multiple studies have discussed their 
susceptibility to optical property degradation. To account for this noted drawback, this 
chapter analyzes the performance degradation of a sky radiator equipped with a 
polyethylene windscreen. This chapter has been published by the International Journal of 
Sustainable Energy. 
Due to the multitude of benefits a dual system would have on energy savings, Chapter 
4 explores the combination of a solar heating heat pipe system and sky radiation heat pipe 
cooling system. In this chapter, two configurations were modeled in the Louisville, KY 
climate. The first system configuration, called Separate System (SS), consists of a sky 
radiator and thermal mass that are separate from a solar heat pipe system and its thermal 
mass. The second system configuration, called Combined System (CS), utilizes a shared 
thermal mass between the solar absorber and sky radiator. Four control strategies were 
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simulated for both systems.  This chapter has been published by International Journal of 
Sustainable Energy. 
In designing passive systems that will heat and cool, analyzing system’s controls, in 
order to further reduce a building’s heating and cooling load, would be significant in 
generating less energy. Chapter 5 considers the passive heating and cooling of a building, 
and the benefits of actively controlling the system through process controls to increase 
annual energy and cost savings. The two configurations in Chapter 4 were furthered by 
four newly examined control strategies that were simulated for both systems. All 
simulations utilized a differing control strategy to identify when to switch from cooling-
only to heating-only. System parameters are compared each hour(s) to decide if the 
system should be in heating or cooling. Additionally, control strategies are simulated over 
multiple prediction horizons. 
The final chapter, Chapter 6, includes a summary of the conclusions from the studies 
and recommendations for next steps in this research. The content with in Chapters 2, 3, 
and 4 are identical to each respective publication with the following changes: 
 To comply with university dissertation guidelines, this document is restricted to
one official abstract summarizing the entire dissertation.  Therefore, the abstracts
were not included in the individual chapters.
 To comply with university dissertation guidelines, the references for each
publication are compiled together and   located after the body of this dissertation.
 To comply with university guidelines, and to ease confusion, the figures, tables
and equations have been updated for uniformity within this document.
1.2. DISSERTATION OBJECTIVES 
As energy becomes more costly, both in terms of environmental and monetary costs, 
alternative applications for energy use become paramount.  This study aims to further the 
4 
theoretical research on using a passive heat pipe system to heat and cool a space. The 
following aims of this study agreed upon in May of 2016 by this dissertation committee: 
1. Evaluating the performance of a heat pipe system during the cooling season,
as well as parameters that will affect the system’s efficiency.
2. Assessing the affect condensation and cover degradation have on the radiator
efficiency.
3. Simulating a heat pipe system that conditions a space for both the heating and
cooling seasons.
These research objectives are met through computer simulations imitating a theoretical 
prototype. 
The initial research objective was to investigate a building’s cooling capacity of sky 
radiation using a heat pipe system, while exploring different design parameters of the 
system.  Different design parameters affect the radiative cooling system performance by 
increasing power density, by better matching of cooling availability to cooling demands, 
and by decreasing costs. For the initial investigation, the effects of radiator orientation, 
thermal storage capacity and cooling LRR are all assessed. Three climates were used to 
evaluate five cover configurations – zero, one and two covers with unconstra ined 
temperature, and zero and one cover with temperature limited to the dew point of ambient 
air to simulate condensation on the cover. 
Next, the sky radiator system’s cooling performance is evaluated to include the effects 
of condensation and degradation of the radiator cover. The objective also established 
cooling capabilities across climates in the U.S. 
The final objective is the theoretical development of a heat pipe system that includes 
space conditioning for the heating and cooling season.  Computer simulations were used 
along with multiple control strategies and weather prediction methods to simulate two 
system types with a single passive heat pipe system that incorporates a heat pipe solar wall 
5 
in the winter and solar heat pipe sky radiator in the summer to condition a space. Multip le 
control strategies were studied and improved upon.
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CHAPTER II 
THE COOLING POTENTIAL OF SKY RADIATION WITH VARIATIONS IN 
SYSTEM PARAMETERS 
2.1. INTRODUCTION 
Radiative cooling is based on the principle of heat loss by long wave radiation from the 
building to the sky temperature. It is a particularly promising sustainable source for space 
cooling, having demonstrated the highest sensible cooling potential in most of the climates 
in the continental U.S. [Robinson, et al. 2013b]. A passive sky radiator provides an 
effective means of counterbalancing a large fraction of a building’s cooling needs. 
Performance prediction algorithms are, therefore, useful to ensure effective design features 
and configurations for a particular application. When integrated with whole building 
simulations, such tools can provide valuable information for consideration during the 
design process. However, investigations of the benefits of particular features of sky 
radiation systems are limited. Therefore, this study evaluated three parameters expected to 
be important, namely, radiator orientation, thermal storage capacity and cooling load to 
radiator area ratio. 
2.1.1. Sky Radiator System Review 
A number of radiative cooling systems designs have been investigated, such as movable 
insulation, air-based systems, open or closed water-based systems, photovoltaic/thermal 
systems, and heat pipe systems [Eicker, et al. 2011]. One of the first applications of 
7 
radiative cooling was tested about 50 years ago and used movable insulation. [Santamouris 
2007]. Another early radiative cooling experimental design focused on radiative cooling 
by air flowing in a narrow channel [Brunold, et al. 1989]. In the system, a channel was 
created along a wall and roof with vents in the test room and to the environment, and a thin 
aluminum sheet used as the main radiator was located in the middle of the channel for air 
to circulate freely around. During the winter the vents were opened during the daytime 
when the sheet was heated by solar radiation, and in the summer the vents were only opened 
during the night. 
Berdahl, et al. [1983] provided an empirical relationship for effective sky 
temperature as a function of ambient temperature and dew point temperature that is 
useful for modelling the radiant heat transfer between sky and radiator. Parameters that 
have been found to enhance the sky radiator system include the addition of a titanium 
dioxide painted surface that provides selective emittance of thermal radiation and low 
absorption of solar wavelengths [Kimball 1985], and the utilization of a polyethylene 
cover. The polyethylene cover allows long wave radiation to pass, while reducing 
convective losses and preventing passage of a portion of short wave radiation. 
[Catalanotti, et al. 1975, Andretta, et al. 1981, Das & Iqbal 1987]. 
Combining the efforts of these studies, it was found that sky radiation is a viable 
means for cooling a space, as well as for dehumidifying air.  Such a system can be 
implemented to supply sensible and latent cooling to buildings at moisture levels that 
humans find comfortable in the different climate zones of the continental United States, 
with and without a means of energy storage [Robinson, et al. 2013b, Springer & Sharp 
2015].  With sky radiation experiencing a recent increase in interest [Vall & Castell 
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2017], this study evaluates important preliminary design parameters for a heat pipe 
augmented sky radiator system to inform the development for a mass produced 
residential cooling system. 
2.1.2.  Objective 
 
With the widely recognized need to reduce carbon emissions and the large 
contribution that renewable space conditioning can have in reducing fossil fuel 
consumption, it is important to explore how different design parameters affect radiative 
cooling system performance by increasing power density, by better matching of cooling 
availability to cooling demands, and by decreasing costs. To the authors’ knowledge, 
little research has been conducted on differing design parameters for a heat pipe 
augmented sky radiator system. The basic design evaluated in this study is shown in 
Figure 1. Heat pipes (Figure 2) provide two-phase heat transfer from storage and from the 
room to a covered plate that radiates heat to the sky. For this initial investigation, a 
moderate climate (Louisville, KY) was used to evaluate the effects of radiator orientation, 
thermal storage capacity and cooling load to radiator area ratio (LRR). Each of these 
parameters were varied to investigate the performance impact of various installation 
conditions.  Differing radiator orientations were investigated to analyze system 
performance where a flat installation is not possible or practical. Analyzing this system 
over a range of LRR demonstrates system effectiveness in buildings with differing 
envelopes, for instance, new, small buildings with low loss coefficients and old, large 
construction with high loss coefficients. Finally, various cover and storage capacity 
characteristics were analyzed so that system performance versus cost can be balanced to 
satisfy market targets. 
9 
2.2. METHODS 
Nodal temperatures were simultaneously solved as functions of time using 
Typical Meteorological Year (TMY3) weather data with MATLAB programming 
software. Auxiliary cooling was applied as needed to limit room temperature to a 
maximum of 23.9˚C and no heat sources were assumed in the room. A thin layer of water 
was added to the polyethylene cover when it reached the dew point to simulate the effects 
of condensation. 
2.2.1. Sky Radiator System 
A nine-node network was used to simulate the system (Figure 3). Characteristics 
of the simulated system are given in Table 1. All simulations used a white (zinc oxide) 
painted radiator plate [Duffie & Beckman 2013]. Five heat pipes were simulated with 
four heat pipes immersed in a thermal storage tank containing water, and one transferring 
cooling directly into the space. Direct cooling of room air is designed to provide 
immediate cooling that is more in phase with the typical peak daily cooling load.  The 
heat pipe used R-124 refrigerant as the two-phase heat transfer fluid. The algorithm was 
modeled after Robinson, et al. [2013a] to provide a similar design tool for this new 
system [Susheela & Sharp 2001, Albanese, et al. 2012 Robinson, et al. 2013a, Robinson 
& Sharp 2014]. 
10 
Figure 1. Illustration of the passive sky radiator system. Four heat pipes are shown that 
transfer heat from the thermal storage to the radiator on the outside of the building and 
one heat pipe that transfers heat directly from the room to the radiator. 
Figure 2. Heat pipe graphic [Poteat, et al. 2015]. The evaporator end is immersed in the 
thermal storage tank or is surrounded by room air, and the condenser end is attached to 
the radiator. 
2.2.2. Network Parameters 
Table 2 provides a description of the conductances and nodal temperatures shown 
in the thermal networks in Figure 3.  The thermal network was constructed from previous 
work on a thermal heat pipe system for space heating [Susheela & Sharp 2001, Albanese, 
vapor
conden
sate
evapor
ator en
d (hot)
conden
ser end
 (cold)
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et al. 2012 Robinson, et al. 2013a, Robinson & Sharp 2014] with additional features such 
as condensation and a windscreen node for the cooling system. 
Figure 3. Thermal network for passive sky radiator system with covers. 
Table 1. Description of baseline values for sky radiator system. 
Sky radiator system parameters Value 
Cover thickness 50E-6 (m) 
Cover long wavelength emittance 0.15 
Cover long wavelength extinction coefficient 1.0E-5 (m-1) 
Cover long wavelength transmittance 0.72 
Radiator plate material Copper 
Radiator plate selective surface White Zinc Oxide 
Radiator plate long wavelength emittance 0.929 
Radiator plate thickness 3.18E-3 (m) 
Radiator plate insulation thickness 2.5E-2 (m) 
Radiator insulation conductance 2.5E-2 (W/mK) 
Radiator plate height 2.10 (m) 
Radiator plate width 1.25 (m) 
Heat pipe two phase heat transfer fluid R-124 
12 
Heat pipe number 5 (4 to Tank and 1 to Room) 
Heat pipe spacing 0.359 (m) 
Heat pipe material Copper 
Water tank number 1 
Water tank height 1.42 (m) 
Water tank length 1.10 (m) 
Water tank width 0.203 (m) 
Water tank wall thickness 3.18E-3 (m) 
Water tank wall conductivity 0.5 (W/mK) 
Ground reflectance 0.3 
Load to radiator area ratio 10 (W/m2K) 
Sky temperature was modeled by [Berdahl, et al. 1984] 
(1) 
where Tsky and To are the sky and outdoor dry-bulb temperature in degrees Kelvin, Tdp,o is 
the outdoor dew-point temperature in degrees Celsius, and t is the number of hours from 
midnight. 
For the conductance values described in Table 2 that are functions of temperature, 
an iterative process was used to match the conductance values to the nodal temperatures 
solved by energy balance equations [Albanese, et al. 2012] given by 
𝑚𝑐𝑝
𝑇𝑖(𝑡 + Δ𝑡) − 𝑇𝑖(𝑡)
Δ𝑡
= ∑ 𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)
𝑗
+ 𝐸𝑖
(2) 
where the heat transfer between the nodes is solved by using kij, the conductance between 
the two nodes, and multiplying by the temperature difference between the nodes. Solar 
fluxes Ei occur only to the cover and radiator plate, and thermal capacity mcp was 
included only for the thermal storage tank. The network conductances were set or 
calculated as described in Table 2, with parameters as described in Table 3: 

Tsky To 0.7110.0056Tdp,o 0.00037Tdp,o
2 0.013cos15t  
 1/4
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Table 2. Description and baseline values of nodal temperatures and conductances. 
Parameter Description Variable 
Windscreen temperature T  T1 
Radiator plate temperature T  T2 
Heat pipe condenser end temperature T  T3 
Heat pipe evaporator end temperature T  T4 
Exposed heat pipe evaporator end temperature T  T4* 
Tank water temperature T  T5 
Tank wall temperature T  T6 
Room temperature T  T7 
Sky temperature T  T8 
Ambient temperature T  T9 
Solar flux to the windscreen E+ E1 
Solar flux to the radiator plate E+ E2 
Natural convection and radiation from plate to cover H k12 
Conduction from plate to condenser H k23 
Two phase heat transfer from immersed evaporator to condenser H k34 
Two phase heat transfer from exposed evaporator to condenser H k34* 
Natural convection from evaporator to water H k45 
Natural convection from evaporator to room H k4*7 
Conduction through tank wall H k56 
Natural convection and radiation H k67 
Overall heat loss from room to ambient (LRR) H k79 
Wind convection and radiation from cover to ambient H+ k91 
Wind convection and radiation from radiator plate to ambient H+ k92 
Radiation from windscreen  to sky H+ k81 
Radiation from radiator plate  to sky H+ k82 
T- Indicates units of degrees Kelvin 
E-Indicates units of W/m2 
H- Indicates units of W/m2-K 
+ - Indicates condensation is included 
Table 3. Description of parameters used to calculate conductance in thermal network. 
Variable Description Constant 
AWS Surface area of windscreen 2.62 (m2) 
ARad Surface area of radiator 2.62 (m2) 
AHP Surface area of heat pipe 5.18E-4 (m2) 
AInsul Surface area of insulation 2.62 (m2) 
ATank Surface area of tank 4.17 (m2) 
AEVAP Surface area of evaporator 1.04E-1 (m2) 
Ai Anisotropy index -- 
α Thermal diffusivity (m2/s) 
αbuilding Terrain parameter (class III) 8.50 E-1 
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αn Normal absorptivity (radiator) 1.80 E-1 
αb Beam absorptivity (radiator) -- 
𝛼𝑏𝐶𝑜𝑣𝑒𝑟  Beam absorptivity (cover) -- 
αd Diffuse absorptivity (radiator) -- 
𝛼𝑑𝐶𝑜𝑣𝑒𝑟  Diffuse absorptivity (cover) -- 
αg Ground absorptivity (radiator) -- 
𝛼𝑔𝐶𝑜𝑣𝑒𝑟
Ground absorptivity (cover) -- 
β Radiator orientation 0° 
β' Volumetric coefficient of expansion (1/K) 
eWS Windscreen emissivity (long wave) 1.50 E-1 
eRad Radiator emissivity (long wave) 9.29 E-1 
eTank Tank emissivity 9.30 E-1 
f Correction factor -- 
γbuilding Terrain parameter (class III) 2.00 E-1 
g Gravitational constant 9.81 (m/s2) 
Hbuilding Modeled building height 3 (m) 
Htower Weather tower height 10 (m) 
hW Wind heat transfer coefficient 
[Sherman & Modera 1986] 
-- 
I Total radiation on horizontal surface 
(hourly) 
TMY3 Data 
Ib Isotropic beam radiation (hourly) -- 
Id Isotropic diffuse radiation (hourly) TMY3 Data 
kair Conductivity of air -- 
kHP Conductivity of heat pipe material 401 (W/mK) 
kInsul Conductivity of insulation material 2.5E-2 (W/mK) 
kRad Conductivity of radiator material 401 (W/mK) 
kTank Conductivity of tank 5E-1 (W/mK) 
kwater Conductivity of thermal fluid (water) 5.8 E-1 
K Extinction coefficient of 
polyethylene for solar wavelengths 
1.0E-5 (m-1) 
L Thickness of windscreen 50 E-6(m) 
LHP Length of adiabatic section 2.54E-2 (m) 
LInsul Thickness of insulation 0.7 (m) 
LRad Thickness of radiator 3.18E-3 (m) 
LTank Thickness of tank 3.18E-3 (m) 
Lcond Thickness of condensation 1.2E-4 (m) 
n1 Refractive index (air) 1.0 
n2 Refractive index (polyethylene) 1.54 
n3 Refractive index (water) 1.33 
Nfins Number of fins 5 
NHP Number of heat pipes 5 
15 
NHPR Number of heat pipes exposed to 
room 
1 
NHPW Number of heat pipes in thermal 
fluid 
4 
NTank Number of tanks 1 
Nuair Calculated Nusselt number of air -- 
Nu Calculated Nusselt number -- 
ODHP Outside diameter of heat pipe 2.86E-2 (m) 
ρg Ground reflectance 0.3 
Raair Rayleigh number of air -- 
Rb Beam radiation Ratio -- 
Rcond Resistance of condenser end 8.58E-5 (K/W) 
Revap Resistance of evaporator end 9.13E-5 (K/W) 
σ Stefan Boltzmann constant 5.67E-8 (W/m2K4) 
τb Beam transmissivity -- 
τd Diffuse transmissivity -- 
τg Ground transmissivity -- 
τWS Windscreen long wave transmissivity 0.72 
τw Condensation long wave 
transmissivity 
0.80 
ϴ1 Angle of incidence in medium 1 -- 
ϴ2 Angle of refraction in medium 2 -- 
ν Kinematic viscosity (m2/s) 
Vj Wind velocity (hourly) -- 
WSV Weather tower wind velocity TMY3 Data 
WHP Distance between heat pipe centers 3.59E-1 (m) 
--Calculated parameter 
Each conductance term was normalized by the radiator area. The conductance from 
ambient temperature to the outer windscreen including condensation is 
𝑘91 = ((
1
ℎ𝑤
+
𝐿𝑐𝑜𝑛𝑑
𝑘𝑤𝑎𝑡𝑒𝑟
)
−1
+ 𝜏𝑤𝑒𝑤𝑠𝜎(𝑇1
2 + 𝑇9
2)(𝑇1 + 𝑇9) (
1 − 𝑐𝑜𝑠𝛽
2
))
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
(3) 
The thickness of the condensation, Lcond, was modeled after Pieters & Deltour [1997] as 
the maximum condensate film thickness on polyethylene. Without condensation, the k91 
conductance term is calculated the same as Equation 1.3, without the water conductance 
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and the water transmissivity terms. The wind heat transfer coefficient [Burch & Luna, 
1980] is calculated by first finding the wind speed velocity [Sherman & Modera, 1986]. 
The radiation from radiator to sky is 
𝑘92 = (𝜏𝑤𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇9
2)(𝑇2 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
))
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(4) 
The far infrared radiation from the windscreen to the sky is calculated using, 
𝒌𝟖𝟏 = 𝝉𝒘𝒆𝒘𝒔𝝈(𝑻𝟏
𝟐 + 𝑻𝟖
𝟐)(𝑻𝟏 + 𝑻𝟖) (
𝟏+𝒄𝒐𝒔𝜷
𝟐
)
𝑨𝒘𝒔
𝑨𝑹𝒂𝒅
. 
(5) 
Similarly, the far infrared radiation from sky to radiator is 
𝑘82 = 𝜏𝑤𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇8
2)(𝑇2 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
.
(6) 
Similar to k91, k92, k81 and k82 without condensation do not include the water terms shown. 
The solar absorption of the windscreen was calculated from the model of Hay, Davies, 
Klucher and Reindl, HDKR [Duffie & Beckman, 2013] where anisotropy index, 
correction factor, and beam radiation ratio are calculated based on equations in Duffie & 
Beckman [2013]. The solar absorption of the cover is 
𝐸1 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏𝛼𝑏𝐶𝑜𝑣𝑒𝑟 + (𝐼𝑑(1 − 𝐴𝑖)𝛼𝑑𝐶𝑜𝑣𝑒𝑟 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔𝛼𝑔𝐶𝑜𝑣𝑒𝑟 (
1−cos (𝛽)
2
). 
(7) 
To calculate the beam absorptivity and transmittance, the beam transmittance was 
calculated using derived expressions from Fresnel [Duffie & Beckman, 2013] for the 
reflection of un-polarized radiation passing from medium 1 with refractive index ni to 
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medium 2 with refractive index n2. When condensation is not present, medium 1 is air, 
and medium 2 is the cover. When condensation occurs, medium 1 is water. 
Beam absorptivity for the cover and radiator was derived from Duffie & Beckman 
Equations 5.3.5 & 4.11.1 respectively [2013].  Diffuse and ground transmittance and 
absorption of diffuse and ground-reflected radiation were calculated using equations from 
Brandemuehl and Beckman [1980]. The angle of refraction is found using Snell’s law. 
For the solar absorption by the radiator, a transmissivity term is added to represent the 
fraction of radiation passing through the cover 
𝐸2 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏 ∗ 1.01𝜏𝑏𝛼𝑏 + (𝐼𝑑(1 − 𝐴𝑖 ) ∗ 1.01𝜏𝑑𝛼𝑑 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔 ∗ 1.01𝜏𝑔𝛼𝑔 (
1−cos (𝛽)
2
). 
(8) 
The conductance between the windscreen and the radiator includes both radiation and 
convection terms 
𝑘12 =
𝑘𝑎𝑖𝑟 𝑁𝑢𝑎𝑖𝑟
𝐿
(
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
)+(
1
1
𝑒𝑅𝑎𝑑
+
1
𝑒𝑊𝑆
−1
) 𝜎(𝑇1
2 + 𝑇2
2)(𝑇1 + 𝑇2) (
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
), 
(9) 
where the Nusselt number is a function of Rayleigh number for tilt angles found in 
experiments by Hollands et al. (1976) The Rayleigh number is calculated as 
𝑅𝑎 =
𝑔𝛽′Δ𝑇𝐿3
𝜐𝛼
(10) 
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An equation developed by Susheela & Sharp [2001] is used for the conductance between 
the radiator plate and the condenser end of the heat pipe 
𝑘23 = (
1
1
3𝑘𝑅𝑎𝑑𝐿𝑅𝑎𝑑
(
𝑊𝐻𝑃−𝑂𝐷𝐻𝑃
2
)
2⁄ )𝑁𝑓𝑖𝑛𝑠 (
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
). 
(11) 
The conductance of the heat pipe from condenser to evaporator end in the thermal storage 
fluid is [Susheela & Sharp 2001] 
𝑘34 = 0.04(𝑁𝐻𝑃,𝑟𝑜𝑜𝑚 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃,𝑡𝑎𝑛𝑘 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(12) 
The conductance of the heat pipe from condenser to evaporator end exposed to room air 
is [Susheela & Sharp 2001] 
𝑘34∗ = 0.25(𝑁𝐻𝑃 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(13) 
The convective conductance between the heat pipe evaporator end and thermal 
storage fluid is 
𝑘45 =
𝑁𝐻𝑃 ,𝑊𝑘𝑊𝑎𝑡𝑒𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(14) 
where the Nusselt number is calculated using equation from Churchill and Chu [1975] for 
the fluid in the tank and  the Rayleigh number is calculated using Equation 14. For the 
heat pipes exposed to the room the convective conductance is 
𝑘47∗ =
𝑁𝐻𝑃 ,𝑅𝑘𝑎𝑖𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(15) 
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where the Nusselt was calculated same as fluid in the tank and Rayleigh number was 
calculated using Equation 14. The conduction through the tank wall was accounted for 
using 
𝑘56 =
𝑘𝑇𝑎𝑛𝑘
𝐿𝑇𝑎𝑛𝑘
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
). 
(16) 
The conductance due to convection and radiation from the tank wall to the room is 
𝑘67 =
𝑁𝑇𝑎𝑛𝑘 𝑘𝑎𝑖𝑟𝑁𝑢
𝐿𝑇𝑎𝑛𝑘∗
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
) + 𝑒𝑇𝑎𝑛𝑘𝜎(𝑇6 + 𝑇7)(𝑇6
2 + 𝑇7
2) (
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
), 
(17) 
where the Nusselt numbers for the top and bottom of the tank were calculated the same as 
Susheela & Sharp [2001] and for the vertical sides were calculated per Bergman et al. 
[2011], with Rayleigh numbers calculated using Equation 14. This study assumed film-
wise condensation, and used a model with either a totally wet surface or a totally dry 
surface with the model neglecting the latent heat of condensation and evaporation (the 
cover temperature was also limited to the dew point temperature as a simplified 
approximation of the effect of latent heat). The simplified model neglected humidity and 
internal loads inside the room. 
2.2.3. Parameters Evaluated 
The effects on thermal performance of radiator orientation, thermal storage 
capacity and LRR were tested in the Louisville, KY climate. 
Orientation: The tilts of the sky radiator evaluated were 0°, 20°, 23°(Latitude - 
15°), 30°, 38°(Latitude), 40° and 53°(Latitude + 15°). The baseline orientation 
was 0°. 
Storage capacity: Thermal capacity was decreased for multiple trials. The 
baseline capacity, 100%, was 0.32 m3 of water per m2 of radiator area. Capacity 
was decreased by 10%, 20%, 30%, 40%, 50%, 60% and 90%. 
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LRR: The cooling load to radiator area ratio was evaluated at 5, 10, 20, 25 and 50 
W/m2K. The baseline LRR was 10 W/m2K. An LRR of 5 W/m2K represents a 
well-insulated envelope or large radiator, and a LRR of 50 W/m2K models a space 
with a poorly-insulated envelope or small radiator. 
2.2.4. Sky Fraction and Radiator Efficiency 
The rate of heat gain from outdoors to the room is given by 
?̇?𝐶𝐿,𝑖 = (𝑘79(𝑇9 − 𝑇7))
+
(18) 
where the superscript indicates only positive values, and the conductance and 
temperatures are indicated in Table 2. The index i signifies that this calculation is 
performed for each hour of the simulation. 𝑞𝐶𝐿,𝑖̇  represents the rate of cooling that must
be supplied to maintain constant indoor temperature, thus the hourly cooling load is 
estimated as 𝑞𝐶𝐿,𝑖̇   times the hour time interval. Note that the cooling load includes loads
when indoor temperature is below the indoor comfort temperature set point of 23.9˚C. 
The portion of the load that was covered by the sky radiation system, from storage and 
from the exposed condenser, is 
?̇?𝑅𝐴𝐷,𝑖 = (𝑘67(𝑇7 − 𝑇6) + 𝑘4∗7(𝑇7 − 𝑇4∗))
+.
(19) 
Auxiliary cooling is applied only when required to limit the indoor temperature T7 to no 
greater than 23.9˚C, and is given by 
?̇?𝐴𝑈𝑋,𝑖 = ?̇?𝐶𝐿,𝑖 − ?̇?𝑅𝐴𝐷,𝑖
(20) 
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with T7 = 23.9˚C. The cooling load and auxiliary cooling were summed over the entire 
year. The fraction of the total annual load served by the sky radiator is defined as the sky 
fraction, 
𝑓𝑠𝑘𝑦 = 1 −
∑ 𝑞𝐴𝑈𝑋 ,𝑖 ̇
8760
𝑖=1
∑ 𝑞𝐶𝐿,𝑖̇
8760
𝑖=1
, 
(21) 
where 8760 is the number of hours in the year. Hourly theoretical radiative heat transfer 
assuming the sky to be a perfect black body is 
?̇?𝐵𝐵,𝑖 = 𝜎(𝑇2
4 − 𝑇8
4),
(22) 
where σ is the Stefan-Boltzman constant, and the temperatures are from Tables 4 and 5. 
The radiator efficiency is then defined as 
𝜂 =
∑ 𝑞𝑅𝐴𝐷,𝑖
8760
𝑖=1
∑ 𝑞𝐵𝐵,𝑖
8760
𝑖=1
(23) 
2.3. RESULTS AND DISCUSSION 
Annual sky fractions for the Louisville, KY climate with different radiator 
orientations are shown in Figure 4. As expected, larger sky fractions were associated with 
lower radiator tilt angles that provide a greater view factor to the sky. Tilting the surface 
toward the horizon causes the sky view factor to decrease. A one-cover horizontal 
radiator with condensation had an annual sky fraction of 0.855.  A decrease to 0.852 was 
found for an increase in radiator slope to 20˚, and a drop to 0.832 for 53˚ slope (latitude + 
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15˚, a typical slope for solar heating). These drops were associated with increases in 
average radiator temperature by 0.73˚C for 20˚ and 1.99˚C for 53˚. 
Figure 4. Annual sky fraction at varying tilt angles relative to horizontal. 
The fraction of the load that can be served by the radiator for varying thermal 
storage capacity is shown in Figure 5.  A 30% decrease in storage capacity caused a 
decrease in sky fraction to 0.843, while a 90% decrease in in storage capacity caused a 
decrease in sky fraction to 0.772, only a 10% decrease in sky fraction compared to the 
baseline. 
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Figure 5. Annual sky fraction at varying thermal storage capacity. 
The load to radiator ratio LRR had a substantial impact on system performance. 
Sky fractions were 0.528 and 0.959 for LRR of 50 and 5, respectively (Figure 6). By 
decreasing the LRR to 5, almost the entire cooling load can be served by the sky radiator. 
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Figure 6. Annual sky fraction at varying load to radiator ratio LRR. 
The hourly efficiency for the Louisville baseline configuration is shown in Figure 
7. The average efficiency during the May through September cooling season was
approximately 25%. Note that the efficiency can exceed 100% when ambient temperature 
is cool enough to augment radiation to the sky. The summer average (May-September) 
cooling power was 15.1 W/m2, while the maximum was 34 W/m2.  These results are 
smaller than those of Joubert & Dobson [2017], who tested a small model of passive 
night-sky radiation cooling/heating system consisting of an unglazed radiator panel, a 
cold water storage tank, a hot water storage tank, a room and the interconnecting 
pipework. During the night, their system was able to reject energy at an average rate of 
55 W/m2. Their larger losses may be attributed to their nighttime tank temperature being 
consistently greater than ambient temperature during the period of testing (8-13 April, 
autumn in Stellenbosch, South Africa), which would contribute to high radiator 
efficiency, as well as allowing losses from their uninsulated thermal storage tank and 
y = 0.0002x2 - 0.0198x + 1.0447
R² = 0.9974
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
0 10 20 30 40 50 60
S
k
y 
F
ra
ct
io
n
Load to Radiator Ratio (LRR) (W/m2K )
25 
piping. In contrast, the current simulations in Louisville, KY, exhibited summer 
nighttime tank and radiator temperatures below ambient temperature (Figure 8). 
Figure 7. Hourly efficiency of baseline radiator (May-September only). 
Nodal temperatures for the hottest week of the TMY3 data are shown in Figure 8. 
The tank temperature tended to stay relatively constant while the windscreen and radiator 
most significantly tracked ambient temperature. When the sun was out, the radiator 
surpassed ambient temperature. In spite of the warm ambient temperature, the radiator 
was cooled to below storage temperature every night. Over this period, the average 
ambient and tank temperatures were 23 °C and 19°C, respectively. This decrease in tank 
temperature is similar to the lowest radiator outlet temperature that Goldstein et al. [2017] 
where able to achieve. Over three days of testing during October in Stanford, CA, their 
panels were able to cool water from 1 to 5 °C below the ambient air temperature, 
depending on flow rate, with water entering the radiator at near ambient temperature. 
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Again, this warmer radiator inlet temperature may have contributed to their larger cooling 
power, which was 20-40 W/m2 at a low flow rate and 30-70 W/m2 at a high flow rate. 
Neither short nor long-wave emittance of their radiator surface was reported, but short-
wave emittance was small enough to allow cooling of up to nearly 40 W/m2 at the higher 
flow rate during peak insolation. 
Figure 8. Nodal temperatures for the hottest week (June 23-29). 
Nodal temperatures for a relatively clear day followed by a cloudy night, with 
nighttime highlighted in grey, are shown in Figure 9. Clouds tend to increase the sky 
temperature versus a clear sky, however ambient temperature has a stronger effect. The 
impact of humidity, which is the indicator of cloudiness in the Berdahl, et al. [1983] 
equation, can be seen in the lower sky temperature at the end of the first night relative to 
the end of the second night, when ambient temperature is similar, but humidity is greater. 
The efficiency of the sky radiator tends to follow the difference between windscreen and 
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ambient temperature, since this difference is a factor in unwanted heat gains to the 
radiator, which detract from its cooling capacity. 
Figure 9. Nodal temperatures for the dates of June 5-7. Highlighted in grey is 5:00PM to 
5:00AM representing nighttime. 
Components of heat transfer to the cover and radiator plate are shown in Figures 
10 and 11. In Figure 10, the solar flux absorbed by the cover is increased significantly 
due to the condensation, which occurs at 5:00AM and 6:00AM (Figure 10).  Otherwise, 
the extinction coefficient of the cover for solar wavelengths is very low, thus the cover 
absorbs very little of the incident solar radiation. For most of the 24-hour period, the 
cover was cooler than ambient, thus it was heated by convection. However, from 9:00 am 
to 1:00 pm the ambient temperature was below the cover temperature and therefore 
cooling of the cover occurred during the daytime. 
During the daytime, solar flux dominates the other components of heat transfer to 
the radiator (Figure 11), which is not as selective as that of Goldstein, et al. [2017]. Heat 
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transfer from the radiator to the sky and to the cover also increase during the day. 
However, these increases do not represent capacity for useful cooling, but rather that the 
sun has elevated the radiator temperature. During nighttime, radiation to the sky 
dominates and allows for cooling. Heat transfer from the cover to the radiator (Figure 11) 
during nighttime is small and mostly positive compared to convection from ambient to 
the cover (Figure 10), suggesting that the cover is serving a useful purpose for these 
conditions. Conduction of heat through the wall to the radiator is small and is not visible 
on the graph. The model includes a small heat transfer in the reverse direction along the 
wall of the heat pipe when the condenser is hotter than the evaporator. These cooling 
losses provide a more realistic assessment of the performance of the system. k91 and k92 in 
Figures 10 and 11, respectively, represent radiative and convective heat transfer from 
ambient, but for the radiator slope of zero for this baseline case, no radiation occurs from 
ambient. 
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Figure 10. Components of heat transfer to the cover: Radiation from sky (k81), radiation 
and convection from radiator (k12), radiation and convection from ambient (including 
condensation when it occurs) (k91) and solar flux (E1) for a typical summer day, June 
2nd for the baseline attributes.  Condensation is present at 5:00AM and 6:00AM. 
Figure 11. Components of heat transfer to the radiator: Radiation from sky (k82), 
convection and radiation from cover (k12), radiation from ambient (including 
condensation when it occurs) (k92), fin conduction from the condenser end of the heat 
pipe (k23), conduction through wall insulation from tank (k25) and solar flux (E2) for a 
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typical summer day, June 2nd  for the baseline attributes.  Condensation is present at 
5:00AM and 6:00AM. 
2.3.1. Limitations 
Limitations of this study include the narrow range of climate chosen. In particular, 
less humid climates and those with greater diurnal temperature swings may promote 
greater system performance. Additional results for more diverse climates will better 
exemplify all the zones in the United States. Also, an important limitation on the 
performance of a sky radiator system may be using a single cover system. Given the 
relatively low transmittance of thermal radiation for polyethylene (0.72 was used in this 
study) compared to low-wavelength transmittance for solar collector covers (> 0.90), a 
system with no cover may provide greater cooling in climates with low nighttime 
temperatures. Additional covers should be modeled to verify if the addition of covers can 
decrease condensation and increase sky fraction. This will help to better understand the 
effects of condensation on system performance and how it varies with climate. 
Simplifications of the model include lumping internal heat generation into the 
envelope loss coefficient. While this is a common technique for reducing computational 
effort and is appropriate where internal heat generation is small compared to the envelope 
loss, results may be influenced for buildings in which these terms are more similar in 
magnitude, such as in large commercial buildings. Thermal mass in the conditioned space 
was also not included and may be important in buildings with comparatively small 
envelope losses. Humidity control and associated latent cooling loads were not included 
and may be important particularly in humid climates. 
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Recently, radiators using innovative materials have achieved cooling during 
daytime (e.g., Goldstein, et al. [2017]. Because this capability may reduce the need for 
thermal storage, further modeling incorporating these radiator attributes with a complete 
building and sky radiator system should be considered. 
2.4. CONCLUSIONS 
This study evaluated several design parameters in a passive sky radiator system, 
including orientation, thermal storage and LRR. In the Louisville climate, LRR and thermal 
storage capacity had strong effects on performance. These influences are as expected, in 
light of the well-documented importance of load to collector area ratio (LCR) and thermal 
storage capacity in passive and active solar heating systems. On the other hand, radiator 
slope had a surprisingly small impact in Louisville. This effect may be different in other 
climates. An efficiency of 25% for the sky radiator in the summer months for the Louisvil le 
climate gave promising performance results. This efficiency is less than that for typical 
solar collectors, which may be attributed to the greater potential for radiative exchange 
with the sun (temperature ~ 5800 K) compared to the sky (~ 0 K for outer space, but ~ 280 
K for effective terrestrial sky temperature). Though relative humidity is modeled to 
increase sky temperature, ambient temperature and solar flux had stronger effects. 
These results provide some initial insight into the significance of sky radiator 
design parameters and confirm the potential for a heat pipe augmented system used for 
passive cooling of buildings by radiation to the sky. 
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CHAPTER III 
THE EFFECTS OF MULTIPLE COVERS WITH CONDENSATION AND OPTICAL 
DEGRADATION OF A POLYETHYLENE WINDSCREEN ON THE 
PERFORMANCE OF A SKY COOLING SYSTEM 
3.1. INTRODUCTION 
Global climate change has already had measurable and observable effects on the 
environment. It is widely recognized that these changes will continue to rise in large part 
due to the greenhouse gases produced from fossil fuel consumption.  Therefore, the need 
to reduce carbon emissions is imperative. With buildings accounting for a large fraction 
of energy use in the US and around the world, renewable space conditioning can have an 
impact in reducing fossil fuel consumption. 
The potential use of sky temperature as a form of passive cooling has been 
recognized for decades [Yellot 1973, Robinson, et al. 2013]. Parsons & Sharp [2016] 
reviewed a number of such systems for space cooling, while Springer & Sharp [2015] 
showed that sky radiation can also be used for humidity control. A recent study found that 
a very selective radiator surface consisting of multiple layers of HfO2 and SiO2 was able 
to achieve a 4°C to 5°C drop from ambient temperature even when the sun was out 
[Raman, et al. 2014]. Goldstein et al. [2017] demonstrated a similar drop between 3°C to 
5°C below dry bulb air temperature using fluid cooling panels to radiate to the sky. 
Simulations predicted 18 to 50% daily electricity savings by connecting the sky radiator 
to the condenser of a vapor-compression cooling system in Las Vegas, NV.  Others have 
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demonstrated day and night cooling with material of randomized, glass polymer hybrid 
metamaterial [Zhai et al., 2017]. Chotivisarut, et al. [2012], simulated and modeled an 
active system that uses a set of thermosiphon heat pipes to radiate heat to the night sky 
from a storage tank, cooling the water in the storage tank, then pumping the cooled water 
from the insulated tank to a set of cooling coils located in a small room, showing 
potential for cooling load reduction in certain climate zones.  While an increase in sky 
radiation studies have shown the potential of sky radiation to achieve a temperature 
below ambient, few have been performed to quantify annual energy savings in space 
cooling applications. Still, fewer, have compared savings across climates, and none of 
which we are aware have studied the effect of condensation or cover aging on annual 
energy savings. This paper addresses these niches with simulations of a passive heat-
pipe-based sky radiation system with conventional materials for a residential space 
cooling application with three different cover configurations across a range of climates 
3.1.1. Polyethylene as Windscreen Material 
While a bare radiator surface can, in principle, work well in the absence of wind 
or where nighttime temperatures are low, such conditions are rare in many climates. Even 
a slight breeze causes forced convection on the surface, with a heat transfer coefficient 
much higher than for natural convection. Under these conditions, heat gain from outdoor 
air (in warm climates) offsets the heat radiated to the night sky [Johnson 1975]. Thus, 
cooling potential can be significantly increased with the presence of a windscreen.  On 
the other hand, in climates with large diurnal temperature swings (for instance, the Rocky 
Mountain west), convection from cool nighttime air can augment cooling of the radiator 
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surface. Therefore, it is to be expected that the benefit of a windscreen may vary with 
climatic location. Two additional effects on the performance of a sky radiator this study 
will take into account are the presence of condensation on the cover and the decrease in 
the transmittance properties of polyethylene over time. Condensation represents another 
climatic factor, since it depends on outdoor temperature and humidity. 
The windscreen can be any transparent material capable of withstanding 
environmental loads and exhibiting high transmissivity properties [Johnson 1975]. A 
windscreen of polyethylene, which is mostly transparent to long-wave radiation, has been 
widely used and can increase net cooling by reducing convective heat gain to the radiator 
plate.  Polyethylene as a cover material is low cost, light weight and has desirable 
transmittance properties [Xing, et al. 2016] for the sky radiator.  Plastics possess the 
advantage of being able to withstand hail and other impacts since they are flexible 
[Yellott 1973].  A drawback of polyethylene is its susceptibility to degradation and 
mechanical failure from harsh conditions caused by high temperature, solar radiation and 
wind [Bosi, et al. 2014, Xing, et al. 2016]. 
A polyethylene cover allows most long wave radiation to pass. Radiation 
transmission through the cover is affected by several factors, including the type of 
material, dirt and dust deposition, and discoloration caused by aging. The long wave 
transmissivity of a 50 μm polyethylene cover for infrared radiation deteriorates from 0.8 
for dry polyethylene to almost zero for polyethylene wetted by condensation [Pieters & 
Deltour 1997]. It was shown by Pieters & Deltour [1997] that in a temperate maritime 
climate, heating requirements were under-estimated by about 15% for glass greenhouses 
and over-estimated by about 20% for a polyethylene-covered greenhouse when 
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condensation was not modeled. Assuming uniformly diffuse radiation, condensate was 
found to lower the hemispherical transmittance by 8% for single and double glass, 5% for 
low-emissivity glass, 11% for low-density polyethylene and 13% for anti-dust 
polyethylene [Pollet & Pieters 2000]. There has been much research on transmittance of 
cladding materials covered with condensate, mainly focused on common non-treated 
plastic films or sheets. Using an outdoor test stand to measure the effect of condensate on 
the transmittance of low density polyethylene film for diffuse radiation, it was reported 
that transmittance was reduced by 8% [Geoola, et al. 1994]. Balemans [1990] found 
condensation reduced transmissivity through polyethylene at normal incidence by about 
17%.  Using an indoor test stand, transmittance was found to decrease between 9 and 
19% on polyethylene due to condensation [Scultz & Bartnig 1996].  Although many 
studies describe the influence condensation has on transmissivity, few studies with sky 
radiation include this factor. 
In addition to condensation, aging of the polyethylene also leads to substantial 
degradation in its transmissivity of long-wave radiation [Hamza, et al. 1998]. It was 
found that aging the polyethylene for 100 days caused a 33.3% decrease in performance 
through the decrease of heat dissipation and increase of radiation gain by a night sky 
radiator system. Based on these previous works, the effects of condensation and aging 
were included in the simulations of a heat pipe sky radiator system, due to their effect on 
the radiative properties of polyethylene and its prevalent use as a windscreen cover. 
3.1.2. Objective 
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In an initial study by Parsons & Sharp [2016], it was found that condensation had 
an effect on radiative properties of the sky radiator with one cover in the Louisville, KY 
climate. This study motivated the current one that includes transmittance of the 
condensate through zero, one and two cover(s). The objective of this new study was to 
evaluate the impacts of condensation on the overall performance of passive systems with 
different numbers of polyethylene covers in a range of climates. One city in each of the 
11 ASHRAE climates zones across the United States was simulated.  For this set of 
simulations, the cover was simulated using conventional 50 μm polyethylene with long-
wave transmittance of 0.72 to simulate a readily available cover design. Windscreen 
degradation was studied in Louisville, KY, Miami, FL and New Orleans, LA. To account 
for degradation of the polyethylene long-wavelength transmittance in the model, a linear 
decrease in transmittance over time was used [Hamza, et al. 1998].  Additionally, annual 
cover replacement was modeled.  The replacement dates modeled were May 1st, June 1st, 
July 1st and Aug 1st. Condensation was included for each simulation. 
3.2. METHODS 
A computer simulation program was created to simultaneously solve nodal 
temperatures as functions of time. The design of the system was modeled after a previous 
design of solar heat pipes used for heating only [Albenese et al. 2012, Robinson et al. 
2015].  The computer model developed simulated the following nodes: thin polyethylene 
cover(s), radiator plate with a selective surface (white ZnO paint), heat pipe condenser 
end, heat pipe evaporator end, thermal storage fluid, fluid container wall, and room. 
. 
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Figure 12. Depiction of one-windscreen sky radiator system with uniform condensation 
layer 
The three node diagrams shown in Figures 13, 14 and 15 describe the thermal 
networks for a system with zero, one and two covers, respectively. Typical 
Meteorological Year (TMY3) weather data was used in the simulations, and auxiliary 
cooling was applied as needed to limit room temperature to a maximum of 24˚C. The key 
heat transfer conductances among nodes were the load to radiator ratio (LRR), which 
characterized the ratio of building heat gain to radiator size, one way heat transfer 
through the heat pipe, polyethylene cover solar flux, sky radiation and wind convection, 
and radiator plate solar flux, sky radiation, and convective and radiative transfer. 
Conductances and nodal temperatures used in the thermal networks are listed in Table 4. 
Variables and parameter values used to solve for conductances are provided in Table 5. 
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Figure 13. Node diagram for system with no windscreen. 
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Table 4. Description and baseline values of nodal temperatures and conductance. 
Parameter Description Variable 
Windscreen temperature T  T1, T1* 
Radiator plate temperature T  T2 
Heat pipe condenser end temperature T  T3 
Heat pipe evaporator end temperature T  T4 
Exposed heat pipe evaporator end temperature T  T4* 
Tank water temperature T  T5 
Tank wall temperature T  T6 
Room temperature T  T7 
Sky temperature T  T8 
Ambient temperature (TMY3 Data) T  T9 
Solar flux to the radiator plate E E1 
Solar Flux to the windscreen E E2 
Solar Flux to the second windscreen E E3 
Natural convection and radiation from plate to windscreen H k12 
Natural convection and radiation between two windscreens k11* 
Conduction from plate to condenser H k23 
Two phase heat transfer from immersed evaporator to condenser H k34 
Two phase heat transfer from exposed evaporator to condenser H k34* 
Natural convection from evaporator to water H k45 
Natural convection from evaporator to room H k4*7 
Conduction through tank wall H k56 
Natural convection and radiation H k67 
Overall heat loss from room to ambient (LRR=10 W/m2-K) H k79 
Wind convection and radiation from windscreen to ambient H k91 
Wind convection and radiation from second windscreen to ambient H+ k91* 
Wind convection and radiation from radiator plate to ambient H+ k92, k92* 
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Radiation from windscreen  to sky H+ k81 
Radiation from second windscreen  to sky H+ k81* 
Radiation from radiator plate  to sky H+ k82 
Radiation from radiator plate  to sky through two windscreens H+ k82* 
T Indicates units of degrees Kelvin 
E-Indicates units of W/m2 
H- Indicates units of W/m2-K 
+ - Indicates condensation term is included when needed 
 
Table 5. Description of variables and parameters used to calculate conductance in 
thermal network (Equations 24-67). 
Variable Description Constant 
AWS Surface area of windscreen* 2.62 (m2) 
ARad Surface area of radiator* 2.62 (m2) 
AHP Surface area of heat pipe* 5.18E-4 (m2) 
AInsul Surface area of insulation* 2.62 (m2) 
ATank Surface area of tank* 4.17 (m2) 
AEvap Surface area of evaporator* 0.104 (m2) 
Ai Anisotropy index -- 
α Thermal diffusivity --(m2/s) 
αBuilding Terrain parameter (class III)* 0.850 
αn Normal absorptivity (radiator)* 0.180 
αb Beam absorptivity (radiator) -- 
 𝛼𝑏𝑊𝑆 Beam absorptivity (windscreen) -- 
αd Diffuse absorptivity (radiator) -- 
𝛼𝑑𝑊𝑆 Diffuse absorptivity (windscreen) -- 
αg Ground absorptivity (radiator) -- 
𝛼𝑔𝑊𝑆
 Ground absorptivity (windscreen) -- 
β Radiator orientation* 0° 
β' Volumetric coefficient of expansion (1/K) 
eWS Windscreen emissivity (long wave)* 0.150 
eRad Radiator emissivity (long wave)* 0.929 
eTank Tank emissivity* 0.930 
f Correction factor -- 
ΓBuilding Terrain parameter (class III)*  0.200 
g Gravitational constant 9.81 (m/s2) 
HBuilding Modeled building height* 3.00 (m) 
HTower Weather tower height* 10.0 (m) 
hW Wind heat transfer coefficient [Sherman & Modera 
1986] 
 
-- 
h Annual hour -- 
I Total radiation on horizontal surface (hourly) TMY3 Data 
Ib Isotropic beam radiation (hourly) -- 
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Id Isotropic diffuse radiation (hourly) TMY3 Data 
kAir Conductivity of air -- 
kHP Conductivity of heat pipe material* 401 (W/mK) 
kInsul Conductivity of insulation material* 2.50E-2 (W/mK) 
kRad Conductivity of radiator material* 401 (W/mK) 
kTank Conductivity of tank* 0.500 (W/mK) 
kWater Conductivity of thermal fluid (water)* 0.580 
K Extinction coefficient of polyethylene* 1.00E-5 (m-1) 
L Thickness of windscreen* 50E-6 (m) 
LHP Length of adiabatic section* 2.54E-2 (m) 
LInsul Thickness of insulation* 0.700 (m) 
LRad Thickness of radiator* 3.18E-3 (m) 
LTank Thickness of tank wall* 3.18E-3(m) 
LCond Thickness of condensation* 1.20E-4 (m) 
LW-W Distance between windscreens 2.54E-2 (m) 
LW-R Distance between windscreen and radiator 2.54E-2 (m) 
n1 Refractive index (air)* 1.00 
n2 Refractive index (polyethylene)* 1.54 
n3 Refractive index (water)* 1.33 
N Number of windscreens 0,1,2 
NFins Number of fins* 5 
NHP Number of heat pipes* 5 
NHPR Number of heat pipes exposed to room* 1 
NHPW Number of heat pipes in thermal fluid* 4 
NTank Number of tanks* 1 
NuAir Calculated Nusselt number of air -- 
Nu Calculated Nusselt number -- 
ODHP Outside diameter of heat pipe* 2.86E-2 (m) 
ρg Ground reflectance* 0.3 
P Prandtl number -- 
RaAir Rayleigh number of air -- 
Rb Beam radiation Ratio -- 
RCond Resistance of condenser end* 8.58E-5 (K/W) 
REvap Resistance of evaporator end* 9.13E-5 (K/W) 
σ Stefan Boltzmann constant* 5.67 E-8 (W/m2K4) 
t Number of hours from midnight (hours) 
τb Beam transmissivity -- 
τd Diffuse transmissivity -- 
τg Ground transmissivity -- 
τWS Windscreen long wave transmissivity* 0.72 
τCond Condensation long wave transmissivity* 0.80 
𝑇𝑆𝑘𝑦 Sky temperature -- 
Tdp,o Outdoor dew-point temperature TMY3 Data 
To Outdoor dry bulb (K) TMY3 Data 
𝜃1 Angle of incidence in medium 1 -- 
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𝜃2 Angle of refraction in medium 2 -- 
ν Kinematic viscosity (m2/s) 
Vj Wind velocity (hourly) -- 
WSV Weather tower wind velocity TMY3 Data 
WHP Distance between heat pipe centers* 0.359 (m) 
LRR Load to radiator ratio* 10 (W/mK) 
Radiator plate material* Copper 
Radiator plate selective surface* White Zinc Oxide 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Heat pipe two phase heat transfer fluid* R-124 
Heat pipe material* Copper 
Water tank height* 1.42 (m) 
Water tank length* 1.11 (m) 
Water tank width* 0.203 (m) 
--Calculated Parameter 
*Baseline Parameter
Sky temperature was modeled by [Berdahl, et al. 1984] 
𝑇8 = 𝑇𝑜[0.711 + 0.0056𝑇𝑑𝑝,𝑜 + 0.00037𝑇𝑑𝑝,𝑜
2 + 0.013cos(15𝑡)]
1
4
(24) 
where T8 and To are the sky and outdoor dry-bulb temperatures in degrees Kelvin, Tdp,o is 
the outdoor dew-point temperature in degrees Celsius, and t is the number of hours from 
midnight. For the conductance values described in Table 4 that are functions of 
temperature, an iterative process was used to match the conductance values to the nodal 
temperatures solved by energy flux equations [Albanese, et al. 2012] given by 
𝑞𝑖𝑗̇ = 𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)
(15) 
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where heat transfer between the nodes is solved by using kij, the conductance between the 
two nodes, and multiplying by the temperature difference between nodes i and j. The 
network conductances were calculated with Eqns 3-37, with variables and constants 
described in Tables 4 and 5. Each conductance term was normalized by the radiator area 
and included view factors where needed. 
The conductance from ambient temperature to the outer windscreen including 
condensation is 
𝑘91 = ((
1
ℎ𝑤
+
𝐿𝑐𝑜𝑛𝑑
𝑘𝑤𝑎𝑡𝑒𝑟
)
−1
+ 𝜏𝐶𝑜𝑛𝑑 𝑒𝑤𝑠𝜎(𝑇1
2 + 𝑇9
2)(𝑇1 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
))
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
. 
(26) 
For radiation from ambient to the second (inner) windscreen, 
𝑘91∗ = (𝜏𝐶𝑜𝑛𝑑𝜏𝑊𝑆𝑒𝑤𝑠𝜎(𝑇1∗
2 + 𝑇9
2)(𝑇1∗ + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
))
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
. 
(27) 
The thickness of the condensation, Lcond, was modeled after Pieters & Deltour [1997] as 
the maximum condensate film thickness on polyethylene. Without condensation, the k91 
and k91* conductance terms are calculated the same as Equation 26 and 27, respectively, 
without the water conductance and the condensation transmissivity terms. The wind heat 
transfer coefficient [Burch & Luna 1980] is calculated by first finding the wind velocity 
[Sherman & Modera 1986] 
𝑉𝑗 = 𝑊𝑆𝑉 ∗ 𝛼𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 (
𝐻𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔
𝐻𝑡𝑜𝑤𝑒𝑟
)
𝛾𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔
(28) 
Then the convection coefficient is 
ℎ𝑤 = 2.8 + (4.8𝑉𝑗)
44 
(29) 
The radiation from radiator to ambient through one cover is 
𝑘92 = 𝜏𝐶𝑜𝑛𝑑 𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇9
2)(𝑇2 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
.
(30) 
And for a two-cover system, 
𝑘92∗ = 𝜏𝑤𝑠
2 𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇9
2)(𝑇2 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(31) 
The far infrared radiation from the outer windscreen to the sky is 
𝒌𝟖𝟏 = 𝝉𝑪𝒐𝒏𝒅𝒆𝒘𝒔𝝈(𝑻𝟏
𝟐 + 𝑻𝟖
𝟐)(𝑻𝟏 + 𝑻𝟖)(
𝟏+𝒄𝒐𝒔𝜷
𝟐
)
𝑨𝒘𝒔
𝑨𝑹𝒂𝒅
. 
(32) 
and for the inner cover of a two-cover system, 
𝒌𝟖𝟏∗ = 𝝉𝒘𝒔𝝉𝑪𝒐𝒏𝒅𝒆𝒘𝒔𝝈(𝑻𝟏∗
𝟐 + 𝑻𝟖
𝟐)(𝑻𝟏∗ + 𝑻𝟖) (
𝟏+𝒄𝒐𝒔𝜷
𝟐
)
𝑨𝒘𝒔
𝑨𝑹𝒂𝒅
. 
(33) 
Similarly, the far infrared radiation from radiator to sky through one cover is 
𝑘82 = 𝜏𝐶𝑜𝑛𝑑𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇8
2)(𝑇2 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(34) 
And for the two-cover system, 
𝑘82∗ = 𝜏𝐶𝑜𝑛𝑑𝜏𝑤𝑠
2 𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇8
2)(𝑇2 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(35) 
Similar to k91, the conductances k91*, k92, k92*,  k81, k81*, k82 and k82* without condensation 
do not include the condensation terms shown. The solar absorption of the outer 
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windscreen was calculated from the model of Hay, Davies, Klucher and Reindl, HDKR 
[Duffie & Beckman 2013] 
𝐸2 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏𝛼𝑏𝑤𝑠 + (𝐼𝑑(1 − 𝐴𝑖)𝛼𝑑𝑤𝑠 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔𝛼𝑔𝑤𝑠 (
1−cos (𝛽)
2
).  
(36) 
where Ai, f and Rb are calculated based on equations in Duffie & Beckman [2013]. The 
solar absorption of the inner windscreen was calculated as 
𝐸3 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏 ∗ 1.01𝜏𝑏𝛼𝑏𝑤𝑠 + (𝐼𝑑(1 − 𝐴𝑖) ∗ 1.01𝜏𝑑𝛼𝑑𝑤𝑠 (
1+cos𝛽
2
) (1 +
𝑓𝑠𝑖𝑛3 (
𝛽
2
)) + 𝐼𝜌𝑔 ∗ 1.01𝜏𝑔𝛼𝑔𝑤𝑠 (
1−cos 𝛽
2
). 
(37) 
 The factor 1.01 approximates the effect of multiple reflections. Isotropic beam radiation 
is calculated as  
𝐼𝑏 = 𝐼 − 𝐼𝑑  . 
(38) 
The beam short-wave transmittance was calculated using derived expressions from 
Fresnel [Duffie & Beckman 2013] for the reflection of un-polarized radiation passing 
from medium 1 with refractive index ni to medium 2 with refractive index n2. When 
condensation is not present, medium 1 is air, and medium 2 is the windscreen. When 
condensation occurs, medium 1 is water. 
𝜏𝑏 = 𝑒𝑥𝑝(−
𝐾𝐿
𝑐𝑜𝑠𝜃2
)0.5 (
1−
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
1+(2𝑁−1)
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
+
1−
sin2(𝜃2 −𝜃1)
sin2(𝜃2 +𝜃1)
1+(2𝑁−1)
sin2(𝜃2−𝜃1 )
sin2(𝜃2+𝜃1 )
). 
(39) 
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Beam absorptivity for the windscreen was derived from Duffie & Beckman [2013] as, 
𝛼𝑏𝑊𝑆 = 1 − 𝜏𝑏
(40) 
Beam absorptivity for the radiator was then calculated with 
𝛼𝑏 = 𝛼𝑛(1 − 1.5879𝑥10
−3𝜃2 + 2.7314𝑥10
−4𝜃2
2 − 2.3026𝑥10−5𝜃2
3 +
9.0244𝑥10−7𝜃2
4 − 1.8000𝑥10−8𝜃2
5 + 1.7734𝑥10−10𝜃2
6 − 6.9937𝑥10−13𝜃2
7).
(41) 
Transmittance and absorption of diffuse and ground-reflected radiation were calculated 
using Equations 42 and 43, respectively, for angle of incidence 𝜃1
𝜃1 = 59.7 − 0.1388𝛽 + 0.001497𝛽
2
(42) 
𝜃1 = 90 − 0.5788𝛽 + 0.002693𝛽
2.
(43) 
The angle of refraction for each is 
𝜃2 = sin
−1 [
𝑛𝑖
𝑛2
sin(𝜃1)].
(44) 
For the solar absorption by the radiator, short-wave transmissivity terms are added to 
represent the fractions of each type of radiation passing through the windscreen 
𝐸1 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏 ∗ 1.01𝜏𝑏𝛼𝑏 + (𝐼𝑑(1 − 𝐴𝑖) ∗ 1.01𝜏𝑑𝛼𝑑 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔 ∗ 1.01𝜏𝑔𝛼𝑔 (
1−cos (𝛽)
2
). 
(45) 
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When no windscreen is present, E1 is calculated the same as Equation 45, but without the 
factor 1.01 and with 𝜏𝑏  =  𝜏𝑑 =  𝜏𝑔 =  1.  
The conductance between the windscreens is 
𝑘11∗ =
𝑘𝐴𝑖𝑟𝑁𝑢𝐴𝑖𝑟
𝐿𝑊−𝑊
(
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
) + (
1
1
𝑒𝑊𝑆
+
1
𝑒𝑊𝑆
−1
) 𝜎(𝑇1
2 + 𝑇1∗
2 )(𝑇1 + 𝑇1∗) (
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
). 
(46) 
The conductance between the windscreen and the radiator includes both radiation and 
convection  
𝑘12 =
𝑘𝐴𝑖𝑟𝑁𝑢𝐴𝑖𝑟
𝐿𝑊−𝑅
(
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
)+(
1
1
𝑒𝑅𝑎𝑑
+
1
𝑒𝑊𝑆
−1
) 𝜎(𝑇1
2 + 𝑇2
2)(𝑇1 + 𝑇2) (
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
), 
(47) 
where the Nusselt number is a function of Rayleigh number and tilt angle as found in 
experiments by Hollands, et al. [1976] 
𝑁𝑢𝐴𝑖𝑟 = 1 + 1.44 [1 −
1708(𝑠𝑖𝑛1.8𝛽)1.6
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
] [1 −
1708
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
]
+
+ [(
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
5830
)
1
3 − 1]
+
, 
(48) 
where the meaning of the + exponent is that only positive values of the terms in the 
square brackets are used.  Zero is used if the term is negative. The Rayleigh number is  
𝑅𝑎 =
𝑔𝛽′Δ𝑇𝐿𝑋
3
𝜐𝛼
 
(49) 
where LX is the distance between windscreen and radiator or between windscreens. An 
equation developed by Susheela & Sharp [2001] is used for the conductance between the 
radiator plate and the condenser end of the heat pipe 
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𝑘23 = (
1
1
3𝑘𝑅𝑎𝑑𝐿𝑅𝑎𝑑
(
𝑊𝐻𝑃−𝑂𝐷𝐻𝑃
2
)
2⁄ )𝑁𝑓𝑖𝑛𝑠 (
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
). 
(50) 
The conductance of the heat pipe from condenser to evaporator end in the thermal storage 
fluid is [Susheela & Sharp 2001] 
𝑘34 = 0.04(𝑁𝐻𝑃,𝑟𝑜𝑜𝑚 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃,𝑡𝑎𝑛𝑘 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(51) 
The conductance of the heat pipe from condenser to evaporator end exposed to room air 
is [Susheela & Sharp 2001] 
𝑘34∗ = 0.25(𝑁𝐻𝑃 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(52) 
The convective conductance between the heat pipe evaporator end and thermal storage 
fluid is 
𝑘45 =
𝑁𝐻𝑃 ,𝑊𝑘𝑊𝑎𝑡𝑒𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(53) 
where the Nusselt number for the fluid in the tank is 
𝑁𝑢 =
(
 
 
0.60 +
0.387𝑅𝑎
1
6
(1+(
0.559𝜈
𝛼
)
9
16)
8
27
)
 
 
2
, 
(54) 
where the Rayleigh number is calculated using Equation 54. For the heat pipes exposed 
to the room, the convective conductance is 
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𝑘47∗ =
𝑁𝐻𝑃 ,𝑅𝑘𝑎𝑖𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(55) 
where the Nusselt and Rayleigh numbers are calculated using Equations 48 and 49, 
respectively. The conduction through the tank wall is 
𝑘56 =
𝑘𝑇𝑎𝑛𝑘
𝐿𝑇𝑎𝑛𝑘
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
). 
(56) 
The conductance due to convection and radiation from the tank wall to the room is 
𝑘67 =
𝑁𝑇𝑎𝑛𝑘 𝑘𝑎𝑖𝑟𝑁𝑢
𝐿𝑇𝑎𝑛𝑘∗
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
) + 𝑒𝑇𝑎𝑛𝑘𝜎(𝑇6 + 𝑇7)(𝑇6
2 + 𝑇7
2) (
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
), 
(57) 
where the Nusselt number for the top and bottom of the tank [Susheela & Sharp 2001] 
and vertical sides [Bergman et al. 2011] are  
𝑁𝑢𝑆𝑖𝑑𝑒𝑠 = 0.68 +
0.670𝑅𝑎
1
4
(1 +
0.492
𝑃
9
16
)
4
9
,   𝑅𝑎 < 109 
𝑁𝑢𝑆𝑖𝑑𝑒𝑠 =
(
 
 
 
0.825 +
0.387𝑅𝑎
1
6
(1 +
0.492
𝑃
9
16
)
8
27
)
 
 
 
2
,   𝑅𝑎 > 109 
(58) 
𝑁𝑢𝑇𝑜𝑝 = 0.54𝑅𝑎
0.25 ,104 < 𝑅𝑎 < 107,
𝑁𝑢𝑇𝑜𝑝 = 0.15𝑅𝑎
0.333 , 107 < 𝑅𝑎 < 1011 ,
(59) 
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𝑁𝑢𝐵𝑜𝑡𝑡𝑜𝑚 = 0.27𝑅𝑎
0.25 ,
(60) 
The Rayleigh number is calculated using equation 49 for each surface of the tank. Two 
types of condensation have been distinguished: 
Film-wise Condensation - When water spreads out as a continuous film over the 
surface. 
Drop-wise Condensation – When separate drops are formed on the surface. 
[Jakob 1936] 
To explore its greatest effect, film-wise condensation was assumed for this study. The 
model represents either a totally wet surface or a totally dry surface and neglects the 
latent heat of condensation and evaporation (the cover temperature was also limited to the 
dew point temperature as a simplified approximation of the effect of latent heat). The 
totally wet surface along with the other nodal layers is shown in Figure 12. 
For this study, the design chosen uses 50 μm polyethylene cover that would be 
stiff enough to withstand environmental issues with a long-wave transmissivity of 0.72 
[Hamza, et al. 1998] consistent with 0.73 long wave transmissivity, used in recent studies 
of a polyethylene with thickness 100 μm [Xing, et al. 2016]. The degradation of the 
typical polyethylene cover’s long-wave transmittance was modeled by a linear 
relationship with time.  Results from Hamza et al [1998] were linearly fit, and the long-
wave transmittance was modeled to decreases as 
𝜏𝑊𝑆 = 0.72 − 1.207𝑥10
−4ℎ,
(61) 
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where 𝜏𝑊𝑆  is the transmittance of the cover and h is the age of the cover in hours.  A
transmittance of 0.42 was used as a lower limit.  Simulations were run with four different 
dates on which the cover is replaced annually, May 1st, June 1st, July 1st and Aug 1st. 
Cites modeled were Louisville, Miami and New Orleans. Condensation on one cover was 
included for each run. For this study, the cases simulated are listed in Table 6. 
Table 6.  Program simulation description 
City Simulation Description 
Louisville 
New Orleans 
Miami 
No cover with baseline attributes 
One cover with baseline attributes 
Two covers with baseline attributes 
Polyethylene degradation with May cover replacement and 
baseline attributes 
Polyethylene degradation with June cover replacement and 
baseline attributes 
Polyethylene degradation with July cover replacement and 
baseline attributes 
Polyethylene degradation with August cover replacement and 
baseline attributes 
Albuquerque, NM 
Madison, WI 
Rock Springs, WY 
Denver, CO 
Seattle, WA 
Denver, CO 
San Diego, CA 
Washington, D.C 
Houston, TX 
No cover with baseline attributes 
One cover with baseline attributes 
Two covers with baseline attributes 
*Baseline attributes include parameters listed in Table 5 with no cover degradation.
3.2.1. Sky Fraction and Radiator Efficiency 
The rate of heat gain from outdoors to the room is given by 
?̇?𝑪𝑳,𝒊 = (𝒌𝟕𝟗(𝑻𝟗 − 𝑻𝟕))
+
(62) 
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where the superscript indicates only positive values, and the conductance and 
temperatures are given in Table 4. The index i signifies that this calculation is performed 
for each hour of the simulation. 𝑞𝐶𝐿,𝑖represents the rate of cooling that must be supplied
to maintain constant indoor temperature. Thus, the hourly cooling load is estimated as 
𝑞𝐶𝐿,𝑖times the hour time interval. Note that the cooling load includes loads when indoor
temperature is below the indoor comfort temperature set point of 23.9˚C. The portion of 
the cooling power that was covered by the sky radiation system, from storage and from 
the exposed condenser, is 
?̇?𝑹𝑨𝑫,𝒊 = (𝒌𝟔𝟕(𝑻𝟕 − 𝑻𝟔) + 𝒌𝟒𝟕∗(𝑻𝟕 − 𝑻𝟒∗))
+
(63) 
Auxiliary cooling is applied only when required to limit the indoor temperature T7 to no 
greater than 23.9˚C, and is given by 
?̇?𝐴𝑈𝑋,𝑖 = ?̇?𝐶𝐿,𝑖 − ?̇?𝑅𝐴𝐷,𝑖
(64) 
with T7 = 23.9˚C. The cooling load and auxiliary cooling were summed over the entire 
year. During times of non-cooling loads, the indoor temperature, T7, was allowed to drift, 
but it was limited to a minimum of 18.3˚C. No calculations were made for auxiliary 
heating of the space. The fraction of the total annual load served by the sky radiator is 
defined as the sky fraction, 
fRAD = 1-
∑ q̇AUX,i
8760
k=1
∑ q̇CL,i
8760
k=1
(65) 
where 8760 is the number of hours in the year. Hourly theoretical radiative heat transfer 
assuming the sky to be a perfect black body is 
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?̇?𝑩𝑩,𝒊 = 𝝈(𝑻𝟐
𝟒 − 𝑻𝟖
𝟒)
(66) 
where σ is the Stefan-Boltzman constant, and the temperatures are from Tables 4 and 5. 
The radiator efficiency is then defined as 
𝜂 =
?̇?𝑟𝑎𝑑,𝑖
?̇?𝐵𝐵,𝑖
 (67) 
3.3. RESULTS AND DISCUSSION 
3.3.1. Effects of Condensation on System Performance 
Sky fractions in cities in each ASHRAE climate zone for a baseline sky radiation 
system (characteristics in Table 5) including condensation with zero, one and two covers 
are shown in Figure 16. Rock Springs, Seattle and San Diego achieved sky fractions of 
1.0 with a system with no cover.  For these cities, the annual cooling loads were 
calculated as 64.2, 34.6 and 74.0 kWh/m2, respectively (Figure 17).  Among the cities 
simulated, these had the lowest annual cooling loads. For all cities with sky fraction less 
than 1.0, adding a cover increased the sky fraction. Adding a second cover produced 
smaller increases. Results are also shown in Figure 16 for a system with two covers 
without condensation. Neglecting condensation resulted in increases in performance of 
similar magnitude to adding a second cover. 
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Figure 16. Annual sky fractions when condensation is included with zero, one and two 
cover(s). 
Figure 17. Calculated annual cooling loads for differing U.S. cities. 
For each city, the hours during which condensation was present on the outermost 
surface of the sky radiation system with ambient air above 18°C were totaled. The 
greatest number of hours of condensation, 784 hours, occurred in New Orleans, and zero 
hours of condensation occurred in Rock Springs, Denver and Seattle (Figure 18). In all 
0
50
100
150
200
250
C
o
o
lin
g 
L
o
ad
55 
climates, condensation was more likely during night time, due to the lack of solar 
heating, lower ambient temperature and higher humidity. Due to the increased heat 
rejection to the sky and the resulting lower temperature of the radiator, additional covers 
increased the amount of time that condensation occurred. Hydrophobic coatings and a 
small tilt could promote clearance of condensation. With less coverage of the windscreen, 
drop-wise condensation would have less performance. 
Figure 18. Time that condensation was found on the outer cover with one and two-cover 
systems. 
Sky fraction decreased with increasing cooling load among the different cities 
(Figure 19). Since the radiator area and all other system parameters remain the same, this 
decrease is expected. However, the scatter reveals the influence of climate. The humid 
climates of Houston and New Orleans resulted in sky fractions below the linear trend line 
and the dry climates of Denver and Albuquerque produced performance above the trend 
line. 
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Figure 19. Comparison of sky fractions in all locations with cooling load of one cover 
system. 
Figure 20. Comparison of room temperature, ambient temperature and radiator 
temperature during a week in June in Louisville, KY for the two cover system. 
For the Louisville, KY climate, the thermal performance, during the daytime and 
night time, of the system with 2 covers including condensation is shown in Figure 20. 
The first week in June is shown in the figure.  Over this period, average nocturnal 
ambient, nocturnal room and nocturnal radiator temperature was 22 °C, 21 °C and 20°C, 
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respectively (Nocturnal is defined between 9:00 PM and 5:00AM.).  As shown by the 
figure, a decrease in nocturnal radiator temperature of 2°C is slightly less than the results 
of Raman, et al. [2014] who achieved a 4°C to 5°C drop from ambient temperature 
during night-time and daytime. 
3.3.2. Degradation of Polyethylene 
The effect of the date of annual replacement of the polyethylene cover is shown in 
Figure 21. The maximum sky fraction for the Louisville location occurs when the cover 
is changed in July, while the maximum sky fractions for Miami and New Orleans occur 
when the cover is changed in May and June, respectively. The mild climate of Louisville 
allows the cover to function sufficiently for the beginning of the cooling season, while in 
warmer regions, the cover needs to be replaced sooner. As modeled by equation 61, new 
polyethylene degrades from a maximum long-wave transmittance of 0.72 for a new cover 
to a minimum long-wave transmittance of 0.42 for the aged cover in 2486 hours or 103 
days. Therefore, even if the cover is replaced in August, its transmittance has degraded to 
the minimum by May of the next year.  Further, if the cover is replaced May 1, its 
transmittance has degraded to the minimum by the middle of August, before the end of 
the cooling season in these climates. Thus, all replacement dates result in the whole range 
of transmittance from maximum to minimum occurring during the cooling season. The 
benefits of different replacement dates are relatively small, and do not correlate with the 
peak of the cooling loads. Improvements in performance by early replacement in the two 
more challenging climates may be related to greater sky radiation potential earlier in the 
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summer. It is also shown in Figure 21 that neglecting degradation yields a significant 
increase in sky fraction. 
Figure 21. Annual sky fractions in Louisville, New Orleans and Miami, when the cover is 
replaced in the months shown. 
In Figure 21, the degradation of the cover transmittance caused a significant 
decrease in sky fractions. Sky fraction in Louisville, Miami and New Orleans decreased 
by 3%, 14% and 9%, respectively, for aged versus new covers, suggesting that regular 
replacement is necessary, particularly in climates with large cooling loads. These results 
corroborate those of Pollet & Pieters [2000]. 
3.4. CONCLUSIONS 
Because the performance of the sky radiator system was affected by dew on the 
cover in three climates (Louisville, Miami and New Orleans) in a previous study by 
Parsons & Sharp [2016], a wider range of climates and cover systems was investigated in 
this study. The addition of a cover enhanced sky fractions relative to no cover in all 
climates in which improvements were possible. A second cover caused smaller 
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improvements over one cover. Reductions in long-wave transmittance by additional 
covers had less influence than the reduction in convective gains. 
As supported by previous studies, the inclusion of condensation decreased the 
overall performance of the system.  For the Miami, New Orleans and Houston climates, 
including condensation caused a decrease in sky fraction by 2%, 3% and 3%, 
respectively, for the two-cover system. Including condensation in the calculations 
provided a more accurate depiction of how well a sky radiator will perform in these 
locations. It should be noted that other system configurations that cool to below ambient 
temperature, but not necessarily to a temperature low enough for direct cooling of room 
air [e.g., Goldstein, et al. 2017], may avoid condensation, but only partially offset cooling 
loads. 
Regardless of the effects of condensation, using a sky radiator as a means of 
cooling is shown to be a viable option in climates across the US. Sky fractions of 100% 
were possible in cities with small cooling loads (Rock Springs, Seattle, San Diego) and 
also in Denver, which has a moderate cooling load, but low humidity and large diurnal 
temperature swings. Sky fractions of over 50% were achieved in New Orleans and 
Houston and over 40% in Miami, which have high cooling loads. Because the cooling 
loads in these three challenging climates are roughly three times those of the smallest, the 
raw energy savings are greater. Therefore, economic performance, which was not 
evaluated, may be better in warm climates. 
Cover materials or treatments to reduce degradation would be helpful. Coatings to 
stabilize the film to ultraviolet radiation and mechanical erosion are commercially 
available, however documentation has focused largely on maintaining mechanical 
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properties [e.g., Dehbi, et al. 2016]. Some data is available for fresh coatings [e.g., 
Delgado, et al. 2011], but little information is available on long-term optical performance. 
Furthermore, even the transmittance of a new polyethylene cover (0.72 for long-wave 
radiation) is considerably less than that for a typical solar collector (> 0.9 for short-wave 
radiation for glass). New covers with higher transmittance represent an opportunity for 
materials development. 
These results provide some initial insight into the significance of sky radiator 
design parameters and confirm the potential for passive cooling of buildings, and point 
towards avenues of future research to improve system performance.
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CHAPTER IV 
CONTROL STRATEGIES AND DESIGN PARAMETERS FOR A COMBINED 
PASSIVE HEATING AND COOLING SYSTEM IN LOUISVILLE, KY 
4.1. INTRODUCTION 
4.1.1. Review of Passive Heating Systems 
Many options exist for utilizing solar energy for heating buildings passively. 
Passive systems have the advantages of simplicity, long life and lower cost, while reducing 
heating loads in homes by an average of 70% [Balcomb 1992]. Passive heating systems 
are categorized as direct gain, indirect gain and isolated gain. Examples in the literature 
include optimal building design [Valladares-Rendon, et al. 2017], Trombe and water walls 
[Saadatian, et al. 2013, Hu, et al. 2017] (indirect gain), sunspaces [Mihalakakou 2002] 
(indirect gain), roof ponds [Hay and Yellot 1969, Sodha, et al. 1980, Kaushika and Rao 
1983, Sharifi, et al. 2015] (indirect gain) and single-phase [Sadhishkumar & Balusamy 
2014] and two-phase (heat pipe) [Susheela & Sharp 2001, Albanese, et al. 2012, Robinson, 
et al. 2013] thermosyphoning collectors (isolated gain). 
One step toward minimizing space conditioning loads is to avoid overheating by 
passive solar systems. The effectiveness of four mechanisms for overheating reduction, as 
well as three strategies for employing the mechanisms, were evaluated for a solar heat pipe 
system, with positive results shown [Robinson & Sharp 2015a]. Additionally, features to 
provide cooling from systems designed primarily for heating have also been studied with 
success [Gan 1998, Mihalakakou 2002, Bataineh & Fayez 2011, Ghrab-Morcos, et al. 
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1993]. Incorporating components specifically for passive cooling could provide further 
benefits. For instance, roof ponds with moveable insulation can provide summertime 
cooling by evaporation during nighttime (see section 4.1.3). 
4.1.2. Review of Passive Cooling Systems 
Passive cooling is more challenging in varying climates due to the lower cooling 
capacities of ambient sources [Robinson, et al. 2015b] compared to passive solar heating. 
Passive cooling can be achieved through intelligent building design, such as shading, 
application of low solar absorptive materials, and building orientation. Additiona lly, 
passive cooling can be accomplished through application of a cooling system that utilizes 
an ambient energy source other than the sun. Givoni [2011] summarized these systems as 
naturally ventilated buildings, nocturnal ventilative cooling, radiant cooling, direct 
evaporative cooling, indirect evaporative cooling, and soil cooling. Common methods for 
passive cooling include solar chimneys [Yan, et al. 1991, dos S Bernardes, et al. 2003], 
solar roofs [Sodha et al. 1980, Srivastava & Tiwari 1984], and sky radiators [Santamouris 
2007].  Lu et al. [2016] provided a comprehensive review of the current passive radiative 
cooling techniques used in buildings. 
This study focuses on the use of passive radiant cooling, utilizing longwave radiant 
heat loss to the surroundings through a heat pipe. Since the effective black body radiant 
temperature of the clear night sky is substantially lower than ambient air in most climates 
[ Berdahl & Fromberg 1982], radiant cooling is a viable means to condition a space 
[Frangoudakis, et al. 1989,  Dobson 2005] and, in conjunction with thermal storage, can 
cool during the day and for longer periods.  Therefore, the sky provides an attractive 
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thermal sink for cooling across a wide range of climates [Robinson, et al. 2015b]. Night 
sky temperature has been correlated to dry bulb and dew point temperatures and time 
[Berdahl & Martin 1984]. 
Recently, research on sky radiation for cooling has experienced a resurgence in 
attention. Performance depends on high surface emittance, as well as high thermal 
transmittance and low thermal absorbance and reflectance of the cover, if one is used. It is 
worth noting that ideal radiator properties are distinctly different than those for solar 
collectors, which are most efficient with surface properties optimized for capturing energy 
at solar temperatures and retaining energy at thermal temperatures. Radiator temperature 
as low as 11˚C below ambient at night have been achieved with a white TiO2 plate covered 
with polyethylene [Kimball 1985], and more recently temperatures as low as 5 ˚C were 
achieved using layers of HfO2 and SiO2 during the daytime [Raman, et al. 2014]. In 
addition, Zhai, et al. [2017] were able to achieve daytime cooling using more readily 
materials for their sky radiator. 
4.1.3. Review of Combined Passive Heating and Cooling 
Systems that combine passive heating and passive cooling without the use of 
active mechanical devices are less common. Some of the first were the cliff dwellings of 
the Pueblo Indians at Mesa Verde, Colorado. Entire buildings were located under 
overhangs to block the summer heat, yet were accessible to the warming rays of the 
winter sun.  With the massive heat capacity of the surrounding rocks to provide cooling 
to ground temperature, they realized the principle of a passive heating and cooling system 
[Kreider, et al. 2009]. Chan, et al. [2010] offered a review of numerous individual 
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passive systems used for either solar heating or cooling, with a few integrated systems 
that would both heat and cool. The combined systems gain or trap heat through passive 
solar energy. The heat from the solar radiation is then absorbed, stored or used to preheat 
air.  For passive cooling, the system generates and channels air flow, thereby removing 
heat and creating a cooling effect, most commonly by natural ventilation. Examples for 
combined systems listed in this study included Trombe wall or Trombe-Michel wall, 
solar chimney, and solar roofs. Moghasemi and Vadiee [2018] compiled a review of solar 
chimneys as a passive strategy for heating and cooling, and concluded that there is a need 
for additional research on combination systems that would provide thermal comfort in 
multiple climates. Coma, et al. [2015] compared two types of green roofs to a 
conventional roof in terms of energy consumption for heating and cooling periods, 
concluding that future work is needed to improve the design of green roof systems to 
reduce energy consumption during the winter periods. 
The Atascadero, CA, Skytherm house utilized PVC water bags to form roof water 
ponds, which acted as solar heat collectors for heating and heat dissipaters for cooling 
[Haggard 1977]. This system provided 100% of the space heating and cooling 
requirements. Another Skytherm building system located in Phoenix, AZ utilized a 
water-covered roof with movable insulation panels and was able to keep the space in the 
comfort zone for 90% of the summer hours [Yellott 1973]. 
Reviews by Spanaki, et al. [2011] and Sharifi, et al. [2015] on numerous 
significant studies of roof ponds, suggest that using roof ponds as a means to passively 
heat and cool a space could provide an alternative to active heating and cooling. Roof 
ponds provide cooling benefits through indirect evaporative cooling and/or radiant 
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cooling, and use radiation and convection to cool the space. Heat is provided during the 
daytime when the water is exposed to solar radiation and solar energy is stored in the 
pond as sensible heat by the heat capacity of water. As in cooling, the stored energy is 
then transferred to the space by convection and radiation. 
Joubert & Dobson [2017] tested a small model of a passive night-sky radiation 
cooling/solar heating system consisting of an unglazed radiator panel, a cold water 
storage tank, a hot water storage tank, a room and interconnecting pipework in 
Stellenbosch, South Africa. Sameti & Kasaeian [2015] used a lumped capacitance model 
of a passive heating and cooling system in the Louisville, KY, climate in which the 
storage tank was heated by solar radiation and cooled by night sky radiation.  Hu et. al. 
performed numerical simulations and experimental validation of an air-based system 
[2018a] and a water-based system [2018b] of a combined diurnal solar heating and 
nocturnal radiative cooling system, although not entirely passive. Pumping power was 
needed to circulate the air and water. Hu, et al. [2019] proposed and manufactured a 
hybrid photo-thermal and radiative cooling collector coated with black acrylic paint. The 
system on a clear night, reached a net radiative cooling power of 55.1 W/m2, while the 
nightly cooling energy gain of the photo-thermal and radiative cooling system was 
0.99 MJ consecutively for 11.5 h, with a water temperature drop of 3.9 K.  This 
manufactured system also used a pump to operate.  The combined system in this study 
uses a similar method to heat and cool. Through the use of heat pipes, it is completely 
passive. 
4.1.4. Objective 
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For the system discussed in this study, heat pipes are used as the heat transfer 
method to deliver solar heating in the winter as well as to radiate heat to the sky for 
cooling during the summer. In order to maximize the performance of the system, 
numerous simulations were conducted to determine relative performance of differing 
configurations.  Two arrangements, a Combined System (CS) and Separate System (SS), 
of the passive heating and cooling subsystems were modeled and each were operated by 
four different control strategies to compare overall annual energy use for space 
conditioning. The Combined System operates with a single thermal mass connected to a 
dual-purpose solar absorber/sky radiator. The Separate System consists of a sky radiator 
and thermal mass separate from the solar absorber and its thermal mass. Of the four 
different control strategies, three are relatively simple control strategies and one is a more 
complicated weighted decision strategy. 
4.2. METHODS 
The heating and cooling systems were simulated using the MATLAB computer 
software package with two different thermal networks, shown in Figure 22. For the 
passive heating system, the nodes included an absorber plate, condenser and evaporator 
ends of the heat pipe, thermal storage fluid (water), tank wall, room, and ambient air. 
Heat transfer between the nodes included solar flux through the cover to the plate, 
conduction from plate to heat pipe, two-phase heat transfer through heat pipe, natural 
convection from pipe to storage (water) and from water to tank wall, natural convection 
and radiation from tank wall to room, and overall heat loss from room to ambient. The 
passive cooling system thermal network differed from the heating system by including 
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nodes for the cover and for sky temperature. Condensation was simulated to occur on the 
cover when the cover temperature was equal to the dew point temperature of ambient air. 
Typical Meteorological Year (TMY3) weather data for Louisville, KY, was used in the 
simulations, and auxiliary heating and cooling was applied as needed to limit room 
temperature to a maximum of 23.9˚C and a minimum of 18.3˚C. Table 7 provides a 
description of the conductance and nodal temperatures used in the thermal networks 
shown in Figure 22, including modified values to account for condensation. In the 
computer program, nodal energy balance equations were simultaneously solved to obtain 
the nodal temperatures as functions of time. Five heat pipes were simulated with four 
heat pipes immersed in a thermal storage tank containing water, and one transferring 
heating/cooling directly into the space. Direct heating/cooling of room air is designed to 
provide immediate space conditioning that is more in phase with the typical peak daily 
thermal load.  The heat pipe used R-124 refrigerant as the two-phase heat transfer fluid. 
This algorithm for heating was validated by experimental results from Robinson, et al. 
[2013].  The cooling model is the same as that developed by Parsons & Sharp [2018]. 
The heat transfer rate, 𝑞𝑖𝑗̇  per unit of collector area between nodes i and j is
𝑞𝑖𝑗̇ = 𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)
(68) 
where 𝑘𝑖𝑗 is the heat transfer coefficient between nodal temperatures 𝑇𝑖 and 𝑇𝑗,
respectively.  The energy balance for the 𝑖𝑡ℎ node is 
𝑚𝑖
𝑑𝑇𝑖
𝑑𝑡
= ∑(𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)) + 𝐸𝑖
𝑗
(69) 
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where 𝑚𝑖 is the capacitance per unit collector area, 𝐸𝑖 is the solar energy received per
unit collector area at the node and 𝑡 is the time.  Over a time step, ∆𝑡, equation 69 will 
become 
[
2𝑚𝑖
∆𝑡
+ ∑ 𝑘𝑖𝑗
𝑗
] 𝑇𝑖 − ∑ 𝑘𝑖𝑗
𝑗
𝑇𝑗 =
2𝑚𝑖𝑇𝑖−1
∆𝑡
+ ∑[𝑘𝑖𝑗(𝑇𝑗−1 − 𝑇𝑖−1] + [𝐸𝑖 + 𝐸𝑖−1]
𝑗
 
(70) 
where the −1 in the subscripts denotes the previous time step.  Thermal mass was 
included only for the water in the storage tank, thus 𝑚𝑖 = 0 for all other nodes. All the
nodes were solved concurrently as functions of time from a set of initialized 
temperatures. For heat transfer coefficients dependent on the nodal temperatures, multiple 
iterations were used to solve for the value. Conductances, equation variables and nodal 
temperatures used in the thermal networks (Figure 22) are described in equations below, 
as well as in Table 7 and in Table 15 in the Appendix. 
Table 7. Description and baseline values of nodal temperatures and conductances. 
Parameter Description Variable 
Windscreen temperature T,R T1 
(Radiator)/(Absorber) plate temperature T  T2 
Heat pipe (condenser)/(evaporator) end temperature T  T3 
Heat pipe (evaporator)/(condenser) end temperature T  T4 
Exposed heat pipe (evaporator)/(condenser) end temperature T  T4* 
Tank water temperature T  T5 
Tank wall temperature T  T6 
Room temperature T  T7 
Sky temperature T  T8 
Ambient temperature T  T9 
Solar flux (short and long wave radiation) to the radiator plate E,S E1H 
Solar flux (short wave radiation) to the radiator plate E,R E1C 
Solar flux (short wave radiation) to the windscreen E,R E2C 
Natural convection and radiation from (plate to cover)/(cover to plate) H,R k12 
Conduction from (plate to condenser)/(plate to evaporator) H k23 
Conduction through insulation H k25 
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Two phase heat transfer from immersed (evaporator to condenser) /(condenser 
to evaporator) H 
k34 
Two phase heat transfer from (exposed evaporator to condenser)/(condenser to 
evaporator) H 
k34* 
Natural convection from (evaporator)/(condenser) to water H k45 
Natural convection from (evaporator)/(condenser) to room H k4*7 
Conduction through tank wall H k56 
Natural convection and radiation H k67 
Overall heat loss from room to ambient (LRR) H k79 
Wind convection and long wave radiation from cover to ambient H,R,C k91
Long wave radiation from radiator plate to ambient H,R,C k92
Overall collector loss coefficient H,S k92 
Long wave radiation from windscreen  to sky H,R,C k81 
Long wave radiation from radiator plate  to sky H,R,C k82 
T Indicates units of degrees Kelvin 
E-Indicates units of W/m2 
H- Indicates units of W/m2-K 
C- Includes conduction through water layer when condensation is present 
R-Indicates a sky radiator variable only 
S-Indicates a solar heating variable only 
For radiative cooling, sky temperature was modeled by [Berdahl, et al. 1984] 
𝑇8 = 𝑇𝑜[0.711 + 0.0056𝑇𝑑𝑝,𝑜 + 0.00037𝑇𝑑𝑝,𝑜
2 + 0.013cos(15𝑡)]
1
4
(71) 
where T8 and To are the sky and outdoor dry-bulb temperatures in degrees Kelvin, Tdp,o is 
the outdoor dew-point temperature in degrees Celsius, and t is the number of hours from 
midnight. 
For the conductances shown in Figure 22, each conductance term was normalized by the 
radiator area and included view factors where needed. 
Conductances described in equations 72, 75-77, 79-80 and 84 are used for 
calculating the nodal conductances in cooling only, while equations 78 and 81 describe 
heating-only conductances as described in Table 7. For cooling, the conductance from 
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ambient temperature to the outer windscreen including condensation (a cooling only 
parameter) is 
𝑘91 = ((
1
ℎ𝑤
+
𝐿𝑐𝑜𝑛𝑑
𝑘𝑤𝑎𝑡𝑒𝑟
)
−1
+ 𝜏𝐶𝑜𝑛𝑑 𝑒𝑤𝑠𝜎(𝑇1
2 + 𝑇9
2)(𝑇1 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
))
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
. 
(72) 
The thickness of the condensation, Lcond, was modeled after Pieters & Deltour [1997] as 
the maximum condensate film thickness on polyethylene. Without condensation, the k91 
conductance term is calculated the same as equation 72, but without the water 
conductance and the condensation transmissivity terms. The wind heat transfer 
coefficient [Burch & Luna 1980] is calculated by first finding the wind velocity 
[Sherman & Modera 1986] 
𝑉𝑗 = 𝑊𝑆𝑉 ∗ 𝛼𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 (
𝐻𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔
𝐻𝑡𝑜𝑤𝑒𝑟
)
𝛾𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔
(72) 
Then the convection coefficient is 
ℎ𝑤 = 2.8 + (4.8𝑉𝑗)
(74) 
The long wave radiation from radiator to ambient through one cover is 
𝑘92 = 𝜏𝐶𝑜𝑛𝑑 𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇9
2)(𝑇2 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(75) 
The far infrared radiation from the outer windscreen to the sky is 
𝑘81 = 𝜏𝐶𝑜𝑛𝑑𝑒𝑤𝑠𝜎(𝑇1
2 + 𝑇8
2)(𝑇1 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑤𝑠
𝐴𝑅𝑎𝑑
. 
(76) 
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Similarly, the far infrared radiation from radiator to sky through one cover is 
𝑘82 = 𝜏𝐶𝑜𝑛𝑑𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇8
2)(𝑇2 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(77) 
As in the cooling nodal diagram, a conductance for the overall collector loss coefficient 
was calculated for heating as described in Duffie & Beckman [2013]. It was calculated as 
𝑘92
=
[
 
 
 
 
𝑁
520(1 − 0.000051𝛽2)
𝑇2
(
𝑇2 − 𝑇9
𝑁 + (1 + 0.089ℎ𝑤 − 0.1166ℎ𝑤𝑒𝑅𝑎𝑑)(1+ 0.07866𝑁)
)
0.430(1−
100
𝑇2
)
+
1
ℎ𝑤
]
 
 
 
 
−1
+
𝜎(𝑇2 + 𝑇9)(𝑇2
2 + 𝑇9
2)
1
𝑒𝑅𝑎𝑑 + 0.00591𝑁ℎ𝑤
+
2𝑁 + (1 + 0.089ℎ𝑤 − 0.1166ℎ𝑤𝑒𝑅𝑎𝑑)(1+ 0.07866𝑁) − 1 + 0.133𝑒𝑅𝑎𝑑
𝑒𝑊𝑆
− 𝑁
(78) 
The solar absorption of the outer windscreen and radiator was calculated from the model 
of Hay, Davies, Klucher and Reindl (HDKR) [Duffie & Beckman 2013].  The solar flux 
(short wave radiation) to the windscreen is 
𝐸2𝐶 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏𝛼𝑏𝑤𝑠 + (𝐼𝑑(1 − 𝐴𝑖)𝛼𝑑𝑤𝑠 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔𝛼𝑔𝑤𝑠 (
1−cos (𝛽)
2
). 
(79) 
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The solar flux (short wave radiation) through a single polyethylene windscreen to radiator 
plate for cooling is 
𝐸1𝐶 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏(1.01𝜏𝑏𝛼𝑏)𝑝𝑜𝑙𝑦 + (𝐼𝑑(1 − 𝐴𝑖)(1.01𝜏𝑑𝛼𝑑)𝑝𝑜𝑙𝑦 (
1+cos(𝛽)
2
)(1 +
𝑓𝑠𝑖𝑛3 (
𝛽
2
)) + 𝐼𝜌𝑔(𝜏𝑔𝛼𝑔)𝑝𝑜𝑙𝑦
(
1−cos(𝛽)
2
), 
(80) 
and the solar flux (short wave radiation) through a single glass windscreen to the radiator 
plate in heating is 
𝐸1𝐻 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏(1.01𝜏𝑏𝛼𝑏)𝑔𝑙𝑎𝑠𝑠 + (𝐼𝑑(1 − 𝐴𝑖)(1.01𝜏𝑑𝛼𝑑)𝑔𝑙𝑎𝑠𝑠 (
1+cos(𝛽)
2
)(1 +
𝑓𝑠𝑖𝑛3 (
𝛽
2
)) + 𝐼𝜌𝑔(𝜏𝑔𝛼𝑔)𝑔𝑙𝑎𝑠𝑠
(
1−cos(𝛽)
2
), 
(81) 
where Ai, f and Rb are calculated based on equations in Duffie & Beckman [2013]. The 
factor 1.01 approximates the effect of multiple reflections. Isotropic beam radiation is 
𝐼𝑏 = 𝐼 − 𝐼𝑑  .
(82) 
The beam short-wave transmittance, τb, was calculated using derived expressions from 
Fresnel [Duffie & Beckman 2013] for the reflection of un-polarized radiation passing 
from medium 1 with refractive index ni to medium 2 with refractive index n2. When 
condensation is not present, medium 1 is air, and medium 2 is the windscreen. When 
condensation occurs, medium 1 is water. 
𝜏𝑏 = 𝑒𝑥𝑝(−
𝐾𝐿
𝑐𝑜𝑠𝜃2
)0.5 (
1−
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
1+(2𝑁−1)
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
+
1−
sin2(𝜃2 −𝜃1)
sin2(𝜃2 +𝜃1)
1+(2𝑁−1)
sin2(𝜃2−𝜃1 )
sin2(𝜃2+𝜃1 )
). 
(83) 
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Beam absorptivity, αb, for the windscreen (polyethylene for cooling and glass for heating) 
and radiator, diffuse and ground-reflected transmittance or radiation (τd and τg), diffuse 
and ground-reflected absorption of radiation (αd and αg) and angle of refraction (θ1 and 
θ2) were calculated from Duffie & Beckman [2013]. The conductance between the 
windscreen and the radiator, a cooling only conductance, includes both radiation and 
convection  
𝑘12 =
𝑘𝐴𝑖𝑟𝑁𝑢𝐴𝑖𝑟
𝐿𝑊−𝑅
(
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
)+(
1
1
𝑒𝑅𝑎𝑑
+
1
𝑒𝑊𝑆
−1
) 𝜎(𝑇1
2 + 𝑇2
2)(𝑇1 + 𝑇2) (
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
), 
(84) 
where the Nusselt number is a function of Rayleigh number and tilt angle as found in 
experiments by Hollands, et al. [1976] 
𝑁𝑢𝐴𝑖𝑟 = 1 + 1.44 [1 −
1708(𝑠𝑖𝑛1.8𝛽)1.6
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
] [1 −
1708
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
]
+
+ [(
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
5830
)
1
3 − 1]
+
, 
(85) 
where the meaning of the + exponent is that only positive values of the terms in the 
square brackets are used.  Zero is used if the term is negative. The Rayleigh number is  
𝑅𝑎 =
𝑔𝛽′Δ𝑇𝐿𝑋
3
𝜐𝛼
 
(86) 
where LX is the distance between windscreen and radiator.  
The remaining conductance equations, 87-94, describe nodal conductances for both the 
heating and cooling systems. An equation developed by Susheela & Sharp [2001] is used 
for the conductance between the radiator plate and the condenser end of the heat pipe 
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𝑘23 = (
1
1
3𝑘𝑅𝑎𝑑𝐿𝑅𝑎𝑑
(
𝑊𝐻𝑃−𝑂𝐷𝐻𝑃
2
)
2⁄ )𝑁𝑓𝑖𝑛𝑠 (
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
). 
(87) 
The conductance of the heat pipe from condenser to evaporator end in the thermal storage 
fluid is [Susheela & Sharp 2001] 
𝑘34 = 0.04(𝑁𝐻𝑃,𝑟𝑜𝑜𝑚 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃,𝑡𝑎𝑛𝑘 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(88) 
The conductance of the heat pipe from condenser to evaporator end exposed to room air 
is [Susheela & Sharp 2001] 
𝑘34∗ = 0.25(𝑁𝐻𝑃 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃 (
1
𝑅𝑒𝑣𝑎𝑝+𝑅𝑐𝑜𝑛𝑑
)
1
𝐴𝑟𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(89) 
The convective conductance between the heat pipe evaporator end and thermal storage 
fluid is 
𝑘45 =
𝑁𝐻𝑃 ,𝑊𝑘𝑊𝑎𝑡𝑒𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(90) 
where the Nusselt number for the fluid in the tank is 
𝑁𝑢 =
(
 
 
0.60 +
0.387𝑅𝑎
1
6
(1+(
0.559𝜈
𝛼
)
9
16)
8
27
)
 
 
2
, 
(91) 
where the Rayleigh number is calculated using equation 86. For the heat pipes exposed to 
the room, the convective conductance is 
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𝑘47∗ =
𝑁𝐻𝑃 ,𝑅𝑘𝑎𝑖𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(92) 
where the Nusselt and Rayleigh numbers are calculated using equations 85 and 86, 
respectively. The conduction through the tank wall is 
𝑘56 =
𝑘𝑇𝑎𝑛𝑘
𝐿𝑇𝑎𝑛𝑘
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
). 
(93) 
The conductance due to convection and radiation from the tank wall to the room is  
𝑘67 =
𝑁𝑇𝑎𝑛𝑘 𝑘𝑎𝑖𝑟𝑁𝑢
𝐿𝑇𝑎𝑛𝑘∗
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
) + 𝑒𝑇𝑎𝑛𝑘𝜎(𝑇6 + 𝑇7)(𝑇6
2 + 𝑇7
2) (
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
), 
(94) 
where the Nusselt number for the top and bottom of the tank [Susheela & Sharp 2001] 
and vertical sides [Bergman et al. 2011] are   
𝑁𝑢𝑆𝑖𝑑𝑒𝑠 = 0.68 +
0.670𝑅𝑎
1
4
(1 +
0.492
𝑃
9
16
)
4
9
,   𝑅𝑎 < 109 
𝑁𝑢𝑆𝑖𝑑𝑒𝑠 =
(
 
 
 
0.825 +
0.387𝑅𝑎
1
6
(1 +
0.492
𝑃
9
16
)
8
27
)
 
 
 
2
,   𝑅𝑎 > 109 
(95) 
𝑁𝑢𝑇𝑜𝑝 = 0.54𝑅𝑎
0.25 ,104 < 𝑅𝑎 < 107, 
𝑁𝑢𝑇𝑜𝑝 = 0.15𝑅𝑎
0.333 , 107 < 𝑅𝑎 < 1011 , 
(96) 
𝑁𝑢𝐵𝑜𝑡𝑡𝑜𝑚 = 0.27𝑅𝑎
0.25 , 
76 
(97) 
The Rayleigh number is calculated using equation 86 for each surface of the tank. The 
final conductance, k79, is the overall heat loss from room to ambient and a constant value 
of 10
𝑊
𝑚2𝐾
 is considered for the system. 
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Figure 22. Nodal diagram depicting the thermal conductances for cooling (top) and 
heating (bottom) for a one cover system. 
4.2.1. Passive System Configurations 
For this paper, two system configurations were studied. The first, the Separate 
System (SS), consists of a sky radiator and thermal mass separate from the solar absorber 
and its thermal mass (Figure 23). For the SS, differing attributes for the sky cooling and 
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the solar heater subsystems were assigned (Table 8).  The storage tank in each subsystem 
of the SS is fully insulated from the indoor space until heating or cooling is required by 
the room. When heating or cooling is not needed, the tank continues to collect/reject heat 
from ambient sources. 
Figure 23. Separate System configuration. 
Table 8. Separate System design parameters. 
Collector/Radiator Orientation 
Sky cooling 0° 
Solar heating Latitude+15° (53°) 
Windscreen Material 
Sky cooling Polyethylene 
Solar heating Glass 
Collector/Radiator Surface 
Sky cooling White zinc oxide 
Solar heating Black chrome over nickel substrate 
The second configuration, Combined System (CS), operates with a single thermal 
mass connected to a dual-purpose solar absorber/sky radiator (Figure 24). 
78 
Figure 24. Combined System configuration with slope = latitude + 15°. (Slope = 0° was 
also simulated, but not depicted in this figure). 
For the CS, four different designs were studied to identify the most beneficial 
parameter values for the Louisville, KY, climate. Two of the designs included attributes 
to maximize cooling or heating performance, respectively (Table 9). A mechanism to 
provide switching from heating to cooling functions was assumed, for instance, a 
mechanism that switches the tilt of the heat pipe as shown in Figure 25. 
Table 9. Combined System design parameters for cooling versus heating schemes. 
CS with Sky Cooling Attributes 
Orientation 0° 
Windscreen Material Polyethylene 
Collector/Radiator Surface White Zinc Oxide 
CS with Solar Heating Attributes 
Orientation Latitude+15° (53°) 
Windscreen Material Glass 
Collector/Radiator Surface Black Chrome over Nickel Substrate 
For the third and fourth design, not listed in Table 9, cooling and heating 
attributes were switched to maximize performance based on the system’s mode.  The two 
variable systems were simulated at both 0° and 53° (Latitude+15°) slope. Mechanisms 
that would provide the attribute changes were assumed, for instance, by manual or 
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automatic switching of materials or by innovative photochromic, thermochromic or 
electrochromic materials. For both the SS and CS, Figure 22 depicts the nodal diagrams 
for the cooling and heating modes. Conductances are included to heat/cool the storage 
tank, as well as to heat/cool the room directly. 
Figure 25. Combined System heat pipe configurations for cooling (left) and heating 
(right). 
4.2.2. System Control Strategies 
Four strategies were evaluated to control the passive heating and cooling system 
based on typical control methods that a residential system might employ. These four 
control strategies were simulated for each of the systems.  The first strategy, called 
Seasonal (S), was chosen to operate similar to a boiler/chiller system.  This system 
switches to cooling-only on April 15th and back to heating-only on October 15th.  These 
dates were chosen based on the Louisville, KY, climate, where heating degree days 
typically occur October through April and cooling degree days occur April through 
October. 
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The second strategy, Ambient (A), uses ambient temperature to determine the 
heating and cooling mode. The switching point was set to the traditional baseline of 
18.3°C for heating and cooling mode. 
[http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/cdus/degree_days/ddayexp
.shtml]. For the Ambient control strategy, if ambient temperature is below 18.3°C the 
system is in heating mode, and if ambient temperature is above 18.3˚C the system is in 
cooling mode, similar to an economizer. 
For the third control strategy, user comfort was taken into consideration. For the 
Room temperature (R) control, two simulations (one with the system in heating mode and 
the other with the system in cooling mode) calculated room temperature after an hour. 
The heating or cooling mode that maintained the room temperature closest to 22.2°C was 
chosen (optimum operative temperature for a winter season, typical clothing and light 
sedentary activity [ASHRAE]). This temperature was chosen due to Louisville, KY, 
being a heating-dominated climate. 
The final strategy, described as Matrix (M), uses forecasted weather data to make 
a process decision to heat or cool. Each variable was given a weight as shown in Figure 
5. A total of +/-10 points was distributed based on the variables and process shown in
Figure 26.  The heating/cooling mode was determined by adding the points for each 
variable 
𝑴𝒐𝒅𝒆 = 𝟐𝑭𝟏(𝑻𝒉𝒊𝒈𝒉) + 𝟒𝑭𝟐(𝑻𝟗)+ 𝟐𝑭𝟑(𝑻𝒂𝒗𝒈) + 𝑭𝟒(𝒕)+ 𝑭𝟓(𝒎)
(98) 
where the functions Fi take on values of 0 or 1 based on the thresholds shown in Figure 
26, and Thigh is the 24-hour high temperature,  Tavg is the 24-hour average temperature, t is 
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the time of day and m is the month. A Mode value less than -2 calls for cooling mode and 
a value greater than or equal to -2 indicates heating mode. The settings for this strategy 
were created by simulating several iterations until good performance in the heating-
dominated climate of Louisville, KY, was found. Appropriate weights would likely be 
different for other locations. 
 
Figure 26. Process flowchart used to determine heating or cooling mode for the Matrix 
control strategy. 
 
Table 10 displays all of the system control strategies and configurations evaluated 
in this study. 
Table 10. Control strategies for varying system type and design parameters 
System Configuration Control Strategy Design Parameters Abbreviation 
Separate System Room Temperature N/A SS-R 
Separate System Matrix N/A SS-M 
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Separate System Ambient N/A SS-A 
Separate System Seasonal N/A SS-S 
Combined System Room Temperature Cooling Attributes CS-R-C 
Combined System Matrix Cooling Attributes CS-M-C 
Combined System Ambient Cooling Attributes CS-A-C 
Combined System Seasonal Cooling Attributes CS-S-C 
Combined System Room Temperature Heating Attributes CS-R-H 
Combined System Matrix Heating Attributes CS-M-H 
Combined System Ambient Heating Attributes CS-A-H 
Combined System Seasonal Heating Attributes CS-S-H 
Combined System Room Temperature Variable Attributes* CS-R-V-0 
Combined System Matrix Variable Attributes* CS-M-V-0 
Combined System Ambient Variable Attributes* CS-A-V-0 
Combined System Seasonal Variable Attributes* CS-S-V-0 
Combined System Room Temperature Variable Attributes* CS-R-V-53 
Combined System Matrix Variable Attributes* CS-M-V-53 
Combined System Ambient Variable Attributes* CS-A-V-53 
Combined System Seasonal Variable Attributes* CS-S-V-53 
*Variable Attributes – this mode allowed the attributes in Table 9 to switch
instantaneously depending on the mode selected by the strategy, with the slope of the 
absorber/radiator fixed as indicated by the number in the abbreviation. 
4.2.3. Energy Fractions 
The baseline rate of heat gain during the cooling mode from outdoors to the room 
is  
?̇?𝑪𝑳,𝒊 = (𝒌𝟕𝟗(𝑻𝟗 − 𝟏𝟖.𝟑°𝑪))
+
(99) 
where 𝑘79 is the overall heat loss from room to ambient and 𝑇9 is ambient temperature.
The description of variables for equations 99-107 are given in Table 7. Similarly, the 
baseline rate of heat loss while in heating mode from the room to outdoors is 
?̇?𝑯𝑳,𝒊 = (𝒌𝟕𝟗(𝟏𝟖.𝟑°𝑪 − 𝑻𝟗))
+
(100) 
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The index i signifies that this calculation is performed for each hour of the 
simulation.  ?̇?𝐶𝐿,𝑖 represents the rate of cooling that must be supplied to maintain constant
room temperature using a traditional baseline of 18.3˚C. Thus, the baseline hourly 
cooling load is estimated as 𝑞𝐶𝐿,𝑖   times the hour time interval. Similarly, ?̇?𝐻𝐿,𝑖   represents
the rate of heating at the same traditional baseline temperature, which is the same as the 
lower limit of the room temperature range in these simulations. With this in mind, the 
baseline hourly heating load is estimated as 𝑞𝐻𝐿,𝑖 times the hour time interval.  The rates
of cooling provided to the radiator and space, respectively, while in cooling mode, from 
storage and from the exposed evaporator, are 
 ?̇?𝑺𝒀𝑺,𝑺𝑹,𝒊 = ([
𝟏
𝒌𝟗𝟏+𝒌𝟏𝟐
+
𝟏
𝒌𝟗𝟐
]
−𝟏
(𝑻𝟐 − 𝑻𝟗)+ 𝒌𝟖𝟐(𝑻𝟐 − 𝑻𝟖)− 𝑬𝟏𝑪)
+
 (radiator) 
(101) 
?̇?𝑆𝑌𝑆,𝑆𝑅,𝑖 = (𝑘67(𝑇7 − 𝑇6) + 𝑘47∗(𝑇7 − 𝑇4∗))
+         (room) 
(102) 
The rates of heating provided to the radiator and space, respectively, while in 
heating mode, from storage and from the exposed condenser, is 
?̇?𝑺𝒀𝑺,𝑺𝑯𝑷,𝒊 = (𝑬𝟏𝑯 − 𝒌𝟗𝟐(𝑻𝟐 − 𝑻𝟗))
+     (radiator)
(103) 
?̇?𝑺𝒀𝑺,𝑺𝑯𝑷,𝒊 = (𝒌𝟔𝟕(𝑻𝟔 − 𝑻𝟕) + 𝒌𝟒𝟕∗(𝑻𝟒∗ − 𝑻𝟕))
+    (room)
(104) 
Auxiliary cooling is applied only when required to limit the indoor temperature T7 to a 
maximum of 23.9˚C and is 
?̇?𝐴𝑈𝑋,𝐶 ,𝑖 = 𝑘79(𝑇9 − 23.9°𝐶) − ?̇?𝑆𝑌𝑆,𝑆𝑅,𝑖
(105) 
84 
and auxiliary heating is applied only when required to limit the indoor temperature T7 to a 
minimum of 18.3˚C and is 
?̇?𝐴𝑈𝑋,𝐻,𝑖 = 𝑘79(18.3°𝐶 − 𝑇9)− ?̇?𝑆𝑌𝑆,𝑆𝐻𝑃 ,𝑖.
(106) 
The cooling, heating and auxiliary loads were summed over the entire year. The fraction 
of the total annual load served by the system is defined as the ambient energy fraction, 
𝑓 = 1 −
∑ 𝑞𝐴𝑈𝑋,𝐶,1 + ∑ 𝑞𝐴𝑈𝑋,𝐻,𝑖̇
8760
𝑖=1
̇8760
𝑖=1
∑ 𝑞𝐶𝐿,𝑖 + ∑ 𝑞𝐻𝐿,𝑖̇
8760
𝑖=1
̇8760
𝑖=1
(107) 
where 8760 is the number of hours in the year. This value was used to indicate the 
general performance of the system. 
4.3. RESULTS AND DISCUSSION 
Of the four control strategies, three spent most of the time in heating mode, since 
Louisville, KY, is a heating-dominated climate. The exception was the seasonal control 
strategy (Figure 27).  The heating/cooling strategy that resulted the highest number of 
heating hours and lowest number of cooling hours was the Matrix strategy, which also 
produced the highest ambient energy fraction (0.707). The SSs that proved to be more 
effective with higher ambient energy fractions were those with slightly more hours for 
heating than the climate alone dictated (as indicated by the hours for the Ambient 
strategy). Those strategies, SS-M and SS-R, were in heating for 5,937 and 5,540 hours 
and in cooling for 2,823 and 3,220 hours, respectively. 
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Figure 27. Heating and cooling mode hours for all control strategies (see Table 10). 
For the SS-M, the annual ambient energy fraction (fraction of total heating and 
cooling load provided by the system, equation 107) was calculated as 0.707 (Figure 28). 
This system type and heating/cooling strategy produced the largest fraction of the 
systems/strategies. The CS-S-C had the lowest performance of the systems/strategies 
(0.296). Of the CS schemes modeled, those with variable attributes and slope of 53° 
(15°+Latitude) generally had the highest ambient energy fractions.  With Louisville being 
a heating-dominated climate, the better heating tilt angle for heating provided greater 
incident radiation during the winter season, and the heating-oriented attributes retained 
more of the solar heat.  For the CS, the fraction decreased by 58% when cooling (CS-M-
C) rather than heating (CS-M-V-53) attributes were used for the system. 
Most surprisingly of the control systems, the CS-M-V-53 control strategy proved 
to have the highest ambient energy fraction among the CS configurations with an annual 
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ambient energy fraction of 0.704 (Figure 28).  Of all the strategies with V-53 design 
attributes, the Matrix control called for the second highest number of hours in heating 
(the Room strategy was highest), despite ambient temperature dictating fewer heating 
hours (see the heating hours for CS-A-V-53 in Figure 27, based on ambient temperature 
being below 18.3°C). It was beneficial to use multiple inputs to make the heating or 
cooling decision, as demonstrated by the higher fractions for the Matrix strategy across 
all equivalent system configurations. In higher-performing cases, the CS almost matched 
the fractions of the SS. For instance, the ambient energy fraction for CS-M-V-53 was 
only 1% lower than for SS-M. This is a surprising and convenient result, as it is 
potentially more economical to manufacture, transport and install only a single unit (the 
CS), rather than two separate units for heating and cooling (the SS). The monthly average 
and maximum system power delivered to the room (equations 102 and 104) and to the 
radiator (equations 101 and 103) for the heating and cooling seasons for the CS-M-V-53 
are shown in Table 11. The results are displayed in two separate categories: power 
delivered at the radiator and power delivered at the room. The results for the maximum 
values of power delivered at the radiator during the cooling season show similar 
outcomes as Hu, et al. [2016] found in their study (Net cooling power for a clear night 
sky using a radiative cooling collector of 20-80 W/m2 and their solar heating and 
radiative cooling collector having a net cooling power for a clear sky of 50.3 W/m2). 
The system in Hu, et al. [2016] study was an active combined system using sky radiation 
that utilized a composite surface on a flat plate solar collector. A later study of a similar 
system also performed by Hu, et al. [2019] on a clear night, reached a net radiative 
cooling power of 55.1 W/m2. The heat pipe system average heating/cooling powers 
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shown in Table 11. The average heating/cooling powers are significantly lower than the 
maximum heating/cooling powers because the system is either not able to provide power 
or the space is within the upper and lower comfort limits and additional power is not 
provided. The values for the table are over a 24 hour cycle.  During the day, little cooling 
would be expected as the ambient temperature and solar radiation would dominate, and 
for heating, nocturnal heating would not be provided during winter months. Thus power 
provided would be zero, and included in the average values. 
Table 11. The average and maximum system power for CS-R-V-53. 
Month System power at radiator (
𝑾
𝒎𝟐
) System power at room (
𝑾
𝒎𝟐
) 
Heating 
Avg. 
Heating 
Max. 
Cooling 
Avg. 
Cooling 
Max. 
Heating 
Avg. 
Heating 
Max. 
Cooling 
Avg. 
Cooling 
Max. 
Jan 89 783 -- -- 89 526 -- -- 
Feb 116 843 -- -- 115 593 -- -- 
Mar 114 852 11 51 94 571 -- 5 
Apr 111 815 18 54 97 576 3 18 
May -- -- 17 58 -- -- 4 17 
Jun -- -- 17 51 -- -- 5 16 
Jul -- -- 16 44 -- -- 7 14 
Aug -- -- 17 44 -- -- 7 15 
Sept -- -- 15 44 -- -- 6 14 
Oct 133 877 17 35 94 644 7 12 
Nov 113 855 -- -- 101 594 -- -- 
Dec 87 777 -- -- 84 517 -- -- 
Table 11 also shows a significantly lower power provided to the space compared to the 
power provided at the radiator.  This is expected as the system would need ample energy 
to raise the temperature of the thermal fluid in the storage tank. 
With multiple system configurations, the combined system provides more than 
half the total heating and cooling load (Figure 27).  These results concur with previous 
simulation results of a combined system in the Louisville climate [Sameti & Kaseian 
2015]. Among systems with the same M control strategy, the CS-M-V-0 and CS-M-V-53 
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exhibited 21% lower and less than 1% lower fractions, respectively, than the SS-M. A 
similar trend of slightly lower performance for the CS system with tilt of 53° and much 
lower performance for the CS system with tilt of 0° is evident for the R, S and A 
strategies also. These results suggest that it is more beneficial to have a slope appropriate 
for the dominate (heating) season than it is to have separate thermal masses for heating 
and cooling. 
Figure 28. Ambient energy fractions for varying control strategies and attributes (see 
Table 10). 
As discussed, the M control generally provided the highest annual ambient energy 
fractions among the differing strategies, only slightly higher than the SS-R. In Figures 29 
and 30, room temperatures for a cooling and a heating period, respectively, are compared 
among the SS and the several CS systems with varying attributes. For the cooling period, 
Figure 29 depicts a warm period in July. After the first day, all systems and attributes 
begin in the evening with room temperature at the upper limit.  When the systems are in 
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cooling mode and can provide cooling, the SS-M provides the greatest amount followed 
by the CS-M-C and CS-M-V-0. CS-M-V-53 also performs surprisingly well.  The 
radiators for SS-M and CS-M-C have identical optical properties, but the cooling 
provided by SS-M is greater than that of CS-M-C due to switching from cooling to 
heating mode caused by cool nighttime temperatures. When the switching to heating 
mode occurs, CS-M-C discontinues cooling of its thermal storage, leaving less cooling 
available the next day, while SS-M always cools its cold thermal storage whenever 
possible. CS-M-C and CS-M-V-0 also have identical radiator properties when CS-M-V-0 
is in cooling mode, but CS-M-V-0 switches to heating attributes and more effectively 
heats thermal storage, whether switching is appropriate or not. Remnants of this effect are 
evident during the first day of Figure 29, when storage for CS-M-V-0 starts warmer and 
provides less cooling. Throughout the period of Figure 29, both systems are continuously 
in cooling mode, thus their room temperatures converge after the first day. All systems 
provide some cooling, but the combined system with heating attributes (CS-M-H) 
provides the least, as expected. Due to poor optical properties of the cover and radiator 
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plate for cooling, the CS-M-H cannot cool as efficiently as the other configurations. 
Figure 29. Room temperature during a cooling period for Matrix control strategy (see 
Table 10). 
A heating period in March is shown in Figure 30. All systems and attributes begin 
this period with room temperature at the lower limit. When CS-M-V-53 is in heating 
mode, it has identical optical properties to SS-M and CS-M-H. Therefore, these three 
systems provide the greatest amount of heat to the room. The curves for these three 
systems are identical during this period. CS-M-V-0 has the same optical properties except 
for a slope that is detrimental for heating, thus its performance is lower. CS-M-C has 
optical properties designed for cooling, so it is ineffective in heating compared to the 
other systems. 
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Figure 30. Room temperature during a heating period for Matrix control strategy (see 
Table 10).
Heating/cooling attributes had a significant effect on the ability to heat and cool. 
During the heating period (Figure 30), the CS-M-C system with cooling attributes shows 
little change in room temperature, meaning much auxiliary heating is required. During 
the cooling period (Figure 29), the CS-M-H system with heating attributes also provided 
the least amount of cooling, due to the inability to cool the radiator effectively. This is 
important to understand during the design phase for a building using this heat pipe system 
in a particular climate, because the heating/cooling attributes have important impacts on 
seasonal system performance.  Separate subsystems for heating and cooling 
understandably maximize thermal performance, however for space and economic 
reasons, the combined system has potential benefits. 
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4.4. CONCLUSIONS 
Of the twenty system configurations simulated in this study, the SS-M provided 
the greatest annual ambient energy fraction of the overall building load. This control 
strategy allowed the system to change its cooling/heating mode in response to forecasted 
temperature anomalies that occur during the season, in contrast to the other strategies, 
which provide no such feedback and are based on climate, ambient temperature and room 
temperature. 
As might be expected, the SS proved to be the slightly superior system 
configuration in terms of thermal performance. This is supported by simulation results 
that showed that the SS-M performed 21% better than the CS-M-V-0 and approximately 
1% better than CS-M-V-53. For a combined system, variable attributes showed 
significantly higher performance compared to either constant heating or constant cooling 
attributes. This analysis supports that it is very beneficial to have switchable optical 
properties for the absorber/radiator and for the cover. Switching might be accomplished 
manually, i.e., by physically changing these components, or by the development of 
mechanisms for automatic switching, for instance, by innovative photochromic, 
thermochromic or electrochromic materials. The lowest performance occurred when 
cooling attributes were used exclusively in the Louisville, KY, climate. This caused a 
significant decrease of 58% in the fraction of total heating and cooling load provided by 
the system comparing CS-M-C to CS-M-V-53. These results show that having better 
heating attributes was extremely beneficial in the heating-dominated Louisville climate. 
Other climates could offer differing results. 
For future studies, simulations are needed to investigate a wider range of climate 
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types to verify whether M control is always the preferred strategy for the SS and the CS, 
and whether climates and process controls exist for higher ambient energy fractions. 
Also, additional studies should test the effect of switch-over dates for the seasonal control 
strategy and investigate the temperature set points that are most beneficial based on the 
climate. 
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CHAPTER V 
ACTIVE CONTROL OF PASSIVE SYSTEMS FOR HEATING AND COOLING OF 
BUILDINGS 
5.1. INTRODUCTION 
With the effects of climate change increasingly present, new ways are needed to 
alleviate the energy usage and environmental impacts of buildings, which comprise a 
large fraction of overall global energy demand and carbon production. Passive heating 
systems have a long history of development and applications, and passive cooling 
systems are receiving increasing attention in the research community, particularly those 
using sky radiative cooling.  Combining passive heating and cooling presents challenges 
for appropriate operation of the two systems for thermal comfort, particularly during 
transitions between heating and cooling seasons and during unseasonable weather. This 
paper investigates the potential of integrating active control into these otherwise passive 
systems. 
5.1.1. Passive Heating and Cooling 
Passive building design has been implemented in a number of ways in previous 
studies. Critical features of traditional passive building design include greater insulation 
in the building envelope, controlled ventilation, thermal mass and solar gain through 
efficient windows, including shading devices and day lighting.  This first level of passive 
design focuses primarily on managing losses and gains from the space to the surrounding 
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environment.  Additionally, specific heating and cooling systems that harvest energy 
from the sun and other ambient sources may be added to the building. [Albayyaa et al., 
2019]. Although not all are entirely passive systems, research on combined solar heating 
(SH) and sky cooling (SC) collectors is increasing.  Through nocturnal radiant cooling, 
energy is radiated from the building (through the atmospheric window of transmittance of 
long-wave radiation) to the sky [Matsuta et al.,1987].  Wang et al. [2008] designed a 
tilted radiant panel as part of a solar heating and sky cooling system to absorb solar heat 
and dissipate heat to the sky. For a one-cover system in which  polycarbonate and 
polyethylene film were used as covers, the maximum heat collecting efficiencies were 
75% and 72%, the daily average heat collecting efficiencies were 61% and 58% and the 
cooling capacities were 50 W/m2 and 36 W/m2, respectively. Yong et al. [2015] 
developed a small scale experimental solar heating and sky cooling panel system. For 
January in Tianjin, China, the daily average heat-collecting efficiency was 39% with the 
maximum of 65%, while during hot seasons the average cooling capacity reached 
87 W/m2. When two different acrylic acid resin coatings were sprayed on the system, the 
daily average heat-collecting efficiencies were 39% and 27%, and had a cooling capacity 
of 30 W/m2.  Hu et al. [2019] studied a hybrid photo-thermal and radiative cooling 
collector panel. The thermal efficiency at zero reduced temperature and cooling 
efficiency at zero dimensionless temperature difference were 63.0% and 58.3%, 
respectively under clear sky condition. The collector achieved a net radiative cooling flux 
of 55.1 W/m2 on a clear night. Although the previously outlined research [Hu et al., 2019] 
used passive techniques to harvest energy, for the most part the subsystems used active 
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means to heat or cool the space. This study focuses on a completely passive heating and 
cooling system. 
Hoy-Yen Chan et al. [2010] provided a review of individual passive systems used 
for either solar heating or sky cooling, with some integrated systems that both heat and 
cool.  Spanaki et al. [2011] and Sharifi et al. [2015] provided reviews of roof ponds as a 
means of passive heating and cooling. Roof ponds provide cooling through evaporation 
and by long-wave radiation to the night sky. Heat is dissipated from the indoor space 
below the roof pond by conduction, convection and radiation. Roof ponds can also be 
used for passive heating during the winter. During the daytime, the pond is exposed to 
solar radiation and the thermal storage capacity of water is utilized to store solar energy 
in the pond as sensible heat. During nighttime, the pond is covered by insulating panels. 
Trombe or Trombe-Michel walls, solar chimneys, and solar roofs [Moghasemi and 
Vadiee, 2018] can be used as multifunctional passive systems. A MATLAB-simulated 
passive system developed by Sameti & Kasaeian [2015] used a lumped-capacitance 
model of a passive heating and cooling thermal storage wall in the Louisville, KY, 
climate. The storage tank in the model was heated by solar radiation and cooled by night 
sky radiation. The authors concluded that 54% of annual heating demand and 53% of 
annual cooling demand could be supplied by the simulated passive system. In previous 
research, Parsons and Sharp [2019], simulated a passive solar heat pipe (for heating) and 
sky radiator (for cooling) system (SHP-SR) in the Louisville, KY, climate. Heat pipes 
transferred heat through the phase change of a working fluid.  When a heat source is 
applied (for heating, the heat source is solar radiation and for cooling, the heat source is 
the indoor space) the fluid vaporizes and rises to the opposite end of the pipe. The fluid 
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then rejects the latent heat to an external heat sink (for heating, the heat sink is a storage 
tank and for cooling, the heat sink is the sky). With no external force required for 
pumping the fluid, heat pipes work as a completely passive system.  In this study, the 
same SHP-SR system is simulated with differing control strategies and performance is 
evaluated. 
 5.1.2. Building Controls 
It is widely known that adding controls alone to a building can significantly decrease 
its energy usage. Previous studies have shown that intelligent controllers can reduce 
energy consumption from 7% to 50% [Afram et al. 2017]. Effective functioning of a 
building control system can lead to better occupant comfort and health, increased energy 
efficiency, increased equipment life cycle, reduced maintenance costs and reduced down 
time. Dynamic data-driven models are especially useful, as more advanced building 
controllers now use numerous input variables for smart decision making to ensure a 
building can operate efficiently.  One objective of this project is to determine whether 
passive systems can similarly benefit from smart building controls to reduce the heating 
and cooling load and improve occupant comfort. 
Three main types of advanced building control have been categorized:  adaptive 
control, optimal control, and model predictive control.  Adaptive control is characterized 
by adjustment of model parameters based on observed building response. Optimal control 
is based on the principle of maximizing or minimizing one or more system performance 
variables (for example, maximizing user comfort while minimizing costs), and model 
predictive control predicts future states of the system to deduce a beneficial sequence of 
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control states over a prediction horizon in the presence of disturbances and constraints 
[Killian & Kozek, 2016]. Numerous reviews have been presented on control methods for 
HVAC systems with emphasis on model predictive control (MPC) [Rossiter, 2003, 
Privara et al., 2011, Afram & Janabi-Shariti, 2014, Afram et al., 2017]. The benefits of 
MPC control arise from exploiting predictions that accommodate stochastic disturbances, 
such as ambient temperature and solar radiation [Oldewurtel et al., 2012]. One of the 
essential contributors to successful MPC control is a well-identified model of the 
building. According to the knowledge of the MPC system utilized to formulate the 
models, the model-based supervisory control can be further divided into white box 
(physical model-based) control, black-box (phenomenologically based) control and gray-
box (partially model-based) control [Wang & Ma, 2008]. Foucquier Aurélie, et al. [2013] 
gave an overview of these three approaches to system modeling for building load 
analysis.  These methods are used in building load forecasting with an aim to quantify the 
improvements that could be made by using different control designs. For this study, the 
potential benefits of combining passive heating and cooling to reduce both heating and 
cooling loads for a building are readily evident. However, the effectiveness of different 
control strategies to maximize the performance of the combined system, particularly if 
components such as thermal storage are shared between the two subsystems, has not been 
investigated.  This study uses a “white box” approach using a prediction horizon of 1-24 
hour(s) for control. 
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 5.1.3. Objective 
This study intends to compare control strategies for two configurations of the system, 
one with separate heating and cooling subsystems and another with combined 
subsystems, in the Louisville, KY, climate. The Combined System operates with a single 
thermal mass connected to a dual-purpose solar absorber/sky radiator. For the Combined 
System actively controlled attributes of the heat pipe tilt angle and optical properties of 
the cover were assumed for this simulation when switching mode (heating to cooling or 
cooling to heating). The Separate System consists of a sky radiator and thermal mass 
separate from the solar absorber and its thermal mass. Four different control strategies are 
simulated, Ambient temperature, Heating and cooling load, Room/Ambient temperature 
and Auxiliary load, with two strategies, Heating and cooling load and Auxiliary load, 
simulated over multiple prediction horizons.  
 
5.2. METHODS 
5.2.1. MATLAB Computer Simulation 
The systems were simulated by two thermal networks [Parsons & Sharp, 2019] 
(Figure 31). The nodes for the passive heating system include an absorber plate, the 
condenser and evaporator ends of the heat pipe, a thermal storage fluid (water), the tank 
wall, room, and the ambient air. Heat transfer between the nodes included solar flux 
through the cover to the plate, conduction from plate to heat pipe, two-phase heat transfer 
through heat pipe, natural convection from pipe to storage (water) and from water to tank 
wall, natural convection and radiation from tank wall to room, and overall heat loss from 
room to ambient. The passive cooling system model was expanded from the heating 
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system to include nodes for the cover and for sky temperature. Condensation was 
simulated for the cooling system only and occurs on the cover when the cover 
temperature is equal to the dew point temperature of ambient air. Typical Meteorological 
Year (TMY3) weather data for Louisville, KY (cool humid climate), is used in the 
simulations, and auxiliary heating and cooling was applied as needed to limit room 
temperature to a maximum of 23.9˚C and a minimum of 18.3˚C. This algorithm for 
heating was modeled and validated by experimental results from Robinson, et al. [2013] 
in heating.  The cooling model is a theoretical model the same as Parsons & Sharp 
[2018a]. 
Figure 31 displays the nodal diagrams for equations 107-109. The calculated heat transfer 
rate, 𝑞𝑖𝑗̇  per unit of collector area between nodes i and j is calculated using
𝑞𝑖𝑗̇ = 𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)
(107) 
where 𝑘𝑖𝑗 is the heat transfer coefficient between nodal temperatures 𝑇𝑖 and 𝑇𝑗,
respectively.  The energy balance for the 𝑖𝑡ℎ node is 
𝑚𝑖
𝑑𝑇𝑖
𝑑𝑡
= ∑(𝑘𝑖𝑗(𝑇𝑗 − 𝑇𝑖)) + 𝐸𝑖
𝑗
(108) 
where 𝑚𝑖 is the capacitance per unit collector area, 𝐸𝑖, is the solar energy received per
unit collector area at the node and 𝑡 is the time.  Over a time step, ∆𝑡, equation 108 
becomes 
[
2𝑚𝑖
∆𝑡
+ ∑ 𝑘𝑖𝑗
𝑗
] 𝑇𝑖 − ∑ 𝑘𝑖𝑗
𝑗
𝑇𝑗 =
2𝑚𝑖𝑇𝑖−1
∆𝑡
+ ∑[𝑘𝑖𝑗(𝑇𝑗−1 − 𝑇𝑖−1] + [𝐸𝑖 + 𝐸𝑖−1]
𝑗
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(109) 
where the −1 subscript denotes the previous time step.  All the nodes were solved 
concurrently as functions of time from a set of initialized temperatures. Some heat 
transfer coefficients were dependent on the nodal temperature. To calculate these 
coefficients, multiple iterations were performed to solve for the value. Conductances, 
equation variables and nodal temperatures used in the thermal networks (Figure 31) are 
described in equations 111-136 below [Parsons & Sharp, 2019]. All variables used in the 
equations are defined in Table 12 (below) and Table 16 (located in the Appendix). 
Table 12. Description and baseline values of nodal temperatures and conductances. 
Parameter Description Variable 
Windscreen temperature T,R T1 
(Radiator)/(Absorber) plate temperature T  T2 
Heat pipe (condenser)/(evaporator) end temperature T  T3 
Heat pipe (evaporator)/(condenser) end temperature T  T4 
Exposed heat pipe (evaporator)/(condenser) end temperature T  T4* 
Tank water temperature T  T5 
Tank wall temperature T  T6 
Room temperature T  T7 
Sky temperature T  T8 
Ambient temperature T  T9 
Solar flux (short and long wave radiation) to the radiator plate E,S E1H 
Solar flux (short wave radiation) to the radiator plate E,R E1C 
Solar flux (short wave radiation) to the windscreen E,R E2C 
Natural convection and radiation from (plate to cover)/(cover to plate) H,R k12 
Conduction from (plate to condenser)/(plate to evaporator) H k23 
Conduction through insulation H k25 
Two phase heat transfer from immersed (evaporator to condenser) /(condenser 
to evaporator) H 
k34 
Two phase heat transfer from (exposed evaporator to condenser)/(condenser to 
evaporator) H 
k34* 
Natural convection from (evaporator)/(condenser) to water H k45 
Natural convection from (evaporator)/(condenser) to room H k4*7 
Conduction through tank wall H k56 
Natural convection and radiation H k67 
Overall heat loss from room to ambient (LRR) H k79 
Wind convection and long wave radiation from cover to ambient H,R,C k91
Long wave radiation from radiator plate to ambient H,R,C k92
102 
Overall collector loss coefficient H,S k92 
Long wave radiation from windscreen  to sky H,R,C k81 
Long wave radiation from radiator plate  to sky H,R,C k82 
T Indicates units of degrees Kelvin 
E-Indicates units of W/m2 
H- Indicates units of W/m2-K 
C- Includes conduction through water layer when condensation is present 
R-Indicates a sky radiator variable only 
S-Indicates a solar heating variable only 
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Figure 31.  Nodal diagram depicting the calculations for thermal conductance for 
cooling (top) and heating (bottom) for a one cover system [Parsons & Sharp, 2019]. 
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For radiative cooling, sky temperature was modeled by [Berdahl, et al. 1984] 
𝑇8 = 𝑇𝑜[0.711 + 0.0056𝑇𝑑𝑝,𝑜 + 0.00037𝑇𝑑𝑝,𝑜
2 + 0.013cos(15𝑡)]
1
4 
(110) 
where T8 and To are the sky and outdoor dry-bulb temperatures in degrees Kelvin, Tdp,o is 
the outdoor dew-point temperature in degrees Celsius, and t is the number of hours from 
midnight.  
For the conductances shown in Figure 31, each conductance term was normalized by the 
radiator area and included view factors where needed.  
Conductances described in equations 111, 114-116, 118-119 and 123 are used for 
calculating the nodal conductances in cooling only, while equations 117 and 120 describe 
heating-only conductances as described in Table 12. For cooling, the conductance from 
ambient temperature to the outer windscreen including condensation (a cooling only 
parameter) is 
𝑘91 = ((
1
ℎ𝑤
+
𝐿𝐶𝑜𝑛𝑑
𝑘𝑊𝑎𝑡𝑒𝑟
)
−1
+ 𝜏𝐶𝑜𝑛𝑑 𝑒𝑊𝑆𝜎(𝑇1
2 + 𝑇9
2)(𝑇1 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
))
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
. 
(111) 
The thickness of the condensation, LCond, was modeled after Pieters & Deltour [1997] as 
the maximum condensate film thickness on polyethylene. Without condensation, the k91 
conductance term is calculated the same as equation 111, but without the water 
conductance and the condensation transmissivity terms. The wind heat transfer 
coefficient [Burch & Luna 1980] is calculated by first finding the wind velocity 
[Sherman & Modera, 1986] 
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𝑉𝑗 = 𝑊𝑆𝑉 ∗ 𝛼𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔 (
𝐻𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔
𝐻𝑇𝑜𝑤𝑒𝑟
)
𝛾𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔
(112) 
Then the convection coefficient is 
ℎ𝑤 = 2.8 + (4.8𝑉𝑗)
(113) 
The long-wave radiation from radiator to ambient through one cover is 
𝑘92 = 𝜏𝐶𝑜𝑛𝑑 𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇9
2)(𝑇2 + 𝑇9) (
1−𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(114) 
The far infrared radiation from the windscreen to the sky is 
𝒌𝟖𝟏 = 𝝉𝑪𝒐𝒏𝒅𝒆𝑾𝑺𝝈(𝑻𝟏
𝟐 + 𝑻𝟖
𝟐)(𝑻𝟏 + 𝑻𝟖) (
𝟏+𝒄𝒐𝒔𝜷
𝟐
)
𝑨𝑾𝑺
𝑨𝑹𝒂𝒅
. 
(115) 
Similarly, the far infrared radiation from radiator to sky through one cover is 
𝑘82 = 𝜏𝐶𝑜𝑛𝑑𝜏𝑤𝑠𝑒𝑅𝑎𝑑𝜎(𝑇2
2 + 𝑇8
2)(𝑇2 + 𝑇8) (
1+𝑐𝑜𝑠𝛽
2
)
𝐴𝑅𝑎𝑑
𝐴𝑅𝑎𝑑
. 
(116) 
As in the cooling nodal diagram, a conductance for the overall collector loss coefficient 
was calculated for heating as described in Duffie & Beckman [2013]. It was calculated as 
𝑘92
=
[
 
 
 
 
𝑁
520(1 − 0.000051𝛽2)
𝑇2
(
𝑇2 − 𝑇9
𝑁 + (1 + 0.089ℎ𝑊 − 0.1166ℎ𝑤𝑒𝑅𝑎𝑑)(1 + 0.07866𝑁)
)
0.430(1−
100
𝑇2
)
+
1
ℎ𝑊
]
 
 
 
 
−1
+
𝜎(𝑇2 + 𝑇9)(𝑇2
2 + 𝑇9
2)
1
𝑒𝑅𝑎𝑑 + 0.00591𝑁ℎ𝑊
+
2𝑁 + (1 + 0.089ℎ𝑊 − 0.1166ℎ𝑤𝑒𝑅𝑎𝑑)(1 + 0.07866𝑁) − 1 + 0.133𝑒𝑅𝑎𝑑
𝑒𝑊𝑆
− 𝑁
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(117) 
The solar absorption of the windscreen and radiator was calculated from the model of 
Hay, Davies, Klucher and Reindl (HDKR) [Duffie & Beckman, 2013].  The solar flux 
(short-wave radiation) to the windscreen is 
𝐸2𝐶 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏𝛼𝑏𝑊𝑆 + (𝐼𝑑(1 − 𝐴𝑖)𝛼𝑑𝑊𝑆 (
1+cos(𝛽)
2
)(1 + 𝑓𝑠𝑖𝑛3 (
𝛽
2
)) +
𝐼𝜌𝑔𝛼𝑔𝑊𝑆 (
1−cos (𝛽)
2
).  
(118) 
The solar flux (short-wave radiation) through a single polyethylene windscreen to 
radiator plate for cooling is 
𝐸1𝐶 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏(1.01𝜏𝑏𝛼𝑏)𝑊𝑆 + (𝐼𝑑(1 − 𝐴𝑖)(1.01𝜏𝑑𝛼𝑑)𝑊𝑆 (
1+cos(𝛽)
2
)(1 +
𝑓𝑠𝑖𝑛3 (
𝛽
2
)) + 𝐼𝜌𝑔(𝜏𝑔𝛼𝑔)𝑊𝑆
(
1−cos(𝛽)
2
), 
(119) 
and the solar flux (short wave radiation) through a single glass windscreen to the radiator 
plate in heating is 
𝐸1𝐻 = (𝐼𝑏 + 𝐼𝑑𝐴𝑖)𝑅𝑏(1.01𝜏𝑏𝛼𝑏)𝑊𝑆 + (𝐼𝑑(1 − 𝐴𝑖)(1.01𝜏𝑑𝛼𝑑)𝑊𝑆 (
1+cos(𝛽)
2
)(1 +
𝑓𝑠𝑖𝑛3 (
𝛽
2
)) + 𝐼𝜌𝑔(𝜏𝑔𝛼𝑔)𝑊𝑆
(
1−cos(𝛽)
2
), 
(120) 
where Ai, f and Rb are calculated based on equations in Duffie & Beckman [2013]. The 
factor 1.01 approximates the effect of multiple reflections. Isotropic beam radiation is  
𝐼𝑏 = 𝐼 − 𝐼𝑑  . 
(121) 
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The beam short-wave transmittance, τb, was calculated using derived expressions from 
Fresnel [Duffie & Beckman 2013] for the reflection of un-polarized radiation passing 
from medium 1 with refractive index ni to medium 2 with refractive index n2. When 
condensation is not present, medium 1 is air, and medium 2 is the windscreen. When 
condensation occurs, medium 1 is water. 
𝜏𝑏 = 𝑒𝑥𝑝(−
𝐾𝐿
𝑐𝑜𝑠𝜃2
)0.5 (
1−
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
1+(2𝑁−1)
tan2 (𝜃2−𝜃1)
tan2 (𝜃2+𝜃1)
+
1−
sin2(𝜃2 −𝜃1)
sin2(𝜃2 +𝜃1)
1+(2𝑁−1)
sin2(𝜃2−𝜃1 )
sin2(𝜃2+𝜃1 )
). 
(122) 
Beam absorptivity, αb, for the windscreen (polyethylene for cooling and glass for heating) 
and radiator, diffuse and ground-reflected transmittance or radiation (τd and τg), diffuse 
and ground-reflected absorption of radiation (αd and αg) and angle of refraction (θ1 and 
θ2) were calculated from Duffie & Beckman [2013]. The conductance between the 
windscreen and the radiator, a cooling only conductance, includes both radiation and 
convection 
𝑘12 =
𝑘𝐴𝑖𝑟𝑁𝑢𝐴𝑖𝑟
𝐿𝑊−𝑅
(
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
)+(
1
1
𝑒𝑅𝑎𝑑
+
1
𝑒𝑊𝑆
−1
) 𝜎(𝑇1
2 + 𝑇2
2)(𝑇1 + 𝑇2) (
𝐴𝑊𝑆
𝐴𝑅𝑎𝑑
), 
(123) 
where the Nusselt number is a function of Rayleigh number and tilt angle as found in 
experiments by Hollands, et al. [1976] 
𝑁𝑢𝐴𝑖𝑟 = 1 + 1.44 [1 −
1708(𝑠𝑖𝑛1.8𝛽)1.6
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
] [1 −
1708
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
]
+
+ [(
𝑅𝑎𝐴𝑖𝑟𝑐𝑜𝑠𝛽
5830
)
1
3 − 1]
+
, 
(124) 
where the meaning of the + exponent is that only positive values of the terms in the 
square brackets are used.  Zero is used if the term is negative. The Rayleigh number is 
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𝑅𝑎 =
𝑔𝛽′Δ𝑇𝐿𝑋
3
𝜐𝛼
. 
(125) 
The remaining conductance equations, 126-133, describe nodal conductances for 
both the heating and cooling systems. An equation developed by Susheela & Sharp 
[2001] is used for the conductance between the radiator plate and the condenser end of 
the heat pipe 
𝑘23 = (
1
1
3𝑘𝑅𝑎𝑑𝐿𝑅𝑎𝑑
(
𝑊𝐻𝑃−𝑂𝐷𝐻𝑃
2
)
2⁄ )𝑁𝑓𝑖𝑛𝑠 (
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
). 
(126) 
The conductance of the heat pipe from condenser to evaporator end in the thermal storage 
fluid is [Susheela & Sharp, 2001] 
𝑘34 = 0.04(𝑁𝐻𝑃,𝑟𝑜𝑜𝑚 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃,𝑡𝑎𝑛𝑘 (
1
𝑅𝐸𝑣𝑎𝑝 +𝑅𝐶𝑜𝑛𝑑
)
1
𝐴𝑅𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(127) 
The conductance of the heat pipe from condenser to evaporator end exposed to room air 
is [Susheela & Sharp, 2001] 
𝑘34∗ = 0.25(𝑁𝐻𝑃 (
𝑘𝐻𝑃
𝐿𝐻𝑃
)(
𝐴𝐴𝐻𝑃
𝐴𝑅𝑎𝑑
) + 𝑁𝐻𝑃 (
1
𝑅𝐸𝑣𝑎𝑝 +𝑅𝐶𝑜𝑛𝑑
)
1
𝐴𝑅𝑎𝑑
+
𝑘𝐼𝑛𝑠𝑢𝑙
𝐿𝐼𝑛𝑠𝑢𝑙
(
𝐴𝐼𝑛𝑠𝑢𝑙
𝐴𝑅𝑎𝑑
)). 
(128) 
The convective conductance between the heat pipe evaporator end and thermal storage 
fluid is 
𝑘45 =
𝑁𝐻𝑃 ,𝑇𝑎𝑛𝑘𝑘𝑊𝑎𝑡𝑒𝑟 𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(129) 
where the Nusselt number for the fluid in the tank is 
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𝑁𝑢 =
(
 
 
0.60 +
0.387𝑅𝑎
1
6
(1+(
0.559𝜈
𝛼
)
9
16)
8
27
)
 
 
2
, 
(130) 
where the Rayleigh number is calculated using equation 125. For the heat pipes exposed 
to the room, the convective conductance is 
𝑘47∗ =
𝑁𝐻𝑃 ,𝑅𝑜𝑜𝑚𝑘𝐴𝑖𝑟𝑁𝑢
𝑂𝐷𝐻𝑃
(
𝐴𝐸𝑣𝑎𝑝
𝐴𝑅𝑎𝑑
), 
(131) 
where the Nusselt and Rayleigh numbers are calculated using equations 124 and 125, 
respectively. The conduction through the tank wall is 
𝑘56 =
𝑘𝑇𝑎𝑛𝑘
𝐿𝑇𝑎𝑛𝑘
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
). 
(132) 
The conductance due to convection and radiation from the tank wall to the room is 
𝑘67 =
𝑁𝑇𝑎𝑛𝑘 𝑘𝐴𝑖𝑟𝑁𝑢
𝐿𝑇𝑎𝑛𝑘∗
(
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
) + 𝑒𝑇𝑎𝑛𝑘𝜎(𝑇6 + 𝑇7)(𝑇6
2 + 𝑇7
2) (
𝐴𝑇𝑎𝑛𝑘
𝐴𝑅𝑎𝑑
), 
(133) 
where the Nusselt number for the top and bottom of the tank [Susheela & Sharp, 2001] 
and vertical sides [Bergman et al., 2011] are  
𝑁𝑢𝑆𝑖𝑑𝑒𝑠 = 0.68 +
0.670𝑅𝑎
1
4
(1 +
0.492
𝑃
9
16
)
4
9
,   𝑅𝑎 < 109 
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𝑁𝑢𝑆𝑖𝑑𝑒𝑠 =
(
 
 
 
0.825 +
0.387𝑅𝑎
1
6
(1 +
0.492
𝑃
9
16
)
8
27
)
 
 
 
2
,   𝑅𝑎 > 109 
(134) 
𝑁𝑢𝑇𝑜𝑝 = 0.54𝑅𝑎
0.25 ,104 < 𝑅𝑎 < 107,
𝑁𝑢𝑇𝑜𝑝 = 0.15𝑅𝑎
0.333 , 107 < 𝑅𝑎 < 1011 ,
(135) 
𝑁𝑢𝐵𝑜𝑡𝑡𝑜𝑚 = 0.27𝑅𝑎
0.25 ,
(136) 
The Rayleigh number is calculated using equation 125 for each surface of the tank. The 
final conductance, k79, is the overall heat loss from room to ambient, for which a constant 
value of 10
𝑊
𝑚2𝐾
 was used for all cases. 
5.2.2. Ambient Energy Fraction 
The load served by the passive system for heating and cooling was determined as 
a fraction of that based on a standard baseline indoor temperature of 18.3°C. Thus, the 
baseline rate of heat gain from outdoors to the room during the cooling mode is given by 
?̇?𝑪𝑳,𝒊 = (𝒌𝟕𝟗(𝑻𝟗 − 𝟏𝟖.𝟑°𝑪))
+
(137) 
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where 𝑘79 is the overall heat loss from room to ambient (LRR) and 𝑇9 is ambient
temperature. Similarly, the baseline rate of heat loss from the room to outdoors while in 
heating mode is given by 
?̇?𝑯𝑳,𝒊 = (𝒌𝟕𝟗(𝟏𝟖.𝟑°𝑪 − 𝑻𝟗))
+
(138) 
The index i signifies that this calculation is performed for each hour of the simulation. 
During the cooling mode, the contribution of the system to cooling the room from storage 
and from the exposed evaporator is 
?̇?𝑺𝑹,𝑹𝒐𝒐𝒎 ,𝒊 = (𝒌𝟔𝟕(𝑻𝟕 − 𝑻𝟔)+ 𝒌𝟒𝟕∗(𝑻𝟕 − 𝑻𝟒∗))
+
(139) 
In cooling mode the power supplied by radiator (neglecting ambient) is 
?̇?𝑺𝑹,𝑹𝒂𝒅,𝒊 = (𝒌𝟖𝟐(𝑻𝟐 − 𝑻𝟖) − 𝑬𝟏𝑪)
+ .
(140) 
Thermal efficiency of the radiator in cooling was calculated by 
𝜂𝑆𝑅 =
 ?̇?𝑆𝑅,𝑅𝑎𝑑,𝑖
𝜎𝐴𝑅𝑎𝑑(𝑇2
4 − 𝑇8
4)
(141) 
where 𝐴𝑅𝑎𝑑  is the area of the radiator and cooling provided by ambient was neglected.
During the heating mode, the heat provided from storage and from the exposed condenser 
is 
?̇?𝑺𝑯𝑷,𝑹𝒐𝒐𝒎 ,𝒊 = (𝒌𝟔𝟕(𝑻𝟔 − 𝑻𝟕) + 𝒌𝟒𝟕∗(𝑻𝟒∗ − 𝑻𝟕))
+.
(142) 
In heating mode, the heat supplied by the absorber is 
?̇?𝑺𝑯𝑷,𝑨𝒃𝒔,𝒊 = (𝑬𝟏𝑯 − 𝒌𝟗𝟐(𝑻𝟐 − 𝑻𝟗))
+ 
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(143) 
Thermal efficiency of the absorber in heating was calculated by 
𝜂𝑆𝐻𝑃 =
 ?̇?𝑆𝐻𝑃,𝐴𝑏𝑠,𝑖
𝐸1𝐻𝐴𝐴𝑏𝑠
(144) 
where 𝐴𝐴𝑏𝑠  is the area of the absorber.
Auxiliary cooling is applied only when required to limit the indoor temperature T7 
to a maximum of 23.9˚C and is given by 
?̇?𝐴𝑢𝑥,𝐶 ,𝑖 = (𝑘79(𝑇9 − 23.9°𝐶)− ?̇?𝑆𝑅,𝑅𝑜𝑜𝑚 ,𝑖)
+
,
(145) 
and auxiliary heating is applied only when required to limit the indoor temperature to a 
minimum of 18.3˚C  
?̇?𝐴𝑢𝑥,𝐻,𝑖 = (𝑘79(18.3°𝐶 − 𝑇9) − ?̇?𝑆𝐻𝑃,𝑅𝑜𝑜𝑚 ,𝑖)
+
.
(146) 
The cooling, heating and auxiliary loads were summed over the entire year. The fraction 
of the total annual load served by the system is defined as the ambient energy fraction, 
𝑓 = 1 −
∑ ?̇?𝐴𝑢𝑥,𝐶,𝑖
8760
𝑖=1 + ∑ ?̇?𝐴𝑢𝑥,𝐻,𝑖
8760
𝑖=1
∑ ?̇?𝐶𝐿,𝑖
8760
𝑖=1 + ∑ ?̇?𝐻𝐿,𝑖
8760
𝑖=1
(147) 
where 8760 is the number of hours in the year. The ambient energy fraction was used to 
signify the thermal performance of the passive system. 
In addition to energy savings, passive systems can realize a significant cost 
savings.  A review of the cost savings of the baseline system using the controls strategy 
with the results was included to quantify an estimated energy savings of the SHP-SR 
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system in Louisville, KY.  Table 13 displays two types of rate structures used in the 
Louisville area by a service provider for residential and general service rate structures. 
Table 13. Louisville, KY Utility Electric Rate Structure 
Residential Rate Structure 
Energy Charge per kWh $0.09382 
General Service Rate Structure (< 50kW) 
Energy Charge per kWh $0.10297 
5.2.3. System Configurations 
Two system configurations, Separate System (SS) and Combined System (CS) 
modeled after Parsons and Sharp [2019] (Figure 32), were compared in this study. The 
SS incorporates separate solar collector and sky radiator subsystems, each with its own 
thermal mass.  Each thermal mass is fully insulated from the space until heating or 
cooling is needed. When heating or cooling is not needed, the tank continues to 
collect/reject heat from the ambient sources. For the CS, a single thermal mass is 
connected to another device that serves as both the solar collector and the sky radiator. 
For the CS, a passive mechanism was assumed that provides switching from heating to 
cooling functions as needed (including favorable design parameters for windscreen, 
radiator plate and heat pipe angles). For instance, a mechanism that changes the tilt of the 
heat pipe between the collector/radiator and thermal storage can serve this switching 
function. The slope of the CS radiator was fixed at Latitude +15°. Load to collector and 
load to radiator ratios are important and should be mentioned here. Additional 
design/optical parameters are listed in Table 16 of the Appendix. 
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Figure 32. [Left] The SS configuration. [Right] The CS configuration with slope at 
latitude. 
5.2.4. Control Strategies 
In previous work [Parsons and Sharp, 2019], three relatively simple control 
strategies (similar to a proportional derivative controller) and one, more complicated 
weighted decision strategy (adjustments of weighted model variables) were compared: 
 An ambient temperature control strategy: Hourly heating/cooling decisions were
based on whether ambient temperature was above or below 18.3°C
 A room temperature strategy: Hourly heating/cooling decisions were based on
how close room temperature was to a set point (22.2°C)
 A seasonal control strategy: Hourly heating/cooling decisions were based on
typical heating/cooling degree days for the month for the region simulated
 A weighted decision strategy: Hourly heating/cooling decisions were based on
five weighted independent variables (24 hour forecasted high and average ambient
temperature, current ambient temperature, time of day and typical heating and
cooling month for the climate)
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As expected, the weighted decision strategy provided higher ambient energy fractions 
than the other strategies.  From that study, four enhanced decision strategies were 
developed for comparison: 
i. Ambient temperature (AT)
ii. Heating and cooling  load (BL)
iii. Room/Ambient temperature (R/AT)
iv. Auxiliary load (AUX)
The AT control strategy based the control on current and forecasted ambient 
temperature, as well as on the season (Figure 33). Specifically, the inputs were: current 
hourly ambient temperature, future 24-hour average ambient temperature, future 24-hour 
high ambient temperature, future 24-hour low ambient temperature and the seasonal 
month.  Low-temperature thresholds of 12.8°C and 10°C were chosen instead of the 
baseline temperature (18.3°C) to prevent the system from going into heating at night 
during the summer (cooling season) months. These thresholds were based on multiple 
iterations to increase the ambient energy fraction. While the appropriate threshold values 
may be sensitive to the characteristics of the home and of the passive system, this control 
strategy is otherwise based only on external weather data. 
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Temperature Greater 
than 23.9° C
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Else
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Future 24hr Ambient 
Temperature Min
Less Than 10° C
Current Ambient 
Temperature 
Figure 33. Ambient temperature (AT) implementation diagram 
For the BL control, the cooling (equation 137) and heating (equation 138) loads 
were calculated using future time intervals of 1 hour, 6 hours, 12 hours, and 24 hours 
(Figure 34).  For each time interval, the mode with the larger load is chosen. By using the 
baseline temperature, rather than the model-simulated room temperature, this strategy is 
based only on the weather data. It thus offers faster computations than model-based 
strategies. 
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Cooling Heating
Run Program in 
Heating and 
Cooling
Heating load of prediction 
horizon
 is greater
Cooling load of prediction 
horizon
 is greater
Figure 34. Building load (BL) implementation diagram. 
The R/AT control modified the AT strategy by introducing model-simulated room 
temperature as a variable (Figure 35). The inputs for the partially model-based R/AT 
control included: future (1 hour) simulated room temperature, current hourly ambient 
temperature, future 24 hour average ambient temperature, and temperature difference of 
seasonal set point and future (1 hour) simulated room temperature. The control begins 
with two simulations, one in heating mode and the other in cooling mode.  Only a 
prediction horizon of 1 hour was included. If the predicted room temperature is either 
above the upper comfort temperature or below the lower comfort temperature, heating or 
cooling is chosen, respectively. Otherwise, the mode may be chosen in intermediate steps 
based on ambient temperature similar to the AT strategy. Whereas the final step is purely 
seasonal for the AT strategy, the final step for the R/AT strategy compares the predicted 
room temperature to two seasonal set points. The set point for heating was 22°C (based 
on ASHRAE Standard 55-1992 for optimum operative temperature during winter for a 
user with typical clothing and light sedentary activity) and for cooling was 23.9°C.  
(ASHRAE, Standard 55-1992 suggests a set point of 24.5°C for the summer season, 
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assuming a user with light slacks and short sleeve shirt. However, since the room was 
limited to 23.9°C in this study, a set point of 23.9°C was used for a cooling hour.) 
Else
Both Room 
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Limit (18.3° C)
Cooling Heating
Ambient 
Temperature 
Greater Than 
23.9° C
Ambient 
Temperature Less 
Than 12.8° C
| Troom,Cooling - Tset point | <
| Troom,Heating - Tset point |
Future 24hr 
Ambient 
Temperature 
Average  
10° C - 23.9° C
Ambient 
Temperature 
12.8° C - 23.9° C
Run Program in 
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Temperature 
Average
Greater Than 23.9° C
Future 24hr Ambient 
Temperature 
Average
Less Than 10° C
| Troom,Heating - Tset point |  
| Troom,Cooling - Tset point |
Figure 35. Room temperature (R/AT) implementation diagram. 
The AUX strategy (Figure 36) was more fully model-based in that two 
simulations were run, one with the system in heating mode and the other in cooling 
mode, for prediction horizons of 1 hour, 6 hours, 12 hours, or 24 hours. The mode with 
the lowest auxiliary load was chosen. If the auxiliary was the same for each, a decision 
based on Louisville, KY, typical heating or cooling season was used. The most common 
condition for which the two auxiliary loads were the same was when both were zero 
(when the room temperature remained within the comfort limits for the for the entire time 
interval). For a short prediction horizon, the mode decision is thus often seasonal, but for 
longer times, auxiliary heating or cooling is more likely to be encountered, and the 
decision becomes more model-based. 
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Figure 36. Auxiliary load (AUX) implementation diagram. 
For all cases, auxiliary energy was added to maintain the room within comfort limits of 
18.3°C  to 23.9°C. 
5.3. RESULTS AND DISCUSSION 
5.3.1. Annual performance of SS and CS 
The SS performed only slightly better than the CS for control strategies other than 
AT (Figure 37). For the SS, the AUX-24HR strategy had the largest ambient energy 
fraction of 0.715. This strategy performed only 3% better than the BL-6HR strategy, 
which had the lowest ambient energy fraction for this strategy of 0.697. These small 
differences reflect the flexibility of the separate subsystems to independently heat and 
cool without substantial adverse impacts on the other subsystem. In particular, because 
the SS always harvests solar heat and sky cooling whenever possible to separate thermal 
storage units, the differences in performance among the strategies result from variation in 
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the decisions about when to deliver heat and cold to the room from each unit. When 
heating or cooling is delivered to the room, the temperature of the respective storage is 
affected, which has a secondary effect on its potential for collecting more energy. As is 
evident in Figure 37, this effect is small compared to the CS, which has only one storage 
unit. Decisions about whether to heat or cool storage have a much greater influence on 
performance. For instance, heating storage when cooling will be needed the following 
day may cause the storage temperature to be too high to provide the necessary cooling. 
The decisions that the different strategies make will be compared on an hour-by-hour 
basis in the next section.  
Increasing the prediction horizon consistently increased the ambient energy 
fraction for the AUX control in both the CS and SS. For the AUX control, 6, 12 and 24-
hour horizons yielded similar ambient energy fractions. Curiously, a 6-hour prediction 
horizon for the BL control produced a lower ambient energy fraction than 1-hour, and 12 
and 24-hour horizons provided significant improvements. Considering that weather 
forecasts farther into the future have increased uncertainty, this suggests that AUX 
control may be more reliable. This result may also be climate dependent.  
Similar to the SS, the AUX-24HR strategy had the largest ambient energy fraction 
(0.709) among all the CS cases. The AUX strategy again consistently increases ambient 
energy fraction with increasing prediction horizon. For the BL strategy, the ambient 
energy fraction for a 12 hour prediction horizon is slightly less than for 6 hours, again 
suggesting that the AUX strategy may be more reliable. Dissimilar from the SS, the CS 
strategy that performed the worst was the AT (0.589).  This was due to the system being 
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in cooling mode significantly longer than the other models, despite Louisville, KY, being 
a heating dominated climate (Figure 38). 
In previous work by Parsons and Sharp [2019], the maximum ambient energy 
fraction achieved for CS using a weighted decision strategy was 0.704. The AUX-24HR 
strategy improved the ambient energy fraction to 0.709. The revised strategy allowed the 
system to stay in cooling during cooler summer nights, and it extended the window of 
data used to make heating and cooling decisions. 
In comparing the best performing control strategies of the SS and CS, the SS 
proved to perform only 1% better. With the CS and SS performing similar ly, 
manufacturing a single system (CS) would require less initial costs than two separate 
systems, however a material would need to be developed that would allow the system’s 
cover and radiator material to passively switch optical and radiative properties (similar to 
glass and polyethylene) and radiator tilt. Development of a mechanical system to 
accomplish the switch would also cause this to no longer be a passive system. 
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Figure 37. Ambient energy fractions for the differing SS control strategies in Louisville, 
KY. 
Figure 38. Heating and cooling hours for CS control strategies in Louisville, KY. 
Along with performance, an additional consideration for this study was personal 
comfort. To assess this variable, the average annual temperature of each of the control 
strategies is shown in Figure 39, along with the standard deviation.  As discussed in 
section 2.4, the optimal temperature for a winter season was taken as 22°C, and for the 
summer season a set point of 23.9°C was used.  As expected, the control strategy that 
stayed closest to the limits was R/AT for both systems. Standard deviations for the 
simulations were similar for each control strategy, ranging from 0.91°C to 1.06°C.  The 
largest deviation being CS-RT/AT and smallest SS-BL-1HR. With CS-RT/AT having the 
highest average temperature in a heating dominated climate it makes sense that the 
standard deviation for this control would be the largest. The upper and lower comfort 
limits for all strategies were 23.9°C and 18.3°C, respectively, which are evident in the 
figure. 
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Figure 39. Average indoor temperatures and standard deviation (σ=0.5) of the control 
strategies in Louisville, KY for SS and CS. 
For most of the systems the average room temperature was approximately 21°C, 
which is cooler than both the seasonal set-point temperatures. Overall, most of the 
temperatures stayed within the low part the comfort limit range due to Louisville being a 
heating dominant climate, i.e., the space temperature drifted to the lower comfort limit 
(18.3°C) for much of the winter. The strategy (R/AT) that performed closet to the 
optimum seasonal temperatures had only a slightly lower energy fraction (1% less), so 
only a small tradeoff of decreased energy savings was necessary to achieve increased 
user comfort. This result exemplifies the need to match the objective function of the 
control strategy to the desired system performance variable. 
Absorber and radiator efficiencies for the SS-AUX-24HR for January, a typical 
heating month for Louisville, KY, and July, a typical cooling month for Louisville, KY, 
are plotted in Figure 40 and 41, respectively.  The peak absorber versus ambient 
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temperature difference in January reached 48°C, while the peak temperature difference 
between the radiator and sky reached 16°C, with a positive efficiency. 
 
Figure 40. Absorber heating efficiency versus loss potential to insolation ratio in January 
of the SS-AUX-24HR. 
 
 
Figure 41. Radiator cooling efficiency in July of the SS-AUX-24HR at different sky-
radiator temperature differences over black body radiation.  
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The results reported here can be compared to those of Hu et al. [2019], who 
studied a hybrid photo thermal and radiative cooling collector panel. The cooling 
efficiency for the collector at zero-dimensionless temperature (a concept proposed by Hu 
et al. [2019] to eliminate to effect of sky emissivity variation and temperature difference 
between the surroundings and water at the collector inlet for calculating cooling 
efficiency. The concept of dimensionless temperature is described as: 
𝜏 =
4(𝑇𝑎−𝑇𝑝 )
[1−𝜀𝑠(𝑇𝑎)]𝑇𝑎
, 
(148) 
where 𝑇𝑎 is ambient temperature, 𝑇𝑝is temperature of the panel, and 𝜀𝑠 is the emissivity
of the sky) and cooling power was 58.3% and 55.1 W/m2, respectively. For the SHP-SR 
system in this study, the SS-AUX-24HR and CS-AUX-24HR control system obtained a 
maximum cooling efficiency and maximum power of 68%/68% and 54.9/45.6 W/m2 at 
the radiator, for the month of July respectively, similar to Hu et al. [2019] hybrid heating 
and cooling system. For the both the SS-AUX-24HR and CS-AUX-24HR strategy in this 
study, a peak fluid tank temperature versus ambient temperature difference in January 
reached 38.8°C similar to a Hu et al. [2019] where a water tank temperature rise of 34.2K 
was cited. 
Along with energy savings, an estimated cost savings was calculated. The cost 
savings provided in Table 14 only included the SS-AUX-24HR control and the energy 
rate structure for Louisville, KY (Table 13).  As shown in Table 14 an annual cost 
savings between $49-$54/m2 could be realized from the SHP-SR SS configuration. In 
other regions, additional demand charges, on peak and off peak energy rates, ratchet 
charges or power factor requirements may apply.  For the Louisville, KY, region, 
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ambient energy fraction correlates directly with cost savings, thus optimization of the 
system control maximizes both simultaneously. However in regions with other rate 
structures, optimizing energy costs may require a distinctly different control strategy than 
for maximum ambient energy fraction. Most of the cost savings were during the heating 
season, which would be expected since Louisville, KY is a heating dominated climate. 
Table 14. Annual cost savings of SS-AUX-24HR passive system using Louisville, KY 
utility rate structures 
Annual Residential Heating Cost Savings $44/m2 USD 
Annual Residential Cooling Cost Savings $5/m2 USD 
Annual General Service Heating Cost Savings $48/m2 USD 
Annual General Service Cooling Cost Savings $6/m2 USD 
5.3.2. Hourly performance of CS 
Being able to forecast a change in heating or cooling was useful for the Louisville 
climate as shown by comparing the results of strategies that used model based inputs. The 
strategies BL (predicted building loads) and AUX (model-simulated auxiliary load) gave 
the highest ambient energy fractions of the control systems, 0.706 and 0.709 respectively. 
Despite AUX and BL having higher ambient energy fractions, it is important to note how 
well the R/AT model performed.  The inputs for R/AT include: future (1 hour) simulated 
room temperature, current hourly ambient temperature, future 24 hour average ambient 
temperature, and temperature difference of seasonal set point and future (1 hour) 
simulated room temperature.  Comparing this strategy to the AUX-1HR and BL-1HR it 
performed better than both while using only a 1 hour prediction window.  It is important 
to note the R/AT used significantly less computing power than any of the AUX and BL 
models with future predictions longer than an hour. 
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An interesting finding from the simulations is the performance of the AUX 
strategy compared to BL.  CS-AUX-24HR and CS-BL-24HR both use a prediction 
horizon of 24hours and yielded ambient energy fractions were not significantly different 
for the CS (Figure 40). Therefore, the expectation might be that the two controls would 
perform similar on an hourly basis.  However, the hourly decisions during the mild 
months were considerably different (Figure 42). The AUX control default is to heat 
during the month of March, however the warm ambient temperatures keep the system in 
cooling (hour 14 of first day to hour 17 of second day) until it recognizes a future 
decrease in ambient (hour 16 of March 25th to hour 7 of March 26th) and accounts for it. 
The BL control, despite a heating load (when ambient is below 18.3°C) between hour 22 
of March 25th and hour 8 of the next day, calculates that the overall cooling load is 
greater for the 24 hour period and remains in cooling mode entirely. Although these two 
control strategies make different heating/cooling decisions for hour 18 of the first day to 
hour 10 of the second day, which reduces the downward drift of the room temperature for 
the AUX strategy compared to BL during this period, neither requires auxiliary energy 
during these two days.  Though not shown in this plot, the AUX decisions made during 
the transition months (March, April, May, September, October and November) allows the 
system to stay within the upper and lower comfort temperature limits longer than the 
other strategies, which yields the highest ambient energy fraction. 
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Figure 42. A 36 hour period in March (25-26th) of AT, R/AT, BL-24HR, and AUX-24HR 
room temperatures compared to ambient temperature of CS.  
*Markers indicate a cooling hour
Figure 42 also displays some of the drawbacks of the AT and R/AT control 
strategies.  The AT control goes into cooling too soon in the spring, resulting in the room 
temperature being close to the lower comfort limit at the beginning of the plot. 
Throughout the afternoon of March 25, the AT strategy remains in cooling mode. Having 
not appropriately anticipated the sharp decrease in ambient temperature during the night 
of March 25, the AT strategy requires auxiliary heating during the early morning hours 5 
to 7 of March 26.  For the R/AT option, the opposite is true, the system tends to be in 
heating, and begins during this time interval near the upper comfort temperature limit. 
The system stays in heating too long, which leads to auxiliary cooling during hours 14 to 
19 on March 25 and again during hours 15 to 19 on March 26.  
For the CS, the importance of being able to anticipate large swings in temperatures 
during transitional months is clear.  October is generally a mild heating month for 
Louisville, KY, with the large swings in temperature from day to nighttime (Figure 43).  
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In Figure 43, the AUX-24HR strategy stays in heating for the entire 36-hour period, 
because in October the default for AUX is to heat. This allows for an elevated room 
temperature before entering the nighttime and better user comfort on a cooler night. 
Similar to Figure 42, the AT control struggles due to being in cooling too often. This is 
the only strategy that needs auxiliary energy during the time period shown.  Despite 
R/AT not providing an ambient energy fraction as high as AUX-24, in Figure 43 it shows 
good control overall, keeping the temperature close to the optimal comfort set point 
(22.2°C). The BL-24 strategy tries to adjust for the sharp increase in ambient temperature 
between hours 10-16, but little cooling could be provided during the day. 
Figure 43. A 36 hour period in October (10-11th) of AT, R/AT, BL-24HR, and AUX-24HR 
room temperatures compared to ambient temperature of CS. 
*Markers indicate a cooling hour
5.4. CONCLUSIONS 
For this study, with the Louisville, KY, climate simulated using a MATLAB model, 
the following conclusions were evident: 
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1. For both SS and CS, the highest ambient energy fractions resulted with AUX-24HR
control (0.715 and 0.709, respectively).
2. Differences in ambient energy fractions among the control strategies were small
for SS, about 3% maximum. The type of control was more critical for CS, with about 
20% maximum difference.  
3. While the model-based AUX strategy provided the highest ambient energy
fractions, the BL control gave nearly as good performance with less computational
time for the same prediction horizon. However, the AUX strategy more reliably
increased ambient energy fraction with increasing prediction horizon.
4. SS performed better than CS in all simulations, however, only about 1% better for
strategies other than AT. Since the performances for the better strategies are
similar, the lower cost of manufacturing a single system (CS) may provide more
economical results.
5. For Louisville, KY, energy rates, cost savings of $49-$54 USD per square meter
are possible with SS and AUX control.
This study motivates a number of future investigations. Perhaps the most important is 
comparing the relative performance of control strategies across different climates, which 
have different ratios of heating to cooling loads, different solar and sky radiation 
potential, including more or less reliability of these ambient energy sources, and different 
ambient temperature fluctuations. These climate characteristics may influence how well 
strategies work relative to others, as well as the prediction horizon that is most effective. 
The model in this study neglected internal heat gains and thermal mass in the room. 
These factors can be expected to influence the performance of the building, and may 
impact the relative effectiveness of the control strategies. In addition, errors in weather 
prediction, which were not included in this study, would likely reduce the performance of 
all control strategies and perhaps change relative performance. 
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CHAPTER VI 
CONCLUSIONS 
6.1. SUMMARY OF RESULTS 
This study evaluated several design parameters in a passive sky radiator system and 
multiple control strategies for a combined heating and cooling passive system. For the 
initial studies of the sky radiator system (cooling only), key findings included: 
1. In the Louisville climate, LRR and thermal storage capacity had strong effects
on performance. These influences are as expected, in light of the well-
documented importance of load to collector area ratio (LCR) and thermal
storage capacity in passive and active solar heating systems.
2. Radiator slope had a surprisingly small impact in Louisville. This effect may be
different in other climates.
3. Though relative humidity is modeled to increase sky temperature, ambient
temperature and solar flux had stronger effects.
4. The addition of a cover enhanced sky fractions relative to no cover in all 11
ASRAE climates in which improvements were possible. A second cover caused
smaller improvements over one cover.
5. Reductions in long-wave transmittance by additional covers had less influence
than the reduction in convective gains.
6. Sky fractions of 100% were possible in cities with small cooling loads (Rock
Springs, Seattle, San Diego) and also in Denver, which has a moderate
cooling load, but low humidity and large diurnal temperature swings. Sky
fractions of over 50% were achieved in New Orleans and Houston and over
40% in Miami, which have high cooling loads.
These results provide some initial insight into the significance of sky radiator design 
parameters and confirm the potential for a heat pipe augmented system used for passive 
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cooling of buildings by radiation to the sky. These studies motivate the importance of 
modeling an all season heat pipe system used for both heating and cooling.   The important 
findings of the final studies on modeling an all season heat pipe system with eight differing 
control strategies for a combined system and a separate system include: 
1. For both SS and CS, the highest ambient energy fractions resulted with AUX-24HR
control (0.715 and 0.709, respectively).
2. Differences in ambient energy fractions among the control strategies were small for
SS. The type of control was more critical for CS.
3. SS performed better than CS in all simulations (as one would expect).
6.2. ADDITIONAL RECOMMENDATIONS 
This study motivates a number of future investigations for the all season (heating 
and cooling) heat pipe system. These results show that having better heating attributes 
was extremely beneficial in the heating-dominated Louisville climate. However, other 
climates could offer differing results. Perhaps the most important is comparing the 
relative performance of control strategies across different climates, which have different 
ratios of heating to cooling loads, different solar and sky radiation potential, including 
more or less reliability of these ambient energy sources, and different ambient 
temperature fluctuations. These climate characteristics may influence how well the 
control strategies work relative to others, as well as the prediction horizon that is most 
effective. 
Additionally, the sky radiator (cooling only) and all season heat pipe model in this 
study neglected internal heat gains and thermal mass in the room. These factors can be 
expected to influence the performance of the building, and may impact the relative 
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effectiveness of the control strategies. In addition, errors in weather prediction, which 
were not included in this study, would likely reduce the performance of all models and 
perhaps change relative performance of the sky radiator and all season heat pipe system.
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APPENDIX 
Table 15. Variables used in equations in Section 4.2. 
Variable Description Constant 
AWS Surface area of windscreen* 2.62 (m2) 
ARad Surface area of radiator* 2.62 (m2) 
AHP Surface area of heat pipe* 5.18E-4 (m2) 
AInsul Surface area of insulation* 2.62 (m2) 
ATank Surface area of tank* 4.17 (m2) 
AEvap Surface area of evaporator* 0.104 (m2) 
Ai Anisotropy index -- 
αn Normal absorptivity (radiator)* (White ZnO/Black 
Chrome) 
0.180/0.960 
αb Beam absorptivity (radiator) -- 
𝛼𝑏𝑊𝑆 Beam absorptivity (windscreen) -- 
αd Diffuse absorptivity (radiator) -- 
𝛼𝑑𝑊𝑆 Diffuse absorptivity (windscreen) -- 
αg Ground absorptivity (radiator) -- 
𝛼𝑔𝑊𝑆
Ground absorptivity (windscreen) -- 
β Radiator orientation* 0°, 53° 
eWS Windscreen emissivity (long wave)* 
(Polyethylene/Glass) 
0.150/0.880 
eRad Radiator emissivity (long wave)* (White ZnO/Black 
Chrome) 
0.929/0.090 
eTank Tank emissivity* 0.930 
f Correction factor -- 
g Gravitational constant 9.81 (m/s2) 
HBuilding Modeled building height* 3.00 (m) 
hW Wind heat transfer coefficient [Sherman & Modera 
1986] 
-- 
h Annual hour -- 
I Total radiation on horizontal surface (hourly) TMY3 Data 
Ib Isotropic beam radiation (hourly) -- 
Id Isotropic diffuse radiation (hourly) TMY3 Data 
kAir Conductivity of air -- 
kHP Conductivity of heat pipe material* 401 (W/mK) 
kInsul Conductivity of insulation material* 2.50E-2 (W/mK) 
kRad Conductivity of radiator material* 401 (W/mK) 
kTank Conductivity of tank* 0.500 (W/mK) 
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kWater Conductivity of thermal fluid (water)* 0.580 
K Extinction coefficient* (Polyethylene/Glass) 1.00E-5/4.0 (m-1) 
L Thickness of windscreen* (Polyethylene/Glass) 50E-6 /3.18E-3(m) 
LHP Length of adiabatic section* 2.54E-2 (m) 
LInsul Thickness of insulation* 0.700 (m) 
LRad Thickness of radiator* 3.18E-3 (m) 
LTank Thickness of tank wall* 3.18E-3(m) 
LCond Thickness of condensation* 1.20E-4 (m) 
LW-R Distance between windscreen and radiator 2.54E-2 (m) 
n1 Refractive index (air)* 1.00 
n2 Refractive index* (Polyethylene/Glass) 1.54/1.53 
n3 Refractive index (water)* 1.33 
N Number of windscreens 1 
NFins Number of fins* 5 
NHP Number of heat pipes* 5 
NHP,room Number of heat pipes exposed to room* 1 
NHP,tank Number of heat pipes in thermal fluid* 4 
NTank Number of tanks* 1 
Nu Calculated Nusselt number -- 
ODHP Outside diameter of heat pipe* 2.86E-2 (m) 
ρg Ground reflectance* 0.3 
Rb Beam radiation Ratio -- 
RCond Resistance of condenser end* 8.58E-5 (K/W) 
REvap Resistance of evaporator end* 9.13E-5 (K/W) 
σ Stefan Boltzmann constant* 5.67 E-8 (W/m2K4) 
τb Beam transmissivity -- 
τd Diffuse transmissivity -- 
τg Ground transmissivity -- 
τWS Windscreen long wave transmissivity* 
(Polyethylene/Glass) 
0.73/0.10 
τCond Condensation long wave transmissivity* 0.80 
WHP Distance between heat pipe centers* 0.359 (m) 
LRR Load to radiator ratio* 10 (W/mK) 
Radiator plate material* Copper 
Radiator plate selective surface* White Zinc 
Oxide/Black 
Chrome 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Heat pipe two phase heat transfer fluid* R-124 
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Heat pipe material* Copper 
Water tank height* 1.42 (m) 
Water tank length* 1.11 (m) 
Water tank width* 0.203 (m) 
*Constant values in program
-- Indicates a calculated value 
Table 16. Variables and parameters used in MATLAB simulation and design. 
Variable Description Constant 
𝛼 Thermal diffusivity -- 
αn Normal absorptivity (radiator)* (White 
ZnO/Black Chrome) 
0.180/0.960 
αb Beam absorptivity (radiator) -- 
𝛼𝑏𝑊𝑆 Beam absorptivity (windscreen) -- 
αd Diffuse absorptivity (radiator) -- 
𝛼𝑑𝑊𝑆 Diffuse absorptivity (windscreen) -- 
αg Ground absorptivity (radiator) -- 
𝛼𝑔𝑊𝑆
Ground absorptivity (windscreen) -- 
𝛼𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔 Terrain Parameter, Class III 0.850 
AWS Surface area of windscreen* 2.62 (m2) 
ARad Surface area of radiator* 2.62 (m2) 
AHP Surface area of heat pipe* 5.18E-4 (m2) 
AInsul Surface area of insulation* 2.62 (m2) 
ATank Surface area of tank* 4.17 (m2) 
AEvap Surface area of evaporator* 0.104 (m2) 
Ai Anisotropy index -- 
β Radiator orientation* 0°, Latutude+15° 
𝛽′ Thermal expansion coefficient -- 
eWS Windscreen emissivity (long wave)* 
(Polyethylene/Glass) 
0.150/0.880 
eRad Radiator emissivity (long wave)* (White 
ZnO/Black Chrome) 
0.929/0.090 
eTank Tank emissivity* 0.930 
f Correction factor -- 
g Gravitational constant 9.81 (m/s2) 
𝛾𝐵𝑢𝑖𝑙𝑑𝑖𝑛𝑔 Terrain Parameter, Class III 0.200 
HBuilding Modeled building height* 3.00 (m) 
𝐻𝑇𝑜𝑤𝑒𝑟 Estimated  height of weather tower* 10.0 (m) 
hW Wind heat transfer coefficient [Sherman & 
Modera, 1986] 
-- 
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h Hour -- 
I Total radiation on horizontal surface (hourly) TMY3 Data 
Ib Isotropic beam radiation (hourly) -- 
Id Isotropic diffuse radiation (hourly) TMY3 Data 
kAir Conductivity of air -- 
kHP Conductivity of heat pipe material* 401 (W/mK) 
kInsul Conductivity of insulation material* 2.50E-2 (W/mK) 
kRad Conductivity of radiator material* 401 (W/mK) 
kTank Conductivity of tank* 0.500 (W/mK) 
kWater Conductivity of thermal fluid (water)* 0.580 
K Extinction coefficient* (Polyethylene/Glass) 1.00E-5/4.0 (m-1) 
L Thickness of windscreen* (Polyethylene/Glass) 50E-6 /3.18E-3(m) 
LHP Length of adiabatic section* 2.54E-2 (m) 
LInsul Thickness of insulation* 0.700 (m) 
LRad Thickness of radiator* 3.18E-3 (m) 
LTank Thickness of tank wall* 3.18E-3(m) 
LCond Thickness of condensation* 1.20E-4 (m) 
LW-R Distance between windscreen and radiator 2.54E-2 (m) 
𝐿𝑋 Characteristic Length -- 
LRR/LCR Load to radiator ratio* 10.0 (W/mK) 
n1 Refractive index (air)* 1.00 
n2 Refractive index* (Polyethylene/Glass) 1.54/1.53 
n3 Refractive index (water)* 1.33 
N Number of windscreens 1 
NFins Number of fins* 5 
NHP Number of heat pipes* 5 
NHP,room Number of heat pipes exposed to room* 1 
NHP,tank Number of heat pipes in thermal fluid* 4 
NTank Number of tanks* 1 
Nu Calculated Nusselt number -- 
ODHP Outside diameter of heat pipe* 2.86E-2 (m) 
P Prandtl number  
ρg Ground reflectance* 0.3 
𝑅𝑎 Rayleigh number -- 
Rb Beam radiation Ratio -- 
RCond Resistance of condenser end* 8.58E-5 (K/W) 
REvap Resistance of evaporator end* 9.13E-5 (K/W) 
σ Stefan Boltzmann constant* 5.67 E-8 
(W/m2K4) 
∆𝑇 Temperature difference -- 
𝑇𝑂  Outdoor dry-bulb Temperature -- 
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𝑇𝑑𝑝,𝑂  Outdoor dew-point Temperature -- 
t Number of hours from midnight -- 
𝜃1/𝜃2 Angles of refraction -- 
τb Beam transmissivity -- 
τd Diffuse transmissivity -- 
τg Ground transmissivity -- 
τWS Windscreen long wave transmissivity* 
(Polyethylene/Glass) 
0.73/0.10 
τCond Condensation long wave transmissivity* 0.80 
𝑉𝑗 Wind velocity -- 
𝑣 Kinematic viscosity -- 
WHP Distance between heat pipe centers* 0.359 (m) 
WSV 
Description of Design Parameters 
Radiator plate material* Copper 
Radiator plate selective surface* White Zinc 
Oxide/Black 
Chrome 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Radiator plate height* 2.10 (m) 
Radiator plate width* 1.25 (m) 
Heat pipe two phase heat transfer fluid* R-124 
Heat pipe material* Copper 
Water tank height* 1.42 (m) 
Water tank length* 1.11 (m) 
Water tank width* 0.203 (m) 
*Constant values in program
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