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Abstract
Technologies based on Geographic Information System (GIS) are widely used 
in society and are increasingly being integrated into school curricula and prac-
tice. Many claims have been made that the use of GIS in class has positive ef-
fects on a wide range of achievement and aﬀective variables. However, empiri-
cal evidence for that, especially in the German situation, has been scarce.
Systemic thinking has been central to the guiding objective of German geogra-
phy education for many years and constitutes an important contribution to 
prepare students for life in a complex world. Yet, so far, specific test instru-
ments and studies elucidating factors that help students improve this compe-
tency have been far from extensive.
This dissertation aims at exploring the influence of a short ‘working with GIS’ 
vs. ‘working with maps’ unit on students’ achievement in geography, specifi-
cally, the systemic thinking competency. Based on literature a definition of 
geographic systemic thinking and an associated competency model were de-
veloped. In total, three one test time and two pre-/posttest with control group 
studies were conducted to develop test instruments and a treatment as well as 
to study the question at hand. The treatment used the topic ‘tourism in Kenya’. 
Partly Desktop-, partly Web-based GIS versions were used. In study 5, there 
were two diﬀerent types of materials, which contained parallel contents/tasks. 
While one used an overview sheet of relevant GIS functionality (‘old’), the other 
integrated more step-by-step instruction directly into the text (‘new’).
Variables included were systemic thinking, sex, age, stream/type of geography 
study/pre-score, grade/semester, language and migration background, pre-
experience, aﬀective variables, pre-basic spatial thinking skills, treatment and 
material type. Not all variables were used in every study.
The largest study (study 5)  used the results of 932 seventh grade students for 
analyses. The sample contains both high and middle stream students from 
three German federal states. The study highlights issues such as e.g. test time 
constraints, open task coding, partly ceiling eﬀects and item diﬃculties partly 
deviant from the model expectations. For the analyses, both raw average 
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scores and WLE estimates obtained by a Rasch analysis are used. Additionally, 
based on the WLE scores, HLMs are calculated.
Overall, in study 5 GIS students do not improve pre- to posttest in systemic 
thinking. Consequently, GIS has no positive, and partly a significantly negative 
impact compared to maps, e.g. in a HLM with all other variables having signifi-
cant eﬀects included. Results for material type are mixed. For instance, on the 
one hand, t-tests show no significant diﬀerence in pre-posttest-change be-
tween students working with ‘old’ and ‘new’ WebGIS materials. On the other 
hand, the overall HLMs with other variables included show a significant nega-
tive eﬀect only for the ‘old’ but not for the ‘new’ WebGIS materials.
Only 23 students could be included in the ‘having already worked with an edu-
cational GIS’-sub-group (vs. 520). The improvement of these students pre- to 
posttest is not significant, but has an eﬀect size above 0.2. A calculation with 
the ‘no pre-experience’ sub-group being reduced to students with similar 
characteristics (e.g. in terms of stream, GIS type) leads to 19 vs. 84 students 
and similar results. In both cases, students with pre-experience perform not 
significantly, but with an eﬀect size above 0.2, better than students without 
pre-experience. Overall, the results could hint at students needing more pre-
experience so as to not have so much mental capacity tied to getting used to 
the software and being able to concentrate more on the system interrelation-
ships. However, due to the sample characteristics and study design, this can-
not be proven by the present data and thus needs to be explored in further 
studies.
Other variables (age, sex, migration and language background, stream, pre-
score, pre-spatial thinking score)  show mixed results depending on the analy-
sis method used. This underlines the impact of methodological choices and 
the need for large sample studies in order to be able to take a closer look at 
individual sub-groups. Furthermore, the HLM results point to not all influencing 
variables having been included. In general, the impact of variables such as pre-
achievement/ stream and sex on pre-posttest change evident in some of the 
analyses points to the need for more research to develop diﬀerentiated learning 
materials. 
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The conducted studies also show, e.g. through deviations from the assumed 
model of systemic thinking, that there is still a great need for more studies in 
terms of test- and model development for systemic and spatial thinking in a 
geographic context.
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Zusammenfassung
Technologien, die auf Geographischen Informationssystemen (GIS) basieren, 
werden weithin in der Gesellschaft benutzt und zunehmend in Lehrpläne und 
schulische Praxis integriert. Viele Behauptungen wurden aufgestellt, dass der 
Einsatz von GIS im Unterricht positive Auswirkungen auf eine große Auswahl 
von Leistungs- und aﬀektiven Variablen hat. Jedoch sind empirische Belege 
dafür rar, besonders in der deutschen Situation.
Systemisches Denken ist seit vielen Jahren zentral für das Leitziel des deut-
schen Geographieunterrichts und stellt einen wichtigen Beitrag dar, um Schü-
lerInnen für das Leben in einer komplexen Welt vorzubereiten. Trotzdem sind 
bisher spezifische Testinstrumente und Studien, welche Faktoren aufklären, die 
SchülerInnen helfen, diese Kompetenz zu verbessern, weit davon entfernt um-
fassend zu sein.
Diese Dissertation hat das Ziel der Exploration des Einflusses einer kurzen ‘Ar-
beiten mit GIS’ vs. ‘Arbeiten mit Karten’-Unterrichtseinheit auf die Schülerleis-
tung in Geographie, spezifisch der Kompetenz zum systemischen Denken. Ba-
sierend auf Literatur wurden eine Definition geographisch-systemischem Den-
kens und ein damit verbundenes Kompetenzmodell entwickelt. Insgesamt 
wurden drei Studien mit einmaligem Testzeitpunkt und zwei Prä-/Posttest-Stu-
dien mit Kontrollgruppe durchgeführt, um die Testinstrumente und das Treat-
ment zu entwickeln sowie die Fragestellung zu untersuchen. Das Treatment 
verwendete das Thema ‘Tourismus in Kenia’. Teilweise wurden Desktop-, teil-
weise Web-basierte GIS-Versionen verwendet. In Studie 5 gab es zwei unter-
schiedliche Materialarten, welche parallele Inhalte/ Aufgaben enthielten. Wäh-
rend die eine ein Überblicksblatt über die relevanten GIS-Funktionen (‘alt’)  ver-
wendete, wurden bei der anderen Schritt-für-Schritt Anleitungen direkt in den 
Text integriert (‘neu’).
Einbezogene Variablen waren systemisches Denken, Geschlecht, Alter, 
Schulart/Art des Geographiestudiums/Prätest-Ergebnis, Klassenstufe/Semes-
ter, Sprach- und Migrationshintergrund, Vorerfahrung, aﬀektive Variablen, Prä-
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test-Ergebnis im räumlichen Denken, Art des Treatments und der Materialien. 
Nicht alle Variablen wurden in jeder Studie verwendet.
Die größte Studie (Studie 5) verwendete die Ergebnisse von 932 Siebtklässler- 
Innen für die Auswertungen. Die Stichprobe enthält sowohl Gymnasial- als 
auch RealschulschülerInnen aus drei deutschen Bundesländern. Die Studie 
zeigt Probleme auf, wie z.B. Testzeit-Beschränkungen, Kodierung oﬀener Auf-
gaben, teilweise Deckeneﬀekte und Item-Schwierigkeiten, die teilweise von 
den Model-Erwartungen abweichen. Für die Auswertungen werden sowohl 
Durchschnitts-Rohwerte als auch WLE-Werte, die durch eine Rasch-Analyse 
gewonnen wurden, verwendet. Zusätzlich werden, auf Grundlage der WLE-
Werte, HLMs berechnet.
Insgesamt verbessern sich GIS SchülerInnen nicht im systemischen Denken 
vom Prä- zum Posttest. Folglich hat GIS keine positive, und teilweise eine sig-
nifikant negative Auswirkung im Vergleich zu Karten, z.B. in einer HLM bei der 
alle anderen Variablen, die einen signifikanten Einfluss haben, eingeschlossen 
wurden. Ergebnisse für die Art der Materialien sind gemischt. Zum Beispiel zei-
gen auf der einen Seite t-Tests keinen signifikanten Unterschied in der Prä-
Posttest-Veränderung zwischen SchülerInnen, die mit den ‘alten’ und die mit 
den ‘neuen’ WebGIS Materialien arbeiten. Auf der anderen Seite zeigen die 
Gesamt-HLMs mit anderen eingeschlossenen Variablen einen signifikant nega-
tiven Eﬀekt nur für die ‘alten’ aber nicht für die ‘neuen’ WebGIS Materialien.
Nur 23 SchülerInnen konnten in die ‘haben schon einmal mit einem didakti-
schen GIS gearbeitet’-Teilgruppe eingeschlossen werden (vs. 520). Die Verbes-
serung dieser SchülerInnen vom Prä- zum Posttest ist nicht signifikant, hat 
aber eine Eﬀektstärke über 0,2. Eine Berechnung, bei der die ‘Teilgruppe ohne 
Vorerfahrung’ auf SchülerInnen mit ähnlichen Eigenschaften (z.B. in Bezug auf 
Schulart, GIS-Art)  reduziert wurde, führt zu 19 vs. 84 SchülerInnen und ähnli-
chen Ergebnissen. In beiden Fällen schneiden die SchülerInnen mit Vorerfah-
rung nicht signifikant, aber ebenfalls mit einer Eﬀektstärke über 0,2, besser ab 
als die SchülerInnen ohne Vorerfahrungen. Insgesamt klingt in den Ergebnissen 
an, dass SchülerInnen mehr Vorerfahrung benötigen, um nicht so viel mentale 
Kapazität an das Gewöhnen an die Software gebunden zu haben und sich 
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mehr auf die System-Zusammenhänge konzentrieren zu können. Aufgrund der 
Stichproben-Eigenschaften und des Untersuchungsdesigns kann dies durch 
die vorhandenen Daten jedoch nicht bewiesen werden und muss daher in zu-
künftigen Studien untersucht werden. 
Andere Variablen (Alter, Geschlecht, Migrations- und Sprachhintergrund, 
Schulart, Prätest-Ergebnis, Prätest-Ergebnis im räumlichen Denken)  zeigen 
gemischte Ergebnisse in Abhängigkeit von der verwendeten Analysemethode. 
Dies unterstreicht die Bedeutung der methodischen Entscheidungen und den 
Bedarf an Studien mit großer Stichprobengröße, um individuelle Teilgruppen 
genauer betrachten zu können. Darüber hinaus weisen die HLM Ergebnisse 
darauf hin, dass nicht alle beeinflussenden Variablen eingeschlossen wurden. 
Im Allgemeinen weist der Einfluss von Variablen wie Prä-Leistung/Schulart und 
Geschlecht auf die Veränderung von Prä- zu Posttest, welcher sich in einigen 
der Analysen gezeigt hat, auf den Bedarf an mehr Forschungsarbeiten hin, um 
diﬀerenzierte Lernmaterialien zu entwickeln.
Die durchgeführten Studien zeigen auch, z.B. durch Abweichungen von den 
angenommenen Modellen systemischen Denkens, dass immer noch ein großer 
Bedarf an mehr Studien in Bezug auf die Test- und Modellentwicklung für sys-
temisches und räumliches Denken in einem geographischen Kontext besteht.
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1 Setting the scene
“Now more than ever, we need people who think broadly and who 
understand systems, connections, patterns, and root causes, how to 
think in whole systems, how to find connections, how to ask big 
questions, and how to separate the trivial from the important.” 
Orr (1994), in Kerski (2009)
“We need to be clear about the role of GIS in promoting the core ten-
ets of geography before proceeding to invest continued time and ef-
fort on its behalf. It is not suﬃcient for us to assume that GIS pro-
motes and develops spatial skills. We need to know if it occurs and 
under what conditions in order to further expand its practice - or to 
find better and simpler ways to achieve the same goals.” 
Bednarz (2001, p. 4)
These two quotes summarize the rationale for this dissertation.
1.1  GIS didactics: Educational white lands
In the past, in between colorfully mapped areas, maps often showed vast white 
lands (see cover image). Terres  inconnues – areas that for many people were 
lands not yet explored, documented and shared. Despite considerable pro-
gress in the last years, the area of GIS didactics can still be represented by a 
map with considerable white lands.
GIS didactics covers everything relevant to the science and art of teaching and 
learning with and about GIS (Geographic Information Systems) – for instance 
content, methods, objectives, as well as persons and their relationships (cp. 
e.g. for GIS education Baker, Kerski, Huynh, Viehrig, & Bednarz, 2012; for an 
overview of general definition of didactics Petersen, 2007, pp. 19-21; Uljens, 
1997, pp. 44-46). Thereby, 
“[a] geographic information system is  a combination of elements de-
signed to store, retrieve, manipulate, and display geographic data – 
information about places. It is a package consisting of four basic 
parts: robust hardware, powerful software, special data, and a think-
ing explorer.” (ESRI, 1998, p. 2) (see also e.g. de Lange, 2005; Falk, 
2004; Schallhorn, 2004b).
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A GIS normally contains both layers of graphics (e.g. maps of rivers, farms, ...) 
and corresponding attributes stored in a table, although the graphic display of 
the spatial co-ordinates is not mandatory (cp. e.g. ESRI, 1998; Naumann, Volz, 
& Viehrig, 2008). Thereby, a GIS is a “[...] model of the real world [...], which en-
ables diﬀerent graphical as well as professional views on a dataset” (de Lange, 
2007, p. 35, translated).
Over the past decades, GIS didactics has become an area of global interest. 
The GIS software company ESRI has users in more than 150 countries (ESRI, 
n.d.) – including almost every major university (Phoenix, 2004). GIS education 
programs already at school level exist in many countries, for instance “[...] Aus-
tralia, Canada, Denmark, Germany, Sweden, Switzerland, and the US” (Phoe-
nix, 2004, p. 2), Jamaica, Finland, Nepal, New Zealand, Rwanda, and Taiwan 
(cp. e.g. Brodie, 2004; Forster, 2008; Kerski, 2008b; Ministry of Education 
Youth and Culture Jamaica, 2004; Nepal Geographic Information System Soci-
ety, 2008; Olsen, 2001; Tolvanen, 2008). In a recent book on GIS in secondary 
schools, authors from 33 countries are represented (Milson, Demirci, & Kerski, 
2012). The “ability to create thematic maps with GIS” has also been included in 
the survey by Hemmer, Hemmer, Obermaier and Uphues (2008, p. 27, trans-
lated, n=282), receiving a perceived importance average score of 2.38 from so-
ciety representatives and 2.63 from geography experts, i.e. on average 2.48 
(out of 5). However, this was the lowest score of all 41 items.
Despite global interest and a growing body of literature, there still are large 
gaps in the knowledge about the area of GIS didactics. Consequently, in publi-
cations, conferences (e.g. the meetings of the GIS education research work 
group 2008) and private conversations a call for ‘explorers’ conducting further 
research in all areas of GIS didactics and ‘mapmakers’ synthesizing and order-
ing the existing evidence into a coherent theory of learning and teaching with 
and about GIS has been issued again and again (see e.g. Baker, et al., 2012). 
The lack of such a theory and its foundational empirical research can be per-
ceived as one of the impediments to a spread of GIS implementation in educa-
tion (e.g. Baker & Bednarz, 2003; Baker, et al., 2012; Siegmund, Volz, & Viehrig, 
2007) which goes beyond constraints in areas such as time, hard- and soft-
ware suitability, support, availability of materials, training characteristics and 
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perceived potential explored in a number of teacher surveys (e.g. Baker, Pal-
mer, & Kerski, 2009; Höhnle, Schubert, & Uphues, 2010, 2011; Johansson, 
2003; Kerski, 2003; Yuda & Itoh, 2007).
1.2  Significance of exploration endeavors
For centuries educators have striven to improve their students’ education, evalu-
ating a large number of proposed improvements in pedagogy, content, methods, 
media etc.. Any proposed change, however, needs to be seen as one part inte-
grated into a complex whole. Many models seek to analyze the complexity of 
education and identify important elements and interactions, for instance the 
offer-use-model by Helmke (2003), the Berlin model developed by Heimann (see 
Peterßen, 2000, pp. 82-95) or the “[...] interactions that occur during episodes of 
guided learning” described by Branch and Gustafson (1998, p. 4). GIS and other 
media are thus only a small part of the educational experience. 
Despite this, media have received considerable attention in the last years. They 
carry with them a multitude of promises for new ways of helping students learn 
(see ch. 2.2.3). Moreover, in a world where information is increasingly available 
and where autonomous, life long learning has become pivotal, being able to 
use media competently has become a basic skill. This is also true for GIS and 
other spatial applications, leading for instance to a discussion of digital geo-
media in the context of an education for spatial citizenship (e.g. HERODOT, 
2008) in the wake of developments such as GPS-enabled smart phones or the 
INSPIRE initiative “[...] to create a European Union (EU) spatial data infrastruc-
ture” (European Commission, n.d.).
Yet, the impact of any one media choice versus another as part of the educa-
tional process is controversially discussed. One webpage (Russell, 2010) lists 
dozens of comparative media studies, especially between face-to-face and 
distance (e.g. online) delivery, with many showing no significant diﬀerence. 
Moreover, many media innovations such as laptop classes, which had been 
lauded at the beginning, are being discontinued (e.g. Popp, 2007). In general, 
studies such as Baker & White (2003) or Bednarz & Bednarz (2008) attest to 
considerable instructor eﬀects. Moreover, research also shows diﬀerences in 
the eﬀects on various kinds of pupils (e.g. Kerski, 2000). Improving student 
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achievement seems to thus be primarily a matter of people – yet, it could be 
argued that media can hinder or help learning and teaching to some extent. 
A number of articles contain enthusiastic propositions regarding what a posi-
tive diﬀerence GIS could make to students’ education. However, there is a 
large gap between these propositions and the number of studies which actu-
ally give evidence to what Bednarz describes as “[...] the role of GIS in promot-
ing the core tenets of geography [...]” (2001, p. 4). Especially in the German 
context, only very few studies examine the eﬀects of GIS use in school educa-
tion. However, “[i]t is not suﬃcient for us to assume that GIS promotes and de-
velops spatial skills. We need to know if it occurs and under what conditions in 
order to further expand its practice - or to find better and simpler ways to 
achieve the same goals” (Bednarz, 2001, p. 4). Or, as Briebach (2007, p. 10) 
argued in light of the available body of research at that time: “Though encour-
aging initial research, when deciding whether or not to invest in GIS, this is 
hardly compelling evidence of its impact.”
To test proposed options for the improvement of spatial skills and other ‘core 
tenets’ of geography is important, since “[...] many contemporary situations 
that citizens encounter have a base in “Earth systems”[...]” (OECD, 2007b, p. 
114) (see also e.g. Bednarz, Heﬀron, & Huynh, 2013). Published estimates state 
that “[...] approximately 80 percent of all decisions in the public and private life 
bear a spatial reference” (Bundesamt für Kartographie und Geodäsie, 2003, p. 
8, translated). 
Being good in geography (and earth science) is not easy, however. Both German 
(e.g. Hüttermann, 2004) and international (e.g. Beaton, et al., 1996; Martin, et al., 
2008; National Geographic Education Foundation, 2002; Niemz & Stoltman, 
1993; OECD, 2007c) studies have shown that from primary school to university/
young adult level, people in Germany often have difficulties with various aspects 
of the geography or earth science domains (for the situation in the USA see e.g. 
Bednarz, et al., 2013; Roper Public Affairs & National Geographic Education 
Foundation, 2006; for an overview of countries participating in some international 
assessments see e.g. Siegmund & Viehrig, 2012). For instance, in the PISA 2006 
survey students in Germany had a mean score of 516 for the ‘physical systems’ 
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but of only 510 for the ‘earth and space system’ scale (OECD, 2007c). Thereby, 
for instance both the InterGEO II study and the Geographic Literacy Survey 
showed quite some variation between individual items and areas (National Geo-
graphic Education Foundation, 2002; Niemz & Stoltman, 1993). In the InterGEO II 
international comparative study of geographic achievement, German 14-year-old 
students overall had an average of only 61.3% correct answers. By sub-scale, 
German students scored highest on I (Location, 77.1%) and III (Human Geogra-
phy, 70.9%), lower on VI (Geography of the home country, 61.1%) and IV (Geo-
graphical Skills 60.0%), and lowest on V (Regional Geography, 55.2%) and II 
(Physical Geography, 50.6%) (Niemz & Stoltman, 1993, p. 5). 
Apart from the pedagogical rationale, there is an economic one. What are cost-
eﬃcient ways to improve education? Levin (2001, p. 55) states that “[...] no one 
has argued that educational spending is highly eﬃcient”. In 2006, the German 
state paid 50.8 billion euros for the primary and secondary schools alone, not 
to speak of additional financing through the private sector (Statistisches Bun-
desamt, 2009). Beyond the monetary costs involved, however, there are costs 
in time. Students generally spend at least nine to twelve years of their limited 
life time going to school. If the quality of the outcome is poor, the resulting 
costs, both for the individual and society at large, are very high (cp. e.g. 
Bertelsmann Stiftung, n.d.; BMBF, 2008; Weinert, 2001). 
Additionally, the costs need to also be taken into account when considering new 
media such as GIS. While GIS integration is said to have multiple benefits for the 
various areas of the educational process, outcome and efficiency (see ch. 2.2.3), it 
is not itself without costs (see ch. 2.2.4). Yet, exactly these costs also point to an-
other educational economic factor to consider: employment opportunities. GIS 
training has only been recently integrated into some pre-service teacher programs. 
Training teachers as well as providing GIS education consulting, materials, soft-
ware and curriculum relevant data thus constitutes a global job opportunity. 
Beyond school education, geospatial technology such as GIS is seen as an im-
portant current industry field (see e.g. Baker, et al., 2012; Kerski, 2008a; Schlei-
cher, 2004a). To estimate the global actual use of GIS and GIS-based applica-
tions is difficult, especially due to the wide availability of free online products. At 
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the beginning of the millennium, there were an estimated 140,000 organizations 
worldwide that used GIS (Gewin, 2004). In 2009, the annual ESRI user confer-
ence alone attracted, despite the economic crisis, “more than 12,000 attendees 
from 104 countries” (Wheeler, 2009). Jobs requiring GIS-skills are spread across 
a wide variety of industries – city planning, military defense, environmental pro-
tection, utilities and communications, customer analysis, archaeology and emer-
gency responses, to name a few. Consequently, the demand for GIS specialists 
has been growing worldwide (Gewin, 2004; Kerski, 2008a), especially for people 
who have completed more than basic training (Fitzpatrick & Dailey, 2000). An es-
timated one million people worked with GIS as part of their job around the turn of 
the millennium, their number growing by approximately 15% annually (Fitzpatrick 
& Dailey, 2000; Glover, 2006). Thereby, demand has been greater than supply 
(Fitzpatrick & Dailey, 2000; Glover, 2006). Consequently, integrating basic GIS 
training already into school education has been proposed as one way to increase 
the supply and providing students with job relevant skills (e.g. Cremer, Richter, & 
Schäfer, 2004; Falk & Schleicher, 2005).  
Besides their role in the working world, media such as GIS have become an 
important part of the lives of young people and society at large. The JIM study 
showed that 89% of the sampled twelve to 19-year-olds in Germany used a 
computer and 84% the internet several times a week and 95% owned a cell 
phone (Medienpädagogischer Forschungsverbund Südwest, 2008) (for more 
information regarding computer/internet use in and outside of the classroom 
see also e.g. European Commission, 2006; Herzig & Grafe, 2006; Medienpäda-
gogischer Forschungsverbund Südwest, 2012; OECD, 2011; Pfeiﬀer & Pfeiﬀer, 
2011; Rauh, 2006; Rumpf, Meyer, Kreuzer, & John, 2011). All these platforms 
oﬀer a variety of opportunities to come in contact with geospatial technology-
based applications, for example cell phone navigation, route planners, branch 
finders, digital city maps and information services of government agencies. 
Consequently, being able to use geospatial technologies could be considered 
part of reaching the overall educational aim of “[...] ensuring that all adoles-
cents of a generation, independent of background and sex, are enabled to live 
[...] in autonomous participation in politics, society and culture, and in the 
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shaping of the own lifeworld, and self-determinedly act as responsible citizens” 
(Klieme, et al., 2007, p. 63, translated).
GIS and other geospatial technologies have been explicitly integrated into the 
secondary school curricula of a number of German federal states, especially 
with regard to the high stream (e.g. Siegmund & Naumann, 2009; Viehrig & 
Siegmund, 2012). Moreover, it has been included into the German national 
educational standards for geography (DGfG, 2007a). GIS has also been named 
as example for the inquiry project presentation in the common demands for the 
Abitur, the school leaving certificate usually obtained at the end of the twelfth 
grade which is necessary to study at a university (KMK, 2005b). Moreover, it 
has been integrated into the framework for geography teacher education 
(DGfG, 2010; KMK, 2008). Even where it is not explicitly included, however, it 
can be seen as part of areas such as ‘using modern information technologies’ 
or ‘methods competency’ (see e.g. Viehrig & Siegmund, 2012). Internationally, 
GIS and other geospatial technology has been integrated into, for instance, the 
AP standards for human geography (College Board, 2007) in the USA or the 
International Geographical Union’s declaration on Geographical Education for 
Sustainable Development (Haubrich, Reinfried, & Schleicher, 2007).
In general, changes in curricula and other parts of the educational framework 
are not always well received. The societal and professional discourse contains 
a multitude of complaints about the structure/ structural changes of the educa-
tional system, the competencies of graduates and the content of the curricula 
(cp. e.g. cpa/dpa/AP, 2006; mer/dpa, 2007; Philologenverband Baden-
Württemberg, 2008; StN, 2010). For instance, a study in the federal state 
Baden-Württemberg showed that in each of the diﬀerent school types, less 
than 5% of the sampled teachers (n=1140) thought that the changed curricu-
lum instituted in 2004 is a project well done (GEW, 2004).
1.3  Research objective
GIS didactics – and this dissertation –  are thus placed on the intersection of 
multiple contexts. This dissertation concentrates on exploring the educational 
potential of GIS for one of the “core tenets of geography” (Bednarz, 2001, p. 4). 
– selected aspects of geographic system competency – within part of the Ger-
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man secondary school system. Does GIS use, in the way it is currently often 
practiced, really help improve the competency achievement of students? Is it 
worth it? What are some of the conditions under which GIS use has a positive 
or negative eﬀect? To the answers to these pivotal questions this dissertation 
wants to be provide a small contribution. 
To address these questions, chapter 2 will first give a brief overview over some of 
the pertinent literature, both with regard to geographic system competency and 
GIS in education. Chapter 3 will describe the methodology, including the re-
search hypotheses. Chapter 4 will briefly describe the achieved samples. Chap-
ter 5 describes the test instruments. Chapter 6 describes the development of the 
learning unit. Chapter 7 presents the results of data analysis by hypothesis as 
well as HLM analyses combining different variables. Chapter 8 will discuss key 
implications and outlooks. 
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2 Reviewing the literature
A literature review sketches a ‘map’ of an educational area. Like a map, it can 
be an important help in the decision-making process of where one could move, 
what consequences such a move could have, which resources are needed, 
and which factors might influence the process. Explorers constantly publish 
their findings and interpretations of existing data may change as a result. 
Existing studies in the areas of geographic system competency, of the impact of 
GIS use and the effects of student variables on this impact differ widely in their 
objectives, methodology, theoretic foundations and implications as well as task 
formats, making it difficult to conduct meta-analyses and drawing the implica-
tions together into a coherent theory. This is also one of the problems discussed 
with geography education research in general (e.g. Bednarz, et al., 2013).
2.1 Competencies in geography education
“Education as process, in subjective meaning, is equipment for be-
havior in the world.” (Robinsohn, 1967, p. 13, translated)
To the overall objective of (school) education, geography education’s guiding 
objective should be a subject specific contribution (see e.g. Hoﬀmann, 2000; 
Köck, 1993, 1999). The guiding objective describes the subject’s overriding 
aim. All other objectives, as well as the selection of content, media and meth-
ods employed in the lessons throughout the school year are to be geared to-
wards it and help in achieving it (e.g. Haubrich, 2006; Köck, 1997, 2005a). This 
also includes the use of GIS (Volz, Viehrig, & Siegmund, 2008). 
In the German discourse, proposed, and controversially discussed, guiding ob-
jectives such as spatial behavior competence (Raumverhaltenskompetenz), crea-
tion competence for sustainable development (Gestaltungskompetenz für nach-
haltige Entwicklung) and “[...] insight into the connections [...]” and “[...] space-
oriented action competence” (“[...] Einsicht in die Zusammenhänge [...]” und “[...] 
raumbezogene Handlungskompetenz”) differ in the details of what is expected of 
the students, but all show that the main goal of geography education has been 
competency achievement (e.g. DGfG, 2007a, p. 5; Haubrich, 2006; Köck, 1977, 
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1989, 1993, 2003, 2005b; Lethmate, 2001; Rinschede, 2005; Viehrig & Volz, 
2013) (for discussion of other guiding ideas see e.g. Flath, 1994; Flath & Fuchs, 
1994; Haubrich, 1982, 2006; Köck, 1989, 1997, 1986; Kross, 1992, 1994; Schall-
horn, 2004a; Wilhelmi, 2006). For the situation in the USA, a recently published 
“roadmap for research” also includes an overview regarding the search for a “[...] 
common destination [...]” in terms of “[...] learning outcomes [...]” for geography 
education (Bednarz, et al., 2013, p. 19).
In general, however, ‘competency’, is a widely used and consequently at times 
fuzzy term (Erpenbeck & von Rosenstiel, 2003; Hartig & Klieme, 2006; Kaufhold, 
2006). The DFG-priority program 1293 “Competence Models for Assessing Indi-
vidual Learning Outcomes and Evaluating Educational Processes” defines com-
petencies as “[...] context specific cognitive achievement dispositions, which 
functionally refer to situations and demands in specific domains” (Klieme & Leut-
ner, 2006b, p. 4, translated, in original partly italic). Other definitions additionally 
include non-cognitive components such as practical skills, motivations, atti-
tudes, emotions, volitions and values (cp. e.g. Einhaus, 2007; Hipkins, 2006; 
Kaufhold, 2006; Klieme & Leutner, 2006a; Rychen & Salganik, 2003; Schecker & 
Parchmann, 2006; Weinert, 2001). The context specificity sets competencies 
apart form general intelligence (Klieme & Leutner, 2006a, p. 879 )
While a considerable amount of discussion about the proposed guiding objec-
tives has been generated in the last decades, adequate test instruments and 
comprehensive studies gauging the students’ achievement of the objectives 
are still largely lacking. 
2.1.1 Significance of geographic system competency
A comparison of the proposed guiding objectives shows that analyzing and 
understanding geographic systems are a central part (Fig. 1). For instance, the 
national educational standards state that “[t]he main goals of geography les-
sons are therefore to provide insights into the connections between natural 
conditions and social activities in diﬀerent parts of the world, and to teach an 
associated spatially-oriented competence that can be applied” (DGfG, 2007b, 
p. 5). Moreover, understanding systems is also part of the European discussion 
about core competencies of geographic literacy for university education (Don-
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ert, 2007). It also plays an important role in international documents, such as a 
draft for revising the national standards for geography education (NCGE, 2009) 
and the roadmap for geography education research (Bednarz, et al., 2013) in 
the USA or a guide to the IB diploma in geography (IBO, 2005). It is also re-
flected in the objective of geography as a science, defined as “[...] an under-
standing of the vast, interacting system comprising all humanity and its natural 
environment on the surface of the earth” (Ackerman, 1963, p. 435). An over-
view of discussed core elements of geography as a science can be found e.g. 
in Bednarz et al. (2013).   
Fig. 1: Structure of selected proposed guiding objectives for geography education 
  (DGfG, 2007a, b; Haubrich, 2006; Köck, 1993) (partly translated)
  
Systems are a central concept not only in geography. Be it understanding the 
interrelationships between parts in a cell or understanding the solar system, 
systemic thinking can be done at diﬀerent scales and in diﬀerent contexts. 
Consequently, systems are called one of the most important cognitive con-
structs of science (Klaus, 1985; Smithson, Addison, & Atkinson, 2002). Sys-
temic thinking also plays a key role in many everyday decision processes. The 
term system is included in the current national versions of the educational 
standards of many subjects, for instance, biology, chemistry, computer sci-
ence, geography, German language, history, mathematics, physics, politics and 
technology (DGfG, 2008; GI, 2008; GPJE, 2004; KMK, 2003a, b, 2004a, b, 
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2005a; VDI, 2007; VGD, 2007). Systemic thinking is also important part of the 
competencies discussed for global learning (e.g. Rost, 2005b; Schreiber, 2005) 
To diﬀerentiate the competencies needed to deal with geographic systems 
from that needed, for instance, to deal with computer systems, this dissertation 
will use the term “geographic system competency”. 
2.1.2 Possible structures of geographic system competency
Competencies can be organized with the help of competency structure models 
(e.g. Einhaus, 2007; Hemmer & Hemmer, 2007, 2013; Klieme & Leutner, 2006a). 
A competency structure model consists of dimensions, divided into compo-
nents (e.g. Einhaus, 2007; Schecker & Parchmann, 2006, cp. Fig. 2). The com-
ponents of one dimension can be either the “graduation of one skill”, “qualita-
tively diﬀerent skills” or “parallely developing skills” (Einhaus, 2007, pp. 171-
172, translated). In the first case, the components are competency levels (Ein-
haus, 2007; Schecker & Parchmann, 2006). The development and validation of 
competency models is a central task for geography and other subjects’ didac-
tics (e.g.Hemmer & Hemmer, 2013; Hemmer, 2008a; Klieme & Leutner, 2006a; 
Viehrig, 2013). 
Fig. 2: Composition of competency structure models 
  (based on Einhaus, 2007, pp. 170-171)
There is a multitude of theoretical approaches regarding the structure of geo-
graphic system competency. For instance, the layers of space-related systems 
thinking (Köck, 1985), the levels of consideration of space system classes 
(Köck, 1989), the “thinking and acting in geo-ecological systems” in the 
framework of spatial behavior competence (Köck, 1993, p. 18, translated), the 
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levels of ecological thinking (Lecher, 1997), the transfer of Bloom’s Taxonomy 
of cognitive learning targets to geo-ecological systems thinking (Rempfler, 
1998), the deliberations about insight-guiding approaches (Köck & Rempfler, 
2004), or the division of the area “subject knowledge“ of the national educa-
tional standards for geography in sub-skills and standards (DGfG, 2008). Re-
cently, these have been supplemented by two theory-guided developments of 
geography system competency structure models (e.g. Rempfler & Uphues, 
2010b; Viehrig, Greiﬀ, Siegmund, & Funke, 2011).
Both in Germany and internationally, there is also a limited number of empirical 
studies in geoscience contexts elucidating the possible structure of geographic 
system competency (e.g. Ben-Zvi Assaraf & Orion, 2005a; 2010a; 2010b; Dicker-
son & Dawkins, 2004; Gudovitch & Orion, 2001; Kali, Orion, & Eylon, 2003; Lücken, 
Hlawatsch, & Raack, 2005; OECD, 2007b; Orion & Basis, 2008; Raia, 2005; Sibley, 
et al., 2007; Uphues, 2007).
Fig. 3: Example of an empirically derived structure of systemic thinking skills 
  (adapted from Ben-Zvi Assaraf & Orion, 2005a, p. 556) 
These diﬀer widely in their scope, sample, methodology, generalizability and 
results. For instance, based on a literature review, Ben-Zvi Assaraf and Orion 
(2005a) assumed eight distinct systemic thinking skills. An analysis of the data 
collected with the help of diﬀerent research tools, some only used with 
subsamples, showed four hierarchical groups (Fig. 3). In general, students that 
achieved higher levels also achieved the levels below, i.e. students achieving 
level four also had the skills of level three, two and one, students achieving 
level three also had the skills of level two and one etc.. The four levels were 
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largely confirmed in the study of Orion and Basis (2008), with only the ‘percep-
tion of hidden elements’ appearing lower in the hierarchy. In a later paper, Ben-
Zvi Assaraf and Orion (2010a) organized the eight systemic thinking skills into 
an hierarchical model with three groups, namely “[...] (a) analysis of system 
components (characteristic 1); (b)  synthesis of system components (character-
istics 2,3,4,5); and (c) implementation (characteristics 6,7,8)” (p. 3) (see also 
Ben-Zvi Assaraf & Orion, 2010b). 
These levels reflect parts of the definition of a geographic system. Geographic 
systems consist of elements with their attributes and relationships between 
these elements from the domains of the geosphere, atmosphere, hydrosphere, 
biosphere and pedosphere and are more than the sum of their parts (e.g. Acker-
man, 1963; Bauer, Englert, Meier, Morgeneyer, & Waldeck, 2002; Haggett, 2004; 
Hlawatsch, Hildebrandt, Bayrhuber, Hansen, & Thiele, 2005; Köck, 1999; Remp-
fler, 1999; Rempfler & Uphues, 2011a; Rhode-Jüchtern, 2009; Sommer, 2005; 
Steinhardt, Blumenstein, & Barsch, 2005; Strahler & Strahler, 2002). Between the 
parts of the system, energy, matter and information are exchanged (e.g. Acker-
man, 1963; Mosimann, 2007; Strahler & Strahler, 2002). The boundaries defining 
the ‘inside’ and ‘outside’ of a system are dependent on the study purpose and 
hence subjective (e.g. Hlawatsch, Hildebrandt, et al., 2005; Kriz, 2000; Rempfler 
& Uphues, 2011a; Sommer, 2005; Steinhardt, et al., 2005). 
Besides domain specific competency aspects, also domain independent ones 
have been assumed when dealing with complex systems (cp. e.g. Schecker, 
Klieme, Niedderer, Ebach, & Gerdes, 1999; Sommer, 2005). Consequently, both 
theoretical and empirically derived structures of systemic thinking skills in other 
domains (e.g. Arndt, 2006; Davidz, Nightingale, & Rhodes, 2004; Maierhofer, 
2001; Ossimitz, 2000; Rost, Lauströer, & Raack, 2003; Sommer, 2005; 
Sweeney & Sterman, 2000; Vanasupaa, Rogers, & Chen, 2008) and delibera-
tions regarding the structure of domain unspecific systemic thinking (e.g. 
Frischknecht-Tobler, Nagel, & Seybold, 2008; Stave & Hopper, 2007) or of the 
related concept of problem solving (e.g. Greiﬀ & Funke, 2008; Klieme, Funke, 
Leutner, Reimann, & Wirth, 2001) may give additional insights into the structure 
of geographic system competency. Frischknecht-Tobler, Kunz and Nagel 
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(2008), for example, diﬀerentiate systemic thinking into system concepts, hab-
its, tools and competencies. 
Largely unexplored is what diﬀerentiates tasks used to assess systemic think-
ing in geography from tasks that have been used for instance in biology (e.g. a 
farmer intervening in an agricultural system, Rieß  & Mischo, 2008a), mathemat-
ics (e.g. the Hilu tribe, Ossimitz, 2000)  or economics (e.g. market price regula-
tion, done within a physics unit, Bell, 2004). It is still an open question whether 
there are domain specific underlying system competency levels that can be 
observed across diﬀerent subjects – including geography. Such competencies 
could be likened to the CEFR-L (Council of Europe, 2001), which delineates 
levels of competencies across many diﬀerent languages. To “[...] study what 
concepts are unique or especially relevant and appropriate to geography and 
how to best develop them” is one of the areas the USA geography education 
research roadmap calls for (Bednarz, et al., 2013, p. 27).
Very recently, the exploration of the structure of geographic system competency 
has received more attention in geography education research in Germany. For 
instance, Uphues and Rempfler have developed a theoretical competency model 
focusing on systemic thinking, whose dimensions are not geography specific 
and are being studied empirically (Rempfler & Uphues, 2010a, 2011a, b, c, 2012). 
They delineate the dimensions “[...] ‘system organisation’, ‘system behaviour’, 
‘system-adequate intention to act’ and ‘system-adequate action’” (Rempfler & 
Uphues, 2012, p. 11). In contrast, the HEIGIS (Heidelberg Inventory of Geo-
graphic System Competency) model contains three dimensions, where the level 
descriptions for dimension 1 and 2 focus on effect relationships and could fit 
other domains, but dimension 3 is very geography focused (Fig. 4; for the theo-
retical development see e.g. Viehrig, et al., 2011; Viehrig, Siegmund, Wüsten-
berg, Greiff, & Funke, 2012). The project is partly based on this dissertation. The 
study comprised several empirical studies with university students, leading to 
model changes (e.g. Funke, Siegmund, Wüstenberg, & Viehrig, 2011; Siegmund, 
Funke, Viehrig, Wüstenberg, & Greiff, 2012). In both quantitative studies, dimen-
sion 2 could not be identified. In the first quantitative study, the remaining two 
dimensions could be empirically separated, while in the second quantitative 
study, they could not (Siegmund, et al., 2012).
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Fig. 4: HEIGIS model after the CogLabs
  (based on Siegmund, et al., 2012, translated)
 (largely based on Ben-Zvi Assaraf & Orion, 2005a; Gersmehl & Gersmehl, 2006; 
Greiﬀ & Funke, 2008 and CogLab results)
2.1.3 Possible achievement of geographic system competency
The great variation in study designs and underlying theoretical models make it 
difficult to compare achievement in systemic thinking across studies, both inside 
and outside of geography. Across subjects, however, studies show that systemic 
thinking poses considerable challenges for students. While studies such as 
Sommer (2005) or Ben-Zvi Assaraf and Orion (2010b) demonstrate that even 
primary school children can evidence some basic systems thinking, other stud-
ies show that even secondary school and university students still have problems 
in dealing with system tasks (e.g. Ben-Zvi Assaraf & Orion, 2010a; Bollmann-
Zuberbühler, 2008; Cronin, Gonzales, & Sterman, 2009; Falk & Nöthen, 2005; 
Greiff & Funke, 2008; Gudovitch & Orion, 2001; Hildebrandt, 2006; Hlawatsch, 
Lücken, Hansen, Fischer, & Bayrhuber, 2005; Kali, et al., 2003; Kaminske, 1996; 
Orion & Basis, 2008; Ossimitz, Kotzent-Pietschnig, Kreisler, Waiguny, & Zoltan, 
2001; Raia, 2005; Sell, Herbert, Stuessy, & Schielack, 2006; Sweeney & Sterman, 
2000; Uphues, 2007). For instance, the study by Ben-Zvi Assaraf and Orion 
(2005a, p. 556) with 70 eighth grade students in Israel showed that level 1 was 
reached by 70%, level 2 by 50%, level 3 by 30 to 40% and level 4 by only 10 to 
30% of the sample. The frequently low performance of respondents in achieve-
ment studies suggests that geography education is not successful in achieving 
its objective. For instance, an Israeli study succinctly summarizes the situation 
as: “[...] most of the Israeli students enter junior high school with a partial and 
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fragmented conception of the water cycle and graduate from it with almost the 
same misunderstandings. This finding is surprising since water is a central issue 
in Israel's science curricula at the elementary school and junior high levels” (Ben-
Zvi Assaraf & Orion, 2005b, p. 371). 
Several options to improve the low systems thinking skills of students have 
been proposed. These especially include specific ways of teaching and learn-
ing (e.g. Ben-Zvi Assaraf & Orion, 2010b; Sell, et al., 2006) as well as working 
with specific media (e.g. Bodzin & Anastasio, 2006; Bundeszentrale für poli-
tische Bildung, 2008; Frischknecht-Tobler, Nagel, et al., 2008; Hildebrandt, 
2006; Kali, 2003). Results of studies evaluating these proposed measures are 
diﬃcult to compare due to great diversity in how systemic thinking is defined, 
operationalized and measured. Additionally, ideas could also be garnered from 
other areas such as deep learning, which aims at helping students inter alia to 
“[...] focus[] on relationships between various aspects of the content [...]” (Wil-
son Smith & Colby, 2007, p. 206) or general teaching/learning research.
Studies in general, however, show mixed results with regard to the eﬀects of an 
treatment (cp. e.g. Ben-Zvi Assaraf & Orion, 2010b; Bollmann-Zuberbühler, 
2008; Falk & Nöthen, 2005; Hildebrandt, 2006; Kaminske, 1996; Orion & Basis, 
2008; Ossimitz, 1996; Penner, 2000; Raia, 2005; Rieß & Mischo, 2008b; 
Thompson & Reimann, 2007). For instance, in a study with 57 eleventh graders 
in Germany (Kaminske, 1996) students were asked to draw cause and eﬀect 
diagrams about a geo-system after a corresponding class. Many students 
merely reproduced facts they learned by heart as well as often gave responses 
with gaps/mistakes regarding the causality and proportionality of the factors 
and relationships in the system. Similarly, a study conducted with 102 eleventh 
to 13th graders in Germany (Hildebrandt, 2006), divided into five groups based 
on the perspectives (1 or 2) contained in the learning materials and whether 
they were either not required to work with diagrams, only were the recipient of 
diagrams or had to construct diagrams showed no significant diﬀerences at 
the p=0.05 level in the learning gain from pre- to posttests between groups. A 
study conducted with 44 eighth graders in Switzerland showed that students 
participating in a unit training systemic thinking skills demonstrated signifi-
cantly more system forms of representation in the posttest and a significantly 
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higher complexity of prediction of eﬀects than the control group (Bollmann-
Zuberbühler, 2008). The mixed results with regard to the eﬀectiveness of treat-
ments for the improvement of systemic thinking show that geography educa-
tion still needs more research to identify the best ways to improve these com-
petencies under various conditions. 
2.2 GIS in geography education
Geo-media in the classroom have different functions. These include conveying 
information about non-accessible areas, helping in the visualization and analysis 
of geographical topics, facilitating student learning, providing opportunities for 
the individualized support of students, enabling the acquisition and exercise of 
media/methods competencies, aiding communication, influencing the students’ 
emotions and affections as well as motivating them and preparing students for 
the job market and participation in society (e.g. Cremer, et al., 2004; Haubrich, 
2006; Klein, 2007; Köck & Stonjek, 2005; Rinschede, 2003; Schallhorn, 2007; 
Siegmund, 2002). Geo-media are not a substitute for real world experiences, 
however, since “children need actual experiences in order to apply virtual tech-
nologies with a critical perspective and ethical practice” (Alibrandi, 2003, p. 7).
The terms media, methods, sources of information, working techniques, 
teaching/learning materials and media carriers partly overlap and are diﬃcult to 
diﬀerentiate, especially when used in context of the competencies necessary 
to deal with them. Various lists and classifications of media relevant to geogra-
phy education and media competencies exist (e.g. Bauer, et al., 2007; DGfG, 
2002, 2007a; Haubrich, 2001, 2006; Kestler, 2002; Klein, 2007; Köck & Stonjek, 
2005; Maier, 1998; Rinschede, 2003; Schallhorn, 2007). Klein (2007, p. 9, trans-
lated) defined geo-media as 
“[...] mono- or multi-medial forms of representation for portraying 
discrete or continuous spatial phenomena and their temporal change. 
They can – in various degrees of complexity – serve the acquisition, 
management, analysis and presentation of geo-factors or geo-
objects and their geo-data in the integrative interrelationship of 
physical, biotic and human issues” 
and thus could play a crucial role in acquiring geographic system competency.
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2.2.1 Extent of GIS use in education
The frequency of use varies considerably between different geo-media. In a study 
in Schleswig-Holstein (Klein, 2007), secondary school students named atlas/maps 
as the most frequently used media, followed by geography textbooks. GIS was the 
least used and most unknown medium (Fig. 5, question: “How often does your 
teacher employ these media in geography lessons?”, translated). From the teach-
ers’ perspective, GIS and WebGIS are the least used media, too (Fig. 6, question: 
“How often do you employ the following media in geography lessons?”, trans-
lated). There are no significant differences between frequency of use by sex or age 
of the teacher or by different age levels (grades 5-6, 7-10, 11-13).
Fig. 5: Frequency of use of geo-media: student answers (%)
 (selection, n = 720) (based on Klein, 2007, p. 149)
Fig. 6: Frequency of use of geo-media: teacher answers (%)
 (selection, n = 44)  (based on Klein, 2007, p. 154)
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In a study by Höhnle, Schubert and Uphues (2010), 44.7% had never used 
web-based GIS and 71% had never used DesktopGIS in the classroom, com-
pared to 20.1% for digital globes (n=410, p. 151). Thereby “[y]oung teachers do 
not use GI(S) more often than older teachers” (ibid, p. 152) and there is no sig-
nificant diﬀerence between teachers who had GI(S) as part of their teacher 
training and those that did not (ibid p. 154). There are, however, significant ef-
fects of self-assessed computer competence, private GI(S) usage, teaching 
computer science and professional development (ibid, p. 152-155). Moreover, 
there is a significant correlation to “[...] reading of didactical journals in geogra-
phy [...]” (ibid. p. 155). There are mixed results with regard  “[...] to the exis-
tence of other GI(S)  using teachers in the teaching staﬀ” (ibid. p. 156) and the 
teachers’ assessment of GI(S)’ potential (ibid. p. 156-157).
GIS implementation in German schools started about 1996/97, accompanied 
by a rise in publications in German geography education journals and devel-
opments of GIS software specifically designed for use in schools (e.g. Cremer, 
et al., 2004; Herzig, 2007; Höhnle, et al., 2010; Schleicher, 2004a). Apart from 
these special developments, professional programs like ArcView or Idrisi have 
been used in schools (e.g. Cremer, et al., 2004; Herzig, 2007; Schleicher, 
2004a), and free DesktopGIS software such as the GDV Spatial Commander 
has been advocated, also. In 2003, the first German web-based GIS for 
schools (www.webgis-schule.de) was made available (Tschirner, 2009), fol-
lowed by others such as http://webgis.bildung-rp.de, www.sn.schule.de/~gis 
or http://diercke.webgis-server.de. These options diﬀer considerably with re-
gard to their functionalities and topics, and hence, how they can be used in the 
classroom. In practical geography education journals a number of class project 
experiences and lesson ideas have been reported (e.g. Benedikt & Danhofer, 
2005; Falk & Nöthen, 2004; Krause, 2004; Püschel, 2004, 2005; Püschel & 
Schäfer, 2004; Sander, 2002; Unterthurner, 2004; Zürl, 2005).
Internationally, GIS seems to be far from ubiquitously, but increasingly used. 
For instance, GIS had been used in less than two percent of US high schools 
(Kerski, 2003). A survey mailed to 1520 high school teachers in the USA al-
ready owning a license for either ArcView, Idrisi or MapInfo showed that nearly 
half of the responding teachers were not using it (Kerski, 2003). In a more re-
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cent US study with 70 sixth graders, while over 70% had experience with vir-
tual globes, very few used or even had heard of GIS (Clagett, 2009). In a survey 
study conducted in the UK, 11.5% of the 243 participating schools were using 
GIS at the time, 0.8% had given up on GIS and the rest were non-users (Ord-
nance Survey, 2004). Similarly, in a survey conducted in Finland 11.59% of 69 
upper secondary school teachers responding “[...] had already used GIS in the 
classroom“ (Johansson, 2003, p. 3). Moreover, GIS use in school also seems to 
spread to developing countries. For instance, within a program, 40 secondary 
schools in Rwanda have been teaching with GIS in 2009 (ESRI, 2010). An over-
view of the implementation situation in diﬀerent countries can be found in Mil-
son, Demirci and Kerski (2012). On the whole, however, statistics are far from 
comprehensive, making it diﬃcult to judge the true extent of GIS use from pri-
mary to upper secondary education. 
2.2.2 Rationales for GIS use in education
Working with GIS is said to have numerous positive eﬀects on students. How-
ever, few of them have been validated empirically, especially in the German 
context. For instance, GIS use is stated to be motivating and interesting (e.g. 
de Lange, 2006a; Falk, 2004; Heiken & Peyke, 2005; Lund & Sinton, 2007; 
Porsch, 2005). It is also said to foster/enable a wide variety of skills and com-
petencies, such as methods competency, general computer and media litera-
cies, spatial thinking skills and spatial awareness, map competency, personal 
responsibility, self-directed learning and social competency, critical thinking 
skills, (artistic) creativity and reading literacy (e.g. Cremer, et al., 2004; de 
Lange, 2006a; Falk, 2003, 2004; Falk & Hoppe, 2004; Falk & Schleicher, 2005; 
Feyk, 2006; Heyden, 2004; Joachim, 2006; Lund & Sinton, 2007; Porsch, 2005; 
Schäfer, 2002; Schäfer, 2005; Schleicher, 2006; Schwab & Kussmaul, 2005; 
Sinton & Bednarz, 2007; Thyne, 2005; Zürl, 2005). It is claimed that in general, 
GIS use would improve the learning process e.g. making it more lasting and 
eﬀective (e.g. Falk & Hoppe, 2004; Falk & Schleicher, 2005), as well as simplify 
and augment geographic investigations (e.g. Heiken & Peyke, 2005; Malone, 
Palmer, & Voigt, 2002; Sinton & Lund, 2007). GIS is also stated to change the 
way content is taught and learned, for instance by making teaching more col-
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laborative and inquiry-based (e.g. Alibrandi, 2003; Johansson, 2003) or ena-
bling a diﬀerent way of analysis e.g. also for local examples (Koller, 2005; 
Schwab & Kussmaul, 2005). Working with GIS is said to improve the under-
standing of complex contents, interactions and processes, both in the envi-
ronment and the society, as well as systemic thinking and subject competen-
cies (e.g. Bodzin & Anastasio, 2006; Cremer, et al., 2004; de Lange, 2006a; 
Falk, 2003, 2004; Falk & Hoppe, 2004; Falk & Nöthen, 2005; Falk & Schleicher, 
2005; Heiken & Peyke, 2005; Herodot, 2009; Lund & Sinton, 2007; Schäfer, 
2002; Sinton & Bednarz, 2007). Moreover, it is argued that “[t]he vast amounts 
of information available today require powerful tools like GIS to help people de-
termine what it all means” (Malone, et al., 2002, p. xxiv). De Lange (2006b, p. 
13, translated) even claims that the competencies specified in the common re-
quirements for the Abitur, the high stream school leaving examination, “[...] can 
be reached optimally through the use of GIS”. With GIS use increasing globally 
in a wide variety of fields and a growing demand for trained GIS specialists (cp. 
e.g. Alibrandi, 2003; ESRI, n.d.; Fitzpatrick & Dailey, 2000; Gewin, 2004; Glover, 
2006), GIS is also claimed to prepare students for the job world (e.g. Cremer, et 
al., 2004; Falk & Nöthen, 2005; Falk & Schleicher, 2005; Joachim, 2006; Zink & 
Scheﬀer, 2009). Moreover, Falk (2004, p. 192, translated)  argues that “[t]he in 
the university sector by now natural use of geographic information systems 
and their great importance beyond the subject boundaries should be also ac-
commodated by the school geography education”.
Beyond the potential positive aspects on students, another line of argument is 
that students can expect GIS to be used in school education due to its preva-
lence in every day life (e.g. de Lange, 2006a; Falk & Hoppe, 2004; Joachim, 
2006; Reitz, 2005; Siegmund & Naumann, 2009; Zürl, 2005). GIS technology 
based examples include navigation systems, route planners, ‘find a branch’-
services, the TV weather report and interactive city maps (e.g. Alibrandi, 2003; 
Naumann, et al., 2008; Schleicher, 2004a; Siegmund & Naumann, 2009). Con-
sequently, it has been claimed that “GIS is used daily in so many aspects of 
human activity that it will become one of those skill sets as basic as word 
processing is today. Looking historically at the uptake of computer use in the 
classroom, this transition is roughly comparable to the status of word process-
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ing integration in 1990” (Alibrandi, 2003, p. xi). Thus GIS is seen to prepare 
students for the world they live in (e.g. Alibrandi, 2003; Herodot, 2009). 
2.2.3 Potentials of GIS use for improving student achievement
Which features of GIS use lead to a positive eﬀect on students’ achievement is 
not yet understood. Possible features include interactivity (e.g. Hall, 2000; Jo-
hansson & Pellikka, 2005; Schwarz, 2005; Tillmann, 2006), the layer principle 
and the possibilities for adapting complexity (e.g. Falk & Nöthen, 2005; Krause, 
2005; Pönitz, 2008) or capabilities for analysis (e.g. Cremer, et al., 2004; Falk, 
2003; Falk & Nöthen, 2005; Kerski, 2000). For instance ESRI (1998, p. 2)  ex-
plain the functionality of a GIS using an overhead projector with transparencies 
as example and go on to state that 
“Standing before the overhead, you mix and match the layers at will, 
magically changing classification schemes and modifying symbols, 
colors, patterns, and combinations. You can zoom in and out, seeing 
all the information available or only the data you specify, comparing 
this layer with that feature, exploring the data in every way imaginable. 
As you play with these layers of information, relationships appear.”
The last sentence might point especially to the potential of GIS use for improv-
ing systemic thinking. However, as the crucial features have not been empiri-
cally identified yet, it is unclear whether simple web-based GIS specifically cre-
ated for education or professional DesktopGIS are needed, and which diﬀer-
ences in impact and use exist (see also e.g. Baker, et al., 2012, p. 274-275).
Worldwide, the number of empiric studies dealing with the impact of GIS use on 
student achievement is growing and already spans a wide variety of contexts 
and objectives (cp. e.g. Baker, et al., 2012; Huynh, 2009). The number of empiric 
studies is especially limited with regard to Germany. Available studies conducted 
in Germany and worldwide have employed a wide variety of methodologies and 
measurement instruments, which makes it somewhat difficult to compare results 
across studies. Because of the complexity of trying to determine the impact one 
medium has on achievement and the hitherto rather mixed study results, more 
research is needed (e.g. Baker, et al., 2012; Bednarz, et al., 2013), as well as a 
drawing together of different studies into a coherent theory. 
2 Reviewing the literature                                                                                                            48
 
With regard to non-quantitative studies, papers such as Shin (2006), Keiper 
(1999), Doering & Veletsianos (2008), Milson and Earle (2007) or Aladag and Al-
adag (2008) show that GIS can help both primary and secondary students to 
improve aspects of their geographic competencies. Other studies (e.g. Dren-
non, 2005; Favier & Van der Schee, 2009; Wigglesworth, 2003) seem to indi-
cate a strong influence of prior experience or background knowledge. For in-
stance, a study with high stream students in Germany (Falk & Nöthen, 2005, p. 
51, translated) shows that while GIS helped them to look at a topic from multi-
ple perspectives and gain some insight into interdependencies, they “[o]ften 
[...] lacked important background knowledge to comprehend “the structure, the 
function and the interaction in the individual systems”” and thus the project 
“[...] could only moderately contribute to fostering systemic thinking” (see also 
Falk, 2004). 
Studies having one test data point also present a diverse picture. Some studies 
using a one group design show that the majority of students agree that GIS 
helps them with regard to visualizing or understanding geographic concepts 
(e.g. Klein, 2005; Storie, 2000). Yet, in another study by Klein (2007), the per-
centage of students who reported that they understood nothing at all when us-
ing GIS (6.8%) was the highest of all media included in the survey. An addi-
tional 10.2% reported bad understanding when using GIS. Flecke (2001) con-
ducted a small study in Germany after a short GeoMedia Professional unit with 
a quiz containing both technical and content questions and some evaluation 
questions shows mixed results. However, the study has large methodological 
problems (e.g. no n reported). 
Several studies using a two group design noted that the GIS group achieves 
higher scores than the control group, which often consists of students using con-
ventional methods such as paper maps (e.g. Aarons, 2003; Baker, 2002; Baker & 
White, 2003; Demirci, 2008; Patterson, Reeve, & Page, 2003). In contrast, some 
studies also show no significant difference (e.g. Clagett, 2009) or a higher 
achievement of the non-GIS group (e.g. Meyer, Butterick, Olkin, & Zack, 1999).
Similar mixed results can be observed in pre-/posttest studies. Sometimes one 
group designs seem to show an improvement from the pre- to the posttest (e.g. 
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with regard to content knowledge, Fun, 2005), while at other times, no significant 
improvement was found (e.g. with regard to self-reported understanding of the 
work they do in the subject, West, 2003). With regard to two (or more)  group de-
signs, studies such as Lee (2005), Aladag (2007) or Songer (2010)  showed that GIS 
had a positive impact on posttest scores compared to a non-GIS group. Moreover, 
studies such as Wanner and Kerski (1999), Kerski (2000)  or Simmons, Wu, Knight 
and Lopez (2008)  show that GIS helped students as measured by the difference 
between pre-and posttest compared to a control group with regard to some skills 
tested but not with regard to others. Additionally, studies such as Crews (2008)  or 
Hagevik (2003) seem to indicate that the impact of GIS use on student achieve-
ment might differ according to how and how much the use is implemented. 
An overview of research in GIS education can be found e.g. in Baker et al. (2012).
2.2.4 Costs of GIS use in education 
The implementation of GIS into education is not without costs. Costs come for 
instance in the form of time, money and ‘hassle’ (cp. e.g. Aladag, 2009; Audet 
& Paris, 1997; Johansson, 2003; Kerski, 2000, 2003; National Research Coun-
cil, 2006; Schleicher, 2004b; Wiegand, 2006; Zink & Scheﬀer, 2009). Time costs 
include training time for the teacher (GIS specific and general computer skills), 
training time for the students, preparation for the lessons/creating materials, 
development of a GIS didactics (e.g. how to apply GIS functionality to teach 
geographic concepts) and a portion of the limited class time. Besides the time 
costs, direct monetary costs include training courses, materials, software, 
hardware, and in some cases, data. ‘Hassle’ costs refer to the added eﬀort that 
is often still needed to include GIS into instruction. Examples are booking the 
computer room in competition with other subjects’ teachers, swapping lessons 
with another teacher to have more than 45 minutes to work on a project at one 
time or convincing the computer lab administrator to install software and pro-
vide technical support.
Costs diﬀer between various GIS programs and between various ways of im-
plementation, such as Web-based vs. Desktop-based and prefabricated mate-
rial vs. creating one’s own materials. In general, working with prefabricated 
student worksheets that accompany Web-based GIS services designed for 
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schools or that accompany, together with a ready-to-use-data package, a 
DesktopGIS is associated with less costs than creating one’s own materials. 
For instance, for a DesktopGIS application, the teacher might have to – in addi-
tion to creating the student worksheets and after installing the program and 
getting it to run within the school’s computer lab – locate data on the web, 
translate and simplify the attribute information and change the projection in or-
der to make it fit to other layers in the data set. Consequently, the new genera-
tion of geography text books, if including GIS, normally does so in the form of 
simple GIS-based web applications (e.g. Engelmann, et al., 2005; Flath & 
Kulke, 2007; Obermann, 2005). However, even these simple applications are 
not free of costs, as, for instance, non-intuitive user interfaces and functionali-
ties require time to learn.
What matters, however, are not only the absolute costs, but much more, the 
cost-eﬀectiveness. Cost-eﬀectiveness analyses could give guidelines as to 
which forms of implementation provide the highest impact on the achievement 
of desired outcomes relative to their diﬀerent forms of costs for all involved en-
tities (Levin, 1995, 2001; Loi & Ronsivalle, 2005), comparing diﬀerent forms of 
GIS implementation and other newly propagated as well as traditional means. 
To date, such explicit, comprehensive and empirically supported cost-
eﬀectiveness or cost-benefit analyses seem to be very rare. 
2.3 Role of student variables
In some situations, average scores can be useful. Due to the complexity of edu-
cational processes, however, a more differentiated view is often needed. For in-
stance, averages do not take into account whether certain students are espe-
cially benefited or disadvantaged by an treatment. Achievement gaps and fac-
tors influencing the probability for high achievement have been studied both on 
the level of the individual student, the class, the teacher, the school, an area and 
the school system as a whole on different temporal scales (cp. e.g. Ferguson, 
2002; Gandhi Kingdon, 2006; Hattie, 2003, 2009; Kfir, 1988; Ladson-Billings, 
2006; NSSE, 2006; OECD, 2006a). Thereby, a multitude of variables being poten-
tially influential have been identified. In general, due to test time considerations, 
only a limited number of them can be included in any one study.
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2.3.1 Age
It could be assumed that older students have a higher achievement in geo-
graphic system competency than younger students. Reasons for this are, for 
instance, the generally increasing maturity, background knowledge, and expe-
rience. However, this seems to be the case only to a limited extent. Studies 
such as Sweeney & Sterman (2000)  or Kainz & Ossimitz (2002), which were 
conducted with adult learners, did not show any systematic variation of sys-
tems thinking skills by age. Similarly, also studies including both teenagers and 
adults, such as that of Ossimitz (1996) or Kasperidus et al. (2006, particpants 
aged 15 to over 30) showed no significant relationship between age and sys-
temic thinking. Also Ben-Zvi Assaraf and Orion (2010b), state that “[c]omparing 
the initial abilities of these students (8th grade students) with the pre-test out-
comes of the current study (4th grade students) points to a quite similar level of 
abilities” (p. 558). In contrast, the study of Sommer (2005), conducted with 
primary school children, showed that older students had a higher achievement 
in systemic thinking skills than younger students. An interesting finding is pro-
vided by Hagevik (2003): she found that older students scored significantly 
lower than younger students on an environmental content test. This might be 
explained by retained students.
For similar reasons, it could also be assumed that the impact of GIS use on 
student achievement diﬀers by age. Huynh (2009), for instance, in a study with 
secondary school and university students identified three diﬀerent groups: nov-
ices (aged 14 to 22), intermediates (aged 18 to 24)  and experts (aged 22 and 
above). These diﬀered not only in their geospatial score and geographic skills, 
but also in their GIS problem-solving score: out of 15 possible points, experts 
had a mean of 12.3, intermediates 10.5 and novices 8.3. Moreover, the strategy 
employed by the three groups diﬀered. While novices employed a visual, trial 
and error strategy, intermediates used a combination of visual and deduction 
strategies and experts a structured, logical deduction strategy (cp. also a study 
with teachers, high school students and GIS experts, Audet & Abegg, 1996; a 
study with sixth and seventh graders, Wigglesworth, 2003). In a study with 
seventh  and eighth graders, older students scored significantly higher with re-
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gard to GIS analysis than younger ones (Hagevik, 2003). Nevertheless, it also 
needs to be taken into account that GIS has been implemented across a wide 
age range (cp. e.g. Bodzin, 2008, for a study with primary school students; 
Wilder, Brinkerhoﬀ, & Higgins, 2003, for a study with teachers). 
2.3.2 Sex
Diﬀerences between male and female learners have been studied in diﬀerent 
areas, and are often placed in a nature-nurture-framework of explanation. It 
appears that males, in many countries, generally have a higher achievement in 
geography and earth science (e.g. Bednarz, et al., 2013; Foshay, Thorndike, 
Hotyat, Pidgeo, & Walker, 1962; LeVasseur, 1999; Martin, et al., 2008; National 
Center for Education Statistics, 2002, 2011; OECD, 2007c; Winship, 2004) and 
systemic thinking (e.g. Kainz & Ossimitz, 2002; Kasperidus, et al., 2006; Os-
simitz, 2001; Sweeney & Sterman, 2000). For instance, the PISA 2006 scale 
“earth and space systems” shows that, in general, “[...] males tend to outper-
form females [...]” (OECD, 2009, p. 37), as well as having “[...] a greater varia-
tion of performance than females, that is, they tend to have comparatively 
higher proportions of top performers but also of students at risk” (OECD, 2009, 
p. 37). There are, however, also some studies that show no significant diﬀer-
ence in most tasks or even a lower achievement of males (e.g. Bednarz, et al., 
2013; Butt & Weeden, 2004; Foshay, et al., 1962; Huynh, 2009; LeVasseur, 
1999; Maierhofer, 2001; Martin, et al., 2008; Montelllo, Lovelace, Golledge, & 
Self, 1999; OECD, 2007c; Ossimitz, 1996; Sommer, 2005). For a discussion of 
some sex diﬀerence aspects in the German situation see e.g. Hemmer (1995). 
Moreover, sex diﬀerences with regard to spatial abilities within and beyond the 
geo-sciences have been frequently documented (e.g. Baenninger & New-
combe, 1989; Barke & Engida, 2001; Montelllo, et al., 1999; Quaiser-Pohl, 
Geiser, & Lehmann, 2006; Self & Golledge, 1994).
Regarding GIS use, existing studies seem to indicate that the improvement in 
achievement or the posttest scores after a GIS treatment respectively mostly 
do not diﬀer between male and female learners (e.g. Clagett, 2009; Hagevik, 
2003; Kerski, 2000; Kinzel, 2009; Lee, 2005). However, there are also studies 
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that show a higher overall achievement of females in a GIS course (e.g. Clark, 
Monk, & Yool, 2007).
2.3.3 Pre-achievement
In general, pre-achievement has a large influence on achievement (e.g. Hattie, 
2003; Shapiro, 2004). Traditionally, in the German school system, students 
have been usually streamed into diﬀerent school types according to their 
achievement in grade four. Sometimes, new legislation, however, allows for the 
parents to choose freely (e.g. Wetzel, 2014). This initial diﬀerence in achieve-
ment as well as what Malcom Gladwell (2008, p. 25) explains as 
“[i]f you make a decision about who is  good and who is not good at 
an early age; if you separate the ‘talented’ from the ‘untalented’, and 
if you provide the ‘talented’ with a superior experience, then you're 
going to end up giving a huge advantage to that small group [...]” 
lead to students in a higher school type generally outperforming those attend-
ing a lower type (e.g. Hüttermann, 2004; Prenzel, et al., 2008; Uphues, 2007). 
For instance, in a study with 424 sixth graders dealing with systemic thinking in 
a biology context, high stream students had a significantly higher mean than 
mid stream students and there was a significant correlation between biology 
grade and systemic thinking achievement (Rieß & Mischo, 2008a). 
School type diﬀerences have been documented in a range of areas of geo-
science education, such as risk perception (Fiene, 2014), attitudes to globaliza-
tion (Uphues, 2007), interest (e.g. Hemmer & Hemmer, 1997) and map compe-
tency (Hüttermann, 2004). With regard to digital geo-media, Ditter (2013) found 
for instance that high stream students significantly improve in self-eﬃcacy pre- 
to posttest after a unit using remote sensing (d>0.2), but mid stream students 
do not (d<0.2). In his study, stream also has a significant relationship to 
motivation/self-eﬃcacy/interest cluster membership (crosstabs). In a study of 
students’ satellite image use, Siegmund (2010) also included mid stream vs. 
high stream membership as one of several variables in the cluster formation. 
Uphues (2007) also found that in two items, more high stream than low stream 
students took into account both the eﬀects on Germany and on the other 
country. 
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Pre-knowledge not only provides something one can use when solving a task, 
it provides also anchor points for new information (cp. e.g. Smith, Gordon, 
Colby, & Wang, 2005; Sommer, 2005; Taber, 2001). Thus, pre-knowledge and 
pre-experience have an impact on learning and achievement (e.g. Hammann, 
Phan, Ehmer, & Grimm, 2008; Phan, 2007; Schmitz, 2006; discussion in Sell, et 
al., 2006). For instance, Sommer (2005) showed that biological pre-knowledge 
had a significant influence on achievement of aspects of system competency. 
Additionally, studies such as Kali et al. (2003) or Sibley et al. (2007) show that 
achievement in systemic thinking can also be influenced by the context used. 
Maierhofer (2001), in a biology study dealing with systemic thinking, also found 
that while students’ scoring low on the pretest (both with regard to number of 
system variables used and quality of relationships) improved significantly, high 
scoring students did not. Hildebrandt (2006)  found diﬀerences between low 
and high pre-knowledge students in terms of which way of working with dia-
grams was beneficial for improving understanding.
With regard to the impact of GIS use on achievement there seem to be no stud-
ies yet that compare different German school streams. While on the one hand, 
GIS is primarily included for the high stream as obligatory into school curricula in 
Germany (e.g. Siegmund & Naumann, 2009), on the other hand an interesting 
finding has been presented in a study conducted in the USA by Kerski (2000). He 
found that while “A” students improved both with GIS and with traditional mate-
rials, “C” and “D” students only showed significant gains with GIS. 
A study with secondary school students in Germany showed that there were 
significant diﬀerences between students belonging to diﬀerent types of PC us-
ers and the subjective learning success with computers and computer-based 
media such as GIS, with students classified as “PC inexperienced” having the 
lowest value (Klein, 2007).
2.3.4 Language and migration background
Regarding the achievements of students of diﬀerent ethnic and linguistic back-
grounds in a particular school system, several studies have shown (some) mi-
nority student groups to be at a disadvantage (e.g. Brind, Harper, & Moore, 
2008; Fashola, Slavin, Calderón, & Durán, 1997; Ladson-Billings, 2006; Nu-
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sche, 2008; OECD, 2006b; Zuzovsky, 2007), including in geography education 
(see e.g. LeVasseur, 1999). This problem is especially pronounced in Germany. 
For instance, the PISA 2006 science competency results (which included some 
earth science items) showed a large gap in achievement between children with 
and without migration background (OECD, 2007a). In general, PISA showed 
that Germany had one of the largest gaps of all participating countries between 
children with migration background and those without. The study also showed 
that second generation children on average score lower than young people 
that have migrated within their own lifetime (e.g. OECD, 2003b; Prenzel, et al., 
2006). While digital reading performance is not reported for Germany, “[a]cross 
OECD countries, the pattern of results indicates that native students perform at 
a higher level than their immigrant counterparts” (p. 127) and similarly, students 
“[...] whose language at home is diﬀerent from the assessment language [...]” 
score less than “[...] students whose language is the same as the assessment 
language” (p. 127) (OECD, 2011).
Language is crucial for thinking and formal education. Ontological research, for 
instance, showed that diﬀerent languages use diﬀerent categories for geo-
graphical features (e.g. Mark & Turk, 2003). On the one hand, the achievement 
gap in some studies can be explained by testing content in the majority lan-
guage that the children do not yet know well enough (e.g. Escamilla, Chávez, & 
Vigil, 2005). On the other hand, in Germany, even adolescents with migration 
background who predominantly use German in their every day life did not 
reach the competency level of children without migration background (e.g. 
Prenzel & Deutsches Pisakonsortium, 2005).
Contrary to these findings, some research seems to indicate that bilingual chil-
dren have a cognitive advantage over monolingual children, including in abili-
ties such as thinking abstractly about language, classifying, reasoning by anal-
ogy, having mental flexibility, or thinking divergently (e.g. Lee, 1996). With re-
gard to an advantage in subject areas, research results have been mixed (e.g. 
Taylor-Ward, 2003). Some studies have shown bilingual children who learn both 
their languages for instance in dual language or two-way programs to have 
greater achievements than monolingual students or students less proficient in 
their first language in areas such as science, writing, mathematics, reading, ana-
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lytical reasoning or spatial abilities (cp. e.g. Escamilla, et al., 2005; Laib, 2007; 
Lee, 1996). Furthermore, while some research indicates that which languages 
the child speaks is not important, but only the level of proficiency, other research 
seems to be pointing to an impact of whether the child’s first language is valued 
or not (e.g. Bialystok, 2008; Laib, 2007; Lee, 1996; Marlow, 2008). 
In contrast to the substantial general educational literature on the influence of 
linguistic, ethnic and migration background on student achievement, it seems 
to have hardly been included in studies dealing with the impact of GIS use.
2.3.5 Aﬀective variables
The aﬀective domain is about a variety of constructs, including “[...] student 
attitudes, interests, appreciations, values, and emotional sets” (Mililani Mauka 
Elementary School, n.d.), self-esteem (NCREL, n.d.), “[...] beliefs, opinions [...] 
and motivation” (Koballa, n.d.).
Student characteristics, such as beliefs, attitudes, self-efficacy, self-concept, 
motivation and interest play a crucial role in student achievement (e.g. Duit & 
Treagust, 2003; e.g. Edelmann, 2000; Heinze, Reiss, & Rudolph, 2005; OECD, 
2007b; Pastorelli, et al., 2001; Rider & Colmar, 2005; Roberts II, 2003; Uwah, 
McMahon, & Furlow, 2008; Vogt, 2007; Woolfolk Hoy, 2004). For instance, Som-
mer (2005) showed a significant influence of interest in the subject on achieve-
ment in a system competency pretest and a significant influence of interest in the 
topic on achievement in a test during the unit. Studies have reported mixed re-
sults in sex differences with regard to self-concept and self-efficacy (e.g. Baker & 
White, 2003; Neria, Amit, Abu-Naja, & Abo-Ras, 2008; Pastorelli, et al., 2001; 
Preckel, Goetz, Pekrun, & Kleine, 2008). Furthermore, mixed results in self-
efficacy and self-concept have also been found by country of origin or ethnicity 
(e.g. Lee, 2009; Neria, et al., 2008; Pastorelli, et al., 2001). 
Within geography education, diﬀerences in students’ interest in diﬀerent topics, 
geographical areas and media/methods as well as diﬀerences by sex have 
been observed to some extent (e.g. Bayrhuber, et al., 2002; Hemmer, et al., 
2007; Hemmer & Hemmer, 1997; Hemmer & Hemmer, 2002a; Hemmer, 2000, 
2008b; Klein, 2007; Obermaier, 1997, 2002a, b; Reinfried, 2006; Schleicher, 
2002a). For instance, Klein (2007) found that students had a mean interest of 
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3.07 in GIS on a scale ranging from one (no interest) to five (high interest), with 
boys having significantly higher interest than girls. With regard to atlas and 
maps, mean interest was 3.44, again with boys scoring higher. In contrast, 
movies had a mean score of 4.32 with no significant gender diﬀerences. Addi-
tionally, some research seems to indicate a diﬀerence in geographical interest 
by school type (e.g. Hemmer & Hemmer, 1997; Hemmer, 2008b).
The results regarding the impact of GIS use on these kind of student character-
istics seems mixed. In West’s (2003) study scores on the “attitude to subject” 
scale declined after using GIS, while the scores on the computer related scales 
(e.g. perceived control of computers)  increased. Baker and White (2003) found 
that the GIS group showed a significant increase in their attitudes toward tech-
nology and science self-eﬃcacy while students in the traditional mapping 
group significantly increased their attitudes toward science. Crews (2008) 
showed that there were no overall significant diﬀerences “[...] in student 
science interest scores pre-post between treatment and control groups [...]” (p. 
103). However, he also noted instructor eﬀects with regard to the students’ in-
terest in science and technology, with overall scores decreasing for the teacher 
with a high implementation of geospatial technologies and scores increasing 
for the low implementation teacher.
2.3.6 Classroom setting
Research has shown that besides the individual, the teacher, the class as well 
as peer group eﬀects have an impact on individual achievement (e.g. Betts, 
2004; Burke & Sass, 2008; Hattie, 2003, 2009; Heinze, et al., 2005; Sacerdote, 
2001; Weinert, 2001). For instance, in the study conducted by Baker and White 
(2003) instructor eﬀects explained 20% of the variance in achievement while 
GIS or control group membership only explained 2%.  
Moreover, on a higher level, although an overarching framework exists, Ger-
many’s federal states have considerable freedom in organizing their educa-
tional system and curricula. Consequently, comparative studies show large dif-
ferences in student achievement between the individual federal states, not just 
overall but also with regard to specific sub-groups such as children with migra-
tion background (e.g. Bos, et al., 2008; Helmke & Hosenfeld, n.d.; MPG, n.d.; 
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Prenzel, et al., 2004). Thus, results from one federal state might not be easily 
generalizable to others.  
2.4 GIS use and geographic system competency
While there is a considerable amount of theoretical deliberations regarding 
geographic system competency, only a limited number of empirical studies 
have been conducted, especially in Germany. Consequently, much research is 
still needed regarding the achievement of the guiding objective of geography 
education in Germany as well as regarding the factors influencing achievement 
and the eﬀectiveness of treatments to increase achievement (cp. e.g. Ben-Zvi 
Assaraf & Orion, 2005a, p. 557 for the international situation). The lack of em-
pirically validated competency models impedes the exploration of the influ-
ences of GIS use on competency development.
While GIS has been claimed to have numerous positive impacts on the stu-
dents’ working with them, including fostering their systemic thinking skills, this 
is not yet supported by a sound research base. GIS education is of increasing 
interest to researchers worldwide, and consequently, a growing amount of evi-
dence regarding the eﬀectiveness of GIS use for improving student achieve-
ment exists (cp. e.g. overview in Baker, et al., 2012). Yet, the existing research 
map has still many white spots. Additionally, research findings from other 
countries, while providing valuable insights, need to be evaluated with regards 
to their applicability in other national contexts (see also e.g. Aladag, 2009). 
Consequently, there is a need to empirically study the impact of GIS on as-
pects of one of the central aims of geographic education. Especially needed 
are studies employing advanced methods such as IRT or multi-level analysis, 
which are still underrepresented in the German geography education research 
literature in general, and German GIS education research literature in particular, 
as the review of studies above showed. 
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3 Charting the course
To answer the questions at the core of this dissertation comprehensively, one 
would need to examine diﬀerences between learning with GIS and paper maps 
for a multitude of topics, types of GIS/ paper maps and methods with a great 
diversity of students and teachers. This would need to be done in a way which 
is both adequate to the situation and producing results that are comparable 
across these diﬀerent settings. This is beyond the scope of this dissertation 
due to resource constraints, which also influence, for instance, sample size, 
methodology and treatment topic.
Similar to other studies (see ch. 2), this dissertation uses a pre-/posttest design 
with comparison group. A comparison group is often used in studies seeking 
to explore eﬀects of a particular treatment (cp. e.g. Verma & Mallick, 1999) and 
has advantages with regard to the estimation of treatment eﬀects compared to 
single group pre-/posttest studies (cp. e.g. Grimshaw, Campbell, Eccles, & 
Steen, 2000). Similar to existing studies (e.g. Baker & White, 2003; Clagett, 
2009; Kerski, 2000), traditional mapping was used for the comparison group.
In general, research questions can be studied either qualitatively, quantitatively 
or by a combination of the two (e.g. Bradshaw & Stratford, 2000; Cohen, Man-
ion, & Morrison, 2000; Haslam & McGarty, 2003; Lamnek, 2005; Marshall & 
Rossman, 1999; Schostak, 2002). The studies conducted for this dissertation 
are quantitative in nature. The studies use written questionnaires. General ad-
vice on how to construct tests/ questionnaires can be found for instance in 
Moosbrugger & Kelava (2007), Rost (2004), Rost (2005a), Bühner (2004), Co-
hen, Manion & Morrison (2000) or Haslam & McGarty (2003) as well as in the 
overviews in other studies such as Uphues (2007).
Due to the necessity of first having to develop an instrument (see ch. 5), this 
dissertation comprises five studies (Fig. 7). The main study (5) was preceded 
by four smaller studies. Of these, one was a study with comparison group (3). 
The other three studies (1, 2, 4) did not include a comparison group since their 
focus was on test instrument development. The studies were intertwined with 
an iterative process of test and learning unit development, where feedback 
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from a previous study, such as Study 1 pointing to explicitly spatial (maps) and 
not explicitly spatial tasks maybe being something diﬀerent, led to adaptation 
of the materials used for the next study.
Fig. 7: Study overview including n used for analysis
The design of the main study (5) is quasi-experimental in nature, since partici-
pants were not randomized, neither in terms of their selection nor in their as-
signment to either GIS or map group (see e.g. Sapp, 2006). While in study 3, 
assignment of the students from diﬀerent classes to either GIS or map was 
done by one teacher, in study 5 teachers decided whether they wanted to par-
ticipate with the whole class as either GIS or map group. On the one hand, this 
constitutes a severe limitation, since it has been argued that “[...] the estimate 
of eﬀect cannot be attributed to the intervention with confidence due to the 
non-randomized control group” (Grimshaw, et al., 2000, p. S13). Moreover, it 
leads to the potential of the sample being biased. Firstly, in general it could be 
expected that only certain types of teachers are willing to participate voluntarily 
in a scientific study. Secondly, teachers might have various reasons for select-
ing participation either in the GIS or the comparison group and thus might dif-
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fer from each other (cp. e.g. also Slavin, 2008). However, due to the current 
policy framework, this study needed to rely solely on the willingness of teach-
ers and students to participate. Consequently, forcing a randomized group as-
signment on a teacher would have led to some teachers not participating and 
thus would have also potentially biased the sample. Furthermore, although pre-
ferring randomized studies, Slavin (2008, p. 8) also notes that
“[t]he evidence to date suggests that quasi-experimental studies in 
which experimental and control groups are well matched, and in 
which covariates that correlate strongly with pretests (e.g., achieve-
ment pretests) are used to adjust outcomes, produce good, if not 
perfect, estimates of program outcomes, as long as there are no 
possibilities of selection bias at the individual student level”.
To choose one or several topics for the treatment grade level and stream(s) were 
important considerations. The main target is grade seven, although other stu-
dents participated (Fig. 7). About GIS use with younger students, less was 
known in the German context than about older students (grades eleven to 
twelve/13).  This stood in contrast to international research, the national educa-
tional standards, curricula of a number of federal states and some of the didacti-
cal models for GIS integration, which already include GIS before grade eleven 
(for overviews see e.g. Baker, et al., 2012; Siegmund & Naumann, 2009; Sieg-
mund, Viehrig, & Volz, 2008; Viehrig & Siegmund, 2012). Curricula play an impor-
tant role in grade selection. In Baden-Wurttemberg, GIS was first required in the 
standards for grades seven/eight (for the high stream only, MKBW, 2004a). 
Moreover, in grade seven differences between school types are likely to become 
even more apparent than in grade five or six (which are sometimes called “orien-
tation stage”). Additionally, discussions showed that an investigation in grade 
seven is likely to be easier than higher grades because it is far away enough from 
the school leaving examinations and similar conflicting demands on classes.
Regarding school streams, GIS use seemed to be most frequent for the high 
stream both with regard to curricula (MKBB, 2002; MKBL, 2006; MKBR, 2006a, 
b; MKBW, 2004a, b; MKBY, 2001, 2004; MKHE, n.d.-a, b; MKHH, 2003, 2004; 
MKMV, 2002a, b; MKNS, 2008a, b; MKNW, 1993, 2004; MKRP, n.d.; MKSA, 
1999, 2003; MKSH, 1997; MKSL, 2002, n.d.; MKSN, 2004a, b; MKTH, 1999a, 
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b; see also e.g. Siegmund, et al., 2008; Viehrig & Siegmund, 2012) and materi-
als available (e.g. integration into school books or online lesson plans, such as 
those found on www.webgis-schule.de). Moreover, GIS use is demanded by 
the National Educational Standards for the Intermediate School Certificate 
(DGfG, 2008) and its use was thus likely to be expanded in the middle stream. 
In contrast, GIS for the low stream seemed to be hardly discussed. Conse-
quently, the high and mid streams were chosen for the research.
study 1 study 2 study 3 study 4 study 5
demographic variables
sex x x x x x
age x x x x x
stream/type of geography study x x (only one) x x
grade/semester (only one) x (only one) x x
languages x x x
migration background x x
pre-experience variables
Kenya x (x)
GIS x x (x)
maps
computer skills x
attitude/motivation/interest/ etc. variables
Kenya x x
GIS and other media x x
geography/geographic systems x x x
achievement variables
systemic thinking x x x
spatial thinking x x x x
treatment variables
group (x) x
feedback ((x)) x
material (x)
Tab. 1: Variables included in the five studies
The first studies included a greater number of variables, such as interest in 
Kenya or working with GIS (see Tab. 1). These could not be included in study 5 
due to test time considerations, especially after inclusion of spatial thinking 
tasks. To enhance readability, this report focuses on the development of vari-
ables used to test the research hypotheses for study 5. Studies 1 and 5 also 
featured the time used for the test, however, this is not included as a variable.
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3.1 Research questions and hypotheses
The central question of this dissertation is in how far a learning unit using GIS 
helps students to improve their systemic thinking. The main hypothesis is 
therefore:
I On average, there will be an improvement in systemic thinking achieve-
ment for participants working with GIS in the unit.
Because there are considerable costs associated with the implementation of 
GIS use (see ch. 2.2.4), it is of interest whether the improvement in systemic 
thinking is greater or smaller than with a paper map unit. Existing studies show 
mixed results (see ch. 2). Yet, there are many claims surrounding GIS’s poten-
tial for competency achievement (e.g. de Lange, 2006b). Within the limitations 
of this study, therefore, the following hypothesis is tested:
II On average, there will be a greater improvement in systemic thinking 
achievement for participants working with GIS in the unit than for partici-
pants working with paper maps.
There are numerous studies examining the diﬀerences between diﬀerent 
groups of students (see ch. 2.2.3 and 2.3), and whether or not there are inter-
actions between the treatment and other variables (e.g. does one treatment 
work better for one group than for another). However, in the area of GIS, stud-
ies systematically examining many of the possible eﬀects are still largely lack-
ing and possible influencing factors are often ignored in the “GIS promise lit-
erature”. Moreover, factors influencing the achievement and improvement of 
systemic thinking in the geosciences are not yet fully explored. Based on the 
literature review in ch. 2.3 and the focus of this report as outlined above, the 
following hypotheses are tested:
III Improvement of achievement: 
On average  ...
a)  ... there is no eﬀect of age on improvement.
b)  ... there is no eﬀect of sex on improvement.
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c)  ... migration background has a negative eﬀect on improvement.
d) ... there is no effect of language background on improvement.
e) ... pre-achievement has an eﬀect on improvement.
Additionally, the results of study 1 hint at there being a diﬀerence between 
tasks that are graphics based and those that are not. This led to an exploration 
of the literature on spatial thinking and subsequently an inclusion of basic spa-
tial thinking tasks as a possible variable in later studies. Furthermore, after the 
first feedback in study 5 it was decided to do another version of the materials. 
Therefore, the following hypotheses are also tested:
III Improvement of achievement: 
On average  ...
f) ... there is no eﬀect of pre-spatial thinking score on improvement.
g) ... there is no eﬀect of material type on improvement.
Pre-experience with the medium is a potentially important variable and was in-
cluded within the materials in study 5, however, very few of the students had 
previously worked with an educational GIS program, while nearly all students 
specified having already worked with an atlas (see ch. 6). Consequently, the 
hypothesis
III Improvement of achievement: 
On average, ...
h)  ... pre-experience with an educational GIS program has a positive ef-
fect on improvement.
can only be tested in a very exploratory manner.
Due to the complexity of the educational reality, the setting (e.g. teacher, class-
room) cannot be controlled especially if a large number of students are to be 
examined and thus a near-laboratory situation is not feasible. Additionally, the 
‘GIS promise’-literature generally seems to refer to normal school instruction, 
not specifically controlled laboratory conditions.
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3.2 Statistical considerations and data analysis
To statistically examine the properties of the items and scales, diﬀerent guide-
lines and methodologies exist. Thereby, with regard to some of the issues rele-
vant to the analysis of the present studies, diﬀerences in interpretation are 
common. This also includes the issue of sample size recommendations for the 
diﬀerent statistical procedures.
3.2.1 Scale quality and analysis
In general, it is recommended not to use only a single item but scales, for in-
stance due to issues of measurement error and scope (e.g. Gliem & Gliem, 
2003). One often discussed measurement issue is the impact of the item data 
level (such as nominal, dichotomous, ordinal or interval data) on analysis (cp. e.g. 
Bortz & Döring, 2006; Moosbrugger & Kelava, 2007; Schumacker & Lomax, 
2004). The data level produced by rating scale items, which were used in some 
of the tests, can be seen as strictly ordinal or treated as interval. For instance, 
Bortz & Döring (2006, pp. 224; 181-182) show that mean scores are (and can) be 
calculated for rating scales as long as care is taken while interpreting. Jöreskog 
and Sörbom (1996, referenced in Schumacker & Lomax, 2004, p. 25) give a 
value of “[...] 15 distinct scale points” to differentiate between ordinal and con-
tinuous variables. However, in geography education studies, scales are often 
treated as interval at a smaller – and more usually used – number of discrete 
points such as four to five; e.g. by reporting means (e.g. Hemmer & Hemmer, 
2002a; Klein, 2007; Obermaier, 1997, 2005; Uphues, 2007). For achievement 
data, sometimes only the means of a sum score of the scale are reported (e.g. 
Hildebrandt, 2006; Lee, 2005), sometimes rubrics and means based on them are 
used (e.g. Baker, 2002) and sometimes both means of a sum score of a scale 
and individual item means are used for analysis (e.g. Huynh, 2009). 
For greater comparability between diﬀerent scales, instead of sum scores, av-
erage scores will be used in this study (i.e. the sum score divided by the num-
ber of items). Additionally, item response theory (IRT) measures will be used for 
the achievement variables (dichotomous Rasch model)  (cp. e.g. Bond & Fox, 
2007; Moosbrugger & Kelava, 2007). Rasch estimates are interval scaled (Bond 
& Fox, 2007, p. 163). 
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IRT has several other advantages (cp. also summary in Kollar, 2012), including 
estimating item difficulties and person abilities on the same scale (Bond & Fox, 
2007; Moosbrugger & Kelava, 2007) and “[i]nvariance of person estimates and 
item estimates within the modeled expectations of measurement error over time, 
across measurement contexts, and so on [...]” (Bond & Fox, 2007, p. 88). 
Through that, tests or samples can be linked as well as differential item function-
ing detected (Bond & Fox, 2007). Moreover, through fit indices it is possible “[...] 
to ascertain whether the assumption of unidimensionality holds up empirically” 
(Bond & Fox, 2007, p. 35). One issue in that regard is the boundaries in which an 
item is seen as fitting. For this study, the guidelines of Bond and Fox are fol-
lowed, namely that t values are seen as acceptable when they “[...] fall between 
-2.0 and +2.0 with sample sizes between about 30 and 300” (2007, p. 43) and 
mean square values when they are within the 0.75 < MNSQ < 1.3 range (ibid. , p. 
240). Since fit indices take sample size into account, the larger the sample size, 
the closer one would expect the MNSQ value to be to 1 and the more t-values 
are likely to be > |2| (Wu & Adams, 2007). Another metric is item discrimination 
(see e.g. also Moosbrugger & Kelava, 2007), which according to the testing serv-
ices site of the University of Wisconsin Oshkosh (n.d.), is unacceptable when be-
low 0.25 and excellent when over 0.4. There are different procedures to produce 
estimates, such as Plausible Values (PV) and Weighted Likelihood Estimates 
(WLE). Like in the PISA study, WLE estimates are used (OECD, 2007b, p. 332). 
Similarly, ability estimates were transformed to a mean of 500 and a standard 
deviation of 100 for further analysis to ease interpretability. 
Regarding sample size for a dichotomous Rasch analysis the minimum seems 
to be 30, although more than 200 (250) lead to more stable item calibrations as 
well as a higher confidence and are thus often recommended (e.g. Ewing, Sal-
zberger, & Sinkovics, 2009; Linacre, 1994; Wright & Tennant, 1996). For poly-
tomous scales, “[...] at least 10 observations per category [...]” are needed 
(Linacre, 1994; cp. also Linacre, 2002, pdf p. 6).
Besides IRT, factor analysis can be used in order to establish unidimensionality 
(Moosbrugger & Kelava, 2007; UCLA Academic Technology Services Statistical 
Consulting Group, n.d.). However, while some argue that normal distribution is 
not essential (see summary in Moysés, 2000, p. 319), dichotomous items can 
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pose problems (see summary in Garson, 2011), although Robertson et al. (2008) 
argue that “[t]he use of dichotomous variables can be justified in exploratory ap-
proaches [...]” (p. 32). There are special procedures recommended for dichoto-
mous data (see e.g. the discussion on the Mplus page "Binary data and factor 
analysis", 2000-2011) which seem to be only available in Mplus (see e.g. Dur-
poix, 2010, p. 334 who references Brown, 2006, p. 388). Another option would 
be the use of latent class (LC) factor models (Magidson & Vermunt, n.d.; Moos-
brugger & Kelava, 2007; Vermunt & Magidson, 2005). However, as a starting 
point, this study will employ IRT to explore the dimensionality of the items. 
Another broadly used measure to estimate scale quality is Cronbach’s (1951) 
alpha. Sijtsma (2009, p. 108)  states that “[a]lmost no psychological test or in-
ventory is published without alpha being reported [...]”. Despite its ubiquitous-
ness, Cronbach’s alpha can be seen critically. Firstly, it is dependent on the 
number of items used, i.e. in general, at least up to a certain threshold, the 
more items, the higher the value of Cronbach’s alpha (e.g. Moosbrugger & Ke-
lava, 2007; Sijtsma, 2009; UCLA Academic Technology Services Statistical 
Consulting Group, n.d.). Cortina (1993)  argues that “[a]lthough most who use 
alpha pay lip-service to this fact, it seems to be forgotten when interpreting 
data. Most recent studies that have used alpha imply that a given level, per-
haps greater than 0.70, is adequate or inadequate without comparing it with 
the number of items in the scale” (p. 101). More specifically, one frequently 
finds interpretation guidelines such as those of George and Mallery (2003, p. 
231, cited in Gliem & Gliem, 2003, p. 87, formatted for better readability): “ ‘
_ > .9 – Excellent, 
_ > .8 – Good, 
_ > .7 – Acceptable,
_ > .6 – Questionable,
_ > .5 – Poor, and 
_ < .5 – Unacceptable’ ”. 
Secondly, alpha “[...] is a function of the extent to which items in a test have 
high communalities and thus low uniquenesses” (Cortina, 1993, p. 100; see 
also e.g. discussion in Moosbrugger & Kelava, 2007). Thus, while for instance, 
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Moosbrugger & Kelava (2007, p. 129) describe the very high values for alpha 
for established tests measuring global intelligence; Turconi et al. (2003), for 
their nutritional questionnaire argue that 
“[l]ow Cronbach’s alpha in sections H and I could be explained by the 
items variability; in other words, items of sections H and I cover all 
aspects of nutrition and food safety knowledge. Nutrition knowledge 
and food safety knowledge are very complex constructs, and they 
are made of diﬀerent domains; therefore, items of sections H and I 
are quite heterogeneous and this may lead to a low Cronbach’s coef-
ficient” (p. 756). 
This seems especially relevant to the achievement section of the research re-
ported here, due to the low number of items and the range of systemic thinking 
skills covered by them. Consequently, also scales with a Cronbach’s alpha 
below 0.70 will be included in the analysis.
Checking for normal distribution will be done with the help of Shapiro-Wilk tests, 
since sample sizes are below 2000 in all cases (Maths-Statistics-Tutor, 2010).
3.2.2 Connections between variables
Besides test construction, the examination of diﬀerences between groups and 
connections between variables is crucial in order to test the hypotheses of this 
study. Tests to be used depend on data level. These include
- Chi-square tests for nominal and binary data
- Mann-Whitney-U- (MW) or Wilcoxon-rank-tests for 2 groups and Kruskall-
Wallis-tests (KW) for more than 2 groups for ordinal data or continuous data 
which is not normally distributed and 
- t-tests (2 groups) or ANOVAs (more than 2 groups)  for continuous data which 
is normally distributed 
(see e.g. Dallal, 2000; Kohlmann & Moock, 2009, p. 97).
For studies using a pre-/posttest design tests of diﬀerence for repeated meas-
ures are necessary, such as the “Paired t-test” for normally distributed data 
and the “Wilcoxon-matched-pairs-signed-rank test” (W) for non-parametric 
analysis (see e.g. Dallal, 2000; Kohlmann & Moock, 2009).
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The variables included in the AN(C)OVAs need to have a homogenous variance 
(e.g. Levene’s test)  and the dependent variable (as well as the covariate) need 
to be normally distributed (and the dependent variable and the covariate 
should be correlated linearly) (Schermelleh-Engel & Werner, 2007; Schwab, 
2007; Wendorf, 2004). The “[...] dependent variable and covariate are required 
to be interval level” (Schwab, 2007, p. 1). Variables such as gender or group 
should be entered as fixed factors (see e.g. García-Granero, 2008)  because in 
fixed factors “[t]he results of the analysis of variance only refer to the investi-
gated values and should not be generalized to other conceivable values of the 
factor” (Schermelleh-Engel & Werner, 2007, p. 1, translated). 
ANOVAs and t-tests are, however, quite robust against the violation of the 
normal distribution assumption for large samples (e.g. BBN Corporation, 
1997a, b). Consequently, parametric tests will be applied in addition to non-
parametric ones, even for non-normally distributed scales.  
AN(C)OVAs, regression analysis, SEMs and other procedures such as LC re-
gression models or latent class growth models can be used to get a more 
complex view of groups (e.g. Garver, Williams, & Taylor, 2008; Hoe, 2008; Kline, 
2000; Magidson & Vermunt, n.d.; Schumacker & Lomax, 2004; Statistical Inno-
vations, 2005; Tabachnick & Fidell, 2007). AN(C)OVAs and regression analyses 
seem to be much more widely used in geography education studies then the 
other procedures. In general, AN(C)OVAs and regression analysis are fairly 
similar (see e.g. Huang, n.d.; Ludford, 2003; Simon, 2010; Wendorf, 2004). 
Thus, for this report, AN(C)OVAs will be used.  
Regarding sample size, for tests of diﬀerence, for instance Kohlmann & Moock 
(2009, p. 100; also: Scanlan, n.d., p. 3) state that the minimum cell size for Chi-
square tests is 5. If this condition is not met, other tests, such as “Fisher’s ex-
act test” should be employed (Kohlmann & Moock, 2009; Scanlan, n.d.). 
Moreover, programs such as G*Power 3 show that the power of a t-test is 
heavily dependent on sample size up to a threshold. The minimum requirement 
for power is usually 0.80 (Wolske & Higgs, 2010). Calculations in G*Power for t-
tests (two-tailed) for independent groups show, for instance, that with equal 
group size, the total sample size would range between 1302 (alpha=0.05, 
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power=0.95, d=0.2) and 8 (alpha=0.05, power=0.80, d=2.7). The values are 
higher if the sample sizes are not equal. For dependent means t-tests (two-
tailed), the values range between 327 (alpha=0.05, power=0.95, d=0.2)  and 4 
(alpha=0.05, power=0.80, d=2.7). For ANCOVAs, Schwab (2007, p. 1) states 
“[...] a minimum sample size requirement of 5 cases per cell [...]”. 
Although other p-values (such as 0.10 or 0.01) are sometimes used, this study 
will follow the widely used p=0.05 as a cut-oﬀ-value for statistical significance 
(cp. e.g. Dallal, 2003; Kohlmann & Moock, 2009; Wolske & Higgs, 2010). The p-
value, however, is dependent on sample size and thus eﬀect sizes are often 
seen as (more)  useful to report (e.g. Levine & Hullett, 2002; Rost, 2005a; Valen-
tine & Cooper, 2003; Wolske & Higgs, 2010). 
Eﬀect sizes enable comparing diﬀerences across studies as well as helping in 
interpreting the importance. Cohen’s d, a measure for eﬀect size used for t-
tests, can be interpreted as small when 0.2, medium when 0.5 and large when 
0.8 (Cohen, 1988). Ferguson (2009, p. 533)  states that 0.41 is the “[...] recom-
mended minimum eﬀect size representing a “practically” significant eﬀect for 
social science data” (RMPE) for using d, a moderate eﬀect would be 1.15 and 
a strong eﬀect 2.70. Hattie (2009, p. 17) argues that an “[...] eﬀect size of 0.40 
sets a level where the eﬀects of innovation enhance achievement in such a way 
that we can notice real-world diﬀerences [...]”. However, taking into considera-
tion the very short duration of the treatment, an eﬀect size of 0.4 seems com-
paratively high. Consequently, also small eﬀects (0.2) are reported.
For eﬀect size measures such as (adjusted)  R2 or η2 Ferguson (2009, p. 533) 
recommends 0.04 as RMPE and interprets 0.25 as a moderate and 0.64 as a 
strong eﬀect. Although SPSS only reports the partial η2  values, η2  could be 
computed from the SPSS output (see e.g. "Example Calculation of Eta-
squared from SPSS Output," for the procedure). Thereby, “[...] eta squared is 
often interpreted in terms of the percentage of variance accounted for by a 
variable or model” (Levine & Hullett, 2002, p. 619). Moreover, eta squared has 
other positive characteristics such as being “[...] useful for subsequent meta-
analyses [...]” and “[...] the property that the eﬀects for all components of varia-
tion (including error) will sum to 1.00” (ibid.). However, partial eta square has 
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advantages when comparing “[...] an eﬀect of an identical manipulation across 
studies with diﬀerent designs [...]” (Levine & Hullett, 2002, p. 620). 
For this study partial η2 values will be reported in case of AN(C)OVAs and d 
values will be used for t-tests. 
Another way to analyze data is by looking for correlations. Correlations de-
scribe the strength of a (linear) association as well as the direction (positive, 
negative) of this association. There are diﬀerent statistics that can be used. For 
instance, Pearson’s product-moment-correlation coeﬃcient (r) is used for ex-
amining two interval scaled variables, Spearman’s rank correlation (rs)  (or Ken-
dall’s τ) for ordinal scaled variables as well as as a non-parametric test for in-
terval scaled data, a point biserial correlation (rpb) for one dichotomous and one 
interval scaled variable, and a coeﬃcient of contingency for associations in-
volving one or two nominal variables (see e.g. Bortz & Döring, 2006, p. 508; 
MEI, 2007; Scanlan, n.d.; Schumacker & Lomax, 2004; Valentine & Cooper, 
2003). For the later, measures include Phi (Φ) for 2*2 tables and Cramer’s V for 
larger tables ("Nominal measures of correlation: Phi, the Contingency Coeﬃ-
cient, and Cramer's V," n.d.; Scanlan, n.d.; Schumacker & Lomax, 2004). Fer-
guson (2009, p. 533) states for both Φ and r that the RMPE is 0.2, a moderate 
eﬀect would be 0.5 and a strong eﬀect 0.8.
For correlation analysis, power is dependent on sample size. Ahmed & Capretz 
(2008, p. 1104, according to them based on Cohen's 1988 work) describe that 
the minimal sample size requirements for Spearman correlations are higher 
than for Pearson correlations, and for a power of 0.8 vary between 618 and 12 
for Pearson correlation coeﬃcients of 0.1 and 0.7, respectively, and 733 and 15 
for Spearman correlation coeﬃcients of 0.1 and 0.7. Schuhmacker & Lomax 
(2004) point to the additional concern that the sample should not be too ho-
mogeneous, i.e. “[...] that there must be enough variation in scores [...]” (p. 40).
One problem in educational research, especially on the school level, is that 
participants usually belong to a particular group (a class). As such, they can be 
described in a hierarchal order, e.g. level one=students, level two=class, level 
three=school and so on, or also diﬀerent points of assessment for one student 
(Ditton, 1998). Both variables that are commonly included in the analysis as at-
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tributes of the level one student (e.g. stream) and those that are discussed as 
confounding variables (e.g. teacher characteristics) actually belong to the level 
two and are the same for all members of the class (Ditton, 1998). This leads to 
problems with statistical procedures such as significance tests and regression 
analyses (for details see Ditton, 1998, pp. 32-34). Consequently, Ditton (1998) 
argues that the “[a]nalysis of hierarchical data under ignorance of their multi 
level structure can lead to grave mistakes and possibly even be totally use-
less!” (p. 13, translated, in original italics). Similarly, Hox (1998) states that 
“[a]ssuming a common class size of 25 pupils, and a typical intraclass correla-
tion for school eﬀects of rho=0.10, we calculate an operating alpha level of 
0.29 for tests performed at a nominal alpha level of 0.05! Clearly, in such situa-
tions not adjusting for clustered data produces totally misleading significance 
tests” (p. 148). Ditton (1998)  argues that aggregating the data and afterwards 
only analyzing the level 2 is also not to be recommended, especially due to the 
information loss. Thus, Ditton (1998), Hox (1998) and others recommend utiliz-
ing multi-level analysis methods such as hierarchal linear modeling (HLM) for 
the analysis of such data. 
Until now, however, HLM seem to be rarely used in geography education re-
search. One possible reason is the great demands on sample size. In general, 
minimum sample size recommendations seem to vary between about 10 and 
30 for level 1 (students) and 30 and 300 for level 2 (classes) (e.g. Ditton, 1998; 
Hox, 1998; Langer, 2005; Maas & Hox, 2005), whereby Langer (2005), referenc-
ing the work of Kreft (1996), states that “[...] in case of doubt rather more level-
2- as level-1 units [...]” should be used (p. 19, translated; see also Hox, 1998). 
Study 5 is very close to the lowest limit requirements with 44 classes, with nine 
(one class) to 29 students, when analyzing the whole sample. However, sepa-
rate analyses of the map and GIS group are not feasible.
At the beginning an intercept only model is calculated (based on Hartig, 2005). 
Based on UCLA Statistical Consulting Group (n.d.)  the intraclass correlation, i.e. 
“[...] the portion of the total variance that occurs between [...]” classes, can be 
calculated by dividing the variance component value of u0 by the sum of the 
variance component of u0 and R (see also SSI Central, n.d.-b). Based on the in-
tercept only model, predictors are added individually (based on SSI Central, 
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n.d.-b; UCLA Statistical Consulting Group, n.d.). The variance in outcome over 
classes controlling for a level 2 predictor can be calculated by the difference of 
u0 (unconditional) and u0 (model with added variables) divided by u0 (uncondi-
tional) (based on SSI Central, n.d.-b; UCLA Statistical Consulting Group, n.d.). 
Next, looking at the level one predictors individually, the proportion of variance 
explained at level 1 can be calculated (according to UCLA Statistical Consulting 
Group, n.d.) (within class variance) as the difference between R (unconditional) 
and R (model with added variables) divided by R (unconditional).
However, using the “proportion variance statistics” can be problematic, including 
“[...] interpretation can cause confusion and estimation anomalies can occur” 
(SSI Central, n.d.-c, p. 137). With reference to Raudenbush & Bryk (2002, pp. 
149-152), SSI Central (n.d.-c, p. 137) state “[...] that the variance explained in a 
level-2 parameters [...] is conditional on a fixed level-1 specification, and that the 
variance reduction statistics are only interpretable for models with the same 
level-1 model.” Consequently, level 1 variance explained is compared to the in-
tercept only model, while level 2 variance explained is compared to the model 
with all the respectively used level 1, but without the level 2 variable. 
Sex, migration and family language background, group/materials and stream 
are entered as uncentered and pre-score, age as well as pre-spatial thinking 
score (and total language) as group mean centered (based on Graham, 2007). 
Because the number of classes is not large, restricted maximum likelihood es-
timation should be used (SSI Central, n.d.-a). Moreover, only main eﬀects are 
examined, not cross-level-eﬀects, since the number of classes is below 50 
(Radisch, 2010). Data is exported in ASCII format from SPSS and imported into 
HLM 6.08 and the statistics checked.
3.2.3 Software used for analyses
The data analysis is done in Conquest and HLM 6.08 as well as successive 
versions of PASW Statistics/SPSS. Eﬀect sizes are calculated with the help of 
the website provided by Ellis (2009) for independent sample t-tests or G*Power 
3 (http://www.gpower.hhu.de/)  for paired sample t-tests. Power analysis is also 
done in G*Power 3. 
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3.3 Sample procedures
Studies 1 to 4 were done only in individual institutions in Baden-Wurttemberg 
in spring and summer 2008 as well as the winter term 2008/2009. Study 5 was 
conducted in spring and summer 2009 in three federal states, namely Baden-
Wurttemberg, Schleswig-Holstein and Saxony.
Originally it was planned to conduct the study in five diﬀerent states, for which 
oﬃcial approval had been sought in autumn 2008. However, only three an-
swered in time. Approval was granted for mid and high stream schools in the 
administrative district Karlsruhe (Baden-Wurttemberg) and for a list of schools 
in Schleswig-Holstein. Saxony did not permit the study for state schools, but to 
conduct it in private schools was possible. Consequently, the Saxon sample is 
very small. 
The original five states were selected based on the thematic fit of the treatment 
unit to the curricula, overall score in PISA reading literacy 2003 and score in PISA 
mathematics literacy scale “space and form” and status of GIS integration into the 
curriculum. Thematic fit was of great importance, since a learning unit without ex-
plicit curriculum support would have made it difficult both to get approval and to, 
afterwards, get teachers to participate in the study. Reading literacy is associated 
not just with gaining information from continuous texts, but also from media such 
as maps (e.g. Hüttermann, 2004; Lenz, 2003; OECD, 2006a). Mathematical liter-
acy, especially with regard to the scale “space and form” is often said to be related 
to spatial thinking in geographical space by non-geographers. From the five fed-
eral states, two had above average scores both for the reading literacy and the 
scale “space and form” of the mathematical literacy (Baden-Wurttemberg and 
Saxony), two had below average scores (Rhineland-Palatinate and Mecklenburg-
Western Pomerania), and one had average (maths) to below average (reading) 
scores (Schleswig-Holstein) (Prenzel, et al., 2005). Consequently, most of the stu-
dents participating came from above average performing states.  
To recruit participants, letters were written to schools in Baden-Wurttemberg, 
Schleswig-Holstein and Saxony. Additionally, personal contacts were em-
ployed. As a follow-up, e-mails were sent to schools that had not yet re-
sponded. Some schools that had originally expressed interest did not partici-
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pate in the end, due to various reasons; participated, but did not send back the 
data; or participated with a number of classes that was diﬀerent than originally 
indicated, contributing to some of the imbalance in the data.
In all studies, the tests were provided, as well as the work sheets and other 
materials. In study 5, teachers were also e.g. provided with a short summary of 
information about tourism in Kenya as well as an overview over the study/
organizational information. In study 5, on a limited basis, classes in Baden-
Wurttemberg that did not have the required atlas could borrow it for the dura-
tion of the study. Moreover, in study 5, teachers interested in participation in 
the study were additionally oﬀered a free and non-obligatory professional de-
velopment course giving an introduction to GIS. Courses were held at the De-
partment of Geography at the Heidelberg University of Education, at three indi-
vidual schools, and at the University of Kiel. The training generally had both 
theoretical and hands-on parts, and a variety of topics including what GIS is, 
how it can be used, claims vs. state-of-research, the role of GIS in curricula 
and practical hints and links. Hands-on practice focused mainly on tasks from 
the study and the Diercke WebGIS. Moreover, before and during the study, 
teachers could get support via telephone and e-mail if needed. In three 
schools, the author was present for part of the study. In study 5, when the 
study was finished, the materials were returned either through being collected 
by the author, through the teachers sending a postal package, or through the 
teachers coming and bringing back the materials in person.
For pre-/posttest studies, procedures for matching the tests are necessary. 
While unique codes were provided on the pretest of study 3 which the students 
had to note down and put onto the posttest and the materials, this procedure 
was advised as too insecure for younger students and a treatment stretching 
out over several days. Consequently, a code was used (see ch. 4).
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4 Describing the samples
Several common variables are used not only to test the hypotheses but also to 
describe the samples in the test. All variables were originally in German and are 
translated here where necessary. Due to test time considerations, not all vari-
ables were included in each of the studies.
4.1 Variables
Several demographic variables that can be used to describe the sample were 
included in the questionnaires. After a description of the variables used, in line 
with the focus of this dissertation, sample characteristic descriptions for stud-
ies 1 to 4 will be only brief, not covering all included variables, while for study 5 
all included variables will be described.
4.1.1 Basic demographic variables
One of the basic demographic variables important for the hypotheses is sex. In 
study 1, still a phrase was used (similar to Sommer, 2005). In the later studies it 
was shortened to “sex:” (similar to Uphues, 2007) with students being able to 
check male or female, which seemed to work with the students as well. Similarly, 
the age question was shortened from study 1 to the later studies. In study 2 the 
students also had to check the grade level they were in, because it was con-
ducted in more than one level within one school. In study 5 this variable was also 
included, while in study 4 the corresponding question asked for the semester the 
students were in. In study 1 (as a phrase, similar to that of sex, above), as well as 
in studies 2, 3 and 5 (shortened version) students were also asked to state their 
stream. In study 4, it was asked which role geography played in their studies 
(e.g. major subject at the University of Education, Diplom at the University, four 
choices plus blank plus “not my subject”) instead. 
4.1.2 Language background
The language background was more diﬃcult to assess. Study 1 included two 
questions: “With my family I speak these languages: ____” and “Besides, I also 
know/am learning these languages: ____”. This was preferred over the PISA-
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wording (“What language do you speak at home most of the time?”, p. 11) and 
coding (only one choice) (OECD, 2000) to get a more complete view of the stu-
dents’ language background. This seemed important because, for instance, 
families with migration background often speak more than one language with 
their children and students might achieve a near-native level in languages they 
do not speak with their family. Looking at the answers, the phrasing seemed to 
work, although there were some cases that needed to be decided upon. For 
instance, in study 1, one student wrote “English/American” as family lan-
guages. Although ‘English’ was not written after American in contrast to study 
5, the student probably referred to American English. A second example was 
one student that clearly stated that English is only spoken at home when prac-
ticing for a test. For this student, English was treated as other language. Ger-
man was added as a learned language for students who seemed to have for-
gotten it, since the test was in German.
Since cell sizes would be very small, especially for rarer languages, different 
possibilities of grouping were tried out, such as the most frequent combinations 
plus “other” or a grouping by the second category in the ethnologue database 
(SIL International). For instance, German and English can be classified as Ger-
manic and French and Spanish as Italic. Family languages can also be catego-
rized as German, German and one other, German and two or more others or only 
other languages. Even more condensed, it could be classified as “German only” 
and “other”. The other languages naturally included mainly learners of “classical” 
school languages such as English and French, but also a small minority of learn-
ers of other languages (e.g. Esperanto)  and could be classified accordingly. 
While this does make it possible to sketch a rough picture, it has to be kept in 
mind that the phrasing of the question neither allows for statements regarding 
the quantity of use nor regarding the abilities in each of the languages.
Consequently, in study 2, it was tried to get a feedback on how well the students 
knew the languages. The item was consequently formatted as a table with the 
headings “I think in these languages: ___” and “In these languages I can” with the 
categories “only a few words and sentences”, “communicate in some basic eve-
ryday situations”, “communicate in most everyday situations”, “communicate also 
about geographic topics”, “communicate fluently about (nearly) all topics”. The 
4 Describing the samples                                                                                                            78
categories were adapted from the Common European Framework of References 
for Languages (Council of Europe, 2001), whose even short format level-
description still requires considerable reading time. According to the teacher feed-
back and the student answers, this question was fairly difficult to understand for 
the students. For instance, there was a high number of missing values. Looking at 
selected competency levels, several students did not specify levels at all and sev-
eral checked more than one level (e.g. the highest three). Moreover, two students 
did not specify the highest level for German, one of which was born in Germany as 
where both of the parents and one who was born in Germany but both parents 
were born abroad. Additionally, one student specified the highest level in English, 
and two more specified the highest level in English among several levels in English 
(all three without migration background). This level is far beyond the current cur-
ricular aims for that age group and stream (MKBW, 2004b). Furthermore, if English 
(only where it is not home language) is classified so that the highest level specified 
is counted, there is no significant difference between the two grades, contrary to 
expectations (crosstabs, Cramer’s V=0.24, p=n.s., n=65). However, a high per-
centage of cells do not fulfill the minimum requirement. These aspects support the 
opinion that the item is problematic.
Studies 3 and 4 did not include language background variables. Due to the 
problems with competency self-assessment, in study 5 the same phrasing as 
in study 1 was used.
4.1.3 Migration background
The migration background was not included in studies 1, 3 and 4. In study 2, two 
different items were tried. The first item focused on migration background and 
asked for the birth countries of the student as well as the student’s father and 
mother (e.g. “I am born in this country: __”). While in PISA 2000, the students were 
only asked for “Country of test” or “Another country” (OECD, 2000, p. 10), in PISA 
2003 several options were specified (OECD, 2003a, p. 9). Instead of specifying the 
countries of the most common immigrant nations, however, the question was 
given in an open answer format. The second item was an attempt to employ the 
concept of ethnic groups as an addition to – or possibly a replacement of – asking 
for the birth countries. The attempt was contemplated especially based on re-
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search results in the USA, where the concept is commonly employed and signifi-
cant differences in educational achievement have been documented (for geogra-
phy education, see e.g. overview in Bednarz, et al., 2013; for a general overview 
see e.g. Kao & Thompson, 2003). However – maybe because of it being fairly un-
common in Germany in contrast to the USA – it seemed to be not understood by 
the students and did not produce any usable results. In study 5, the same phrasing 
as in item one for study 2 was used (birth countries).
Since many individual countries are only represented in very small numbers, 
especially in the smaller studies, they could be categorized by area, e.g. into 
“EU and Switzerland excluding Germany”, “Turkey” and “other areas” or “for-
mer major Gastarbeiter (indentured laborer) countries” and “other countries”. 
However, even then cell sizes are small.
Another categorization would be into “student born abroad”, “student born in 
Germany, both parents born abroad”, “student born in Germany, only one par-
ent born abroad”, and “student born in Germany, both parents born in Ger-
many”. Very few students are born abroad but have one or both parents born 
in Germany. More generally, students could be categorized into “migration 
background” or “no migration background”.
4.2 Study 1
The first study was conducted with grade seven students from one comprehen-
sive school (n=102) in spring 2008. There are 49 boys and 42 girls in the sample, 
with eleven coded missing. The age ranges from twelve to 14 (seven coded 
missing, M=12.8, SD=0.52, Mdn=13, n=95). There are 47 students stating to be 
in the high stream and 51 in the middle stream, with four coded missing. 
4.3 Study 2
The second study was conducted with grade seven and grade nine students 
from one mid stream school (n=98) in spring/summer 2008. There are 42 boys 
and 55 girls in the sample, with one coded missing. The age ranges from 
twelve to 17 (M=14.7, SD=1.1, Mdn=15, n=97). In class seven, the mean age is 
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13.2 (SD=0.65, Mdn=13, n=26, range twelve to 14) and in class nine 15.2 
(SD=0.62, Mdn=15, n=71, range 14 to 17).  
4.4 Study 3
The study was conducted with grade twelve students of one high stream 
school in summer 2008, shortly before the summer holidays, which could be 
seen as an unusual setting. Students were assigned to either the atlas or the GIS 
group by the teacher and worked on the unit during one day, taking the pretest in 
the morning and the posttest at noon. There are 64 students in the sample, how-
ever, since one posttest went missing, all analyses are done with n=63.
Only sex and age were included as demographic variables, as in light of test 
time considerations the improvement of the spatial and systemic thinking items 
had higher priority than the development of the language skills section. There 
are 24 boys and 38 girls in the sample, with one coded missing. The mean age 
is 18.7 (SD=0.84, Mdn=18, n=62, range 18 to 21). 
There are 32 students in the map and 31 students in the GIS group, with no 
significant diﬀerence with regard to age (MW, p=n.s., n=62) or sex (crosstabs, 
Φ=0.07, p=n.s., n=62) between the two groups.
4.5 Study 4
The study was conducted in the winter term 2008/2009 with students from two 
universities. A total of 190 students participated. The main aim is to further explore 
the difficulty of the spatial thinking items as well as to test a simplified version of 
the spatial thinking items. Moreover, the study gives first exploratory insight into 
the spatial thinking skills of students of geography and geography education.
Of the sample, 45 are in group A (four items with the graphics used earlier), the rest 
in group B (four items with the graphics used earlier and seven items with simpli-
fied graphics). The age ranges from 19 to 31 (M=22.8, SD=2.6, Mdn=22, one miss-
ing, n=189). The semester ranges from one to 13 (M=3.7, SD=3.3, Mdn=3, three 
missing, n=187). There are 83 males and 107 females in the sample. 
The item eliciting the students’ background with regard to their study of geog-
raphy did not fully cover the diversity found in the sample in its pre-defined an-
4 Describing the samples                                                                                                            81
swers, and students were sometimes not very specific in their answer in the 
“other”-field. Consequently, there is a fairly high percentage of students that 
cannot be fully classified. There are two reasonable groupings (see Tab. 2, 
n=190, % of total sample). The other group for grouping one includes students 
that only specified “minor” or “major”, without stating whether this referred to a 
teacher or a non-teacher course, a Magister student, a student specifying more 
than one course etc. For grouping two, additionally the students specifying mi-
nor (bachelor/Diplom)  or not giving further specification (e.g. only, “bachelor” or 
“state exam”) are included in this group. Thereby, specifications such as “major 
state exam” were classified as belonging to the high stream, since “major (PH)” 
was one of the provided answers.
grouping 1 n % grouping 2 n %
(a) teacher 83 43.7 (i) teacher major (primary, lower/middle 
stream, special needs)
43 22.6
(b) bachelor/Diplom 67 35.3 (ii) teacher major (high stream) 26 13.7
(iii) bachelor/Diplom major 57 30.0
(iv) teacher minor (primary and all 
streams)
12 6.3
(c) other/not further 
specified
32 16.8 (v) other/not further specified 44 23.2
(d) not my subject 3 1.6 (vi) not my subject 3 1.6
missing 5 2.6 missing 5 2.6
Tab. 2: Sample description by study of geography background
4.6 Study 5
Study 5 was conducted in three federal states in spring and summer 2009, with 
the data being received back till September 2009. The pre- and posttest as 
well as the materials were received and matched by class. The clear seeming 
cases were matched and the code sheets destroyed as advised by data secu-
rity. The code used comprised the initials of the parents given names and their 
birth months. This code proved diﬃcult for many students and – although simi-
lar codes are used in other studies (e.g. Hildebrandt, 2006, p. 126; Kramer, 
2005, p. 193) seems to not be advisable for this age group. Moreover, the 
codes alone proved to be problematic in some cases. One teacher noted that 
there were twins in his class, but that the pre- and posttest were unambigu-
ously matchable based on their handwriting. In consultation with the first advi-
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sor as well as others, this procedure was also applied to a few other cases of 
same codes as well as some were the codes did not completely match (e.g. 
diﬀerent birth months), with some being matchable and few being judged as 
too doubtful and thus not matched. Diﬃcult cases were shown to several per-
sons to base the matching – or not matching – not on a sole opinion. 
The matching diﬃculties also exposed inherent weaknesses in the coding sys-
tem. Firstly, in the unlikely event that in one class there were two students with 
the same code (e.g. twins) and one handed in only the pretest, and the other 
only the posttest they would be considered one student. Secondly, some stu-
dents might have been judged as two diﬀerent students, e.g. because of too 
large diﬀerences in the code, even if they were in reality only one. 
When matched, the pre- and posttest were each labelled with a student num-
ber, a school number and a class number. In some cases, class membership 
within one school was unclear, especially when the materials were sent back 
sorted only by group, not class. However, based on the times, these could be 
usually diﬀerentiated. 
After the coding, exclusion criteria had to be decided upon, which were based 
on the research questions as well as statistical considerations (e.g. excluding 
grade eleven students because of having no suitable comparison group). 
These were, in order:
(a) students not having both tests
(b) students being in class eleven (one class, 18 students). One student (class 
ID 24) specified twelfth grade, however, based on teacher feedback was 
classified as grade seven. Two students (class ID 2 and 14) did leave the 
class question blank and were classified as grade seven.
(c) students not completing the test(s) individually, irrespective of whether they 
used color diﬀerentiation or not; because even students who color coded 
their partly diﬀerent answers might have been influenced by each other and 
thus not comparable to the others.
(d)students not answering the question with which medium they worked with 
or contrary to expectations or checking both, as at least two teachers had 
some students work with a medium they did not have the respective version 
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of the materials for. Consequently, these students were excluded as well, as 
they would be not comparable to others in either group. Students were ex-
cluded irrespective of whether the school had access to the materials they 
specified (e.g. due to participating with more than one class) or not, solely 
based on coded class membership.
(e) students not having coded materials and coming from schools that had ac-
cess to both sorts of materials, as it appears that at least one of the remain-
ing students – in a school that had access to both GIS and map materials – 
had been coded as being in one class and provided the expected answer to 
the question which medium was worked with, but the matching code ap-
peared on the materials for the other medium.
(f) students not taking the questionnaire seriously at all (e.g. adding “Baum-
schule” (tree nursery) or “Aﬀenschule” (monkey school) under “other” for 
school type, and/or checking that he/she is both male and female.
The 932 students that passed these criteria are from 18 schools in Baden-
Württemberg (28 classes), six schools in Schleswig-Holstein (13 classes) and 
two schools in Saxony (three classes). The resulting class sizes vary between 
nine and 29. 
map
GIS
0 20 40 60 80 100
male female
Fig. 8: Sample description by group and sex
 (% of group) 
Of the sample, 463 are male, 458 female, with eleven coded missing (Fig. 8). 
When the one student who forgot to specify the stream is given the class’ 
stream, there are 622 high stream students and 310 mid stream students (Fig. 
9). There is no significant diﬀerence with regard to sex between the two 
streams (crosstabs, Φ=-0.02, p=n.s., n=921). There are 329 students in the 
map group and 603 students in the GIS group. There is no significant diﬀer-
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ence between the two groups with regard to stream (crosstabs, Φ=-0.01, 
p=n.s., n=932) or sex (crosstabs, Φ=0.06, p=0.07, n=921).
map
GIS
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mid high
Fig. 9: Sample description by group and stream
 (% of group) 
There are 236 students in the map ‘old’ group, 93 in the map ‘new’, 441 in the 
WebGIS “old” and 133 in the WebGIS “new” (Fig. 10). ArcGIS was only used by 
a small group of high stream students (n=29). Additionally, in the ArcGIS group, 
part of the sample did the posttest considerably later than the unit.
map
GIS
0 25.0 50.0 75.0 100.0
old old ArcGIS new
Fig. 10: Sample description by group and type of materials
   (% of group)
Within both the GIS and the map group, the different material type sub-groups are 
significantly different with regard to stream (crosstabs, map Φ=-0.40, 
p<0.001, n=329, GIS Cramer’s V=0.38, p<0.001, n=603). While 84.2% of the map 
group high stream students worked with ‘old’ materials, only 45.8% of the map 
group mid stream students did. Similarly, in the GIS group 81.5% of the high 
stream students worked with ‘old’ WebGIS materials, 7.3% with ‘old’ ArcGIS ma-
terials and 11.3% with ‘new’ WebGIS materials, while of the middle stream GIS 
students, 56.7% worked with ‘old’ and 43.3% with ‘new’ WebGIS materials. 
With regard to age, there is one student who entered “7”. Since this is the 
same as the grade level which is asked for just above, this might be acciden-
tally entered, as it would be very unlikely that there is such a young student in 
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grade seven. Without this student, the mean age is 12.8 (SD=0.59, Mdn=13, 
range eleven to 16, four missing). The age groups eleven, 15 and 16 have very 
small cell sizes. There is a significant diﬀerence between the map and GIS stu-
dents with regard to age (MW, p=0.03, n=927), with the map group having a 
mean of 12.7 (SD=0.58, Mdn=13, range eleven to 15, n=328) and the GIS 
group of 12.8 (SD=0.59, Mdn=13, range eleven to 16,  n=599) (Fig. 11).
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Fig. 11: Sample description by group and age
   (% of group)
Overall, students are treated as having a migration background if they themselves 
and/or one or both of the parents were not born in Germany. For the migration 
background the former GDR (German Democratic Republic) is also classified as 
“Germany”. There are some students that are somewhat difficult to classify, e.g. one 
specifying different countries for “1. father/2. father”, with one being Germany and 
the other not; or one student specifying two countries for the mother. Moreover, 
there are students specifying “Silesia”, which cannot be fully assigned to one 
present-day country. As these are very few cases, they are excluded for the respec-
tive analyses, as are students not specifying one or both parents’ birth countries. 
Other special cases include one student’s father born abroad, but according to the 
student holding German citizenship (treated as abroad) and one student’s father 
born in Germany but being half of another country’s origin (treated as Germany). 
Moreover, there are students answering simply “yes” or “no” in all or some of the 
questions. This could signify that they understand “this country” to mean “Ger-
many”. These students are counted for migration background but not for migration 
background by area. Furthermore, it is notable that two of the students who are not 
born in Germany themselves, have one or more parents born in Germany. 
Applying these criteria, 155 students can be classified as having a migration 
background, and 770 as not having one (seven coded missing, n=932). There is 
4 Describing the samples                                                                                                            86
no significant difference between map and GIS group (crosstabs, Φ=-0.06, 
p=0.05, n=925, Fig. 12). Looking at the migration background (in total 65 for map 
and 90 for GIS group)  by area cell sizes are small, the largest groups coming 
from the EU/Switzerland (24 in the map and 37 in the GIS group) and the coun-
tries of the former SU (17 in the map and eleven in the GIS group). Due to the cell 
sizes, as well as most cells’ diversity, it does not seem advisable to conduct 
analyses by area. Since in total only 20 students are first generation migrants, it 
seems not advisable to split the migration background by generation. 
map
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no migration background migration background
Fig. 12: Sample description by group and migration background
   (% of group)
Looking at the language background, German was added when students for-
got it, since the test was in German, and English was added based on the re-
plies of the teachers that it was compulsory in their school. Languages to be 
learned in the future (e.g. “next year Spanish”), computer languages (e.g. “ba-
sic”) or languages such as “a secret language I invented myself” were not en-
tered. A problem with language coding is the diﬀerentiation between what is an 
independent language and what is only a national variety or dialect. While 
some like American English or Swiss German are fairly easy (recorded as Eng-
lish and German respectively), the status of others is debatable. Some lan-
guages, such as Low German have been included in the European Charter for 
Regional or Minority Languages (Council of Europe, 2002), and thus have been 
coded as an independent language for this study. Other languages, such as 
Silesian do have an ISO language code (see the listing at www.sil.org), but 
seem not to be oﬃcially recognized as minority language yet (Council of 
Europe, 2010). However, Silesian may refer to a Polish or a German dialect 
(compare the listings for www.ethnologue.com/show_language.asp?code=sli 
with those for code=szl). Consequently, it is not included as a language. “A 
Swiss dialect” is also not included as a separate language. 
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The number of languages ranges between two to six (M=3.0, SD=0.60, Mdn=3, 
n=932, Fig. 13). There is no significant diﬀerence between map and GIS group 
(crosstabs, Φ=0.09, p=n.s., n=932).
 map
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Fig. 13: Sample description by group and number of languages (total)
    (% of group)
Most students (n=792) specify speaking only German with their family. Both 
German and other language(s) are specified by 129 students (one other 
n=121, two others n=8). Only eleven speak only another language with their 
family. There is no significant diﬀerence between map and GIS group (cros-
stabs,  Φ=0.08, p=n.s., n=932, Fig. 14). 
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1 other German German + 1 other German + 2 other
Fig. 14: Sample description by group and family language coding
    (% of group)
4.7 Limitations due to the achieved samples
The achieved samples lead to several limitations. The first limitation relates to 
sample sizes, which are comparable to or fairly large for geography education 
studies (see ch. 2)  but small in comparison to large scale studies. This espe-
cially eﬀects certain cell sizes. Moreover, it also leads to no interactions being 
explorable by HLMs. The second limitation relates to the imbalance (e.g. be-
tween the two diﬀerent streams)  in the sample and that students stem from 
only three states. This poses constraints on the types of analyses that can be 
done and the interpretation of the results.
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5 Describing the instruments
“The field of geography education is sadly lacking in empirical data 
that might inform and underpin decisions [...]” Downs (1994, p. 57).
Downs’ assessment is still sadly valid for the situation of geography education 
nearly two decades later. His assessment can also be applied to the German 
situation, since little seemed to exist in terms of standard and empirically vali-
dated German test instruments for assessing the achievement of geography 
education’s guiding objective. This posed a problem for this dissertation. There 
were three options: using one of the few existing German assessment instru-
ments for systemic thinking, translating and using an existing international sys-
tems thinking assessment instrument or developing an own assessment in-
strument.
Regarding the first option, many of the German instruments found either deal 
with a fictitious situation such as the Hilu and Mori tribes (e.g. Klieme & Mai-
chle, 1991, 1994; Maierhofer, 2001; Ossimitz, 1996, 2000) not stemming from a 
strictly geography education project or have been developed for other subject 
domains such as biology (e.g. Sommer, 2005). Due to the short possible dura-
tion of the treatment it would be doubtful whether any changes would be 
measurable on a test whose context diﬀers so much from that of the treatment. 
Moreover, despite domain boundaries in general being fuzzy, this study aims at 
exploring the eﬀects of GIS use on systemic thinking in geography, not domain 
unspecific or biologic systemic thinking. Furthermore, neither the HEIGIS in-
strument (see e.g. Siegmund, et al., 2012; Viehrig, et al., 2011; Viehrig, et al., 
2012) nor the instrument by Rempfler and Uphues (see e.g. Rempfler & 
Uphues, 2012) had already been developed at that time.
Regarding the second option, besides tests from other domains, several as-
sessment instruments in the geosciences had been published. These often deal 
with topics such as the water or the rock cycle (e.g. Ben-Zvi Assaraf & Orion, 
2005a, b; Kali, et al., 2003; Sibley, et al., 2007). These topics are not part of the 
geography curriculum for Baden-Wurttemberg for the high stream for grades 
seven/eight, but the rock cycle is a topic for grades nine/ten (MKBW, 2004a). 
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However, helping students “explain the development of rocks as a cyclic proc-
ess” (MKBW, 2004a, p. 242, translated) and thus find the answers to questions 
such as those used in the assessment instrument developed by Kali et al. (2003) 
does not lend itself easily to an exploration with GIS. Furthermore, Web-based 
GIS applications specifically developed for use in schools (e.g. http://diercke. 
webgis-server.de, www.webgis-schule.de, http://webgis.bildung-rp.de, www.sn. 
schule.de/~gis/)  tended to not include geologic themes. The notable exception 
was the Web-based GIS published by Klett (www.klett.de/sixcms/list.php?pa 
ge=lehrwerk_extra&titelfamilie=Haack%20Weltatlas,%20Haack%20Weltatlas 
%20SI&extra=Klett-GIS%20Projekte)  which included a geologic map of the fed-
eral state of Saxony. Moreover, study results show that in Germany “rocks” be-
longs to the least interesting topics for students (Bayrhuber, et al., 2002; 
Hemmer, et al., 2007). 
Consequently, the third option was chosen. It was decided to develop an own 
assessment instrument, based on existing works, but using the context ‘tour-
ism in Kenya’. The items were formulated after perusal of and partly adapted 
from existing studies, both in geoscience and in other contexts. During the test 
development diﬀerent versions were discussed with experts, experienced 
teachers, teacher students and individual adult and secondary school student 
volunteers. Sub-sets of items (in German)  were tested with small samples in 
studies 1 to 3 (spring and summer 2008), and with two somewhat larger oppor-
tunity samples in studies 4 (winter term 2008/2009, spatial thinking only) and 5 
(second half of the school year 2008/2009). This report will focus on a selection 
of variables, i.e. the systemic and spatial thinking aspects.
5.1 Definition and model selection
As ‘system’ is such a widely used concept, no uniform definition of systemic 
thinking exists. For this dissertation, based on previous works on systemic 
thinking and the general competency definition of Rychen and Salganik (2003), 
geographic system competency (GSC)  has been defined “[...] as the knowl-
edge, the cognitive and practical skills, as well as attitudes, values and motiva-
tions so as to be able to analyze and comprehend geographical systems in 
specific contexts” (Viehrig, Volz, & Siegmund, 2008, p. 429). While often in-
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cluded in other definitions (see ch. 2), skills such as acting towards systems 
have been excluded in order to focus the research.
Fig. 15:  Model of GSC
(based on Ben-Zvi Assaraf & Orion, 2005a; DGfG, 2007a; Rychen & Salganik, 2003)
Of the many proposals for a structure of GSC (see ch. 2), a selection for a model 
to serve as foundation for assessment instrument development had to be made. 
This dissertation uses a model largely based on that of Ben-Zvi Assaraf and 
Orion (2005a), whose model constitutes the components of the dimension “task 
complexity” in a slightly adapted form. Their model was chosen because a GSC-
model should be as general as possible so as to be able to be used with a vari-
ety of curricular topics, yet specific and simple enough to be measurable. 
Moreover, it is a model developed both on a theoretical and empirical foundation, 
with the empirical foundation being drawn from the geosciences context. Fur-
thermore, the German National Educational Standards for Geography (DGfG, 
2007a)  and the work of Einhaus (2007), as well as the GSC definition were espe-
cially important for the generation of the model’s remaining dimensions (Fig. 15). 
This model differs from the later HEIGIS model (Siegmund, et al., 2012; Viehrig, 
et al., 2011; Viehrig, et al., 2012). However, the components of the dimension 
“task complexity” are based on the work by Ben-Zvi Assaraf and Orion just like 
the components of dimension 1 of the HEIGIS model.
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Not all of the fields are covered by the studies. For instance, there is only one 
content and regional area and thus also little variance with regard to context 
familiarity. Moreover, after an initial survey of the data it was decided to drop 
level four of task complexity. The area of attitudes/motivations/interest is not 
covered in all studies, especially not in study 5. Based on the first study, spatial 
thinking was included as an important variable. 
5.2 Item basis
Inspiration of how items can be formulated can be drawn from numerous pre-
vious studies. This section will give a general overview because there are many 
similarities between diﬀerent studies, e.g. “X is interesting” in various gram-
matical variations to elicit student interest. The next section will include the de-
tails on the items and – in some cases – references to specific item sources. 
The coding presented here partly diﬀers from earlier presentations.
For the affective domain, a general idea of how such items could be formulated, 
such as finding X interesting or occupying oneself with X outside of class, can be 
gained from numerous studies (e.g. Baker, 2002; Ballantyne, 1999; Bayrhuber, et 
al., 2002; Bednarz & Bednarz, 2008; Hemmer, et al., 2007; Hemmer & Hemmer, 
1997, 1998; Hemmer & Hemmer, 2002a; Hemmer & Hemmer, 2002b; Hemmer, 
2000; Hildebrandt, 2006; Kersting, 2002; Klein, 2007; Kunter, et al., 2002; Lee, 
Johanson, & Tsai, 2007; Lichtenstein, et al., 2008; Meyer, 2003; Obermaier, 1997, 
2002b, 2005; OECD, 2000, 2003a, 2005; Orion & Cohen, 2007; Pieter, 2003; Re-
infried, 2006; Rheinberg, Vollmeyer, & Burns, 2001; Rheinberg & Wendland, 2003; 
Schleicher, 2002b; Sommer, 2005; Storie, 2000; Uphues, 2007; West, 2003). 
Moreover, the ”X” was partly inspired by looking at the national educational 
standards (DGfG, 2007a), e.g. the differentiation between physical geography, 
human geography and human-environment interactions and possible examples 
for topics within them.
With regard to systemic thinking the items are based on a survey of existing 
systemic thinking and spatial analysis items and partly learning tasks (e.g. Aar-
ons, 2003; Baker, 2002; Ben-Zvi Assaraf & Orion, 2005a, b; Frischknecht-
Tobler, Nagel, et al., 2008; Hildebrandt, 2006; Hlawatsch, Hildebrandt, et al., 
2005; Hlawatsch, Lücken, et al., 2005; Kali, et al., 2003; Kaminske, 1996; Ker-
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ski, 2000; Lee, 2005; Maierhofer, 2001; Ossimitz, 1996, 2000; Ossimitz, et al., 
2001; Raia, 2005; Rieß  & Mischo, 2008a; Schecker, et al., 1999; Sell, et al., 
2006; Sommer, 2005; Sweeney & Sterman, 2000). Moreover, inspiration on dif-
ferent aspects that might need to be included were drawn from the national 
educational standards (DGfG, 2007a).
Spatial thinking has been included as a variable after the results of study 1. 
Spatial thinking is central to geography education (e.g. Rhode-Jüchtern, 2009; 
Siegmund, et al., 2012; overview in Viehrig, et al., 2012). The items were based 
on a survey of existing spatial thinking articles, both from the geo-sciences and 
other domains (e.g. Battersby, Golledge, & Marsh, 2006; Bednarz & Bednarz, 
2008; Black, 2005; Crews, 2008; Gersmehl & Gersmehl, 2006, 2007; Golledge, 
Marsh, & Battersby, 2008; Hannafin, Truxaw, Vermillon, & Liu, 2008; Hooey & 
Bailey, 2005; Huynh, 2008; Jo & Bednarz, n.d.; Kali & Orion, 1996; Kerski, 
2000; Lee, 2005; Lee, n.d.; Leopold, Górska, & Sorby, 2001; Marsh, Golledge, 
& Battersby, 2007; Montelllo, et al., 1999; National Research Council, 2006; 
Newcombe, 2006; OECD, 2006a; Oldakowski, 2001; Olkun, 2003; Prenzel, et 
al., 2004; Quaiser-Pohl, et al., 2006; Quaiser-Pohl & Lehmann, 2002; Self & 
Golledge, 1994; Sharpe & Huynh, 2008; Strong & Smith, 2001; Titze, Heil, & 
Jansen, 2008; Yang & Andre, 2003). Furthermore, there is a wide array of works 
regarding, for instance, general spatial thinking skills, spatial learning styles, 
spatial problem solving, spatial intelligence and spatial reasoning (cp. e.g. 
Diezmann & Watters, 2000; Freksa & Röhring, 1993; Gardner, 2005; Kreger Sil-
verman, 2000, 2005; Li, Arbarbanell, & Papafragou, 2005; Mann, 2005; National 
Research Council, 2006; Sword, n.d.).
Pre-experience/pre-knowledge and preference questions (which are some-
times  straight-forward) and can be found in previous studies (e.g. Bednarz & 
Bednarz, 2008; Carneiro, 2006; Hemmer, 2000; Hildebrandt, 2006; Klein, 2007; 
Lensment, 2002; Maierhofer, 2001; Neumann-Mayer, 2005; Obermaier, 2005; 
OECD, 2005; Orion & Cohen, 2007; Schleicher, 2002b; Sommer, 2005). 
5.3 Study 1
For study 1, items regarding the pre-experience with Kenya and GIS; attitudes/
motivations/interest in Kenya, computers, GIS and other media as well as 
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geography/geographic systems; computer skills; and several systemic thinking 
tasks are included.
5.3.1 Systemic thinking
Before the systemic thinking items, there is a short introduction to tourism in 
Kenya and a fictitious situation about a school newspaper wanting to report 
about the consequences of a hotel being build in a Kenyan village, including a 
map (based on GIS data). The context “school newspaper” is used throughout, 
and is somewhat similar to those used in other studies, such as the exhibition 
of a student work group (used in Hlawatsch, Lücken, et al., 2005), a 
researcher/consultant context (used in materials by  Sell, et al., 2006)  or a city 
committee (used in the factory inventory of Ben-Zvi Assaraf & Orion, 2005a). 
The ‘should .... be build’ question is also similar to the factory inventory of Ben-
Zvi Assaraf and Orion as well as the learning tasks developed by Learning Af-
rica (n.d.) and Clough & Holden (2002).
After the introduction, the first task is a multiple-choice item with five choices 
of which three are correct (relevant elements). In the study by Ben-Zvi Assaraf 
and Orion (2005a) students had to ask a list of experts questions. In general, 
multiple-choice questions are included in a number of systemic thinking stud-
ies (e.g. Hildebrandt, 2006; Ossimitz, 2000; Rieß & Mischo, 2008a).
The second is a relationship completion task, similar to the one used by Som-
mer (2005). Ben-Zvi Assaraf and Orion (2005a) also use pairs of relationships in 
preparation for constructing a concept map.
The third task (a) is a task asking for the evaluation of several spatial distributions 
(created with the GIS data)  in terms of their similarity, similar to the item used by 
Lee (2005). Students also have to make a statement regarding the connections 
they assume between the displayed topics (3b). For instance, Baker (2002) has a 
task asking students first to address similarity and then explain why.
In the fourth task, students have to evaluate the transferability of conclusions 
from one location (Kenya) to another (Mali). The cover of the test features, be-
sides photos, a satellite image with country boundaries (ESRI base map) 
where, apart from Germany, both countries (Kenya and Mali)  are marked. Re-
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motely similar tasks (e.g. consequences of whether it had rained or not, living 
in a room or outside) are used by Sommer (2005). In the book by Frischknecht-
Tobler et al, which includes a review of task formats used in systemic thinking 
studies as well as several new empirical studies, tasks asking to compare sys-
tems are also included (2008).
The fifth task is to draw a concept map of ‘tourism in Kenya’. A sample map of 
another topic (school)  was given, similar to the procedure in other studies and 
materials such as Sommer (2005) or Hlawatsch et al. (2005). No concepts or 
relationships are given. Diﬀerent forms (e.g. free drawing, with the help of given 
elements etc.) of concept maps and similar graphics (e.g. cause-/eﬀect dia-
grams with only +/- as descriptions of the relationship) are frequently used in 
systemic thinking studies (e.g. Ben-Zvi Assaraf & Orion, 2005a; Frischknecht-
Tobler, Nagel, et al., 2008; Hlawatsch, Hildebrandt, et al., 2005; Kaminske, 
1996; Maierhofer, 2001; Ossimitz, 2000; Rieß  & Mischo, 2008a; Schecker, et 
al., 1999; Sommer, 2005). Besides systemic thinking studies, concept maps 
are also used e.g. to study pre-concepts and conceptual change (e.g. Liu, 
2004; Rebich & Gautier, 2005; Wallace & Mintzes, 1990) as well as students’ 
knowledge (e.g. Fiene, 2014; Stracke, 2004) (for overviews of concept mapping 
see e.g. Åhlberg & Ahoranta, 2002; Fiene, 2014; Ruiz-Primo, 2004; Yin, Va-
nides, Ruiz-Primo, Ayala, & Shavelson, 2005).
The sixth task is an evaluation of consequences, similar to the school change 
question in Sommer (2005)  but asking not only for a list but also for reasons. 
‘What will happen ...’-type questions are also included in other studies (such as 
Hlawatsch, Lücken, et al., 2005; Maierhofer, 2001; Ossimitz, 2000).
The tasks are coded binary. Originally, level 1 was meant to be covered by item 
1, 3, 5 and 6; level 2 by item 2, 3, 5 and 6, level 3 by item 4, 5 and 6 and level 4 
by item 5 and 6. Expert feedback suggested that using one task for more than 
one level has to be seen very critically since item then are not independent and 
thus was abandoned in further studies. Only one level per task will be reported 
here, i.e. level 1 by item 1 and 3a, level 2 by item 2 and 3b and level 3 by item 4, 
5 and 6. Level 4 is excluded from this reporting because what would constitute 
“hidden elements” for level 4 is, in the case of Kenya, not as clear as in the case 
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of other topics such as the water cycle. A survey of the students’ answers shows 
that in general, very few include something that could be classified as ‘not on the 
surface’ (e.g. the contribution of research or education)  in their answers. Due to 
this and the poor scale values of the other items which point to the need for 
more items, it was decided to exclude this level from further studies.
All items together have a poor value for Cronbach’s alpha with 0.56 (0.56 if task 
3a is excluded). Forming scales of items of one level to see whether they are 
similar shows that the level 1 scale has an unacceptable value with 0.20, sug-
gesting that task 3a measures something diﬀerent. The level 2 and 3 scales 
have poor values with 0.60 and 0.51 respectively. It has to be taken into ac-
count that the dichotomous coding of the answers could be a possible limita-
tion (SPSSX Discussion, 2009). Shapiro-Wilk-tests for one sample showed that 
neither the average score of all items (p=0.01; M=0.40, SD=0.20), nor the aver-
age score without item 3a (p=0.004; M=0.40, SD=0.20) are normally distrib-
uted. The means of the individual items range from 0.10 to 0.91. 
To further explore the achievement in systemic thinking and the item proper-
ties, a dichotomous Rasch model was applied to the items (see appendix). The 
final deviance of the model (all items) is 1104.1 (estimated parameters=11). The 
items have a weighted MNSQ between 0.93 and 1.09 and t-values between 
-0.8 and 1.1 and thus are within the acceptable range. The unweighted MNSQ 
values are between 0.80 and 1.13 (t -1.5 and 0.9). The EAP/PV reliability is 
0.57, the WLE person separation reliability 0.52 and the coeﬃcient alpha 0.56. 
Suﬃcient discrimination is achieved in all items.
Another Rasch analysis without item 3a (final deviance=965.6, estimated pa-
rameters=10) leads to weighted MNSQ values between 0.95 and 1.11 as well 
as t-values between -0.6 and 1.1. Unweighted MNSQ values are between 0.93 
and 1.14 (t -0.4 to 1.0). The discrimination is acceptable. The EAP/PV reliability 
is 0.58, the WLE person separation reliability 0.52 and the coeﬃcient alpha is 
0.56. The item map can be seen in Fig. 16. It shows that the theoretically as-
sumed levels can not be observed. However, the individual items of task 2 are 
increasingly more diﬃcult, as assumed.
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Fig. 16 :  Item map: systemic thinking without item 3a
(light orange: level one, medium orange: level two, dark orange: level three)
For further analysis, the WLE estimates (without item 3a) are exported from 
Conquest and imported into SPSS. The WLE value are transformed with the 
help of the formulas WLEb=WLEa*(100/WLEa_SD) and WLEc=WLEb+(500-
-Mean_WLEb) from their original M=-0.56 and SD=1.33 to a M=500 and a 
SD=100, similar to the one used in the PISA study. The resulting value is not 
normally distributed (Shapiro-Wilk p<0.001) for the whole sample.
5.3.2 Conclusions
With regard to item development for geographic system competency assess-
ment the study shows that coding open-ended tasks is a major issue. Moreo-
ver, item 3a (spatial/map-based identification of elements) might measure 
something diﬀerent than the non-spatial element identification task 1. This is an 
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issue that needs to be further explored. Furthermore, the resulting scale (with-
out item 3a) shows good Rasch scale properties, but only has a poor value for 
Cronbach’s alpha, like many achievement tests. Additionally, the theoretically 
assumed levels can not be empirically verified. Due to the small sample size 
and the item issues, this might, however, be a product of test design.
5.4 Study 2 
For study 2, items regarding attitudes/interest/motivations towards geography/
geographic systems, geo-media, GIS and Kenya as well as questions regard-
ing the GIS pre-experience and several spatial thinking tasks are included.
5.4.1 Spatial thinking
Due to the results of study 1 some spatial thinking items are included. Tasks 
77, 79 are adapted from Lee (n.d.), task 78 from Kerski (2000), and task 80 
from Lee (2005).
The tasks seem to be fairly diﬃcult for the students (means range between 
0.17 and 0.60). The teacher feedback also hints at the tasks being considered 
fairly diﬃcult, especially with regard to their graphics. The Cronbach’s alpha of 
all four items is unacceptable with 0.35, it rises to 0.38 when item 77 is ex-
cluded and 0.54 when item 76 is excluded as well. The average score of all 
four items (M=0.45, SD=0.27, Mdn=0.50, n=98) is not normally distributed 
(Shapiro-Wilk p<0.001).
To further explore the achievement and the item properties, a dichotomous 
Rasch model was applied to the items. The final deviance of the model (all 
items) is 484.85 (estimated parameters=5). The items have weighted MNSQ 
values between 0.97 and 1.04 and t-values between -0.3 and 0.3, as well as 
unweighted MNSQ values between 0.94 and 1.18 (t-values -0.4 to 1.3) and 
thus are within the acceptable range. The EAP/PV reliability is 0.36, the WLE 
person separation reliability is 0.03, coeﬃcient alpha is 0.35. The lowest item 
discrimination is 0.42. The item map (Fig. 17) shows that the items diﬀer con-
siderably in diﬃculty, especially the first two.
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Fig. 17 :  Item map: spatial thinking
For further analysis, the WLE estimates are exported from Conquest and im-
ported into SPSS. The WLE value are transformed with the help of the formulas 
WLEb=WLEa*(100/WLEa_SD) and WLEc=WLEb+(500-Mean_WLEb) from their 
original M=-0.26 and SD=1.31 to a M=500 and a SD=100. The resulting value 
is not normally distributed (Shapiro-Wilk p<0.001) for the whole sample.
5.4.2 Conclusions
The spatial thinking items show, while fitting the Rasch model, very low values 
for Cronbach’s alpha and are not easy for the students. Teacher feedback 
hinted at the graphics being a possible reason. 
5.5 Study 3
The study includes the variables: spatial thinking, systemic thinking and the affec-
tive domain.
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5.5.1 Spatial thinking
The tasks of study 2 are used again but in a diﬀerent order and with a partly 
diﬀerent wording in an eﬀort to simplify and improve them. Additionally, the ex-
planation is left out, as well as one of the choices in the US tasks (making both 
a choice of one out of four maps). Considering all four items together in the 
pretest, Cronbach’s alpha is negative (-0.09) in the pretest (n=63). When item 4 
is excluded, Cronbach’s alpha is unacceptable with 0.41, this rises to 0.58 
(poor) when item 3 is excluded as well. The average score of all four items is 
not normally distributed (Shapiro-Wilk, p<0.001; M=0.63, SD=0.17). Means 
range from 0.14 to 0.94.
Part of the diﬃculty of the youth club item (item 4) might be explained by prob-
lems with map interpretation. For instance, 23 students (36.5%) chose location 
“B” which lies in a commercial area bordering a residential area – the high fail-
ure rate might therefore be partly caused by the students being unable to 
transfer the location of the boundary correctly. 
To further explore the items, a dichotomous Rasch model was applied to them. 
This results in a final deviance of 203.5 (number of estimated parameters=5). 
The coeﬃcient alpha is -0.09, EAP/PV reliability is 0.02 and WLE person sepa-
ration reliability 0.00. While all four items have good fit values (unweighted 
MNSQ between 0.97 and 1.04, t -0.1 to 0.3; weighted MNSQ 1.01, t 0.1 to 0.2) 
and thus can be assumed to be unidimensional, the item discrimination of the 
youth club item (item 4) is too low (0.14).
If item 4 is excluded, the final deviance is 144.3 (number of estimated parame-
ters=4). EAP/PV reliability is 0.46, coeﬃcient alpha 0.41 and WLE person sepa-
ration ability 0.00. However, error messages indicating convergence trouble 
occur when exporting the WLE values. Unweighted fit values are between 0.62 
and 1.01 (t -2.5 to 0.1), weighted fit between 0.91 and 1.08 (t -0.2 to 0.5).
A further reduction in items is not feasible. Due to the unfavorable statistical 
properties and the very small number of items the value of further analyses 
conducted with the WLE estimates calculated seem very questionable.
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5.5.2 Systemic thinking
Compared to study 1 there is a greater diﬀerentiation between the three areas 
“human geography”, “physical geography” and “human-environment interac-
tion” (DGfG, 2007a). After a short introduction and an overview map of Kenya 
(based on GIS data), there are three multiple choice items for level 1, where 
students had to identify the maps that might help them to find more about a 
specific topic, similar to study 1. The level 1 items are coded so that a student 
needed to identify all choices deemed correct and none of those deemed 
wrong in order to get full credit. 
Then there are eight statements such as “An increase in tourism has no eﬀects 
on the local culture” where students have the option to check one of four op-
tions ranging from “don’t agree at all”, “rather don’t agree”, “rather agree” to 
“totally agree”. Agreement/disagreement items were used e.g. by Ben-Zvi As-
saraf and Orion (2005a, b). The level 2 items are first re-coded where neces-
sary in case of reverse items, and then classified as “2” and “3” (rather agree-
ing) given credit and “1” and “0” (rather not agreeing) or no answer given no 
credit. In the same block, there are two additional items (i16 and i17) that have 
a time component, as another attempt to shed light on level 4, although they 
could be also seen as a variant of level 2 (relationship of a variable with itself 
which includes a threshold). ‘What would happen’ tasks with possible thresh-
olds have been used e.g. by Maierhofer (2001)  and Ossimitz (1996). They are 
coded the same way as the other statement items. 
Then follow three level 3 tasks, which consist of concept maps. In contrast to 
study 1 there is a pre-existing concept map in which three given terms need to 
be connected to another term, without providing the students with given rela-
tionships. In order to get credit, the connection needs to have a reasonable la-
bel and correct arrowhead. A connection to only one term is needed, as no 
minimum number of arrows is specified. This leads to the items being a border-
line case between level 2 and 3, strictly speaking, since it then only requires an 
individual relationship, although it is embedded into a more complex network 
of relationships. This does not change if every map is considered as an item 
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instead of every term (labelled “all task”), albeit it would then be more diﬃcult 
to get credit (needing all three connections instead of just one). 
Due to the empirical diﬀerences in the two similar items (item 16: M=0.67, 
SD=0.48, item 17: M=0.17, SD=0.38) and the conceptual diﬃculties, items 16 
and 17 are excluded from further analyses.
Without item 16 and 17, the scale has a good value with 0.87, dropping to a 
questionable value with 0.62 if each map is considered as an item instead of 
each term. Step-by-step exclusion of items till no further improvement possibil-
ity is indicated leads to a scale of only level 3 items (18 a and b, 19 a to c, 20 a 
to c, alpha 0.94) for the term option and a scale of level 2 and 3 items (8, 10, 
18task, 19task, 20task, alpha 0.77) for the task option. That means a lower 
value of Cronbach’s alpha must be accepted in order to cover all three levels. 
Consequently, for the raw score analysis, all items (with task is item for level 3) 
except item 16 and 17 are used (pretest M=0.60, SD=0.17, posttest M=0.65, 
SD=0.19, diﬀerence M=0.05, SD=0.12). Shapiro-Wilk tests show that only the 
posttest is normally distributed (raw pretest p=0.021, posttest p=0.062, diﬀer-
ence score p=0.014).
It is notable that the items do not display model conform frequencies, with level 
2 items being the easiest (M between 0.75 and 0.92), level 3 being in the middle 
(task: M between 0.25 and 0.41, term 0.35 to 0.62) and one of the level 1 items 
being the hardest (M between 0.10 and 0.54). This might partially be explained 
by the used item formats. The unexpected difficulty of the level 1 items might be 
immanent in the tasks themselves, since students have to evaluate five elements 
correctly in order to get full credit. An individual coding of each element is not 
possible, however, because the options were only ‘checked’ or ‘unchecked’, not 
‘helpful’ or ‘not helpful’, i.e. students who have not worked on the task would get 
credit for a correctly ‘unchecked’ item. It is also notable that the third term in a 
concept map is slightly more difficult than the others, as expected (item 18: 
Ma=0.62, Mb=0.44, Mc=0.35, item 19: Ma=0.60, Mb=0.60, Mc=0.48, item 20: 
Ma=0.56, Mb=0.60, Mc=0.46). Furthermore, level 3 items are more difficult than 
level 2 items. On the whole, it seems that the physical geography map (task 18: 
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M=0.25) is more difficult than the human geography (task 19: M=0.41) and 
human-environment interaction (task 20: M=40) maps. 
To further explore the items, a simple Rasch model was applied to them. Using 
each term as an item, it results in a final deviance of 1240.1 (number of esti-
mated parameters=21). The coeﬃcient alpha is 0.87, EAP/PV reliability is 0.85 
and WLE person separation reliability 0.82. Five items have an item discrimina-
tion smaller than 0.25. The fit values of many of the items are not good. While 
1 of the level 1 and 4 of the level 2 items have weighted MNSQ values that are 
too high, 7 of the level 3 items have values that are too low. Eight items have t-
values out of range. With regard to unweighted fit, two of the level 1 items and 
five of the level 2 items have MSNQ values that are too high, and all level 3 
items values that are too low. T-values are out of range for 14 items. These re-
sults might point to a possible divide between ‘passive’ tasks that require stu-
dents to make a decision regarding a given matter and ‘active’ tasks that re-
quire students to write answers themselves. However, the sample size seems 
inadequate for multidimensional modeling and the tasks too confounded, since 
active tasks were only required on level 3. 
Another option would be to use the ‘task as item’ format. The final deviance is 
899.2 (number of estimated parameters=15). The EAP/PV reliability is 0.63, the 
WLE person separability 0.61 and the coeﬃcient alpha 0.62. The weighted 
MNSQ values are within the range for all items, however, two items have an 
out-of-range t-value. Four items have an item discrimination below 0.25, three 
items have unweighted MNSQ values outside of the range, with one t-value 
being too high. To arrive at fitting items, several possibilities exist. Thereby, the 
task option seems to be a better starting point than the term option.
First, item 13 is excluded, because it has the lowest discrimination (0.02) as well 
as too high unweighted MNSQ/t-values. Also excluded are items 19 (too low 
unweighted MNSQ, too high weighted t-values), 5 (too high weighted t-value, 
low discrimination), 14 (too high unweighted MNSQ, low discrimination) and 15 
(low discrimination). There remain nine items (items 6, 7, 8, 9, 10, 11, 12, 18t, 
20t).  
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Fig. 18: Item map: pretest systemic thinking with items excluded 
   (level 1: light orange, level 2: medium orange, level 3: dark orange)
The analysis is run again with the remaining items (see Fig. 18) and exporting 
the necessary parameters, which are imported to run the posttest analysis (see 
appendix). In the pretest, the final deviance is 555.1 (number of estimated pa-
rameters=10). The coeﬃcient alpha is 0.62, the WLE person separation reliabil-
ity 0.60 and the EAP/PV reliability 0.64. The final deviance of the posttest is 
551.1 (estimated parameters=0). The WLE person separability is 0.54, the EAP/
PV reliability 0.58 and the coeﬃcient alpha 0.59.
Both pre- and posttest WLE estimates are imported into SPSS to be used for 
analysis. The mean and standard deviation of the pretest scores are trans-
formed with WLEb=WLEa*(100/WLEa_SD)  and WLEc=WLEb+(500-Mean_ 
WLEb) from their original M=0.33 and SD=1.49 to a M=500 and a SD=100. The 
posttest scores are transformed with the same values from their original 
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item 6
item 7
items 8, 10, 12
item 9
item 11
item 20t
item 18t
M=0.83 and SD=1.42 to a M=533.59 and SD=95.61. The diﬀerence score has a 
M=33.59 and SD=73.95. 
Shapiro-Wilk tests show that all but the pre-score are normally distributed 
(WLE pretest p=0.030, posttest p=0.054, diﬀerence score p=0.073).  
5.5.3 Conclusions
Study 3 shows that there is still considerable need for development of the spa-
tial thinking scale. With regard to the systemic thinking tasks, the study con-
firms the decision to concentrate on the first three levels. The study results are 
very limited due to the small sample size but hint at diﬃculties to get a good 
unidimensional scale. The study also highlights the results of diﬀerences in 
terms of data coding and item inclusion criteria. This underscores the need for 
a broad range of extensively empirically validated measurement instruments for 
diﬀerent levels and topics in order to be able to explore the eﬀects of using dif-
ferent media and methods. 
5.6 Study 4
The study includes only spatial thinking items.
5.6.1 Spatial thinking
The spatial thinking items contain the same four items as study 3 (item 1, item 2, 
item 3 respectively 4, item 4 respectively 5). Additionally, the second version has a 
number of simplified items. These are a simplified and location unspecific generali-
zation of the USA item (correlation: simplified, item 3_s), two map overlay items 
(similar to GIS layer principle explanations, see e.g. ch. 1; Siegmund, 2001), where 
students have to specify the correct solution if two or three, respectively, transpar-
ent foils are laid on top of each other (item 6a_s, item 6b_s), three farmer’s task 
items where students have to specify, based on two schemas (one which shows 
the areas belonging to farmer A and farmer B and another what is grown on the 
areas, items 7a_s, 7b_s, 7c_s), the correct of three colored areas based on a de-
scription such as “Which part of the area is planted with wheat and belongs to 
farmer A?”, requiring both map overlay and basic logic operator skills (similar to 
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Battersby, et al., 2006)  and a simplified version of the youth club task where stu-
dents have to identify the correct of 5 locations based on 3 conditions (item 8_s).
Compared to study 2 and 3, the four tasks with the more complex graphics seem 
to be easier for the sample, however, the youth club task is still difficult (Fig. 19). 
Considering the sample, however, which consists predominantly of geography 
students, the results are not that good. The simplified items are, indeed, much eas-
ier. A Wilcoxon test for dependent samples shows the difference between the av-
erage of all simplified items and the four complex ones is significant (p<0.001). 
Some students’ drawings hint at how they solved it, and point to, despite the 
graphics/printing, that the difficulties might not only be in the thinking skill neces-
sary to solve a task, but partly also in reading the text, legend and graphic. 
Shapiro-Wilk tests show that the raw average score of all items (M=0.82, SD=0.12) 
is not normally distributed  (p<0.001, n=145). Neither are the raw average scores of 
the four old (M=0.69, SD=0.22, p<0.001, n=190) or all simplified items (M=0.89, 
SD=0.13, p<0.001, n=145). The Cronbach’s alpha of all items is unacceptable 
(0.34), as is that of only the four “old” items (0.31) and all simplified items (0.31). A 
ceiling effect could be part of the reason for this. Step-wise exclusion of items 
leads to a Cronbach’s Alpha of 0.41 for seven items, including two old (item 2 and 
3/4) and five simplified ones (item 3_s, 6a_s, 7a_s, 7b_s and 8_s).
To further explore the items, a simple Rasch model was applied to them (n=145). 
The final deviance is 1196.62 (number of estimated parameters=12). The items are 
within an acceptable range and thus can be assumed to be unidimensional (un-
weighted MNSQ 0.84 to 1.13, t -1.4 to 1.1, weighted MNSQ 0.96 to 1.04, t -0.4 to 
0.3). The coefficient alpha is 0.34, WLE person separation reliability 0.10 and EAP/
PV reliability 0.32. All items have an acceptable item discrimination, the lowest be-
ing 0.26. The item map (Fig. 19) shows the ceiling effect. The WLE estimates are 
imported into SPSS and transformed with WLEb=WLEa*(100/WLEa_SD) and 
WLEc=WLEb+(500-Mean_WLEb) from its original M=1.87 and SD=1.10 to a 
M=500 and a SD=100. A Shapiro-Wilk test shows that the WLE average score is 
not normally distributed  (p<0.001).
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item 1 item 2
item 3/4
item 4/5
item 3_s, 6a_s, 7a_s, 7b_s
item 6b_s
item 7c_s
item 8_s
Fig. 19:  Item map: spatial thinking
5.6.2 Conclusions
The study shows that spatial thinking items utilizing simplified graphics are in-
deed significantly easier than those using more complex ones. The simplifica-
tion achieved actually is too great for the sample, producing a ceiling eﬀect 
and accompanying limitations on the information value of further analysis. 
However, since this sample consists of university students, the simplified items 
could work with school students. 
5.7 Study 5
In study 5, due to test time considerations, only few variables could be included:
- in the pretest: stream, sex, grade, age, family languages, other languages, birth 
country of the student, birth countries of the students’ parents, spatial thinking, 
systemic thinking
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- in the posttest: medium worked with and feedback, spatial thinking, systemic 
thinking
Additionally, in the materials, there are a few questions included that could be 
treated as variables, such as whether the students had already worked with GIS/
atlas and if yes with which and what they already know about Kenya. 
5.7.1 Spatial thinking
In contrast to studies 2, 3 and 4 only simplified items are used. Several items are 
taken from study 4, changed from the pronoun Sie generally used for adult stu-
dents to the pronoun Du used for children and adolescents. Item 3 is used as item 
17. Task 6 (the two transparency items) are used as task 13. Task 7 (the three 
farmer items) are used as task 18. Item 8 (the simplified youth club item) is used as 
item 20. Additionally, very simplified versions of the ice cream parlor item used in 
study 4 (item 4)  (item 19 in study 5)  and the correlation item (item 1 in study 4)  (item 
16 in study 5) are created. There are also a new even more simplified correlation 
item (only 2 choices, item 15) as well as three items dealing with correlation each 
with two choices (e.g. where there is a restaurant of of chain A there is also one of 
chain B, task 14). There are also two items where students have to evaluate the 
distribution of visitors in a park (task 12). Additionally, there are two items that deal 
with whether a point, line or polygon is the best representation of an object on a 
map of Germany (such as a weather station) (task 11) (Lee, 2005, also has a item 
that asks for spatial information display as point etc.).
Except for item 17, the items are relatively easy for the sample, as could be ex-
pected of simple tasks. However, in light of the very basic nature of some of the 
tasks it is surprising that there is still a considerable percentage that does not get a 
point (e.g. 6% in case of task 14a). Cronbach’s alpha of all items is poor (0.58), if 
items 17, 13b are excluded, the value is 0.60 (the same as when 13a is excluded 
as well). A Shapiro-Wilk test shows that the average score with these three items 
excluded is not normally distributed (p<0.001).
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Fig. 20:  Item map: spatial thinking
To further explore the items, a simple Rasch model was applied to them. The fi-
nal deviance is 11563.8 (number of estimated parameters=18). The WLE person 
separation reliability is 0.28, the EAP/PV reliability 0.54 and the coefficient alpha 
0.58. Overall, the items show acceptable fit and discrimination values, but partly 
high t-values (weighted MNSQ 0.96 to 1.07, t -1.0 to 3.1, unweighted MNSQ 
0.84 to 1.17, t -3.6 to 3.5, discrimination above 0.25). However, the sample size 
here is considerable larger than the about 300 for which the parameters have 
been specified. Fit indices take sample size into account, the larger the sample 
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item 11a
items 12a, 14a
item 11b
items 12b, 15
items 13a, 16
item 13b
items 14b, 14c
item 17
item 18a
item 18b
item 18c
item 19
item 20
size, the closer the expected MNSQ value is to 1 and the more t-values are likely 
to be > |2| (Wu & Adams, 2007). Wu and Adams recommend that “[t]he reliability 
of the test and item discrimination indices should also be considered [...]” (p. 85). 
If all items having out of range t-values would be excluded (11b, 12a, 14a-c, 17), 
two items show an out of range t-value (13a, 13b), the coefficient alpha de-
creases to 0.55, the WLE person separation reliability to 0.03 and the EAP/PV 
reliability to 0.50. Thus, it seems best to use all items. The item map (Fig. 20)  un-
derscores how easy the items were for the sample.
The WLE estimates are imported into SPSS. The pre-WLE value is transformed 
with the help of the formulas WLEb=WLEa*(100/WLEa_SD)  and WLEc=WLEb+ 
(500-Mean_WLEb) from its original M=2.14 and SD=1.05 to a M=500 and a 
SD=100. According to a Shapiro-Wilk test the score is not normally distributed 
(p<0.001).
5.7.2 Systemic thinking
After a map showing the location of Kenya in Africa and its neighboring countries 
(based on GIS data), the test contains eight items. 
The first one (i22) is again a graphic based tasks, where students have to identify 
the climate zones relevant for Kenya and could use a map to help them (using the 
climate classification of Siegmund & Frankenberg, see e.g. Siegmund, 2008).
The second and third items (i23, i24)  are multiple choice format, students having to 
check the one map out of four that could not help them. I23 is from the area of 
physical geography, i24 of human geography. Only answers that have a check 
mark for the correct option and none for any other options are given full credit.  
There are three level 2 items (i25 to i27)  where students have to read a statement, 
check whether it is correct or not, and explain their choice. This is a compromise 
between only checking their agreement/disagreement and completely open ques-
tions in the form of ‘statement ... is it true’ (see e.g. also Ben-Zvi Assaraf & Orion, 
2005b; Frischknecht-Tobler, Nagel, et al., 2008). Statements with explanation are 
used e.g. by Ben-Zvi Assaraf and Orion (2005a) and Sommer (2005).  
In order to get credit for the level 2 items, students have to check the correct 
response (i.e. “yes, that’s correct” for items 25 and 26 and “no, that’s not cor-
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rect” for item 27) and – to reduce the 50% guessing chance – not leave the 
‘why’ answer blank but give an explanation that indicates that he/she has not 
completely misunderstood or guessed the question. For example, item 25 is 
““National and international political developments can influence the tourism in 
a location.” - Do you think this statement about Kenya is true?”. An answer 
getting no credit would include writing something like “no idea”, but also for 
instance (all student examples translated):
- unclear answers such as “weather, coffee” (ID 0701, pretest)
- restatements such as “The politics has, I believe, also something to do with tour-
ism” (ID 1114, pretest)
- general statements such as “I think Kenya is a relatively popular holiday destina-
tion” (ID 0944, pretest)
- answers contrary to their check mark such as “which tourists are interested in the 
politics of another country” (ID 0183, pretest)
- strange answers such as “Because they have another culture (fish, pencil case, 
cake)” (ID 0973, pretest)
- answers like “It depends on the place” (e.g. ID 0767 posttest) since there are mul-
tiple ways of influence that could be used as examples and it’s not a real answer 
to the “why question”
and a number of individual answers not easily assigned a special type.
More complicated is the decision of what to with students giving only one or two 
word answers such as “war”. These kind of answers do not provide an explicit link 
between a political development and tourism, but make sense (a more elaborate 
answer is: “because in case of a war e.g. in this country no tourists want to come” 
(ID 0202, pretest)). One word answers also occur in other areas such as “hotel” (a 
more elaborate answer is: “Because when the politics decide to build hotels, 
cinemas, swimming pools, etc. in a location in Kenya, the tourism increases” (ID 
0468, pretest)). In between the two extremes (one word – explicitly described con-
nection) there are many answers that are slightly incomplete, but can be under-
stood e.g. “because they decree e.g. how many hotels are built” (ID 0963, pretest), 
which could be awarded a 1 when “they” is understood to mean politicians. 
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Overall, each of the different possible boundary lines has some cases that are 
doubtful and each possibility is introducing some kind of bias. For the coding, dif-
ferent strategies were tried out. On the whole, it needs to be stressed that the cod-
ing of these kind of tasks is very time intensive with the sample size achieved in 
this study. This also leads to a coding by multiple persons being not feasible. A 
small part of the sample was coded by a second person in a draft version of the 
coding, and the coding scheme discussed afterwards.
A very strict coding, i.e. only counting students that provide an explicit link be-
tween the areas of politics and tourism, would give a lot of students that seem to 
not have completely guessed a 0, against the original intention of the tasks (else 
one could have simply asked a completely open question such as “Are politics 
and tourism connected? Describe an example.”). It gives a lot of weight to motiva-
tion (writing full sentences or at least phrases) and linguistic skills. This seems 
problematic, especially considering the troubles some of the students seemed to 
have with the German language, even if they specified that both they and both of 
their parents were born in Germany. This included not only grammatical mistakes 
and the wrong capitalization of words, but also misspelling some primary grade 
words such as “lehrnen” (correctly: lernen, translated: learn). Whether these were 
cases of students with dyslexia or simply without adequate development in Ger-
man language skills cannot be determined from the test used.  
The other extreme coding, i.e. even awarding a point for one-word-answers, such 
as “war”, or incompletely specified phrases, such as the example with “they” 
above, is also potentially biased, because it only assumes that the students have 
understood the whole connection. Answers that were not clearly articulated or de-
pending on interpretation could be right, but also could be plain wrong. 
This problem cannot be resolved completely satisfactorily. Consequently, other 
item formats should be developed, especially for studies with a sample size above 
100 and thus a large extent of variation in the clarity of arguments and themes (for 
item 25, the themes included e.g. security, media attention, laws, entry permits, 
attractions and finance as well as a general more/less tourists). For this report, it 
needs to be kept in mind, that the decision for one coding guideline has a big im-
pact on the solving rates, and thus, potentially, the results. Because a choice 
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needed to be made, for this report, it has been decided to err in favor of the stu-
dents, i.e. use a lenient coding.
For the final coding, student answers are first sorted into correct check mark – not 
correct check mark, the latter being awarded a 0. Then the answers of those with 
correct check mark but blank or “I don’t know etc.” are assigned a 0. Finally, the 
others are first categorized (e.g. “war”, “restatement”, “entry permits”, “unclear”) 
and then assigned a 0 or 1. This seems necessary since the amount of data col-
lected was huge, leading to problems especially when – like in earlier coding – try-
ing to assess the merit of a student answer one by one and only going back to 
similar cases when noticing. Classifying the student answer takes considerable 
time and is attached to a degree of uncertainty in some cases, but helps in manag-
ing the data amount to become more stringent in the coding, as only answers that 
are somewhat alike have to be compared in case of boundary cases.
Item 27, which was phrased negatively, was more diﬃcult for the students than 
the two other items. In general, while negative phrasing is often used in re-
search (e.g. Ben-Zvi Assaraf & Orion, 2005a; Hildebrandt, 2006; Moosbrugger 
& Kelava, 2007; Obermaier, 2005; Sommer, 2005; Uphues, 2007) it seemed 
very diﬃcult for the students in this case.
Then, there are two level 3 items. In the first item students have to, after a short 
explanation what a concept map is, connect one term to two others in a pre-
fabricated concept map through fittingly labelled arrows. In the second, stu-
dents have to construct a concept map about the problems of tourism in 
Kenya with as many connections as possible from a list of eleven terms. No 
relationships were given.
For item 28, students have to connect the term “school” (not another term) to 
at least two other terms. The connections need to have an arrowhead in the 
correct direction. The pre-contemplation was:
- They need to be labelled in a way that was correct and ‘readable’.
- Minor grammatical mistakes are allowed (e.g. need instead of needs).
- Relationships that are readable when read as continuation of another relation-
ship are okay.
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- Whole sentences are okay, irrespective of arrow direction, indicating correct 
conceptual understanding but lacking understanding of the format.
In general, what was considered still ‘readable’ and ‘correct’ enough was often 
a diﬃcult decision. The coding needed to be stricter than for i25 to i27, be-
cause there the text only served to reduce the guessing probability. At the 
same time, the coding should not give too great a weight to language skills or 
format. Similar problems have been discussed by Yin et al. (2005, p. 181) who 
described among other things that 
“Since language skill was not our assessment target, we did not want 
students to lose credit because of their lack of language proficiency. 
Therefore, we had to make an informal judgment as to the intended 
meaning underneath their awkward wordings. As a result, numerous 
diverse linking phrases created by the students  led to significant 
scoring challenges.”
For the coding, consequently, it was decided that (all student answers translated):
- Answers that comprised not a verb, but a noun (e.g. “education”), a noun and 
an adjective etc. were counted as not suﬃcient, even though many of these 
could indicate correct understanding (e.g. “school ---education---> workers” 
ID 0366, pretest; “school ---good job---> money”, ID 0012, pretest) and thus 
could be coded as 1 in the most lenient possible coding. Often, these could 
stem from an understanding of the arrow as “leads to”.  Exceptions of the in-
suﬃcient coding were those that could be read in continuation, also in com-
bination with the exceptions below.
- To not give an overweight to language, answers that could be made readable 
by adding prepositions or articles were allowed (e.g. “workers get job school”, 
ID 0368, pretest, can be made readable to “workers get a job in school”). This 
results in also allowing answers referring to students or teachers since they 
could be phrased as “teachers of the school”. This led to, while generally, the 
arrow direction was important, sometimes also having to accept a controver-
sial arrow direction (e.g. “money needs the school” in German works as em-
phatic sentence, even though “money needs school” would be diﬃcult). 
However, some arrows could not be reconciled. For instance, “workers --- 
education---> school” can be used, by combining the continuation and 
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preposition leniency (hotels need workers with education from school), while 
“school ---education---> workers” is not reconcilable. 
- While in general, wrong connections were not counted, in the case of irrecon-
cilable double arrows, they were counted as wrong. 
- Another issue was missing parentheses (e.g. “school needs workers (teach-
ers)” is doubtless correct, “school needs teachers workers” is not as clear). 
These were counted as correct. They could sometimes be alternatively re-
solved by prepositions, e.g. “school needs teachers as workers”
- The extent to which grammar mistakes were allowed was another issue. 
Moreover, spelling mistakes, when the word was still recognizable (e.g. 
“bracht” instead of braucht) were okay.
- Another problem were phrases in the middle between one word answers and 
complete answers, e.g. “school without education no money” (ID 0836, 
pretest) or “school to bring students (from out of town) to school infrastruc-
ture” (ID 0179, pretest). On the one hand, these students wrote more than the 
one word answers. On the other hand, the line between “phrase” and “not 
reconcilable few word answer” would be very fuzzy. Consequently, those 
were not counted as correct. 
On the whole, these examples show the diﬃculty involved.
Moreover, one fairly common connection was that “school brings/creates 
workers” (sometimes also even less accurately “gives” or “provides”). While 
technically, people can work even without school, and frequently do so espe-
cially in developing countries, an experienced teacher noted that students get 
told all the time that they need a good school certificate in order to be able to 
work and thus this connection should be counted as correct even without a 
specification (“more qualified”).
Another diﬃcult connection occurring in diﬀerent versions was whether tourists 
need to go to school or not. These were either connected correctly (“tourists 
visit schools”)  or would need to be true to count for continuation (“tourists 
need infrastructure (e.g. streets) to get to school”, ID 0624 posttest). On the 
one hand, one student specified correctly that old or interesting schools attract 
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tourists. Moreover, some tourists may be interested in education in another 
country and thus try to visit schools, either through meeting teachers or as part 
of a village tour. On the other hand, schools in general are not ‘normal’ tourist 
destinations and thus these unqualified connections are diﬃcult to count as 
correct. However, in favor of the students, these were counted as correct.
A further area of diﬃculty is “school brings tourists” or “tourists need school”. 
While indirectly, one could think of possible connections (e.g. a better school 
education leads to better qualified people leads to a better situation in general 
and in particular better advertisement etc. to attract tourists leads to more 
tourists; or tourists need people to understand them, so they need people with 
education e.g. in English, ...). However, these were quite “roundabout” and in-
termediate steps were not spelled out, thus they were not awarded a point.
Furthermore, there were several other individual areas such as “tourists have 
kids, kids need school” (diﬃcult because the concept map should be about 
tourism), which was scored based on the individual phrasing (e.g. some wrote 
that tourists move to Kenya), the school - vacation connection, etc.
Overall, there are three possible cut-oﬀ points:
(1) the pre-contemplation coding is the strictest coding (Pre: 353, Post 347), 
which also excludes “school brings workers”
(2) the compromise coding, which is not totally lenient but gives less weight to 
language as (1); only four (pre)  or three (post) cases are worse than (1), 155 
(pre) and 168 (post) better
(3) the lenient coding, which would also allow for nouns etc. where a possible 
connection could be construed etc.
For this report, coding (2) was chosen.
For item 29, students had to use at least six of the terms (which is slightly more 
than 50% of the eleven specified). Again, the students needed to use arrow-
heads in the right direction and a valid label. For the number of connections 
there were two choices: 
(a) the same number as terms used, which would make both networks and cy-
cles count; or
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(b) one more connection than terms used, which would make only networks count
For this report, coding (a) was chosen. Students could use additional terms, 
however, these were counted for the number of connections required, e.g. a 
students using six of the terms and one additional term for his network would 
need seven connections to get full credit. 
   
   
Fig. 21:  Histogramms of the systemic thinking pretest and diﬀerence average scores
(top left: raw pretest without item 22, top right: WLE pretest
bottom left: raw diﬀerence without item 22, bottom right: WLE diﬀerence)
Cronbach’s alpha of all eight items in the pretest is 0.42, if item 22 is excluded, 
the value is 0.48. The average score (M=0.47, SD=0.21) and the average score 
without item 22 (M=0.48, SD=0.23) are evaluated with Shapiro-Wilk tests, which 
show that both are not normally distributed (p<0.001). However, the graphical de-
viation does not seem that great (Fig. 21) (see also e.g. Kollar, 2012).
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To further explore the items, a simple Rasch model is applied to them. The final 
deviance is 9098.7 (number of estimated parameters=9). The WLE person separa-
tion reliability is 0.33, the EAP/PV reliability 0.42 and the coefficient alpha 0.42. 
Overall, the items show acceptable fit and discrimination values (unweighted 
MNSQ 0.93 to 1.09, t -1.6 to 2.0; weighted fit 0.95 to 1.07, t -1.2 to 3.1; discrimina-
tion 0.28 to 0.52). Item 22 has a higher t-value (3.1 for the weighted, 2.0 for the 
unweighted fit) as well as a lower item discrimination than the other items (0.28). 
If item 22 is excluded, the final deviance is 7797.4 (number of estimated parame-
ters=8). The WLE person separation reliability increases to 0.36, the EAP/PV reli-
ability to 0.48 and the coefficient alpha to 0.48. Overall, the items show acceptable 
fit and discrimination values (unweighted fit 0.93 to 1.05, t -1.6 to 1.0, weighted fit 
0.97 to 1.03, t -0.9 to 1.1, discrimination 0.44 to 0.56). 
The item map (Fig. 22) shows that the items are fairly well matched to the sample. 
However, item 28 was easier than expected. The item map also highlights the dif-
ferences in difficulty between i25/26 on the one hand and i27 on the other hand.
Both pre- and posttest WLE estimates (without i22) are imported into SPSS. 
The mean and standard deviation of the pretest scores are transformed with 
WLEb=WLEa*(100/WLEa_SD) and WLEc=WLEb+(500-Mean_WLEb) from their 
original M=-0.13 and SD=1.20 to a M=500 and a SD=100. The posttest scores 
are transformed with the same values, from their original M=-0.07 and SD=1.39 
to a M=505.22 and SD=116.50. Shapiro-Wilk tests show that the pre- and 
post-WLE scores are not normally distributed (p<0.001).
Diﬀerence scores (post-pre)  are computed for both the raw (M=0.02, SD=0.23) 
and the WLE data (M=5.22, SD=102.38). Neither diﬀerence score is normally 
distributed according to Shapiro-Wilk tests (p<0.001).
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item 24
item 23
item 25
item 28
item 29
item 26
item 27
Fig. 22: Item map: pretest systemic thinking without i22
   (level 1: light orange, level 2: medium orange, level 3: dark orange)
For the HLM analysis, the ArcGIS classes and students missing data in the age, 
sex or migration background variables are excluded, leading to a sample of 880 
students (42 classes). Excluding also those not fitting for the binary family lan-
guage background classification leaves 870 students (42 classes). The resulting 
“class” sizes range from eight to 28. For the analysis, WLE scores are used.
coeﬃcient p
intercept 6.61 n.s.
variance components variance component p
u0 353.91
0.004
R 10177.03
intraclass correlation 0.03 reliability estimate 0.42
deviance (parameters)  10512.16 (2)
homogeneity test n.s.
Tab. 3: HLM: intercept only model
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Looking at the intercept only model, based on the interpretation of SSI central 
(n.d.-b), only 3% of the variance is at class, the remaining 97% at student level 
(Tab. 3).
5.7.3 Conclusions
The study shows clearly the diﬃculty inherent in coding open ended tasks, es-
pecially due to the high variety of students’ responses due to the larger sample 
size. The coding scheme presented here has undergone a development and 
refinement process, e.g. through the help of having an experienced teacher 
code a percentage of the sample with a preliminary system and then discuss 
the results to further improve the schema, discussions in expert rounds etc. 
These processes aim at making the coding as clear and logical as possible. 
Yet, there are several boundary cases remaining, potentially altering the results 
of the study depending on what classification is chosen in each case. Due to 
resource constraints, no double coding of the whole sample with the coding 
scheme used here was possible. For future work with similar resource con-
straints, closed tasks and as far as possible uniform task formats across levels 
seem advisable to avoid these problems. 
Moreover, because even in the multiple choice items, it is sometimes diﬃcult to 
decide what was checked and what was a previously made choice crossed 
out, clearer guidelines or computer based assessment should be contem-
plated. These guidelines could be similar, for instance, to high stakes tests, 
where only a specific way of checking is counted. These options have also po-
tential draw-backs such as the need to access the school’s computer room, 
increased reading time demand or not coding of student answers even if 
marked, but not in the specified way.
A more systematic test regarding the connection between linguistic skills and 
the performance on tests in systemic thinking in geography might also be valu-
able for the future. Furthermore, the test could be examined with further statis-
tical measures, such as CFAs and diﬀerential item functioning. 
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5.8 Limitations due to the assessment instruments used
Due to the state of research in geography education, assessment instruments for 
systemic and spatial thinking had to be developed. These, naturally, have not been 
exposed to the same amount of scrutiny and sample sizes as normed instruments, 
especially compared to the time, samples and manpower used in large scale test 
development. Consequently, the results can only be first indications and need to 
be replicated by more refined assessment instruments in order to proof that the 
results hold up.
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6 Describing the learning unit
Basis for the learning unit development is the choice of a content topic. One or 
several could be chosen. While a comparison of the impact of GIS by topic is 
of scientific interest, for this study, it would also increase the sample size re-
quired substantially. Moreover, such a comparison would require additional re-
sources not only to develop two or more suitable tests and learning units, but 
also for instance to validate equivalency of tests and learning unit diﬃculties. 
Consequently, it was decided to focus on only one content topic.
The content topic was chosen based on several criteria. Firstly, it was important 
that the topic could be covered both with GIS and traditional paper maps, that is, 
that the necessary GIS data was available. Secondly, the topic needed to be 
suitable to the exploration of system relationships and allow for linking human- 
and physical-geographical subsystems. Thirdly, it should be a topic that can be 
related to more than one federal state curriculum for grade seven or the period 
including it, either through explicit inclusion or through open possibilities, for the 
high and mid stream (MKBB, 2002; MKBL, 2006; MKBR, 2006a, b; MKBW, 
2004a, b; MKBY, 2001, 2004; MKHE, n.d.-a, b; MKHH, 2003, 2004; MKMV, 
2002a, b; MKNS, 2008a, b; MKNW, 1993, 2004; MKRP, n.d.; MKSA, 1999, 2003; 
MKSH, 1997; MKSL, 2002, n.d.; MKSN, 2004a, b; MKTH, 1999a, b) and ideally 
be also relevant to the national educational standards (DGfG, 2007a). ‘Tourism in 
Kenya’ appeared to be one of the topics satisfying these criteria. Fourthly, Ger-
man geography interest research as well as experts questioned informally sug-
gested that from the available topics, ‘tourism in Kenya’ would be one that is po-
tentially interesting. Especially girls have been shown to have an interest in peo-
ple in other countries and developing countries (e.g. Hemmer & Hemmer, 2002a; 
Obermaier, 2002a). As girls on average have a significantly lower interest than 
boys in working with GIS or the computer in general (Klein, 2007), it was impor-
tant to choose a topic/region that would interest them. Overall, Hemmer & 
Hemmer (2002a) have shown a medium interest of students in Africa. Conse-
quently, the topic ‘tourism in Kenya’ was chosen for the treatment.
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Kenya has received public attention for instance through the books and asso-
ciated movies of Stefanie Zweig (e.g. Link, 2001; Zweig, 1995; 2000) and Cor-
inne Hofmann (e.g. Hofmann, 2013), through the Nobel Peace Prize of Wangari 
Maathai (e.g. Nobel Foundation, 2004), through advertisement as well as 
through news coverage, for instance of the violence connected with the elec-
tions in 2007 (e.g. jba/AP/AFP, 2007; mik/AP/Reuters/dpa, 2007). Kenya has 
already been a destination for travel for more than 100 years (Akama, 1999). 
With rising tourist numbers over the last decades, tourism, which in Kenya is 
based both on natural and cultural assets, has had both positive and negative 
impacts on the country’s environment and people in a complex network of in-
terrelationships that also includes other factors such as population growth and 
agricultural developments. A brief overview over some of the foundational as-
sets and resulting eﬀects, which serve as base for the unit, can be found in the 
appendix. Besides this overview over the system, the materials were created 
after looking through existing materials and cannot be seen independently from 
test instrument creation and the accompanying survey of systemic thinking, 
spatial thinking and GIS studies (see ch. 5). Ideas can be taken e.g. both from 
school books (e.g. Baumann, et al., 2004; Obermann, 2005; Weidner, et al., 
2006) and other materials (e.g. Albrecht, 1998; Buske, 2004; Clough & Holden, 
2002; Dawson, n.d.; Dissen, 1990; Duke & Kolvoord, n.d.; Gaumnitz, 1993; 
Kaminske, 1996; Kerski, 2006; Learning Africa, n.d.; Malone, 2003; Malone & 
Wilson, n.d.; Meyer, 1995; Nölker, 1988; Sturm, 1981; Vettiger, et al., 2006). The 
tasks were meant to at least somewhat resemble the kind of tasks contained 
on worksheets and schoolbooks that teachers are oﬀered. These include, for 
instance, materials provided on pages accompanying educational WebGIS 
such as those found on www.webgis-schule.de, special GIS books (e.g. Pal-
mer, Palmer, Malone, & Voigt, 2008a, b; Palmer, Palmer, Malone, & Voigt, 
2008c, d; Püschel, Hofmann, & Hermann, 2007), or school books (e.g. Ober-
mann, 2005; Weidner, et al., 2006). For additional data sources used in the unit, 
see the appendix.
Drafts of the materials were discussed with experienced teachers.
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6.1 Time frame
The time frame of the unit is an important consideration. Looking at curricular 
regulations, the curriculum of the federal state of Saxony suggests four lessons 
as a time frame for the unit entitled “Kenya” (translated), which is one of the 
compulsory elective units for Mittelschule (a school type including low and mid 
stream) in grade seven and focuses on tourism (MKSN, 2004a, p. 16). While 
existing GIS implementation studies often allow for a longer duration of the 
treatment (e.g. Aarons, 2003; Baker & White, 2003; Kerski, 2000), four lessons 
was judged to be a time frame that would provide a chance to notice an im-
provement in competencies and to have a greater limit on the number of con-
founding variables than longer treatments. A short treatment seems especially 
interesting for the study since it is realistic with regard to how GIS seems to be 
currently often used in German classroom practice, based on school books. 
For instance, Weidner et al. (2006)  starts to introduce WebGIS on page 114. 
The introduction is, in total, four pages long. After that, no other task in the 
book seems to include the usage of GIS. This points to a rather short period in 
which GIS is used, based on a conversation with a teacher roughly about four 
lessons. Beyond these considerations, a rather short treatment period was 
considered conducive to finding a large enough number of participating 
teachers/classes (see ch. 3.4). 
6.2 Basic methodological considerations
In contrast to the study of Ossimitz (1996), it was decided to provide the 
teachers with materials, and not to let them construct materials with the re-
spective media on their own. Teachers are provided – online, in books or in 
teacher training courses – with pre-fabricated materials such as work sheets. A 
study by Baker, Palmer & Kerski (2009) shows that 68% of the sample, which 
includes 186 teachers that had participated in a GIS professional development 
course, uses the same materials in their teaching that had been used in the 
course. Another study (Kapulnik, Orion, & Ganiel, 2004), conducted with 202 
teachers that participated in a three-year professional development course, 
also shows that if teachers implement new materials after the course, they are 
mostly those used in training. Nevertheless, providing the teachers with mate-
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rials not only enhanced comparability on the student level and the possibility 
for statistical conclusions, but thus also could be fairly close to school prac-
tice. Providing the teachers with materials does have a drawback, however, as 
it introduces a new confounding variable. That the match between the provided 
material and the ‘standard way’ the classroom teacher teaches could poten-
tially have a huge impact on the results came up as a point in a discussion with 
a teacher participating in study 5.
Studies have shown large instructor eﬀects (see ch. 2). Since the sample size 
required to detect diﬀerences between two groups is fairly large, especially if 
the eﬀect size is not big, it seemed not possible to have only one instructor for 
both groups. Thus, it was decided to allow for diﬀerent instructors, but to at 
least somewhat minimize instructor eﬀects by designing the materials for the 
unit in a way that the students can work by themselves. 
An additional practical constraint is that in many schools, the number of com-
puters in one lab is not suﬃcient for all students to be able to work alone. Con-
sequently, in study 5 it was decided to let the students work in pairs. To ensure 
comparability, i.e. to not confound GIS vs. paper maps with pair work vs. no 
pair work, also the paper map students were asked to work in pairs. However, 
in both groups this also institutes a limitation with regard to the interpretation of 
the results (e.g. possible influences of ‘pair chemistry’). In study 3, map and 
GIS students were separated in diﬀerent rooms. In study 5, always the whole 
class was designed as either atlas or GIS in order to separate the groups (no 
influence of ‘peeking’ at the other medium) and because computer rooms often 
do not feature extra tables that would have allowed students to work with the 
atlas in the same room.
The materials were developed so that they were as far as possible parallel in 
both groups. This increases comparability, as in non-parallel materials, it would 
be unclear how much of the eﬀect diﬀerence on achievement is due to the dif-
ferent tasks and how much is due to the diﬀerent methods (GIS vs. atlas). 
However, it also introduces limitations, as many tasks where GIS could really 
show its strength can not, or only with great investment in time and eﬀort, be 
answered with paper maps.
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6.3 Study 3
For study 3 the materials were set to give the students the chance to explore 
the topic individually and provide an opportunity for authentic learning. For 
that, for instance the “[...] steps of geographic inquiry [...]” (ESRI, 2003) can 
provide some inspiration. The tasks were fairly open (in some aspects similar to 
e.g. Malone & Wilson, n.d.). A writing task example can be also found e.g. in 
Dawson (n.d.). The materials started with a brief description of a scenario 
about a school newspaper having a series “What our graduates are doing to-
day”, which is planned to feature several articles on two graduates wanting to 
open a travel firm specializing in nature-based tourism in Kenya. After students 
gained an overview about the available data (GIS or maps), the tasks led stu-
dents through naming factors that are potentially relevant to judge the attrac-
tiveness of a plan in Kenya for such kind of tourism (e.g. closeness to animals 
for safaris)  and exploring the distributions of these factors. Then students had 
to write an article for a school’s newspaper including a brief situational descrip-
tion, three places especially interesting for nature-based tourism in Kenya, in-
cluding an argument why these are interesting and a map underscoring the key 
arguments as well as a brief conclusion (product-orientation). Thus, the obliga-
tory part of the materials focused mainly on parts of the assets for tourism in 
Kenya. The supplementary task was a second article asking for additional ex-
ploration of the student-selected places (e.g. with regard to the social situa-
tion), possible social, ecological and economical eﬀects and conflicts resulting 
from increased tourist activity in this place as well as how the graduate’s firm 
could respond to them in terms of sustainable travel. The article should again 
be supported by a suitable map. 
The study was conducted in one day. The students started with the pretest, 
then worked on the learning materials, and then filled out the posttest. The 
author was present in the school when the study was conducted.
The GIS group worked with the GDV spatial commander. This was chosen as 
at that time, there was no WebGIS service for tourism in Kenya online yet, and 
the school did not have an ArcGIS license. The GDV spatial commander is a 
free DesktopGIS that seemed to be fairly popular in German GIS teacher train-
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ing at the time. The atlas group worked with a school atlas and some additional 
paper maps (adapted from World Resources Institute, Department of Resource 
Surveys and Remote Sensing Ministry of Environment and Natural Resources 
Kenya, Central Bureau of Statistics Ministry of Planning and National Develop-
ment Kenya, & International Livestock Research Institute, 2007, p. 14, p. 66, p. 
83, p. 86) that focused specifically on Kenya.
In general, the students seemed engaged in the topic. However, in some 
cases, it seemed that the timeframe was tight although the compulsory materi-
als only dealt with some factors for selecting places that are attractive for tour-
ists. This can also be seen in the materials, were the supplementary article 
seems to not have been submitted by any of the students. Some seemed even 
to have troubles to complete the first article. For some students, the open 
tasks and the having to write a fitting article for the final product appeared to 
be challenging, and especially for the GIS group, exporting a map and printing 
it was often not easy. But also the map group had challenges, for instance, not 
all submitted maps featuring a legend.
The students for study 3 were a far more advanced sample then what was en-
visioned for the larger study 5 (twelfth vs. seventh graders). Consequently, it 
was decided to restructure the materials, making the format more guided and 
compress it in order to be able to include both the exploration of Kenya’s as-
sets and the eﬀects of tourism. While this makes it easier for the students (and 
teachers), it does have costs with regard to fostering inquiry skills. It was also 
decided to leave out tasks that required students to create and print their own 
map. This helps in simplification and also reduces the IT support required, 
making it possible to conduct the unit in a wider range of schools. 
6.4 Study 5
The basic structure of the materials for study 5 was adapted from Baumann et 
al. (2004, p. 134), a class seven textbook. It starts with some Kenya basics, 
such as location, area, population and natural conditions, then deals with tour-
ism destinations. Afterwards, the chances and problems of tourism are dis-
cussed. 
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Besides by this basic structure and the general considerations outlined above, 
the development was also guided by constructing individual tasks based on a 
GIS methods competency model (see Fig. 23). Methods competencies and the 
partially overlapping concept of media competencies in general have been de-
fined in a variety of ways (cp. e.g. DGfG, 2007a; Haubrich, 2001; Klein, 2007; 
Rinschede, 2003). No comprehensive empirically validated structure model of 
geographic methods competency (GMC) seemed to exist. There were first inde-
pendent models (e.g. Bullinger & Hieber, 2004; Schubert & Uphues, 2008)  or 
scoring guides (e.g. examples in Marcello, 2009) for different aspects of GMC, as 
well as considerations in how far the PISA reading literacy model can be used as 
a foundation for aspects of GMC (e.g. Hüttermann, 2004; Hüttermann, 2005; 
Lenz, 2004; Siegmund, Viehrig, & Volz, 2009). More recently, these have been 
extended e.g. by the theoretical development and empirical exploration of a 
model of satellite image reading literacy (Kollar, 2012), several theoretical and/or 
empirical works on an array of map competencies (e.g. Gryl & Kanwischer, 2012; 
Hemmer, Hemmer, Hüttermann, & Ullrich, 2010, 2012; Hemmer, Hemmer, 
Kruschel, et al., 2010; Hemmer, Hemmer, Kruschel, et al., 2012; Hüttermann, 
2012; Hüttermann, Fichtner, & Herzig, 2010; Lenz, 2012; Lindau, 2010) and ex-
perimentation competencies (e.g. Otto, Mönter, & Hof, 2011).
Numerous GIS skill/skill progression/competency models have been proposed 
(cp. e.g. Board on Earth Sciences and Resources, 2006; Crechiolo, 1997; de 
Lange, 2007; Herzig, 2007; Hoenig & Niedenzu, 2004; Joachim, 2007; Johans-
son, 2006; O'Connor, 2005; Püschel, 2007; Püschel, et al., 2007; Schubert & 
Uphues, 2008; Treier, 2006). Many of them have been written for a specific tar-
get group, which can range from school students to university students prepar-
ing to be GIS professionals. Ultimately, it would be helpful to have one empiri-
cally and theoretically validated comprehensive competency structure model 
for the whole range from absolute beginner to GIS professional that is detailed 
enough to allow for diﬀerentiated classification and sense of achievement and 
yet generalized enough to be manageable. For this study, due to the still low 
level of implementation of GIS in German secondary schools, the materials fo-
cused primarily on basic GIS skills. 
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A first version of the model underlying the materials had been developed together 
with Dipl.-Geoökol. Daniel Volz and Prof. Dr. Alexander Siegmund (see Siegmund, 
et al., 2009; Volz, Viehrig, & Siegmund, 2010, also for further sources). For the 
study, it has been adapted and expanded. The basic structure of the expanded 
version is based on Einhaus (2007). The components for the dimension ‘scale’ are 
taken from geography’s national educational standards (DGfG, 2007a). The dimen-
sion ‘task complexity’ is adapted from PISA’s reading literacy (OECD, 2006a). The 
dimension ‘media complexity‘ is included due to the many GIS didactical concepts 
that differentiate between Web- and DesktopGIS (e.g. Falk & Schleicher, 2005; 
Herzig, 2007; Püschel, 2007; Schäfer, 2007) and the often stated greater complex-
ity of DesktopGIS making it more difficult to use (e.g. Baker, 2005). Even within one 
class of software (e.g. WebGIS), however, user interface design can make it easier 
or harder to retrieve information. In contrast, the dimension ‘geodata access’ deals 
not with the user interface but with what the students have to do in order to access 
the geodata to work with. The dimension ‘background theory’ is included due to 
the necessity of having a basic understanding of analysis possibilities in order to 
be able to efficiently retrieve information. Moreover, an extra division for back-
ground theory can be also found for instance in O’Connor (2005), or, for the 
method of programming, in Kohl (2008). Also important when talking about as-
pects of GMC are models about scientific thinking (e.g. Grube, Möller, & Mayer, 
2007; Mayer, 2007) and models of dealing with data and graphical representations 
(e.g. Kuntze, Lindmeier, & Reiss, 2008; Lindmeier, Kuntze, & Reiss, 2007). 
Additionally, several other tasks are included. Two of them were very basic 
tasks requiring students to retrieve information from simple tables. As in a GIS, 
the attribute tables and the graphic representation are interlinked, inability to 
retrieve information from tables would likely lead to great diﬃculties mastering 
GIS tasks. Furthermore, some contextual tasks such as requiring students to 
think about their pre-knowledge of Kenya and their pre-experience with the 
medium, a task analyzing photos from Kenya and some text analysis tasks 
were included, in order to create an as far as possible ‘round’ unit despite the 
limitations that are inherent in the study design. To further improve the materi-
als, they were discussed with experts, such as experienced teachers.
6 Describing the learning unit                                                                                                   129
In the course of conducting the main study it was decided to introduce a sec-
ond format, based on the feedback provided by the first parts of the sample. In 
contrast to the first format where the GIS tools are explained on a separate 
sheet (‘old’ materials), the explanations how to do something in GIS are directly 
included on the worksheets close to the tasks where they are required, and are 
much more ‘step-by-step’ (‘new’ materials). Moreover, the layout is slightly 
changed. The tasks themselves, however, remain parallel as far as possible.
Fig. 23:  Rubric for task construction 
(adapted and expanded from Siegmund, et al., 2009)
components covered by the materials are marked in grey
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The atlas group materials were created for the Diercke World Atlas (Wester-
mann, 2008) and for some additional paper maps for Kenya (based on the GIS 
data and adapted from World Resources Institute, et al., 2007, p. 83). It was 
decided to focus only on one atlas to ensure comparability. Schools in Baden-
Wurttemberg who did not have this atlas were provided with the required num-
ber for the duration of the study. For the GIS group, the materials were created 
in diﬀerent versions. The first version was created for the Diercke WebGIS, 
which is accessible from any computer with internet access, needs no extra 
installations and has been designed specifically for use in school. The second 
version was created for the GDV Spatial Commander. In the study, however, 
none of the teachers chose to work with it. The third version was created for 
ArcGIS 9.3, a professional DesktopGIS software used in many research fields 
and companies. While on the one hand, due to its primary target group (pro-
fessionals), the software is very complex, it is in many ways also easier to re-
trieve information from it than from educational WebGIS (for instance, the 
complete attribute table can be shown and sorted, allowing also the selection 
of an entry in the table that is then highlighted in the map; users can them-
selves easily adjust the ordering and transparency of the layers, etc.). Never-
theless, only two of the participating classes used ArcGIS.
The GIS data for the materials was collected from diﬀerent sources (see ap-
pendix) and transformed where necessary to be fittingly matched and overlaid. 
Attributes were selected, translated and simplified in order to be suitable to the 
planned unit. The GIS data development was conducted together with Dipl.- 
Geoökol. Daniel Volz. Some technical issues, such as troubles with an origi-
nally planned inclusion of photos via hyperlinks had to be worked around (e.g. 
through using a photo transparency).  
The student feedback varies greatly. Those students that answered the feed-
back question gave a diverse assessment of the unit, reaching from hard to 
easy, from boring, no fun or stupid to interesting, fun and good, as well as a 
broad spectrum in between. 
Of the map students, only 1.2% specified that they hadn’t worked with an atlas 
before (1.2% missing, n=326). In contrast, only 7.3% of the GIS students an-
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swered that they had already worked with GIS (1.2% missing, n=563). When 
counting only those that actually specified an educational GIS, such as Diercke 
or Webgis-Schule, and not those that e.g. had a blank answer, satnav or Goo-
gle Earth, the number decreases to 23 or 4.1%. 
The diﬀerences in familiarity between the two media also show up in the feed-
back, although both groups contained students that thought the work with the 
respective medium was easy and those that though it was hard. Some stu-
dents, especially in the GIS group, gave feedback such as ID 1055 “It was hard 
at the beginning but after some time it’s been easy for me” (translated) or ID 
0944 “At the beginning it was hard to deal with the GIS but later, when we have 
understood it, it was quite ok.” (translated). Additionally, it is interesting to note 
that these diﬃculties with GIS do not seem to be a product of the age of stu-
dents. Feedback from one class that specified to be in grade eleven, also in-
cluded comments such as “Didn’t like it at all, it took a long time to find some-
thing and the program is complicated” (ID 0850, translated) or “Not good. Be-
cause I have worked with the program for the first time, I had to familiarize my-
self [with it] a long time. Moreover I found the program very confusing and just 
hard to understand” (ID 0857, translated). Overall, this hints at that at least 
some of the students at the beginning needed to get used to the new medium. 
The imbalance in pre-experience, and thus likely methods competencies, could 
have a potentially large influence on the results (see ch. 7 and 8).
It also needs to be taken into account that technical systems are prone to bugs, 
and at least some of the WebGIS groups reported having troubles with the plat-
form, such as not getting the attribute query to work properly in their school.
6.5 Limitations due to the learning units used
The treatment materials have a profound effect on the outcome of the study. To-
gether with the assessment instrument used, the materials are thus the study’s 
greatest potential limitation. In general, as the materials only cover one topic and 
one basic structure, the results are not generalizable to all GIS vs. atlas materials.
Based on the current situation of GIS education in Germany it was decided to 
focus on basic GIS lessons working with given data. Care was taken to design 
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the materials both similar to existing materials and based on theoretical con-
siderations, a well as to revise them based on a first trial. However, time and 
curriculum constraints made it impossible to have materials for the study that 
had been refined through a large number of pilot runs. Furthermore, using the 
same materials for all in one particular group and letting the students work in-
dependently in pairs contributes to reducing instructor eﬀects, increases the 
possibilities for statistical conclusions and models the not uncommon situation 
of using pre-fabricated worksheets. At the same time, however, it also intro-
duces potential confounding variables and limits the conclusions that can be 
drawn. Additionally, it needs to be taken into account that the materials were 
developed based only on a survey of literature, a look at some existing teach-
ing materials and short informal conversions with few people who had lived in 
Kenya, not own experience. Unfortunately, the development of the teaching 
materials coincided with the unrest following the elections in Kenya making 
traveling to the country not advisable. 
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7 Analyzing the findings
The five studies conducted within this dissertation produced a rich data set. 
However, it has to be kept in mind that the studies are exploratory in nature. 
The analysis will focus on direct eﬀects as described in the hypotheses. As 
such, the focus will be on the two pre-/posttest studies, especially study 5. 
While the analysis is conducted both with raw and WLE values in many cases, 
graphics will focus on the results of the WLE-based analyses. All HLM results 
are reported based on robust standard errors.
7.1 Study 3
Study 3 is a pre-/posttest design study. Due to the variables included and the 
very small sample size not all hypotheses can be tested. An evaluation of the 
cell sizes showed that several would be problematic.  
7.1.1 Hypothesis I: Improvement through GIS
I   On average, there will be an improvement in systemic thinking achieve-
ment for participants working with GIS in the unit.
The GIS group improves not significantly (Fig. 24, Tab. 4). However, both eﬀect 
sizes are above 0.2. Consequently, hypothesis I can only be partly accepted.
Fig. 24: Pre- and posttest mean values GIS group 
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
pre 0.58 0.19
0.07 0.35 0.09
494.02 112.82
0.05 0.39 0.07 31
post 0.63 0.23 525.84 116.81
Tab. 4: Pre- and posttest mean values (GIS group)
W
LE
400
450
500
550
600
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7.1.2 Hypothesis II: Improvement map vs. GIS
II On average, there will be a greater improvement in systemic thinking 
achievement for participants working with GIS  in the unit than for par-
ticipants working with paper maps.
The map group improves, too. The change has a greater eﬀect size than the 
GIS group and both raw and WLE values are significant (Tab. 5). There are no 
significant diﬀerences between the two groups (d<0.2) (Fig. 25, Tab. 6, 
Levene’s test WLE p=0.06).
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
pre 0.62 0.15
0.008 0.50 0.008
505.79 87.25
0.002 0.57 0.008 32
post 0.67 0.14 541.09 70.41
Tab. 5: Pre- and posttest mean values (map group)
raw p ⎮d⎮ p (MW)
WLE p ⎮d⎮ p (MW) nM SD M SD
map 0.05 0.10
n.s. < 0.2 n.s.
35.30 60.36
n.s. < 0.2 n.s.
32
GIS 0.05 0.14 31.83 86.79 31
Tab. 6: Diﬀerence score mean values
Fig. 25: Pre- and posttest mean values by group
Consequently, the hypothesis needs to be rejected (Tab. 7).
significance eﬀect size
diﬀerence in prepost-change between GIS 
and map group
(t) ✘ ✘
(MW) ✘
Tab. 7:   Overview of tests for hypothesis II
(“On average, there will be a greater improvement in systemic thinking achieve-
ment for participants working with GIS in the unit than for participants working 
with paper maps.”) (✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.1.3 Hypothesis III-b: Improvement and sex
III On average ...
 b) ... there is no eﬀect of sex on improvement.
Male map students’ WLE score increases significantly. Female students im-
prove significantly in the GIS group for both WLE and raw score and in the map 
group for the raw score. Nearly all eﬀect sizes are above 0.2 (Tab. 8). 
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
male pre 0.59 0.15 n.s. 0.46 n.s. 479.70 84.38 0.007 0.91 0.01 13
post 0.63 0.15 534.62 83.87
female pre 0.63 0.16 0.02 0.58 0.03 522.43 89.16 n.s. 0.39 n.s. 18
post 0.69 0.13 545.51 63.42
GIS
male pre 0.59 0.22 n.s. 0.22 n.s. 497.65 124.11 n.s. < 0.2 n.s. 11
post 0.56 0.24 491.87 117.59
female pre 0.58 0.18 0.01 0.66 0.009 492.02 109.44 0.02 0.55 0.05 20
post 0.66 0.22 544.53 115.03
Tab. 8: Pre- and posttest mean values by group and sex
There are significant differences only for the GIS group, in favor of female stu-
dents (d>0.2 in nearly all cases; Tab. 9, Fig. 26, Levene’s test GIS WLE p=0.046). 
Splitting the sample by sex, only for the male students’ WLE score the difference 
is significant (d>0.2 in all cases; Levene’s test female WLE p=0.08). Thereby, for 
male students, working with maps is favorable and for female students working 
with GIS (Tab. 10, Fig. 27).
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Fig. 26: Pre- and posttest mean values by group and sex
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 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map male 0.04 0.09 n.s. < 0.2 n.s. 54.92 60.31 n.s. 0.53 n.s. 13
female 0.06 0.10 23.08 59.58 18
GIS male -0.03 0.12 0.03 0.89 0.04 -5.78 55.84 0.04 0.75 n.s. 11
female 0.09 0.13 52.51 94.77 20
Tab. 9: Diﬀerence score mean values by group and sex
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Fig. 27: Pre- and posttest mean values by sex and group
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
male map 0.04 0.09 n.s. 0.65 n.s. 54.92 60.31 0.02 1.04 0.02 13
GIS -0.03 0.12 -5.78 55.84 11
female map 0.06 0.10 n.s. 0.22 n.s. 23.08 59.58 n.s. 0.37 n.s. 18
GIS 0.09 0.13 52.51 94.77 20
Tab. 10: Diﬀerence score mean values by sex and group
In two way ANOVAs (Levene’s test raw n.s., WLE p=0.06), only the WLE-
interaction and the raw score eﬀect for sex are significant (Tab. 11, Fig. 28).
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Fig. 28: Two way ANOVA graphical results: interaction group*sex
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raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 0.54 n.s.
0.06
0.01 0.68 n.s.
0.05
0.01
sex 4.57 0.04 0.07 0.49 n.s. 0.01
sex*group 2.61 n.s. 0.04 5.64 0.02 0.09
Tab. 11: Two way ANOVA: group, sex and interaction
The results are mixed (Tab. 12), hinting at male students faring better with maps 
and female students with GIS. Consequently, the hypothesis should be rejected.
significance eﬀect size
prepost-change within the male and female 
sub-groups for the map group
(t) ✘ ✔
(W) ✘ 
prepost-change within the male and female 
sub-groups for the GIS group
(t) ✘ ✘ (WLE)/ ✔ (raw)
(W) ✘  (raw)/ ✔ (WLE)
diﬀerence in prepost-change between the 
sex sub-groups within the map group 
(t) ✔ ✘ (WLE) / ✔ (raw)
(MW) ✔
diﬀerence in prepost-change between the 
sex sub-groups within the GIS group 
(t) ✘ ✘ 
(MW) ✘  (raw)/ ✔ (WLE)
diﬀerence in prepost-change between the 
map and GIS group within the sub-groups
(t) ✘  (WLE)/ ✔ (raw) ✘ 
(MW) ✘  (WLE)/ ✔ (raw)
two way ANOVA with group, sex and interaction ✘ ✘ 
Tab. 12:   Overview of tests for hypothesis III-b
 (“On average, there is no eﬀect of sex on improvement.”)
 (✘: contrary to hypothesis, ✔: in line with hypothesis)
7.1.4 Hypothesis III-e: Improvement and pre-achievement
III On average, ...
e )... pre-achievement has an eﬀect on improvement.
The sample was split based on a pre-WLE score of above or below 500, with 
36 students (57.1%) in the low and 27 (42.9%) in the high group. The analysis 
is thus conducted based on the WLE scores. For the low group, map and GIS 
students improve (d>0.2), although results are mixed. With regard to high sys-
temic thinking students no group improves significantly (dz<0.2, Tab. 13).
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WLE M SD p ⎮dz⎮ p (W) n
map
< 500 pre 439.96 45.37 < 0.001 1.14 0.001 18
post 501.85 56.69
> 500 pre 590.44 41.74 n.s. < 0.2 n.s. 14
post 591.54 52.41
GIS
< 500 pre 418.35 68.07 0.048 0.50 0.05 18
post 463.95 97.38
> 500 pre 598.79 69.09 n.s. < 0.2 n.s. 13
post 611.54 83.53
Tab. 13: Pre- and posttest mean values by group and pre-score (bin.)
Within one group (Fig. 29, Tab. 14), only the map students’ diﬀerences are sig-
nificant. Both groups have eﬀect sizes above 0.2., in favor of low pre-score 
students. There is no significant diﬀerence within one pre-achievement group 
between map and GIS (Tab. 15, Fig. 30). For the below 500 group, the eﬀect 
size just above 0.2, in favor of map students (Levene’s test, p=0.04).
diﬀ WLE M SD p ⎮d⎮ p (MW) n
map < 500 61.89 54.24 0.003 1.15 0.008 18
> 500 1.10 51.00 14
GIS < 500 45.60 91.00 n.s. 0.38 n.s. 18
> 500 12.75 80.12 13
Tab. 14: Diﬀerence score mean value by group and pre-score (bin.)
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Fig. 29: Pre- and posttest mean values by group and pre-score (bin.)
diff WLE M SD p ⎮d⎮ p (MW) n
< 500 map 61.89 54.24 n.s. 0.22 n.s. 18
GIS 45.60 91.00 18
> 500 map 1.10 51.00 n.s. < 0.2 n.s. 14
GIS 12.75 80.12 13
Tab. 15: Diﬀerence score mean value by pre-score (bin.) and group
7 Analyzing the findings                                                                                                            139
               pre systemic thinking < 500                    pre systemic thinking > 500     
 
W
LE
350
400
450
500
550
600
650
  
W
LE
350
400
450
500
550
600
650
GIS map
Fig. 30: Pre- and posttest mean values by pre-score (bin.) and group
Two way ANOVAs show only a significant eﬀect for pre-score (bin.) (Levene’s 
test p=0.06, Tab. 16, Fig. 31). 
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Fig. 31: Two way ANOVA graphical results: interaction group*pre-score
WLE F p adjusted R2 partial η2
group 0.02 n.s.
0.07
0.00
pre-score bin. 6.61 0.01 0.10
pre-score bin.*group 0.59 n.s. 0.01
Tab. 16: Two way ANOVA: group, pre-score (bin.) and interaction
The results are mixed but mostly in favor of the hypothesis (Tab. 17). 
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significance eﬀect size
prepost-change within the two sub-groups for the 
map group
(t) ✔ ✔
(W) ✔
prepost-change within the two sub-groups for the GIS 
group
(t) ✔ ✔
(W) ✔
diﬀerence in prepost-change between the two sub-
groups within the map group 
(t) ✔ ✔
(MW) ✔
diﬀerence in prepost-change between the two sub-
groups within the GIS group 
(t) ✘ ✔
(MW) ✘ 
diﬀerence in prepost-change between the map and 
GIS group within the sub-groups
(t) ✘ ✔
(MW) ✘ 
two way ANOVA: group, pre-score (bin.) and interaction ✔ ✔
Tab. 17:  Overview of tests for hypothesis III-e
(“On average, pre-achievement has an eﬀect on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
7.1.5 Hypothesis III-f: Improvement and pre-spatial thinking
III On average, ...
f)  ... there is no eﬀect of pre-spatial thinking score on improvement.
Due to the unfavorable statistical properties of the spatial thinking items, the 
possibilities for exploration seem questionable. To get an exploratory insight, 
the pre-spatial thinking score was coded binary (0=solved 1 or 2 items, 
1=solved 3 or 4 items). There are 28 (44.4%) in the low and 35 (55.6%) in the 
high group. For the low spatial thinking group, only GIS students improve sig-
nificantly (d>0.2), albeit the raw score map students have an eﬀect size of 0.2. 
In the high group, only the map students improve significantly (d>0.2, Tab. 18).
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
low pre 0.59 0.15 n.s. 0.20 n.s. 501.14 78.38 n.s. < 0.2 n.s. 10
post 0.61 0.12 512.06 67.01
high pre 0.63 0.16 0.006 0.65 0.007 507.00 92.74 0.001 0.87 0.003 22
post 0.69 0.14 554.28 69.36
GIS
low pre 0.54 0.16 0.020 0.61 0.049 469.20 109.93 0.03 0.56 0.03 18
post 0.62 0.22 517.18 107.07
high pre 0.65 0.22 n.s. < 0.2 n.s. 528.39 111.78 n.s. < 0.2 n.s. 13
post 0.64 0.25 537.85 132.67
Tab. 18: Pre- and posttest mean values by group and pre-spatial thinking score (bin.)
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Only the GIS raw score students’ difference is significant (d>0.2 in all cases, Fig. 
32, Tab. 19). Only the high group raw score diﬀerence is significant (Fig. 33, 
Tab. 20, WLE Levene’s test p=0.07). The eﬀect sizes are above 0.2 in all cases, 
with low group students faring better with GIS and high group ones with maps.
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map low 0.02 0.11 n.s. 0.40 n.s. 8.92 67.25 0.096 0.63 n.s. 10
high 0.06 0.09 47.28 54.38 22
GIS low 0.09 0.14 0.045 0.78 0.03 47.98 86.11 n.s. 0.45 n.s. 18
high -0.01 0.10 9.46 85.98 13
Tab. 19: Diﬀerence score mean values by group and pre-spatial thinking score (bin.)
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Fig. 32: Pre- and posttest mean values by group and pre-spatial thinking score (bin.)
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
low map 0.02 0.11 n.s. 0.52 n.s. 8.92 67.25 n.s. 0.51 n.s. 10
GIS 0.09 0.14 47.98 86.11 18
high map 0.06 0.09 0.04 0.73 0.06 47.28 54.38 n.s. 0.53 n.s. 22
GIS -0.01 0.10 9.46 85.98 13
Tab. 20: Diﬀerence score mean values by pre-spatial thinking score (bin.) and group
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Fig. 33: Pre- and posttest mean values pre-spatial thinking score (bin.) and group
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In the two way ANOVAs, only the raw score interaction is significant (Levene’s 
test n.s., Fig. 34, Tab. 21). However, in both analyses, the interaction has com-
paratively large eﬀect sizes. 
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Fig. 34: Two way ANOVA graphical results: interaction group*pre-spatial thinking score (bin.)
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 0.01 n.s.
0.05
0.00 0.00 n.s.
0.02
0.00
pre-spat. bin. 0.93 n.s. 0.02 0.00 n.s. 0.00
pre-spat. bin.*group 5.27 0.03 0.08 3.95 0.05 0.06
Tab. 21: Two way ANOVAs: group, pre-spatial thinking score (bin.) and interaction
significance eﬀect size
prepost-change within the two sub-groups for the 
map group
(t) ✘ ✘ 
(W) ✘ 
prepost-change within the two sub-groups for the 
GIS group
(t) ✘ ✘ 
(W) ✘ 
diﬀerence in prepost-change between the two sub-
groups within the map group 
(t) ✔ ✘ 
(MW) ✔
diﬀerence in prepost-change between the two sub-
groups within the GIS group 
(t) ✘  (raw)/ ✔ (WLE) ✘ 
(MW) ✘  (raw)/ ✔ (WLE)
diﬀerence in prepost-change between the map and 
GIS group within the sub-groups
(t) ✘  (raw)/ ✔ (WLE) ✘ 
(MW) ✔
two way ANOVA: group, pre-spatial thinking score (bin.) 
and interaction ✘  (raw)/ ✔ (WLE) ✘ 
Tab. 22:  Overview of tests for hypothesis III-f
(“On average, there is no eﬀect of pre-spatial thinking score on improvement.”) 
(✘: contrary to hypothesis, ✔: in line with hypothesis)
The results for this hypothesis are mixed, but largely against the hypothesis 
(Tab. 22). Consequently, the hypothesis should be rejected. 
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7.1.6 Conclusions from Study 3
First results show that overall, GIS is not advantageous compared to maps, al-
though also GIS students improve pre- to posttest. There are some differences in 
achievement change based on student characteristics, albeit often contrary to ex-
pectations. The inclusion of spatial thinking as a variable is reasonable. However, 
the sample size is very small, thus the results are to be interpreted very cautiously.
7.2 Study 5
Study 5 is a pre-/posttest-design study. Thus, all hypotheses can be tested. 
7.2.1 Hypothesis I: Improvement
I   On average, there will be an improvement in systemic thinking achieve-
ment for participants working with GIS in the unit.
GIS group mean values stay nearly the same (Fig. 35, Tab. 23, 24). Over all GIS 
classes 36.7% of the students decrease, 27.2% stay the same and 36.2% in-
crease in their achievement. 
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Fig. 35: Pre- and posttest mean values for the GIS group
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
pre 0.47 0.22
n.s. < 0.2 n.s.
496.99 99.51
n.s. < 0.2 n.s. 603
post 0.47 0.25 495.43 114.95
Tab. 23: Pre- and posttest mean values (GIS group)
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
pre 0.47 0.22
n.s. < 0.2 n.s.
495.64 98.60
n.s. < 0.2 n.s. 574
post 0.47 0.25 494.55 116.29
Tab. 24: Pre- and posttest mean values (GIS group without ArcGIS classes)
Consequently, the hypothesis needs to be rejected.
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7.2.2 Hypothesis II: Improvement GIS vs. map
II On average, there will be a greater improvement in systemic thinking 
achievement for participants working with GIS  in the unit than for par-
ticipants working with paper maps.
For the map group, achievement improves significantly (Tab. 25). Over all map 
classes 28.0% of the students decrease, 27.7% stay the same and 44.4% in-
crease in their achievement. Tests show that the difference between the GIS and 
map group is significant, but has effect sizes below 0.2 (Fig. 36, Tab. 26, 27).
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Fig. 36: Pre- and posttest mean values by group
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
pre 0.49 0.23
0.001 < 0.2 0.001
505.52 100.81
0.002 < 0.2 0.005 329
post 0.53 0.25 523.15 117.36
Tab. 25: Pre- and posttest mean values (map group)
raw p ⎮d⎮ p (MW)
WLE p ⎮d⎮ p (MW) nM SD M SD
map 0.04 0.23
0.007 < 0.2 0.004
17.63 102.70
0.006 < 0.2 0.006
329
GIS 0.00 0.22 -1.56 101.66 603
Tab. 26: Diﬀerence score mean values by group
raw p ⎮d⎮ p (MW)
WLE p ⎮d⎮ p (MW) nM SD M SD
map 0.04 0.23
0.009 < 0.2 0.005
17.63 102.70
0.008 < 0.2 0.007
329
GIS 0.00 0.22 -1.09 101.87 574
Tab. 27: Diﬀerence score mean values by group (without ArcGIS classes)
In a HLM, GIS as a level 2 predictor has a significant negative effect (Tab. 28). 
22.8% of the class variation can be explained by the treatment medium. However, 
the intercept chi-square is significant, indicating that there is still class difference 
7 Analyzing the findings                                                                                                            145
score variation that “[...] remains to be explained” (UCLA Statistical Consulting 
Group, n.d.).
fixed effects variance components explained
coefficient p u0 R p
intercept 19.81 0.002
273.10 10174.76 0.016 0.23
GIS -20.78 0.02
deviance (parameters) 10502.54 (2) homogeneity test n.s. reliability 0.35
Tab. 28: HLM: GIS as level 2 predictor model
GIS students’ pre-posttest change is significantly worse than map students’. 
Consequently (Tab. 29), the hypothesis needs to be rejected.
significance eﬀect size
diﬀerence in prepost-change between GIS 
and map group
(t) ✘ ✘
(MW) ✘
HLM ✘
Tab. 29: Overview of tests for hypothesis II
(“On average, there will be a greater improvement in systemic thinking achieve-
ment for participants working with GIS in the unit than for participants working 
with paper maps.”) (✘: contrary to hypothesis, ✔: in line with hypothesis)
7.2.3 Hypothesis III-a: Improvement and age
III Improvement of achievement:  On average, ...
    a)  ... there is no eﬀect of age on improvement.
Looking at the distributions in the map and GIS groups individually, the ages 
eleven, 15, and 16 each have less than five students. The age group 16 is only 
represented in the GIS group. Consequently, these students are excluded for all 
analyses except the HLM.       
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 Fig. 37: Pre- and posttest mean values by group and age (selection)
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raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
12 pre 0.50 0.23 0.005 0.29 0.007 507.99 96.09 0.01 0.26 0.03 100
post 0.56 0.22 532.86 97.64
13 pre 0.49 0.23 0.01 < 0.2 0.01 507.56 104.22 0.02 < 0.2 0.02 208
post 0.53 0.26 524.72 121.43
14 pre 0.41 0.17 n.s. 0.26 n.s. 472.16 70.37 n.s. < 0.2 n.s. 16
post 0.47 0.29 495.65 143.23
GIS
12 pre 0.47 0.23 0.08 < 0.2 0.09 496.61 101.24 0.08 < 0.2 0.09 145
post 0.50 0.25 511.16 113.16
13 pre 0.47 0.23 n.s. < 0.2 n.s. 497.92 99.47 n.s. < 0.2 n.s. 405
post 0.47 0.25 493.27 116.31
14 pre 0.44 0.22 0.04 0.33 0.04 480.65 101.06 0.06 0.31 0.06 41
post 0.38 0.22 453.05 102.66
Tab. 30: Pre- and posttest mean values by group and age (selection)
The results show a diﬀerentiated picture, with significance and eﬀect sizes 
above 0.2 not being achieved in all sub-groups (Fig. 37, Tab. 30). Overall, it is 
noticeable that in both the map and the GIS group, the 12-year-olds show the 
highest posttest score. It is also noteworthy that the 14-year-olds have the 
lowest pretest score in both GIS and map group. In the map group, there is no 
significant change (but the increase in the raw score has a dz>0.2). In the GIS 
group, there is a decrease in achievement (dz>0.2)  for this subgroup, which is 
significant for the raw but not for the WLE score.
There is no significant diﬀerence by age for the map, but for the GIS group, 
(Fig. 38, Tab. 31, ANOVA Levene’s test n.s.). Even for the GIS group, however, 
eﬀect size is below RMPE.
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Fig. 38: WLE diﬀerence score mean values by group and age (selection)
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age age
diﬀ raw ANOVA raw KW diﬀ WLE ANOVA WLE KW
n
M SD F p
ad-
just. 
R2
par-
tial 
η2
p M SD F p
ad-
just. 
R2
par-
tial 
η2
p
map
12 0.06 0.21
0.38 n.s. -0.004 0.002 n.s.
24.87 95.68
0.21 n.s. -0.01 0.001 n.s.
100
13 0.04 0.22 17.16 101.97 208
14 0.06 0.24 23.49 123.14 16
GIS
12 0.03 0.22
3.29 0.04 0.01 0.01 0.04
14.56 99.15
3.34 0.04 0.01 0.01 0.04
145
13 -0.00 0.23 -4.65 104.00 405
14 -0.07 0.20 -27.60 90.07 41
Tab. 31: Diﬀerence score mean values by group and age (selection)
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
12 map 0.06 0.21 n.s. < 0.2 n.s. 24.87 95.68 n.s. < 0.2 n.s. 100
GIS 0.03 0.22 14.56 99.15 145
13 map 0.04 0.22 0.03 < 0.2 0.03 17.16 101.97 0.01 0.21 0.02 208
GIS -0.00 0.23 -4.65 104.00 405
14 map 0.06 0.24 0.045 0.58 0.05 23.49 123.14 0.09 0.47 n.s. 16
GIS -0.07 0.20 -27.60 90.07 41
Tab. 32: Diﬀerence score mean values by age (selection) and group
Comparing map and GIS students within one age shows differentiated results (Fig. 
39, Tab. 32). There is no significant difference in the increase (d<0.2) between 12-
year-old map and GIS students. However, Fig. 39 highlights that GIS students’ pre-
posttest-change seems to get progressively worse in the older age subgroups.
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Fig. 39: Pre- and posttest mean values by age and group (selection)
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age*diff WLE age*diff raw n
coefficient p coefficient p
map
Kendall-Tau-b -0.03 n.s. -0.04 n.s.
324Spearman-Rho -0.04 n.s. -0.05 n.s.
Pearson -0.03 n.s. -0.03 n.s.
GIS
Kendall-Tau-b -0.08 0.01 -0.09 0.01
591Spearman-Rho -0.10 0.01 -0.11 0.01
Pearson -0.11 0.01 -0.10 0.01
Tab. 33: Correlations between age (selection) and diﬀerence scores
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Fig. 40: WLE diﬀerence score vs. age (selection) by group
Correlation analyses support that the eﬀect of age on pre-posttest-change ob-
served in Fig. 39 is significant for the GIS group, but the coeﬃcients are small 
(Fig. 40, Tab. 33).
Two way ANOVAs show only a significant eﬀect for group, with a very low ef-
fect size. For the ANOVAs the reduced age was used as fixed eﬀect (Levene’s 
test n.s.) due to small cell sizes and the non-normality of age (Fig. 41, Tab. 34).
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Fig. 41: Two way ANOVA graphical results: interaction: group*age (selection)
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WLE diﬀerence WLE diﬀerence 
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 7.34 0.007
0.01
0.008 6.03 0.01
0.01
0.01
age 1.73 n.s. 0.004 1.77 n.s. 0.004
age*group 0.95 n.s. 0.002 0.83 n.s. 0.002
Tab. 34: Two way ANOVAs: group, age (selection) and interaction
Age as a level 1 predictor in the HLM has no significant eﬀect (Tab. 35).
age fixed effects variance components explained
coefficient p u0 R p
intercept 6.61 n.s.
354.58 10166.58 0.004 0.00
age -8.47 n.s.
deviance (parameters) 10506.66 (2) homogeneity test n.s. reliability 0.42
age  and GIS fixed effects variance components explained
coefficient p u0 R p
intercept 19.81 0.002
273.57 10164.39 0.016
0.00
age -8.47 n.s.
0.23GIS -20.78 0.015
deviance (parameters) 10493.36 (2) homogeneity test n.s. reliability 0.36
Tab. 35: HLM: age as level 1 predictor models
The tests show mixed results (Tab. 36), thus the hypothesis should be rejected.
significance eﬀect size
prepost-change within the age sub-groups 
for the map group
(t) ✘ ✘
(W) ✘
prepost-change within the age sub-groups 
for the GIS group
(t) ✘ ✘
(W) ✘
diﬀerence in prepost-change between the 
age sub-groups within the map group 
(ANOVA) ✔ ✔
(KW) ✘ (raw)/ ✔ (WLE)
diﬀerence in prepost-change between the 
age sub-groups within the GIS group 
(ANOVA) ✘ ✔
(KW) ✘
diﬀerence in prepost-change between the 
map and GIS group within the sub-groups
(t) ✘ ✘
(MW) ✘
correlation between prepost-change and age within 
the map group ✔ ✔
correlation between prepost-change and age within 
the GIS group ✘ ✔
two way ANOVA: group, age and interaction ✔ ✔
HLM ✔
Tab. 36: Overview of tests for hypothesis III-a
(“On average, there is no eﬀect of age on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
7 Analyzing the findings                                                                                                            150
7.2.4 Hypothesis III-b: Improvement and sex
III Improvement of achievement: On average ...
b) ... there is no eﬀect of sex on improvement.
Only the female map students’ increase is significant (dz>0.2). In the GIS 
group, results are more heterogenous with only the raw values for the female 
students being significant (dz<0.2) (Fig. 42, Tab. 37).
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
male pre 0.49 0.24 n.s. < 0.2 n.s. 505.44 107.11 n.s. < 0.2 n.s. 150
post 0.52 0.26 515.51 118.48
female pre 0.48 0.22 < 0.001 0.29 < 0.001 504.47 95.39 < 0.001 0.27 0.002 175
post 0.54 0.25 529.32 115.33
GIS
male pre 0.47 0.23 0.07 < 0.2 0.07 497.09 101.62 0.05 < 0.2 0.06 313
post 0.45 0.25 485.70 115.78
female pre 0.46 0.22 0.03 < 0.2 0.04 495.21 96.44 0.09 < 0.2 0.09 283
post 0.49 0.25 505.56 112.47
Tab. 37: Pre- and posttest mean values by group and sex
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Fig.  42: Pre- and posttest mean values  by group and sex
Only in GIS group there is a significant diﬀerence between male and female 
students, in favor of females (dz>0.2, Tab. 38). The t-tests have a significant 
Levene’s test in the map (raw p=0.02, WLE p=0.03) but not in the GIS group. 
Splitting the sample by sex, there is only a significant diﬀerence for male stu-
dents for the t-test, in favor of the map group (d≧0.2, Fig. 43, Tab. 39; Levene’s 
test raw female p=0.05, male p=0.095).
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 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map male 0.03 0.25 n.s. < 0.2 0.09 10.07 112.36 n.s. < 0.2 0.095 150
female 0.06 0.20 24.85 92.05 175
GIS male -0.02 0.22 0.005 0.23 0.01 -11.38 102.18 0.009 0.21 0.01 313
female 0.03 0.22 10.35 100.85 283
Tab. 38: Diﬀerence score mean values by group and sex 
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    Fig. 43: Pre- and posttest mean values by sex and group
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
male map 0.03 0.25 0.03 0.21 0.07 10.07 112.36 0.04 0.20 n.s. 150
GIS -0.02 0.22 -11.38 102.18 313
female map 0.06 0.20 n.s. < 0.2 0.09 24.85 92.05 n.s. < 0.2 0.097 175
GIS 0.03 0.22 10.35 100.85 283
Tab. 39: Diﬀerence score mean values by sex and group
Two way ANOVAs (Levene’s test n.s.) show a significant eﬀect for both group 
and sex but not the interaction, with very small eﬀect sizes (Fig. 44, Tab. 40, 
Levene’s test raw p=0.08). 
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Fig. 44: Two way ANOVA graphical results: interaction group*sex
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raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 6.58 0.01
0.02
0.007 6.54 0.01
0.01
0.007
sex 7.30 0.007 0.008 6.75 0.01 0.007
group*sex 0.45 n.s. 0.00 0.25 n.s. 0.00
Tab. 40: Two way ANOVAs: group, sex and interaction
sex fixed effects variance components explained
coefficient p u0 R p
intercept 17.02 0.006
316.66 10103.86 0.007 0.01
male -20.80 0.005
deviance (parameters) 10499.30 (2) homogeneity test 0.090 reliability 0.39
sex  and GIS fixed effects variance components explained
coefficient p u0 R p
intercept 29.13 < 0.001
246.64 10102.02 0.03
0.01
male -19.49 0.02
0.22GIS -20.22 0.006
deviance (parameters) 10486.47 (2) homogeneity test 0.091 reliability 0.33
Tab. 41: HLM: sex as a level 1 predictor model
Using sex as a dummy variable level 1 predictor in the HLM shows a significant 
negative eﬀect for ‘male’ (Tab. 41).
The results are mixed (Tab. 42). Consequently, the hypothesis should be rejected.
significance eﬀect size
prepost-change within both sexes for the map 
group
(t) ✘ ✘
(W) ✘
prepost-change within both sexes for the GIS 
group
(t) ✘ (raw)/ ✔ (WLE) ✔
(W) ✘ (raw)/ ✔ (WLE)
diﬀerence in prepost-change between the two 
sexes within the map group 
(t) ✔ ✔
(MW) ✔
diﬀerence in prepost-change between the two 
sexes within the GIS group 
(t) ✘ ✘
(MW) ✘
diﬀerence in prepost-change between the map 
and GIS group within the sub-groups
(t) ✘ ✘
(MW) ✔
two way ANOVA with group, sex and interaction ✘ ✔
HLM ✘
Tab. 42: Overview of tests for hypothesis III-b
(“On average, there is no eﬀect of sex on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.2.5 Hypothesis III-c: Improvement and migration background
III  Improvement of achievement:  On average, ...
c) ... migration background has a negative eﬀect on improvement.
Only the map without migration background students’ improvement is signifi-
cant (d>0.2, Fig. 45, Tab. 43). 
There are no significant diﬀerences in both groups between students with and 
without migration background (d<0.2, Tab. 44). Only for students without mi-
gration background there is a significant diﬀerence between map and GIS 
group (d>0.2, Fig. 46, Tab. 45).
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
no 
mig
pre 0.50 0.23
< 0.001 0.23 < 0.001
509.13 102.85
< 0.001 0.22 0.001 260
post 0.55 0.25 531.18 113.37
mig pre 0.46 0.22 n.s. < 0.2 n.s. 492.77 92.15 n.s. < 0.2 n.s. 65
post 0.48 0.27 496.34 127.03
GIS
no 
mig
pre 0.48 0.22
n.s. < 0.2 n.s.
498.99 99.23
n.s. < 0.2 n.s. 510
post 0.47 0.25 495.78 116.51
mig pre 0.45 0.23 n.s. < 0.2 n.s. 486.95 101.55 n.s. < 0.2 n.s. 90
post 0.46 0.23 493.30 107.55
Tab. 43: Pre- and posttest mean values by group and migration background
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Fig. 45: Pre- and posttest mean values by group and migration background
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map no mig 0.05 0.22 n.s. < 0.2 n.s. 22.06 98.73 n.s. < 0.2 n.s. 260
mig 0.01 0.25 3.56 117.35 65
GIS no mig -0.00 0.23 n.s. < 0.2 n.s. -3.20 102.41 n.s. < 0.2 n.s. 510
mig 0.01 0.22 6.34 98.70 90
Tab. 44: Diﬀerence score mean values by group and migration background
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 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
no mig map 0.05 0.22 0.002 0.24 0.001 22.06 98.73 0.001 0.25 0.002 260
GIS -0.00 0.23 -3.20 102.41 510
mig map 0.01 0.25 n.s. < 0.2 n.s. 3.56 117.35 n.s. < 0.2 n.s. 65
GIS 0.01 0.22 6.34 98.70 90
Tab. 45: Diﬀerence score mean values by migration background and group
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Fig. 46: Pre- and posttest mean values by migration background and group
Two way ANOVAs (Levene’s test n.s.) show no significant eﬀect of migration 
background (Fig. 47, Tab. 46).
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Fig. 47: Two way ANOVA graphical results: interaction group*migration background
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 1.71 n.s.
0.07
0.002 1.50 n.s.
0.08
0.002
mig. 0.27 n.s. 0.00 0.24 n.s. 0.00
group*mig. 1.86 n.s. 0.002 2.33 n.s. 0.003
Tab. 46: Two way ANOVAs: group, migration background and interaction
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migration background fixed effects variance components explained
coefficient p u0 R p
intercept 6.89 n.s.
358.22 10186.16 0.003 -0.00
migration -1.82 n.s.
deviance (parameters) 10507.62 (2) homogeneity test n.s. reliability 0.42
migration background  
and GIS
fixed effects variance components explained
coefficient p u0 R p
intercept 20.23 0.004
277.20 10183.48 0.02
-0.00
migration -2.30 n.s.
0.23GIS -20.87 0.02
deviance (parameters) 10494.30 (2) homogeneity test n.s. reliability 0.36
Tab. 47: HLM: migration background as level 1 predictor models
Migration background as a dummy variable in a HLM shows no significant ef-
fect (Tab. 47). Discussions with other researchers indicate that consequently, 
the negative value for variance explained can be ignored and that the higher R 
value than the intercept model could either be a random occurrence or hint at 
the variable being negative for the model. SSI Central (n.d.-c, p. 137, with ref-
erence to Raudenbush & Bryk 2002, pp. 149-152) states that “[...] if a truly 
nonsignificant variable enters the model, it is mathematically possible under 
maximum likelihood to observe a slight increase in the residual variance [...]”.
The results are mixed (Tab. 48). Thus, the hypothesis should be rejected. 
significance effect size
prepost-change within both sub-groups for the map group (t) ✔ ✔
(W) ✔
prepost-change within both sub-groups for the GIS group (t) ✘ ✘
(W) ✘
difference in prepost-change between the two sub-
groups within the map group 
(t) ✘ ✘
(MW) ✘
difference in prepost-change between the two sub-
groups within the GIS group 
(t) ✘ ✘
(MW) ✘
difference in prepost-change between the map and GIS 
group within the sub-groups
(t) ✘ ✘
(MW) ✘
two way ANOVA: group, migration background and interaction ✘ ✘
HLM ✘
Tab. 48: Overview of tests of hypothesis III-c
(“On average, migration background has a negative eﬀect on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.2.6 Hypothesis III-d: Improvement and language background
III Improvement of achievement: On average ...
    d) there is no effect of language background on improvement.
Cell sizes for students with a total language count of five or six are too small, leaving 
920 students. Only the map students’ speaking/learning three languages increase is 
significant (dz>0.2). The four language students’ decrease also has an effect size 
above 0.2 (Fig. 48, Tab. 49). In both groups, two language students have the lowest 
pretest score.
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Fig. 48: Pre- and posttest mean values by group and total language (selection)
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
2 pre 0.40 0.20 n.s. < 0.2 n.s. 468.61 88.34 n.s. < 0.2 n.s. 63
post 0.42 0.23 474.53 100.75
3 pre 0.51 0.23 < 0.001 0.29 < 0.001 515.60 103.31 < 0.001 0.27 < 0.001 215
post 0.58 0.24 544.32 111.54
4 pre 0.53 0.21 n.s. 0.21 n.s. 521.68 85.46 n.s. 0.23 n.s. 45
post 0.48 0.28 496.07 131.43
GIS
2 pre 0.36 0.20 n.s. < 0.2 n.s. 446.53 91.18 n.s. < 0.2 0.09 105
post 0.34 0.25 433.06 120.65
3 pre 0.50 0.22 n.s. < 0.2 n.s. 511.62 98.05 n.s. < 0.2 n.s. 429
post 0.51 0.24 512.15 110.53
4 pre 0.43 0.23 n.s. < 0.2 n.s. 480.36 97.39 n.s. < 0.2 n.s. 63
post 0.44 0.23 484.32 103.00
Tab. 49: Pre- and posttest mean values by group and total languages (selection)
In the ANOVAs, only in the map group there is a significant effect for total number 
of languages, with an effect size below the threshold (Levene’s test raw p=0.01, 
WLE p=0.03, Tab. 50, Fig. 49).
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diff raw ANOVA raw KW diff WLE ANOVA WLE KW
n
M SD F p adj. R2
par-
tial η2 p M SD F p
adj. 
R2
par-
tial η2 p
map
2 0.02 0.18
5.56 0.004 0.03 0.03 0.004
5.92 78.83
5.84 0.003 0.03 0.04 0.003
63
3 0.07 0.23 28.72 104.63 215
4 -0.05 0.24 -25.61 110.15 45
GIS
2 -0.02 0.22
0.54 n.s. -0.00 0.00 n.s.
-13.47 101.42
0.90 n.s. 0.00 0.00 n.s.
105
3 0.00 0.23 0.53 103.73 429
4 0.00 0.20 3.95 88.92 63
Tab. 50: Diﬀerence score mean values by group and total languages (selection)
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Splitting the sample by total languages, the Levene’s test for two language stu-
dents is significant for WLE (p=0.02; raw p=0.08). There are significant differences 
between map and GIS group for three language-students, in favor of map students 
(dz>0.2). Most effect sizes are above 0.2 (Tab. 51, Fig. 50; Levene’s test four lan-
guage students WLE p=0.05, raw p=0.07).
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Fig. 50: Pre- and posttest mean values by total languages (selection) and group
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 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
2 map 0.02 0.18 n.s. < 0.2 n.s. 5.92 78.83 n.s. 0.21 n.s. 63
GIS -0.02 0.22 -13.47 101.42 105
3 map 0.07 0.23 0.001 0.27 0.001 28.72 104.63 0.001 0.27 0.001 215
GIS 0.00 0.23 0.53 103.73 429
4 map -0.05 0.24 n.s. 0.25 n.s. -25.61 110.15 n.s. 0.30 n.s. 45
GIS 0.00 0.20 3.95 88.92 63
Tab. 51: Diﬀerence score mean values by total languages (selection) and group
Two way ANOVAs (Levene’s test WLE p=0.09)  show significant effects for total 
language and interaction, with effect sizes below the threshold (Fig. 51, Tab. 52). 
Correlations are not significant and have small coefficients (Fig. 52, Tab. 53).
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Fig. 51: Two way ANOVA graphical results: interaction total languages (selection)*group
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 0.50 n.s.
0.02
0.001 0.45 n.s.
0.02
0.000
tot. lan. 4.07 0.02 0.009 4.08 0.02 0.009
group*tot.lan. 3.03 0.05 0.007 3.59 0.03 0.008
Tab. 52: Two way ANOVAs: group, total languages (selection) and interaction
total language*diff WLE total language*diff raw n
coefficient p coefficient p
map
Kendall-Tau-b -0.03 n.s. -0.04 n.s.
323Spearman-Rho -0.04 n.s. -0.05 n.s.
Pearson -0.06 n.s. -0.06 n.s.
GIS
Kendall-Tau-b 0.05 n.s. 0.04 n.s.
597Spearman-Rho 0.06 n.s. 0.05 n.s.
Pearson 0.05 n.s. 0.04 n.s.
Tab. 53: Correlations between total language (selection) and diﬀerence scores
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Fig. 52: WLE diﬀerence score vs. total languages (selection) by group
Excluding the eleven students speaking “1 other” as family language leaves 
921 students. Only map students speaking only German at home increase sig-
nificantly (dz>0.2, Fig. 53, Tab. 54).
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Fig. 53: Pre- and posttest mean values by group and family languages (selection)
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
German pre 0.50 0.23 < 0.001 0.26 < 0.001 509.82 101.67 < 0.001 0.25 < 0.001 271
post 0.56 0.24 534.47 111.69
German/
other(s)
pre 0.46 0.22
n.s. < 0.2 n.s.
493.00 91.53
n.s. < 0.2 n.s. 51
post 0.43 0.28 473.57 135.26
GIS
German pre 0.48 0.23 n.s. < 0.2 n.s. 499.80 100.69 n.s. < 0.2 n.s. 521
post 0.48 0.25 497.36 116.16
German/
other(s)
pre 0.43 0.21
n.s. < 0.2 n.s.
479.91 91.26
n.s. < 0.2 n.s. 78
post 0.44 0.24 483.99 109.31
Tab. 54: Pre- and posttest mean values by group and family languages (selection)  
In the map group there are significant diﬀerences by family language back-
ground, in favor “German only” students (d>0.2, Tab. 55, Levene’s test WLE 
map p=0.07). Within a family language group there is a significant diﬀerence for 
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the “German only” subgroup, in favor of map students (d>0.2). However, also 
the eﬀect size for the WLE score in the “German/other(s)” subgroup is above 
0.2, in favor of GIS students (Tab. 56, Fig. 54).
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map German 0.06 0.22 0.01 0.37 0.03 24.66 98.69 0.005 0.41 0.02 271
German/other(s) -0.03 0.25 -19.43 115.29 51
GIS German -0.00 0.22 n.s. < 0.2 n.s. -2.44 101.81 n.s. < 0.2 n.s. 521
German/other(s) 0.01 0.23 4.07 103.23 78
Tab. 55: Diﬀerence score mean values by group and family languages (selection) 
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Fig. 54: Pre- and posttest mean values by family languages (selection) and group
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
German map 0.06 0.22 0.001 0.26 0.001 24.66 98.69 < 0.001 0.27 0.001 271
GIS -0.00 0.22 -2.44 101.81 521
German/
other(s)
map -0.03 0.25
n.s. < 0.2 n.s.
-19.43 115.29
n.s. 0.21 n.s.
51
GIS 0.01 0.23 4.07 103.23 78
Tab. 56: Diﬀerence score mean values by family languages (selection) and group
Two way ANOVAs (Levene’s test n.s.) show a significant eﬀect only for the in-
teraction (Fig. 55, Tab. 57).
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 0.16 n.s.
0.01
0.00 0.03 n.s.
0.01
0.00
fam. lan. 3.10 0.08 0.00 3.58 0.06 0.00
group*fam. lan. 4.98 0.03 0.01 6.49 0.01 0.01
Tab. 57: Two way ANOVAs: group, family languages (selection) and interaction
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Fig. 55: Two way ANOVA graphical results: interaction family languages (selection)*group
HLMs show no significant eﬀect for either language background variable (Tab. 
58) in individual analyses.
language background fixed effects variance components explained
coefficient p u0 R p
intercept 6.61 n.s.
355.03 10156.10 0.003 0.00
total no. language -11.75 0.09
deviance (parameters) 10505.53 (2) homogeneity test n.s. reliability 0.42
intercept 8.68 0.07
390.01 10141.66 0.002 0.00
fam. lang. other -15.44 n.s.
deviance (parameters) 10505.26 (2) homogeneity test n.s. reliability 0.44
language background  
and GIS
fixed effects variance components explained
coefficient p u0 R p
intercept 18.81 0.002
274.04 10153.91 0.02
0.00
total no. language -11.75 0.09
0.23GIS -20.78 0.02
deviance (parameters) 10492.23 (2) homogeneity test n.s. reliability 0.36
intercept 22.15 0.002
305.29 10139.63 0.009
0.00
fam. lang. other -15.54 n.s.
GIS -21.20 0.02 0.22
deviance (parameters) 10491.92 (2) homogeneity test n.s. reliability 0.38
Tab. 58:  HLM: language background variables as level 1 predictor models 
(individual analyses)
The results are mixed (Tab. 59). Consequently, the hypothesis should be rejected.
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total number of languages significance eﬀect size
prepost-change within the sub-groups for the 
map group
(t) ✘ ✘
(W) ✘
prepost-change within the sub-groups for the 
GIS group
(t) ✔ ✔
(W) ✔
diﬀerence in prepost-change between the sub-
groups within the map group 
(ANOVA) ✘ ✔
(KW) ✘
diﬀerence in prepost-change between the sub-
groups within the GIS group 
(ANOVA) ✔ ✔
(KW) ✔
diﬀerence in prepost-change between the map 
and GIS group within the sub-groups
(t) ✘ ✘
(MW) ✘
correlation between total language and systemic 
thinking difference score for the map group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
correlation between total language and systemic 
thinking difference score for the GIS group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
two way ANOVA with group, total number of languages and 
interaction ✘ ✔
HLM ✔
family language background significance eﬀect size
prepost-change within both sub-groups for the 
map group
(t) ✘ ✘
(W) ✘
prepost-change within both sub-groups for the 
GIS group
(t) ✔ ✔
(W) ✔
diﬀerence in prepost-change between the two 
sub-groups within the map group 
(t) ✘ ✘
(MW) ✘
diﬀerence in prepost-change between the two 
sub-groups within the GIS group 
(t) ✔ ✔
(MW) ✔
diﬀerence in prepost-change between the map 
and GIS group within the sub-groups
(t) ✘ ✘
(MW) ✘
two way ANOVA: group, family language background and 
interaction ✔ ✔
HLM ✔
Tab. 59: Overview of tests for hypothesis III-d
(“On average, there is no effect of language background on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
7.2.7 Hypothesis III-e: Improvement and pre-achievement
III Improvement of achievement: On average, ...
  e) ... pre-achievement has an eﬀect on improvement.
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This hypothesis can be divided into two parts: by overall higher achievement 
(stream) and concrete higher achievement (pretest score). The pretest score can 
be examined both by using the complete range and by a binary classification.
Only the map high stream students’ improvement is significant (dz>0.2, Fig. 56, 
Tab. 60). Fig. 56 also highlights the lower pre-score for mid stream students.
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
mid pre 0.39 0.19 n.s. < 0.2 n.s. 465.32 80.21 n.s. < 0.2 n.s. 107
post 0.41 0.22 468.63 98.43
high pre 0.54 0.23 0.001 0.23 0.001 524.90 104.11 0.001 0.22 0.002 222
post 0.59 0.25 549.42 116.89
GIS
mid pre 0.37 0.20 n.s. < 0.2 0.098 453.31 87.71 0.05 < 0.2 0.07 203
post 0.35 0.23 439.42 112.26
high pre 0.52 0.22 n.s. < 0.2 n.s. 519.16 97.89 n.s. < 0.2 n.s. 400
post 0.53 0.23 523.86 105.59
Tab. 60: Pre- and posttest mean values by group and stream
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Fig. 56: Pre- and posttest mean values by group and stream
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map mid 0.02 0.20 n.s. < 0.2 0.095 3.31 85.79 0.06 0.22 0.06 107
high 0.05 0.24 24.53 109.44 222
GIS mid -0.02 0.21 0.05 < 0.2 0.03 -13.89 100.95 0.03 < 0.2 0.03 203
high 0.01 0.23 4.70 101.56 400
Tab. 61: Diﬀerence score mean values by group and stream
Within the map group Levene’s test is significant (raw p=0.02, WLE p=0.003). Only 
the difference between mid and high stream students in the GIS WLE sub-group is 
significant. However, the effect size for the GIS group (WLE) is below 0.2, while that 
for the map group is above 0.2 (Tab. 61). Within one stream Levene’s test is not 
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significant except for the the mid stream WLE value (p=0.03, high stream WLE 
p=0.08). Only the high stream differences are significant (d<0.2, Fig. 57, Tab. 62). 
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
mid map 0.02 0.20 n.s. < 0.2 0.06 3.31 85.79 n.s. < 0.2 n.s. 222
GIS -0.02 0.21 -13.89 100.95 400
high map 0.05 0.24 0.03 < 0.2 0.02 24.53 109.44 0.02 < 0.2 0.02 107
GIS 0.01 0.23 4.70 101.56 203
Tab. 62: Diﬀerence score mean values by stream and group
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Fig. 57: Pre- and posttest mean values by stream and group
Two way ANOVAs (Levene’s test n.s. for raw, p=0.03 for WLE) show a signifi-
cant eﬀect only for group and stream, but not the interaction (Fig. 58, Tab. 63).
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Fig. 58: Two way ANOVA graphical results: interaction group*stream
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
group 6.39 0.01
0.01
0.01 6.23 0.01
0.01
0.01
stream 5.45 0.02 0.01 7.20 0.007 0.01
group*stream 0.00 n.s. 0.00 0.03 n.s. 0.00
Tab. 63: Two way ANOVAs: group, stream and interaction
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Correlations between pre-score and difference score show a significant negative 
relationship, i.e. the higher the difference, the lower the pretest score (Fig. 59, 
Tab. 64). This could be due to students with a low pretest score not having that 
much room to decrease, and students scoring well on the pretest not being able 
to improve that much. There are twelve (GIS) and seven (map) students who 
score 1 on the pretest as well as 18 (GIS) and six (map) students who score 0. 
pre WLE*diff WLE pre raw*diff raw ncoefficient p coefficient p
map
Kendall-Tau-b -0.22 < 0.001 -0.26 < 0.001
329Spearman-Rho -0.29 < 0.001 -0.34 < 0.001
Pearson -0.34 < 0.001 -0.38 < 0.001
GIS
Kendall-Tau-b -0.24 < 0.001 -0.28 < 0.001
603Spearman-Rho -0.31 < 0.001 -0.36 < 0.001
Pearson -0.35 < 0.001 -0.38 < 0.001
Tab. 64: Correlations between pre-scores and diﬀerence scores
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Fig. 59:  Pre-score by diﬀerence score
ANCOVAs (Levene’s test n.s.) with pre-score as co-variate show significant ef-
fects for both group and pre-score (Tab. 65), with the eﬀect size for pre-score 
being larger than for group.
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
pre-score 153.48 < 0.001
0.15
0.14 123.69 < 0.001
0.12
0.12
group 11.77 0.001 0.01 11.36 0.001 0.01
Tab. 65: ANCOVAs: pre-score and group
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In the map group, only those scoring below 500 in the pretest improve signifi-
cantly (dz>0.2). In the GIS group, the students scoring below 500 in the pretest 
improve significantly, while those scoring more than 500 decrease significantly 
(both dz>0.2, Fig. 60, Tab. 66).
WLE M SD p ⎮dz⎮ p (W) n
map
< 500 pre 432.85 58.54 < 0.001 0.39 < 0.001 181
post 471.82 103.60
> 500 pre 594.39 63.45 n.s. < 0.2 n.s. 148
post 585.91 101.90
GIS
< 500 pre 427.62 61.31 < 0.001 0.22 0.002 336
post 450.19 106.48
> 500 pre 584.28 62.85 < 0.001 0.34 < 0.001 267
post 552.37 98.92
Tab. 66:  Pre- and posttest mean values by groups by pre-score (bin.)
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Fig. 60: Pre- and posttest mean values by group and pre-score (bin.)
diff WLE M SD p ⎮d⎮ p (MW) n
map < 500 38.97 100.07 < 0.001 0.47 < 0.001 181
> 500 -8.48 100.14 148
GIS < 500 22.57 101.45 < 0.001 0.56 < 0.001 336
> 500 -31.91 93.62 267
Tab. 67:  Diﬀerence score mean values by group and pre-score (bin.)
In both groups the diﬀerences between the below 500 and above 500 pre-
score students are significant with eﬀect sizes above 0.2 (Tab. 67). Students 
scoring below 500 in the pretest show no significant diﬀerence between map 
and GIS, while in the above 500 group, the diﬀerence is significant with map 
students decreasing less (d>0.2, Fig. 61, Tab. 68).
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Fig. 61: Pre- and posttest mean values by pre-score (bin.) and group
diff WLE M SD p ⎮d⎮ p (MW) n
< 500
map 38.97 100.07
0.08 < 0.2 n.s.
181
GIS 22.57 101.45 336
> 500
map -8.48 100.14
0.02 0.24 0.02
148
GIS -31.91 93.62 267
Tab. 68:  Diﬀerence score mean values by pre-score (bin.) and group
A two way ANOVA (Levene’s test n.s.)  shows significant eﬀects for group and 
pre-score but not for the interaction (Fig. 62, Tab. 69).
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Fig. 62: Two way ANOVA graphical results: interaction group*pre-score (bin.)
WLE F p adjusted R2 partial η2
group 8.56 0.004
0.07
0.01
pre-score bin. 56.03 < 0.001 0.06
group*pre-score bin. 0.27 n.s. 0.000
Tab. 69: Two way ANOVA: group, pre-score (bin.) and interaction
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stream fixed effects variance components explained
coefficient p u0 R p
intercept -6.50 n.s.
278.82 10179.61 0.014 0.21
high stream 19.82 0.02
deviance (parameters) 10503.18 (2) homogeneity test n.s. reliability 0.36
stream and GIS fixed effects variance components explained
coefficient p u0 R p
intercept 6.76 n.s.
200.06 10178.29 0.054 0.43high stream 19.09 0.01
GIS -20.03 0.01
deviance (parameters) 10489.87 (2) homogeneity test n.s. reliability 0.29
Tab. 70: HLM: stream as level 2 predictor models
pre-achievement
fixed effects variance components
explained
coefficient p u0 R p
intercept 6.55 n.s.
428.24 8517.38 < 0.001 0.16
pre-score -0.44 < 0.001
deviance (parameters) 10370.15 (2) homogeneity test 0.015 reliability 0.51
intercept 31.95 < 0.001
614.07 9318.47 < 0.001 0.08
pre-score > 500 -57.11 < 0.001
deviance (parameters) 10443.66 (2) homogeneity test n.s. reliability 0.57
pre-achievement and 
GIS
fixed effects variance components
explained
coefficient p u0 R p
intercept 19.72 0.002
348.19 8515.22 0.001
0.16
pre-score -0.44 < 0.001
0.19GIS -20.79 0.02
deviance (parameters) 10356.82 (2) homogeneity test 0.015 reliability 0.45
intercept 45.22 < 0.001
530.27 9318.30 < 0.001
0.08
pre-score > 500 -56.73 < 0.001
0.14GIS -21.29 0.03
deviance (parameters) 10431.02 (2) homogeneity test n.s. reliability 0.53
Tab. 71: HLM: pre-achievement variables as level 1 predictors models
Adding stream as a level 2 predictor shows a significant positive eﬀect for high 
stream students. 21.2% of the class variation can be explained by stream, with 
stream and group together explaining 43.5% (Tab. 70). Using the WLE pre-
score as level 1 predictor shows a significant negative eﬀect, explaining 16.3% 
of the level 1 variance. Using the binary pre-score, the model explains 8.4% of 
the level 1 variance, with a significant negative eﬀect for high pre-score. Com-
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bining (binary) pre-score and GIS, 16.3% (8.4%) of level 1 and 18.7% (13.6%) 
of level 2 variance is explained (Tab. 71).
The results are mostly, but not all, in favor of the hypothesis (Tab. 72). 
stream significance eﬀect size
prepost-change within the sub-groups for the 
map group
(t) ✔ ✔
(W) ✔
prepost-change within the sub-groups for the 
GIS group
(t) ✘ ✘
(W) ✘
diﬀerence in prepost-change between the two 
sub-groups within the map group 
(t) ✘ ✘ (raw)/ ✔ (WLE)
(MW) ✘
diﬀerence in prepost-change between the two 
sub-groups within the GIS group 
(t) ✘ (raw)/ ✔ (WLE) ✘
(MW) ✔
diﬀerence in prepost-change between the 
map and GIS group within each stream
(t) ✔ ✘
(MW) ✔
two way ANOVA: group, stream and interaction ✔ ✘
HLM ✔
pre-score significance eﬀect size
correlation between pre-score and diﬀerence 
score for the map group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
correlation between pre-score and diﬀerence 
score for the GIS group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
ANCOVA: pre-score and group ✔ ✔
HLM ✔
pre-score (bin.) significance eﬀect size
prepost-change within the sub-groups for the 
map group
(t) ✔ ✔
(W) ✔
prepost-change within the sub-groups for the 
GIS group
(t) ✘ ✘
(W) ✘
diﬀerence in prepost-change between the two 
sub-groups within the map group 
(t) ✔ ✔
(MW) ✔
diﬀerence in prepost-change between the two 
sub-groups within the GIS group 
(t) ✔ ✔
(MW) ✔
difference in prepost-change between the map 
and GIS group within the pre-score sub-groups
(t) ✔ ✔
(MW) ✔
two way ANOVA: group, pre-score (bin.) and interaction ✔ ✔
HLM ✔
Tab. 72: Overview of tests for hypothesis III-e
(“On average, pre-achievement has an eﬀect on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.2.8 Hypothesis III-f: Improvement and pre-spatial thinking
III  Improvement of achievement: On average ....
 f)  ... there is no eﬀect of pre-spatial thinking score on improvement.
The correlation between pre-spatial thinking score and systemic thinking difference 
score is not significant (Fig. 63, Tab. 73). The ANCOVAs (Levene’s test n.s.) show 
significant effects for pre-spatial thinking skills and group in the WLE, and only 
group in the raw score analysis (Tab. 74). However, effect sizes are very small.
pre-WLE*diff WLE pre raw*raw ncoefficient p coefficient p
map
Kendall-Tau-b 0.07 n.s. 0.005 n.s.
329Spearman-Rho 0.09 n.s. 0.005 n.s.
Pearson 0.09 n.s. 0.04 n.s.
GIS
Kendall-Tau-b 0.05 0.09 0.03 n.s.
603Spearman-Rho 0.07 0.09 0.05 n.s.
Pearson 0.07 n.s. 0.04 n.s.
Tab. 73: Correlations pre-spatial thinking score and systemic thinking difference score by group
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Fig. 63:  Pre-spatial thinking score by systemic thinking diﬀerence score
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
pre-spatial-
thinking-score 1.19 n.s. 0.01 0.00 5.32 0.02 0.01 0.01
group 6.91 0.009 0.01 6.48 0.01 0.01
Tab. 74: ANCOVA: pre-spatial thinking score and group
Only map high scoring students improve significantly (d>0.2)  (Tab. 75). There 
are no significant diﬀerences between high and low scoring students in both 
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groups (d<0.2, Tab. 76, Fig. 64). Splitting the sample by pre-spatial thinking 
score, there are no significant diﬀerences between map and GIS students (d< 
0.2, Fig. 65, Tab. 77). A two way ANOVA (Levene’s test n.s.)  shows a significant 
eﬀect only for group, with very small eﬀect sizes (Fig. 66, Tab. 78).
WLE M SD p ⎮dz⎮ p  (W) n
map
< pre 463.88 86.75 n.s. < 0.2 n.s. 128
post 473.88 109.75
> pre 532.04 100.36 0.003 0.21 0.009 201
post 554.52 111.35
GIS
< pre 473.80 96.47 n.s. < 0.2 n.s. 271
post 464.24 110.31
> pre 515.92 98.07 n.s. < 0.2 n.s. 332
post 520.89 112.51
Tab. 75: Pre- and posttest mean values by group and pre-spatial thinking score (bin.)
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         Fig. 64: Pre- and posttest mean values by group and pre-spatial thinking score (bin.)
diff WLE M SD p ⎮d⎮ p (MW) n
map
< 500 10.00 98.53
n.s. < 0.2 n.s.
128
> 500 22.48 105.23 201
GIS
< 500 -9.56 103.13
0.08 < 0.2 n.s.
271
> 500 4.98 100.12 332
Tab. 76: Diﬀerence score mean values by group and pre-spatial thinking score (bin.)
diff WLE M SD p ⎮d⎮ p (MW) n
< 500
map 10.00 98.53
0.07 < 0.2 0.09
128
GIS -9.56 103.13 271
> 500
map 22.48 105.23
0.06 < 0.2 0.045
201
GIS 4.98 100.12 332
Tab. 77: Diﬀerence score mean values by pre-spatial thinking score (bin.) and group
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Fig. 65: Pre- and posttest mean values by pre-spatial thinking score (bin.) and group
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Fig. 66: Two way ANOVA graphical results: interaction group*pre-spatial thinking score (bin.)
WLE F p adjusted R2 partial η2
group 6.79 0.009
0.01
0.01
spatial thinking pre-score bin. 3.61 0.06 0.00
group*spatial thinking pre-score bin. 0.02 n.s. 0.00
Tab. 78: Two way ANOVA: group, pre-spatial thinking score (bin.) and interaction
Pre-spatial thinking score as level 1 predictor in the HLM has no significant ef-
fect, neither does the dummy variable for the binary score (Tab. 79).
7 Analyzing the findings                                                                                                            173
pre-spatial thinking 
achievement
fixed effects variance components explained
coefficient p u0 R p
intercept 6.61 n.s.
355.87 10136.85 0.003 0.00
pre-spatial 0.08 0.08
deviance (parameters) 10514.46 (2) homogeneity test n.s. reliability 0.42
intercept -0.97 n.s.
335.61 10158.56 0.005 0.00
pre-spatial > 500 13.30 n.s.
deviance (parameters) 10504.79 (2) homogeneity test n.s. reliability 0.40
pre-spatial thinking 
achievement and GIS
fixed effects variance components explained
coefficient p u0 R p
intercept 19.81 0.002
274.89 10134.66 0.02
0.00
pre-spatial 0.08 0.08
0.23GIS -20.78 0.02
deviance (parameters) 10501.16 (2) homogeneity test n.s. reliability 0.36
intercept 12.12 n.s.
261.52 10156.26 0.02
0.00
pre-spatial > 500 12.68 n.s.
0.22GIS -20.04 0.02
deviance (parameters) 10491.79 (2) homogeneity test n.s. reliability 0.35
Tab. 79: HLM: pre-spatial thinking achievement variables as level 1 predictors models
The results are mostly, but not all, in favor of the hypothesis (Tab. 80).
pre-spatial thinking score significance effect size
correlation between spatial thinking pre-score and sys-
temic thinking difference score for the map group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
correlation between spatial thinking pre-score and sys-
temic thinking difference score for the GIS group
(Tau) ✔
(Rho) ✔
(Pearson) ✔ ✔
ANCOVA: pre-spatial-thinking score and group ✘  (WLE)/ ✔ (raw) ✔
HLM ✔
pre-spatial thinking score (bin.) significance effect size
prepost-change within the sub-groups for the map 
group
(t) ✘ ✘
(W) ✘
prepost-change within the sub-groups for the GIS 
group
(t) ✔ ✔
(W) ✔
difference in prepost-change between the two sub-
groups within the map group 
(t) ✔ ✔
(MW) ✔
difference in prepost-change between the two sub-
groups within the GIS group 
(t) ✔ ✔
(MW) ✔
difference in prepost-change between the map and GIS 
group within the pre-spatial thinking score sub-groups
(t) ✔ ✔
(MW) ✘
two way ANOVA: group, pre-spatial thinking (bin.) and interaction ✔ ✔
HLM ✔
Tab. 80: Overview of tests for hypothesis III-f
(“On average, there is no eﬀect of pre-spatial thinking score on improvement.”) 
(✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.2.9 Hypothesis III-g: Improvement and materials
III Improvement of achievement: On average ...
g) ... there is no eﬀect of material type on improvement.
Only map old materials students improve significantly (d>0.2, Fig. 67, Tab. 81).
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Fig. 67: Pre- and posttest mean values by group and type of materials
raw p ⎮dz⎮ p (W) WLE p ⎮dz⎮ p (W) n
M SD M SD
map
old pre 0.49 0.24 < 0.001 0.25 < 0.001 507.73 104.53 0.001 0.23 0.001 236
post 0.55 0.26 531.84 120.73
new pre 0.48 0.22 n.s. < 0.2 n.s. 499.92 90.98 n.s. < 0.2 n.s. 93
post 0.48 0.24 501.08 105.80
GIS
Web- 
old 
pre 0.49 0.22
n.s. < 0.2 n.s.
505.46 97.15 n.s. < 0.2 n.s. 441
post 0.49 0.25 505.25 113.81
Arc- 
old
pre 0.53 0.24
n.s. < 0.2 n.s.
523.71 114.79 n.s. < 0.2 n.s. 29
post 0.51 0.20 512.92 83.59
Web-
new
pre 0.40 0.21
n.s. < 0.2 n.s.
463.08 96.69 n.s. < 0.2 n.s. 133
post 0.39 0.25 459.08 117.81
Tab. 81: Pre- and posttest mean values by group and type of materials
Comparing the old and new materials shows no significant diﬀerences in both 
map and GIS group, with the eﬀect size being above 0.2 only within the map 
group in favor of the old materials (Tab. 82, Levene’s test map old vs. new WLE 
p=0.09). The lack of diﬀerence in the GIS group is notable, as there thus seems 
to be no advantage to more ‘step-by-step’ materials. This remains true even 
when including pre-score or pre-spatial thinking score as a covariate in an AN-
COVA, calculated for the WebGIS students only (Levene’s test n.s., Tab. 83).
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 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
map old 0.06 0.23 0.07 0.22 0.07 24.11 105.15 0.07 0.23 0.07 236
new 0.01 0.22 1.16 94.77 93
GIS Web old 0.00 0.23 n.s. < 0.2 n.s. -0.21 103.66 n.s. < 0.2 n.s. 441
Web new -0.00 0.21 -4.00 96.02 133
GIS Arc old -0.02 0.22 n.s. < 0.2 n.s. -10.78 98.53 n.s. < 0.2 n.s. 29
Web old 0.00 0.23 -0.21 103.66 441
Tab. 82: Diﬀerence score mean values by group and type of materials
raw WLE
F p adjusted R2 partial η2 F p adjusted R2 partial η2
pre-score 90.51 < 0.001
0.13
0.14 72.57 < 0.001
0.11
0.11
Web old/new 3.84 0.05 0.01 3.76 0.05 0.01
pre-spatial- 
thinking-score 1.06 n.s. -0.00 0.00 3.21 0.07 0.00 0.01
Web old/new 0.03 n.s. 0.00 0.04 n.s. 0.00
Tab. 83: ANCOVAs: pre-score/ pre-spatial thinking score and WebGIS old vs. new materials
Excluding the ArcGIS students and splitting the sample by material type shows 
a significant diﬀerence in favor of map students in the ‘old’ group (d>0.2, Fig. 
68, Tab. 84). Comparing ‘old’ map and ‘new’ WebGIS students (Levene’s test 
0.08) shows a significant diﬀerence (d>0.2) in favor of the map group.
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Fig. 68: Pre- and posttest mean values by type of materials and group
 diff raw p ⎮d⎮ p (MW)
diff WLE p ⎮d⎮ p (MW) nM SD M SD
old map 0.06 0.23 0.004 0.24 0.002 24.11 105.15 0.004 0.23 0.004 236
WebGIS 0.00 0.23 -0.21 103.66 441
new map 0.01 0.22 n.s. < 0.2 n.s. 1.16 94.77 n.s. < 0.2 n.s. 93
WebGIS -0.00 0.21 -4.00 96.02 133
map old 0.06 0.23
0.013 0.270 0.008
24.11 105.15
0.011 0.28 0.007
236
WebGIS new -0.00 0.21 -4.00 96.02 133
Tab. 84: Diﬀerence score mean values by type of materials and group
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Using dummy variables for the different types of materials (old map as base, thus 
including new map, old WebGIS and new WebGIS), there are significant negative 
effects for all three other treatment options compared to the map old intercept. The 
explained variance rises slightly to 24.2% (Tab. 85). However, the intercept chi-
square is still significant, indicating that there is still class difference score variation 
that “[...] remains to be explained” (UCLA Statistical Consulting Group, n.d.).
material type fixed effects variance components explained
coefficient p u0 R p
intercept 26.77 < 0.001
268.15 10170.95 0.02 0.24map new -24.66 0.02
WebGIS old -26.78 0.008
WebGIS new -30.91 0.01
deviance (parameters) 10485.70 (2) homogeneity test n.s. reliability 0.35
Tab. 85: HLM: material types as level 2 predictors model
The results are mixed (Tab. 86), consequently, the hypothesis should be re-
jected. It is interesting to note that there is no significant diﬀerence in the new 
materials and that there are no significant diﬀerences within the GIS group.
material type significance eﬀect size
prepost-change within the sub-groups for the map 
group
(t) ✘ ✘
(W) ✘
prepost-change within the sub-groups for the GIS 
group
(t) ✔ ✔
(W) ✔
diﬀerence in prepost-change between the two sub-
groups within the map group 
(t) ✔ ✘
(MW) ✔
diﬀerence in prepost-change between the sub-groups 
within the GIS group 
(t) ✔ ✔
(MW) ✔
diﬀerence in prepost-change between the map and 
WebGIS group within each material type sub-group
(t) ✘ ✘
(MW) ✘
ANCOVAs with pre-score/ pre-spatial-thinking-score and 
WebGIS old vs. new materials ✔ ✔
HLM ✘
Tab. 86: Overview of tests for hypothesis III-g
(“On average, there is no eﬀect of material type on improvement.”)
(✘: contrary to hypothesis, ✔: in line with hypothesis)
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7.2.10 Hypothesis III-h: Improvement and pre-experience
III  Improvement of achievement: On average, ...
 h) ... pre-experience with an educational GIS program has a positive 
eﬀect on improvement.
There are only 23 students that can be included as having specified to have al-
ready worked with an educational GIS. Excluded are those answering “no” but 
specifying “earth” (or similar), those answering “yes” but nothing or those an-
swering “yes” but not a specific educational GIS (e.g. Google Earth or a satnav). 
Only students that have matchable materials are included.
Neither the students with nor those without pre-experience with GIS change 
significantly pre- to posttest (Fig. 69, Tab. 87). However, the eﬀect sizes for the 
students with pre-experience are above 0.2. 
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Fig. 69: Pre- and posttest mean values of the GIS students by pre-experience 
raw p ⎮dz⎮  p (W) WLE p ⎮dz⎮  p (W) n
M SD M SD
GIS
none/ 
other
pre 0.48 0.22
n.s. < 0.2 n.s.
499.75 98.26
n.s. < 0.2 n.s. 520
post 0.48 0.25 497.40 114.84
ed. GIS pre 0.53 0.17 n.s. 0.27 n.s. 519.90 71.82 n.s. 0.27 n.s. 23
post 0.58 0.20 542.91 81.23
Tab. 87: Pre- and posttest mean values by pre-experience (GIS group)
The diﬀerence in achievement change is not significant, however, the eﬀect 
sizes are above 0.2, in favor of the students with experience (Tab. 88).
 diff raw p ⎮d⎮  p (MW)
diff WLE p ⎮d⎮  p (MW) nM SD M SD
GIS
none/other -0.00 0.23
n.s. 0.26 n.s.
-2.35 103.72
n.s. 0.27 n.s.
520
ed. GIS 0.06 0.21 23.01 85.98 23
Tab. 88: Diﬀerence score mean values by pre-experience (GIS group)
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The sample is heavily imbalanced in terms of sample size. Those students in-
cluded in the ‘educational GIS pre-experience’-sub-group are only in the high 
stream and only from Baden-Württemberg. This is interesting in itself, pointing to 
an even lower exposure of mid stream students than high stream students. Two 
of the students are in the ArcGIS group, the others used WebGIS. However, two 
students can be hardly used for a comparison. Consequently, only WebGIS stu-
dents could be compared, leaving 183 students in the ‘none/other’ and 21 in the 
‘educational GIS pre-experience’ category, which is still imbalanced, but less 
than originally. There is only one student with migration background in the latter 
category. Consequently, excluding students with migration background leads to 
149 and 20 students respectively. One of the remaining ed. GIS students is 
twelve, all the others are 13. Looking only at the 13-year-olds gives a sample of 
84 and 19 respectively. Pre-post changes are not significant, but students with 
pre-experience have a small effect size (Fig. 70, Tab. 89, 90).  
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Fig. 70: Pre- and posttest mean values of the GIS students (selection) by pre-experience
raw p ⎮dz⎮  p (W) WLE p ⎮dz⎮  p (W) n
M SD M SD
GIS
none/other pre 0.59 0.22 n.s. < 0.2 n.s. 548.49 97.98 n.s. < 0.2 n.s. 84
post 0.57 0.25 542.32 116.29
ed. GIS pre 0.54 0.18 n.s. 0.20 n.s. 525.34 75.33 n.s. 0.21 n.s. 19
post 0.59 0.21 544.40 87.77
Tab. 89: Pre- and posttest mean values by pre-experience (GIS group selection)
 diff raw p ⎮d⎮  p (MW)
diff WLE p ⎮d⎮  p (MW) nM SD M SD
GIS none/other -0.01 0.25 n.s. 0.24 n.s. -6.17 112.80 n.s. 0.24 n.s. 84
ed. GIS 0.05 0.22 19.05 92.10 19
Tab. 90: Diﬀerence score mean values by pre-experience (GIS group selection)
Calculating a HLM for this hypothesis does not make sense due to the insuﬃ-
cient sample size when looking only at the GIS students.
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material type significance eﬀect size
prepost-change within the sub-groups for the GIS 
group
(t) ✘ ✔
(W) ✘
diﬀerence in prepost-change between the sub-
groups within the GIS group 
(t) ✘ ✔
(MW) ✘
prepost-change within the sub-groups for the re-
duced GIS group
(t) ✘ ✔
(W) ✘
diﬀerence in prepost-change between the sub-
groups within the reduced GIS group 
(t) ✘ ✔
(MW) ✘
Tab. 91:  Overview of tests for hypothesis III-h
(“On average, pre-experience with an educational GIS program has a positive 
eﬀect on improvement.”) (✘: contrary to hypothesis, ✔: in line with hypothesis)
The achieved power is very low because the sample size for students already 
having pre-experience with educational GIS is very small. While the results are 
not significant, eﬀect sizes (Tab. 91)  hint at a potential positive influence of pre-
experience and thus possible support for the hypothesis with larger samples.
7.2.11 Overall HLMs
stream and GIS fixed effects variance components explained
coefficient p u0 R p
intercept 6.76 n.s.
200.06 10178.29 0.054 0.43high stream 19.09 0.01
GIS -20.03 0.01
deviance (parameters) 10489.87 (2) homogeneity test n.s. reliability 0.29
stream and material 
type
fixed effects variance components explained
coefficient p u0 R p
intercept 12.95 n.s.
219.59 10173.89 0.047 0.38
high stream 17.18 0.06
map new -17.42 n.s.
WebGIS old -25.60 0.005
WebGIS new -23.02 0.10
deviance (parameters) 10474.29 (2) homogeneity test n.s. reliability 0.310
Tab. 92: HLM: level 2 predictors models
Combining the analysis for level 2 shows a significant negative eﬀect for GIS 
and a significant positive eﬀect for high stream. 43.5% of class variation can 
be explained by GIS and high stream together, with the chi-square value be-
coming non-significant. Only the GIS old eﬀect (negative)  is still significant. The 
percentage of class variation that can be explained decreases to 38.0%, with 
the chi-square still being significant (Tab. 92).
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Combining all level 1 variables leads to a significant homogeneity test. All to-
gether, 19.8% of the variance is explained, with a significant positive effect for 
pre-spatial-thinking-score and negative effects for pre-score and male (Tab. 93).
all level 1 fixed effects variance components explained
coefficient p u0 R p
intercept 16.97 0.006
437.05 8161.23 < 0.001 0.20
pre -0.48 < 0.001
pre-spatial 0.17 < 0.001
male -18.13 0.01
age -5.26 n.s.
migration 10.72 n.s.
total language -8.53 n.s.
family language other -22.70 0.08
deviance (parameters) 10303.89 (2) homogeneity test 0.006 reliability 0.52
Tab. 93: HLM: level 1 predictors model
Deleting non-significant eﬀects again has the problem of a significant homoge-
neity test. All together, 19.2% of the variance is explained, with a significant 
positive eﬀect for pre-spatial-score as well as negative eﬀects for pre-score 
and male (Tab. 94). Consequently, the other level 1 variables added less than 
1% to the variance explained.
significant level 1 fixed effects variance components explained
coefficient p u0 R p
intercept 15.41 0.008
405.34 8224.82 < 0.001 0.19pre -0.48 < 0.001
pre-spatial 0.17 < 0.001
male -17.76 0.02
deviance (parameters) 10336.79 (2) homogeneity test 0.004 reliability 0.50
Tab. 94: HLM: level 1 predictors model (selection)
Combining all level 1 variables with binary scores for pre- and pre-spatial think-
ing achievement, all together 10.5%, of the variance gets explained with a sig-
nificant positive eﬀect for pre-spatial-achievement as well as negative eﬀects 
for pre-score and male (Tab. 95).
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level 1 binary fixed effects variance components explained
coefficient p u0 R p
intercept 29.10 0.001
538.71 9105.86 < 0.001 0.11
pre > 500 -61.93 < 0.001
pre-spatial > 500 25.66 0.002
male -16.97 0.02
age -7.85 n.s.
migration 14.16 n.s.
total language -6.75 n.s.
family language other -24.79 0.08
deviance (parameters) 10379.44 (2) homogeneity test n.s. reliability 0.55
Tab. 95: HLM: level 1 predictors model (bin. scores)
Deleting the non-significant eﬀects, all together 9.9% of variance is explained, 
with a significant positive eﬀect for pre-spatial score and negative eﬀects for 
pre-score and male (Tab. 96). Again, the remaining variables had added less 
than 1% of the variance explained.
level 1 binary signifi-
cant only
fixed effects variance components explained
coefficient p u0 R p
intercept 27.33 0.001
508.91 9171.76 < 0.001 0.10pre > 500 -60.72 < 0.001
pre-spatial > 500 25.79 0.002
male -16.92 0.02
deviance (parameters) 10412.65 (2) homogeneity test n.s. reliability 0.53
Tab. 96: HLM: level 1 predictors model (bin. scores, selection)
level 1 and level 2 fixed effects variance components explained
coefficient p u0 R p
intercept 14.88 0.05
268.12 8224.67 0.006
0.19GIS -18.95 0.02
high stream 18.57 0.02
pre -0.48 < 0.001
0.34pre-spatial 0.17 < 0.001
male -17.20 0.02
deviance (parameters) 10314.96 (2) homogeneity test 0.004 reliability 0.40
Tab. 97: HLM: level 1 and level 2 predictors model (selection) with GIS
Combining level 1 and level 2 variables (non-binary) leads to a significant ho-
mogeneity test. All together, 19.2% of level 1 and 33.9% of level 2 variance are 
explained, with still significant variance left (Tab. 97). There are significant 
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negative eﬀects for GIS, pre-score and male as well as positive eﬀects for pre-
spatial-score and high stream.
Combining level 1 and level 2 variables (non-binary) using type of material 
leads to a bit larger diﬀerences and a significant homogeneity test. There are 
19.2% of level 1 and 29.6% of level 2 explained, with still significant variance 
left (Tab. 98). There are significant negative eﬀects for GIS old, pre-score and 
male and positive eﬀects for high stream and pre-spatial-score.
fixed effects variance components variance 
explainedcoefficient p u0 R p
intercept 21.02 0.04
285.43 8221.33 0.005
0.19
map new -17.33 n.s.
WebGIS old -24.58 0.007
WebGIS new -21.87 0.09
high stream 16.69 0.06
pre -0.48 < 0.001
pre-spatial 0.17 < 0.001
0.30male -17.09 0.02
deviance (parameters) 10299.41 (2) homogeneity test 0.004 reliability 0.42
Tab. 98: HLM: level 1 and level 2 predictors model (selection) with material type
Repeating the analysis with binary scores and GIS leads 9.9% of level 1 and 
40.2% of level 2 variance is explained, with still significant variance left. There 
are significant negative eﬀects for GIS, high pre-score and male, and positive 
eﬀects for high stream and high spatial thinking (Tab. 99).
fixed effects variance components variance 
explainedcoefficient p u0 R p
intercept 23.01 0.009
304.10 9165.01 0.006
0.10
GIS -17.94 0.04
high stream 28.19 0.003
pre > 500 -62.66 < 0.001
pre-spatial > 500 21.55 0.01
0.40male -16.28 0.03
deviance (parameters) 10387.72 (2) homogeneity test n.s. reliability 0.40
Tab. 99: HLM: level 1 and level 2 predictors model (bin. scores, selection) with GIS
Repeating the analysis with binary score and material type 9.9% of level 1 and 
33.0% of level 2 variance is explained, with still significant variance left. There 
are significant negative eﬀects for high pre-score, GIS old and male, and sig-
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nificant positive eﬀects for high stream and high spatial thinking (Tab. 100). In-
terestingly, the negative eﬀect for GIS new is not significant.
fixed effects variance components variance 
explainedcoefficient p u0 R p
intercept 25.84 0.02
340.72 9164.51 0.004
0.10
map new -8.05 n.s.
WebGIS old -20.47 0.04
WebGIS new -19.62 n.s.
high stream 27.20 0.01
pre > 500  -62.58 < 0.001
pre-spatial > 500 21.58 0.01
0.33male -16.18 0.03
deviance (parameters) 10373.04 (2) homogeneity test n.s. reliability 0.43
Tab. 100: HLM: level 1 and level 2 predictors model (bin. scores, selection) with material type
Looking at the combined analyses shows again no significantly positive eﬀect 
for GIS. Interestingly, while GIS overall has a negative eﬀect, there are diﬀer-
ence in terms of the materials once the other variables are included, namely, 
only the negative eﬀect of the old WebGIS materials is significant, while that of 
the new map materials and the new WebGIS materials is not. Consequently, 
here it would appear that more step-by-step materials are somewhat of an ad-
vantage. This stands in contrast to the earlier analysis (see hypothesis III-g). 
The HLMs show no eﬀect of migration and language background as well as 
age. In contrast, there is a consistent negative eﬀect for male, as well as a 
consistent positive eﬀect of good pre-spatial-thinking-scores and attending a 
high stream school. The consistent negative eﬀect of high pre-systemic-
thinking-scores might be due to test characteristics, i.e. a potential ceiling ef-
fect, and should thus be examined in further studies.
Overall, in both complex HLMs, there is still significant variance left to be ex-
plained, i.e., not all relevant variables seem to have been included in this study. 
This is especially noticeable in the case of level 1, i.e. student level, variance.
7.2.12 Conclusions from Study 5
The main hypothesis could not be supported. On average, GIS students do not 
improve pre- to posttest in systemic thinking, albeit there are large diﬀerences 
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between classes. Thus, overall, GIS has no positive, and partly a significant 
negative impact compared to maps. 
Interesting is the diﬀerence between the WebGIS old and new materials, albeit 
the imbalance of the sample (see ch. 4) should be kept in mind. For instance, 
whereas t-tests show no significant diﬀerence between old and new WebGIS 
materials, in the complex HLM only the old variety has a significantly negative 
eﬀect. This indicates that either a more step-by-step could be potentially better 
for the students when dealing with GIS or that this could also be simply a 
threshold problem. Consequently, this should be explored further. 
Moreover, eﬀect sizes hint at students with pre-experience, which are very few 
in number, achieving better results than students without. This might also be an 
explanation for the bad GIS results, as students might have had too much 
cognitive capacity captured by learning to handle the software and thus less to 
focus on the system connections.
Other variables showed mixed results. Moreover, the HLMs show that not all 
relevant variables have been included in the study.
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8 Discussing the implications 
The studies conducted for this dissertation contribute to two areas of geography 
education in Germany that have still many areas to be explored: systemic think-
ing and GIS use. They also provide a contribution to spatial thinking research.
Of the five studies conducted, study 5 achieved a sample of 932 students for the 
analysis, which is comparatively large both for a pre-/posttest geo-science educa-
tion study in Germany (e.g. Ditter, 2013, n=322; Fiene, 2014, n=295) and a GIS in 
education study (e.g. Aarons, 2003, n=84; Baker, 2002, n=170; Crews, 2008, n=52; 
Falk & Nöthen, 2005, n=16; Lee, 2005, n=80). It is also an adequate size compared 
to other systemic thinking studies (e.g. Ben-Zvi Assaraf & Orion, 2005a, n=70; 
Ben-Zvi Assaraf & Orion, 2005b, n=1000; Ben-Zvi Assaraf & Orion, 2010b, n=40; 
Kali, et al., 2003, n=40; Orion & Basis, 2008, n=31; Ossimitz, 1996, n=126; Sieg-
mund, et al., 2012, n1=110, n2=324; Sommer, 2005, n=363).   
There have been many positive claims surrounding GIS (see ch. 2) and results in 
favor of GIS reported by other studies (e.g. Aladag & Aladag, 2008; Baker & 
White, 2003; Kerski, 2000; Lee, 2005; Patterson, et al., 2003; Wanner & Kerski, 
1999). These studies have been, however, conducted with different instruments, 
different treatments, a different target outcome, a different sample (also in size) 
and mostly in different countries. In both study 3 and study 5 conducted for this 
dissertation, GIS students do not improve significantly. While in study 3, with 
twelfth grade students, the pre-post-change is positive (d>0.2), in study 5, with 
seventh grade students, the values stay nearly the same (d<0.2). In both studies, 
there is no advantage of GIS compared to maps. In study 5, the difference be-
tween map and GIS students is actually significant in favor of map students 
(d<0.2). There are other studies such as Meyer et al. (1999) who found that the 
control group scored better than the GIS group on a location analysis task. 
Moreover, Klein (2007) found that among the media studied, GIS was the one 
with the highest percentage of students reporting that they understood nothing 
when working with it. Falk and Nöthen (2005, p. 51, translated) also state that 
their GIS project, in a study in Germany, “[...] could only moderately contribute to 
fostering systemic thinking”. Non-GIS related studies of systemic thinking in 
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Germany not showing improvement in all or some of the groups include Rieß and 
Mischo (2008b).
8.1 Implications based on the student variables included
The reasons for non-significant improvements can be multifaceted (see also ch. 
2). For instance, Orion and Basis (2008), based on an Israeli study, argue that 
“[...] the initial cognitive ability of the students, the curriculum that was built as a 
result of the outdoor learning experience, knowledge integration activities, the 
teachers’ mediation and guidance, the teachers’ emotional support to the stu-
dents, the students’ level of involvement, and the students’ perception of the 
learning process” are all important variables and that “[s]tudents develop sys-
tems thinking skills only when all these factors synergize”. Hattie (2003) states 
that, in general, student factors “[...] account for about 50% of the variance of 
achievement” (p. 1), home, school and peer factors each “[...] account for about 
5-10% [...]” (p. 2)  and teachers “[...] account for about 30% [...]” (p. 2). A later 
published meta-analysis includes over 100 factors (Hattie, 2009). 
In study 5, several variables are included, many of which show mixed results. 
However, the HLM indicates that there is still variance left to be explained, i.e., 
not all variables that seem to have eﬀects are included in the study. Some vari-
ables that were included in the earlier studies, such as interest or pre-
experience variables e.g. regarding computers (see Tab.1, ch. 3), had to be ex-
cluded in study 5 due to test time considerations, but should be tested in fu-
ture studies. Moreover, additional examples for candidates for possibly influ-
encing variables are discussed below. However, it has to be kept in mind that 
individual studies have limits on the number of variables that can be included.
8.1.1 Age
Within one grade, in study 5, ANOVAs for age are only significant within the 
GIS group, with the older the students the worse the pre-posttest change (ef-
fect size below RMPE). Further analyses show mixed results. The overall HLM 
does not show a significant eﬀect of age. Because only one grade level was 
analyzed in study 3 and study 5 each, no comparisons across a broad age 
range can be made.
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In general, grade seven was selected due to curricular and organizational rea-
sons (see ch. 3). In terms of systemic thinking achievement, in a study with sev-
enth to ninth grade students, Ben-Zvi Assaraf and Orion (2005b, p. 368) found 
“[...] no significant difference [...] between grades regarding any of the research 
tools [...].” Thus, grade seven seemed suitable, despite grade seven students 
also being in the midst of puberty. 
However, interest studies showed that in general, younger and older students 
seem to have positive characteristics with regard to interest, while for instance with 
regard to human geography, grade seven students scored lowest (see overview in 
Hemmer & Hemmer, 1997; Hemmer & Hemmer, 2002a). Ditter (2013) found signifi-
cant effects for age, e.g in terms of motivation/self-efficacy/interest cluster compo-
sition in a study including classes from grades seven to twelve, however, these 
were not positive throughout for elder students. Besides for instance differences in 
the materials and test instruments as well as students’ experience, affective vari-
ables thus could be one of the possible reasons for the positive (d>0.2), albeit not 
significant change of GIS students in study 3 (with older students) compared to the 
lack thereof in study 5. Although the exclusion of the affective variable scales in 
study 5 was necessary due to test time considerations, they should be included in 
future studies in order to test for a possible influence of affective variables. 
8.1.2 Sex
In both study 3 (t-test for the GIS group, d>0.2) and study 5 (overall in the HLM; 
and in the t-test for the GIS group, d>0.2) there is a significant effect of sex in fa-
vor of females. This is surprising considering that males are often shown to be 
on average more tech savvy than females, or at least self-describe more confi-
dently (e.g. Klein, 2007; Obermaier, 2005; OECD, 2011) and have “[...] more posi-
tive attitudes towards computers than girls [...]” (OECD, 2011, p. 168). They also 
use computers more for leisure activities (ibid., p. 159). Males also often have a 
better map competency (e.g. Hüttermann, et al., 2010) and a better satellite im-
age reading literacy (Kollar, 2012). Moreover, males have often, albeit far from al-
ways, better achievement in earth science and systemic thinking (see ch. 2). 
Moreover, the results of studies 3 and 5 are in contrast to many of the GIS stud-
ies showing no significant effects of sex (see ch. 2.3.2), but in line with those of 
8 Discussing the implications                                                                                                   188
Clark et al. (2007), who also found a higher achievement of females in a GIS 
group. In a study of the effects of working with digital remote sensing data on 
students’ motivation and self concept, Ditter (2013) also found positive effects 
for females, albeit from a lower starting value than males. In general, male stu-
dents are more frequently trying to avoid effort (e.g. summary in Rollett, 2011). 
Consequently, further studies could include control variables such as effort and 
computer skills to get a more detailed look at possible reasons for the contrast-
ing results. Furthermore, some research has shown an effect of task format on 
sex differences in achievement (see e.g. summary in Bednarz, et al., 2013).
8.1.3 Migration and language background
The results in terms of migration and language background are mixed. For in-
stance, there are no significant effects of migration background, total number of 
languages or family language background in the HLM. Yet, in the sub-group ‘stu-
dents with migration background’ there is no significant difference between map 
and GIS students (d<0.2), while in the no migration background students there is 
one (in favor of map students, d>0.2; similar when taking family language back-
ground). This could point to GIS having a somewhat positive effect for students 
without migration background but not for students with migration background, 
making the scores more similar. However, in the map group, there is no significant 
difference between students with and without migration background (d<0.2).
There are several possible explanations for the studies showing no pronounced 
negative eﬀect for migration background. One is that while in the earlier PISA-
tests, in Germany “[...] adolescents from immigrant families performed sub-
stantially worse than adolescents without migration background in all areas”, 
PISA 2012 showed that “[t]he competencies of the adolescents with migration 
background have improved considerably and consistently [...]” (Göroğlu, 2013, 
translated). Another possible explanation is that the treatment was too short to 
make potential diﬀerences more visible. A third possible explanation is that the 
results are due to the sample composition. Statistics about the percentage of 
students with migration background attending the diﬀerent streams show con-
siderable diﬀerences by country (e.g. Beauftragte der Bundesregierung für Mi-
gration Flüchtlinge und Integration, 2005; Burgmaier & Traub, 2007; Geißler & 
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Weber-Menges, 2008; Glorius, 2012; Stutzer, 2005). For instance, compared to 
students with German citizenship, students with Russian citizenship go to high 
stream schools about as frequently, while students with Turkish or Italian citi-
zenship do so substantially less. 
A further exploration of the variables migration and language background 
would thus require even larger sample sizes in order to be able to take a more 
detailed look, e.g. at diﬀerent sub-groups. Another avenue would be to include 
the social economic background as a controlling variable (see e.g. Geißler & 
Weber-Menges, 2008; OECD, 2006b, 2007c).
Additionally, student answers sometimes indicated problems with language. 
Since the method of having students dictate answers to the researchers used 
e.g. by Ben-Zvi Assaraf and Orion (2010b)  is not feasible with large sample 
sizes, future studies could include e.g. a reading literacy test or the last lan-
guage grades, both in German and foreign languages, as possible influencing 
variables, instead of the general language background question.
8.1.4 Pre-achievement and pre-spatial thinking
Different pre-achievement measures were examined, namely pre-score, pre-
spatial-thinking-score, and, in study 5, also stream. Pre-achievement influences 
have been well documented in a variety of areas (see ch. 2), albeit they do not 
always occur (see e.g. Hildebrandt, 2006). The results of studies 3 and 5 support 
the importance of including pre-achievement variables when studying the effects 
of a treatment on systemic thinking.
Firstly, in terms of pre-score, both studies mostly show significant effects. For 
instance, within the GIS group, t-tests are in favor of low scoring students (d>0.2) 
in both studies, albeit in study 3, the difference is not significant. Similarly, in the 
study 5 HLMs, there is a significant negative effect for pre-score. This could 
point to possible ceiling effects needing to be further explored or to the unit be-
ing more suitable for low pre-achievement students. The results are partly in line 
with those reported by Kerski (2000) who found significant effects with students 
“[...] with lower pretest scores improv[ing] the most”, looking at the influence of 
spatial analysis pre-scores on spatial analysis difference scores (p. 221). How-
ever, in contrast, he found no significant effects of standardized pre-scores on 
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standardized difference scores. Maierhofer (2001), in a biology study dealing 
with systemic thinking, also found that while students’ scoring low on the sys-
tem variable pretest improved significantly, high scoring students did not.
Secondly, in terms of pre-spatial-thinking-score, study 5 shows somewhat 
mixed results, but mostly no significant eﬀects in the individual analyses. How-
ever, in the overall HLM with other variables included, there is a significant 
positive eﬀect for high pre-spatial thinking achievement, which could hint at 
those basic spatial thinking skills being necessary – or at least helpful – to work 
with the unit. The relationship between spatial and systemic thinking needs to 
be further explored, both in terms of competency models (see e.g. the HEIGIS 
project described in ch. 2) and the possible influences of spatial thinking skills 
on achievement improvement. Because basic spatial thinking skills have been 
also included in the posttest, later analyses of the data set could also explore 
their improvement through GIS vs. map use.
Thirdly, the results for stream in study 5 are mixed. In the GIS group, there is 
only a significant diﬀerence between mid and high stream students in the WLE 
analysis (d<0.2, in favor of high stream students). While there is no significant 
diﬀerence between map and GIS students in the mid stream, there is one in the 
high stream (in favor of map students, d<0.2). Similar to existing research (see 
ch. 2), in general, this hints at possible school type diﬀerences. In many of the 
HLMs there is a significant positive eﬀect for high stream overall.  
8.1.5 Pre-experience with GIS
Despite the comparatively large sample in study 5, there were only very few stu-
dents that had pre-experience with GIS. Thus, its influence can only be analyzed in 
a very exploratory manner. Although the differences in improvement between stu-
dents with and without pre-experience are not significant, the effect sizes are 
above 0.2. Student feedback hints at the complexity and unfamiliarity of the me-
dium as being a problem. Similarly, Kollar (2012), for instance, showed a partly 
positive effect of overall pre-experience with satellite images on satellite image 
reading literacy. This could be explained for instance with the help of cognitive load 
theory (see e.g. overview in de Jong, 2010; and discussion in Sell, et al., 2006).
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Thus, in further studies, both pre-experience as a variable and further control 
variables (e.g. working memory capacity, see de Jong, 2010) should be further 
explored (see e.g. also Hildebrandt, 2006). As GIS use becomes more frequent, 
it should become easier to find classes that have already worked with GIS. An-
other possibility would be to include a pre-training in GIS before starting with 
the actual content unit. Moreover, the GIS competency that the students had 
before or acquired in the course of the unit has not been measured. The inclu-
sion of this variable would aid testing the hypothesis that cognitive load could 
have played a role in the lack of improvement of GIS students.
8.2 Implications based on sample size and analyses used
The sample size is fairly large by GIS treatment study standards (see above). 
Yet, it is still small when looking at sub-groups, limiting the conclusions that 
can be drawn. In general, further studies with larger samples would be helpful 
(see also e.g. Bednarz, et al., 2013). Moreover, the sample is not perfectly bal-
anced. This is a general problem of studies that need to rely on the voluntary 
participation of students and teachers. Only analyzing a randomly drawn sub-
sample of the available data based on certain criteria in order to be able to use 
a more balanced sample (see e.g. Obermaier, 1997) seemed not sensible at the 
present sample size level. 
The analyses were conducted with the help of both the frequently used raw 
scores and the in the past much less, but now increasingly used IRT scores, 
which have various advantages (see ch. 3). Moreover, the analyses used in-
cluded both those used frequently in geography education studies such as t-
tests, but also the hitherto seemingly not often used HLMs. HLMs take the 
nested structure of class/student samples into account and are thus a poten-
tially important tool for analyzing data in geography education (see ch. 3). 
However, the sample size of study 5 (44 classes) is very close to the lowest 
sample size requirements of HLMs. Together with the issues of the measure-
ment instrument used and the sample composition, this means the results 
need to be treated with some caution. Moreover, it also means that separate 
analyses of the map and GIS group as well as the study of interactions of ef-
fects within the whole sample were not feasible.
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The results highlight the importance of the analyses chosen, especially in terms of 
controlling for other factors. For instance, in study 5, both in a t-test (d<0.2) and 
HLMs with and without other variables included there is an overall significant nega-
tive effect for GIS. An analysis by material type shows significant negative effects 
for WebGIS old but not new in HLMs with other variables included. However, the 
HLM with only material type as variable produces negative effects for WebGIS old, 
WebGIS new and map new materials and t-tests show no significant difference 
between WebGIS old and new materials (d<0.2). Thus, whether more ‘step-by-
step’ (‘new’)  WebGIS materials are advantageous compared to providing students 
only with a summary sheet explaining the basic functionality (‘old’) seems to be 
partly a matter of the analysis method used to examine the data. Moreover, the 
sample is fairly imbalanced (e.g. significantly lower pre-score for WebGIS new 
compared to WebGIS old students at p<0.001 for both WLE and raw). Conse-
quently, to further examine these issues larger (and more balanced) samples 
should be used.
8.3 Implications based on the treatment used
The treatment duration (four lessons) was fairly short. However, earlier GIS in 
school studies used both longer (e.g. Baker & White, 2003, nine days) and 
shorter (e.g. Demirci, 2008, 40 minutes)  units. The duration of the present study 
was similar to that of the remote-sensing lessons used by Ditter (2013, four 
lessons).
Student feedback to the unit was mixed in both groups. Several students, es-
pecially of the GIS group, stated that they found GIS hard at the beginning and 
had to get used to it (see ch. 6). 
8.3.1 Material type
Study 5 used two diﬀerent types of learning materials for the unit, whereby the 
‘new’ material type was only represented in the WebGIS, not the ArcGIS group. 
The two types of materials used parallel questions, but different ways of techni-
cal help. Results with regard to material type are mixed based on the analysis 
method used (see ch. 8.2). On the one hand, step-by-step materials can help 
students, especially those that are not yet familiar with GIS. This kind of material 
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is often used (e.g. Keranen & Kolvoord, 2008; Palmer, et al., 2008a, b; Palmer, et 
al., 2008c, d; Püschel, 2011; Püschel, et al., 2007). On the other hand, in be-
tween step-by-step explanations also ‘break the flow’ from dealing with the con-
tent, especially for those students that would be able to do without (compare 
e.g. the results regarding the "[…]"expertise-reversal effect"[…]" summarized in 
de Jong, 2010, p. 111). Working with the new WebGIS materials did not have a 
significantly negative effect compared to the old WebGIS materials and in the 
HLMs partly did not have a significant effect, while the old WebGIS materials did. 
Consequently, for studies wanting to work only with one type of materials, it 
seems to be overall more advisable to use step-by-step materials for samples 
with a high percentage of students without GIS pre-experience. 
There were only very few students working with ArcGIS. Consequently, no sub-
stantial comparisons can be made, especially due to some methodological 
problems with part of the sample (see ch. 4). A t-test between the old material 
ArcGIS and the corresponding WebGIS students shows no significant diﬀer-
ence (d<0.2). The ArcGIS students were excluded from the HLMs. 
Overall, there were very few students with pre-experience with GIS (see ch. 
8.1). Thus, it remains unclear whether a simple Web-based GIS already could 
have a positive impact, e.g. for students with more pre-experience, after a GIS 
training or in a diﬀerent setting, or whether e.g. a professional DesktopGIS is 
needed. Moreover, it is not yet fully understood which features of a GIS are es-
pecially beneficial (or hindering) for improving systemic thinking skills.
8.3.2 Methodology
Study 5 used learning materials for the unit that are alike for all classes to en-
sure comparability. As discussed, this might lead to the unit not being a fit for a 
specific class situation. Another possibility would be to have a large material 
pool with diﬀerent degrees of diﬃculty and utilized methods from which the 
teachers and/or students could choose. However, this would not completely 
eliminate the situation ‘fitting to the class situation’ and success would at least 
somewhat depend on the skills/pre-experience to choose fitting materials. 
Moreover, in such studies, diﬀerentiation should be one of the explicitly studied 
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research questions, as due to the then very large matrixes it seems improbable 
to achieve suﬃcient sample sizes for individual material comparisons.
Additionally, the materials called for students working (a) largely on their own, 
without teacher instruction and (b) together with a partner. This was done to 
limit instructor eﬀects and due to likely school computer lab size, but might 
both be diﬃcult for some students. Since variables such as independent study 
pre-experience or attitude to partner work were not included, statements about 
proportions of students having problems with this and their possible influence 
on study outcome cannot be made. 
Overall, it should be noted that even in such situations, instructor eﬀects can-
not be completely eliminated, e.g. in terms of their skills and confidence in an-
swering student questions or their attitude towards the tests before and after 
the unit. For instance, Ditter (2013, p. 184)  observed considerable eﬀects of 
regular teacher’s interest on student motivation change pre- to posttest despite 
teaching the treatment unit himself in all classes. For the studies conducted 
within this study, due to the large sample size, teaching or even being present 
in all classes was not feasible. Orion and Basis (2008)  name “[...] the teachers’ 
mediation and guidance, [and] the teachers’ emotional support to the students 
[...]” as two of the factors contributing to the development of systemic thinking. 
Additionally, Hattie (2003, 2009), Weinert (2001) and Carneiro (2006) also high-
light the importance of the teacher.
While teachers in study 5 could participate in a short introduction to GIS if they 
wanted, no data was collected regarding the teachers’ actual GIS/map compe-
tency, pre-experience and attitude towards GIS/map use. This could be impor-
tant for the eﬀects of GIS use, however, e.g. due to the flexibility and ability 
with which a teacher can support students in the case of (technical) problems. 
Thus, these variables could be included in future studies. 
There also has been no process assessment (e.g. how involved the students were 
in the process). This could be an important variable, as Orion and Basis (2008)  also 
include “[...] the students’ level of involvement, and the students’ perception of the 
learning process” as important factors to develop systemic thinking (see also e.g. 
Ben-Zvi Assaraf & Orion, 2010b). Such assessment could be done by observation, 
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but this would likely put considerable limits on sample size. Consequently, self-
assessment questions could be used as an approximation, e.g. by including con-
trol questions based on the FAM (survey of current motivation, see e.g. Rheinberg, 
et al., 2001), attitude/interest questions regarding different aspects (e.g. the topic, 
the medium, see ch. 4) as well as questions such as “[...] “In todays research les-
son/ mathematics lesson we have worked concentratedly”” (Peer, et al., 2008, p. 
25, translated) sometimes used in school practice (see also e.g. Hildebrandt, 
2006). For study 5, attitude/interest questions e.g. towards the topic and medium 
could not be included due to test time considerations. 
All in all, there are many different ways to design the learning materials, choose 
questions, etc. to help students explore the topic even using the same WebGIS 
service. While the materials in study 3 and study 5 had not yet been tested in 
one or several rounds at the time of their use in a pre-posttest study, the devel-
opment was theory-guided and drafts had been discussed with experts, such as 
experienced teachers (see ch. 6). By now, the materials have been further devel-
oped by the team of the “GIS Station – Klaus Tschira Competency Centre for 
Digital Geomedia” at the Heidelberg University of Education. Additionally, even at 
the time of the studies there had been spin-off materials also dealing with tour-
ism in Kenya (Viehrig, 2009; Viehrig & Volz, 2009). The choices made when de-
signing the learning materials have a potentially great effect on the outcome, 
both directly e.g. by helping students understand certain relationships better, and 
indirectly by influencing factors such as motivation and self-concept which in 
turn have effects on achievement (for the later see e.g. overview in Ditter, 2013). 
Consequently, for future projects, design-based research methods (e.g. Institut 
für Physik und ihre Didaktik, 2013; Orion & Cohen, 2007), seem a promising ave-
nue for learning material design before or during studying its impact. 
Moreover, Ben-Zvi Assaraf and Orion (2010b) found that “[...] students could 
better identify relationships between components they explored during the 
outdoor learning activities than those which were not explored in concrete con-
texts” (p. 559). Thus, a combination of GIS and concrete experience would also 
be an interesting avenue to be studied. 
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8.4 Implications based on the test instruments used
Despite the importance of systemic thinking in the geography education discourse 
there is still a lack of comprehensive, empirically validated competency models 
and test instruments for a variety of topics, ability levels and age ranges (see e.g. 
ch. 2 and Siegmund, et al., 2012). The studies conducted for this dissertation con-
tribute to the growing amount of literature addressing this lack and especially to 
test aspects of the model developed by Orion and colleagues for a different topic 
and sample. To provide further ideas and results for developing testing instruments 
for systemic thinking in geography is very necessary because test instruments are 
the foundation for the empirical examination of other geographical didactical ques-
tions. As Lichtenstein et al. (2008, p. 610) argue for science education: 
“Only with validated instruments will education researchers be able 
to move forward to determine if curricular and instructional innova-
tions truly improve student attitudes toward science”. 
This also means, however, that to some extent the results of this study regard-
ing the eﬀects of GIS need to be treated cautiously and seen as preliminary. 
8.4.1 Systemic thinking
In all studies where systemic thinking tasks were included, a Rasch scale could 
be achieved in the end, e.g. with excluded items (based on fit values and/or 
item discrimination). However, the studies also highlight some issues, such as 
test time constraints, the problems of open tasks, the problems of short scales 
with diverse items and possible, although not very pronounced ceiling eﬀects. 
Furthermore, the scales often have low values of Cronbach’s alpha. Moreover, 
the aﬀective part of the model could not be tested in study 5. Additionally, 
study 5 does not include level 4 systemic thinking items.
The items partly showed diﬃculties that were diﬀerent than expected. This 
could have several possible reasons, either individually or in combination: 
(1) It could be a function of the items/instruments used, which are diﬀerent than 
in the studies by Orion and his colleagues (see e.g. Ben-Zvi Assaraf & Orion, 
2005a; 2005b; Ben-Zvi Assaraf & Orion, 2010b; Orion & Basis, 2008). Fur-
thermore, the instruments/items of Orion and his colleagues are much more 
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detailed. Task format is one of the parameters that can influence item diﬃ-
culty (see also e.g. Hammann, et al., 2008; Moosbrugger & Kelava, 2007, p. 
249, with reference to Hartig & Klieme 2006, p. 136).  
(2) The diﬃculty of certain sub-skills could be diﬀerent based on the topic 
used, as neither of the studies of Orion and his colleagues uses ‘tourism in 
Kenya’. In general, study 3 shows some diﬀerences in diﬃculty in the con-
cept map items dealing with diﬀerent sub-systems. Moreover, the InterGEO 
II showed diﬀerences in performance of German students on diﬀerent sub-
scales such as human and physical geography (Niemz & Stoltman, 1993) 
(see also the results of the study by LeVasseur, 1999). Similarly, Ben-Zvi As-
saraf and Orion (2005a, p. 557) argue: 
“However, since research in education in the area of the earth systems 
is in a preliminary stage, more research is needed in order to test the 
current findings in relation to additional learning events, different age 
levels, different earth system subjects, and different cultures. Moreover, 
it is also suggested that the current findings and their interpretation 
should be tested in the context of other systems, namely technologi-
cal, physical, biological, and sociological.”
(3) It could also be a matter of analyses, as neither of Orion and his colleagues’ 
papers (Ben-Zvi Assaraf & Orion, 2005a, b; Ben-Zvi Assaraf & Orion, 2010b; 
Orion & Basis, 2008) employs IRT to test the levels.
(4) Moreover, it could point to a difference between samples, for instance Israeli 
and German students, e.g. due to differences in the school system or culture 
and conceptions of learning (see also e.g. Ben-Zvi Assaraf & Orion, 2005a, p. 
557; Lee, et al., 2007).
Overall, these results point to the need for further exploration. Regarding point 
(1), it would be useful to let items be rated by a number of experts in terms of 
their fit to a particular ‘cell’ of the competency model before employing them 
(e.g. Jo & Bednarz, 2008; Siegmund, et al., 2012). This could be done for in-
stance using the delphi-method (see e.g. Horx Zukunftsinstitut GmbH, 2011). 
Moreover, it could be useful to develop items to create an instrument parallel to 
the Israeli one, and testing one sample with both to study the influences of the 
instrument/ type of items used on measured systemic thinking performance. 
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Point (2)  could be explored by constructing parallel tests for two topics and/or 
regional examples, each covering the whole spectrum of systemic thinking 
skills and using as far as possible similar items (e.g. in terms of item format/ 
length). Thereby, it would be useful to have comparative studies in pairs such 
as (a) same topic, diﬀerent regional examples (e.g. ‘tourism in country A‘ vs. 
‘tourism in country B‘), (b) diﬀerent topics within one broader thematic area, 
same regional example (e.g. ‘tourism in country A‘ vs. ‘agriculture in country A‘) 
and (c) topics from diﬀerent broad thematic areas, same regional example (e.g. 
‘tourism in country A‘ vs. ‘geology in country A‘). Additionally, it would be help-
ful to explore the shares of the particular topic, general geographic systemic 
thinking skills and general problem solving skills in dealing with tasks requiring 
GSC in order to further develop the model. First results regarding the relation-
ship between the facet model building of dynamic problem solving and geo-
graphic systemic thinking for university students show a latent correlation of 
r=0.87 (p<0.001) (HEIGIS project, Funke, et al., 2011; Siegmund, et al., 2012), 
which is high but comparable for instance to those of problem solving and 
maths (r=0.89), reading (r=0.82) or science (r=0.80) competencies in PISA 2003 
(PISA-Konsortium Deutschland, 2004, p. 167).    
Point (3) is diﬃcult to address, as e.g. Ben-Zvi Assaraf and Orion’s (2005a, b; 
Ben-Zvi Assaraf & Orion, 2010b) studies include combinations of diverse in-
struments such as Likert questions, drawing analyses, word association, con-
cept mapping, interviews, a repertory grid and observation. Their description of 
the coding process points to the instruments not consisting of individual items 
coded as 0 or 1 as would be necessary for a Rasch model to be applied. Po-
tentially, a study conducted with parallel instruments such as suggested with 
regard to point (1) also could employ IRT and an analyses done in the style of 
the original studies to gain some insight into the question.
Lastly, point (4)  could be addressed by using the same instrument, in translated 
form, for both an Israeli and a German sample comparable in factors such as 
grade. Analyses could be done both overall and in terms of e.g. diﬀerential item 
functioning. 
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8.4.2 Spatial thinking
After the first study, it was decided to include spatial thinking as a variable. At 
first, the scales were too short and there was a need to simplify the graphics. In 
study 4, a Rasch scale was achieved but with a very pronounced ceiling eﬀect. 
In study 5 some items were problematic and additionally, there still was a pro-
nounced ceiling eﬀect. Therefore, future studies should continue to develop 
spatial thinking scales covering the range from basic to more advanced skills. 
A useful framework for such a development could be e.g. the spatial thinking 
skills outlined by Gersmehl and Gersmehl (Gersmehl & Gersmehl, 2006, 2007). 
These were also the basis for the third dimension of the HEIGIS project (see 
e.g. Funke, et al., 2011; Siegmund, et al., 2012). 
8.4.3 Model development
In general, the studies contributed to test instrument and model development for 
systemic thinking. Some further model and test instrument development has 
been done within the HEIGIS project for both systemic and spatial thinking (see 
e.g. Funke, et al., 2011; Siegmund, et al., 2012). Scale development for systemic 
thinking based on a different model is also conducted in a project by Rempfler 
and Uphues (e.g. 2012, see ch. 2). Furthermore, there are several ongoing pro-
jects dealing with aspects of systemic thinking in Germany which include topics 
relevant to the geosciences. For instance, Jahn’s dissertation project (see e.g. 
Jahn & Siegmund, 2012) focuses on a study with high stream students to ex-
plore the effects of using satellite images vs. topographic maps on systemic 
thinking in the context of sustainable development. Moreover, the project “Shap-
ing the future” examines kindergarten students’ basic understanding and sys-
temic thinking skills in the area of renewable energies, especially wind, water and 
solar power (see e.g. short project description on http://www.rgeo.de/cms/p/ 
pzukunft/). Impulses for future development can also be received from projects 
such as “Space4Geography”, which aims at developing a learning platform that 
allows students to explore a variety of topics with the help of remote sensing 
data and is planned to employ adaptive learning paths (Fuchsgruber, Wolf, Vie-
hrig, Naumann, & Siegmund, 2014) or research accompanying the new Geo-
ecological Laboratory at the Heidelberg University of Education (Volz & Sieg-
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mund, 2013). Based on previous works, the results of these different studies, as 
well as those of current international ones, would need to be drawn together into 
one coherent model. Overall, however, there is still much work to be done both 
with regards to systemic and to spatial thinking scales.
For this, some of the open questions would relate to a further model specification. 
For instance, Fig. 71 shows two examples of possible network structures. Which 
does already count as exemplifying level 3 of systemic thinking, and in how far 
could the difference between the two be visible in the model? Similarly, both “wa-
ter ---is heated by---> sun” and “water ---is heated due to absorbed---> global 
radiation” (see e.g. Forkel, 2012) are both connections between two concepts and 
actually describe the same process. Yet, while the first can be grasped already by 
young children, it is doubtful the second is as easy. However, the role of degrees of 
difficulty of elements or connections is till now not explicitly explained in the model.
    
Fig. 71: Sample schemata of possible network structures
The studies covered a range of students from grade seven to university, with 
the focus on grade seven students. However, due to diﬀerences in the instru-
ments used, for systemic thinking the individual studies cannot be combined. 
Helpful for the future would be studies employing for instance multiple-matrix-
designs to study students’ skills from beginner to advanced levels across a 
wide age range while at the same time reducing test time requirements for in-
dividual students (see e.g. Gonzalez & Rutkowski, 2010; and arguments in Kol-
lar, 2012; Siegmund, et al., 2012).
At the end, geography education research and practice would benefit from a 
“Common Framework of References for Geography Education” similar to the 
“Common European Framework of References for Languages” (CEFR-L, 
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Council of Europe, 2001, n.d.) in the area of languages (see also e.g. Lenz, 
2003, with reference to Vollmer). The framework should contain a variety of 
model descriptions (e.g. both those giving a general overview and those pro-
viding a more finely grained view), a set of guidelines for item construction for 
each level as well as a variety of sample exams and materials to aid in building 
instruments which often need to be specific to a particular sub-topic in order to 
test the eﬀectiveness of particular interventions. As an example, the CEFR-L 
has competency descriptions on six levels (A1, A2, B1, B2, C1, C2) in several 
degrees of detailedness (overall, by sub-skill such as listening or reading, by 
detailed self-assessment statements)  (Council of Europe, 2001, n.d.) and an 
accompanying document, the language passport, to document skills and ex-
periences (EU, 2014). For a broad spectrum of languages, including e.g. Span-
ish and Russian, for instance textbooks (e.g. Adler & Bolgova, 2010; Lloret 
Ivorra, Ribas, & Wiener, 2009) and courses (e.g. Dialog Sprachreisen, 2014) ref-
erence the CEFR-L level to be achieved, and sample exams are available on-
line (e.g. Instituto Cervantes, 2014; Universität Heidelberg, n.d.). Moreover, 
state educational curricula also often reference the CEFR-L levels (e.g. MKBW, 
2004a) and the levels are recognized widely for specifying requirements in a 
broad range of areas (e.g. Auswärtiges Amt, 2014; RTVE.ES, 2014; Ruslan-
guage School Moscow, 2014; Universität Erfurt, 2014; Universität Heidelberg, 
2014; Wimdu GmbH, 2014).
Such model descriptions and scales making self-assessment possible are be-
coming increasingly important. For instance, in Baden-Wurttemberg, recent 
educational policy changes include the introduction of the so called Gemein-
schaftsschule, in which students aiming at high, mid, low stream as well as 
special needs certificates should study together (MKBW, 2012). This also en-
tails developing competency rubrics, check lists, individual learning tasks and 
forms of planning and reflecting the students’ individual work (e.g. LfS, 2012; 
LfS, n.d.; MKBW & LfS, n.d.; Müller, 2003). Notably, the Swiss private school 
Institut Beatenberg, which is one of the models for the policies developing the 
Gemeinschaftschule (see e.g. Müller, 2013), has published competency rubrics 
for a variety of subjects including geography (as part of “world”), earth science 
(as part of “science”) and computer science, using the level names (A1 etc.)  of 
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the language framework (Institut Beatenberg, n.d.). Additionally, in learning 
theory, self-assessment and reflexion of one’s own pre-knowledge and learning 
process are seen as helpful for successful learning (e.g. Benson, 2001; Bimmel 
& Rampillion, 2000; Meyer, 2006; more critically, Schmenk, 2004).
8.4.4 Methodology
The studies also highlighted some advantages and disadvantages of using paper 
and pencil test instruments. Especially for a larger sample, such as was achieved 
in study 5, such instruments mean a substantial amount of time needed to enter 
the data. While paper and pencil tests have the organizational advantage of not 
having to go to the computer lab, they also mean having to receive, hand out, 
collect, and send back a stack of paper. Computer-based instruments also have 
a broader spectrum of utilization, for instance in terms of a subsequent inclusion 
in learning platforms. In general, paper based concept maps in a pre-/posttest 
setting can be influenced by motivational issues (Fiene, 2014).
One possibility for creating computer-based instruments is Lime-Survey 
(http://www.limesurvey.org/en/), which is used e.g. by the HEIGIS project and 
the study by Kollar (2012). Yet, computer-based instruments also have limita-
tions e.g. with regard to item formats. For instance, Lime-Survey does not (yet) 
allow for an own creation of concept maps. Other software to create and ana-
lyze concept maps on the computer exists, such as MaNet (see e.g. Stracke, 
2004) or CMapTools (http://cmap.ihmc.us/). Overall, the most advantageous 
would be questions that can be solved both in paper and pencil and computer-
based form in a compact format. 
In general, there is still much work to be done to find the most favorable item 
formats as well as clearly understand factors associated with item diﬃculty be-
yond the competency to be tested. Thereby, results from other domains e.g. 
regarding the length and structure of the item stem text could be a useful start-
ing point (see e.g. overview in Freunberger & Itzlinger-Bruneforth, 2013). 
8.5 Overall outlook
“The field of geography education is sadly lacking in empirical data that might 
inform and underpin decisions [...]” wrote Downs two decades ago (1994, p. 
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57). For the German situation, Lethmate (2001, p. 40, translated) criticized that 
results from other research areas are not taken into account, and states that 
“[g]eography, it seems, happens in empirical vacuum.” Much research has 
been conducted since then, to which the present studies are a small contribu-
tion. Yet even now, the call for high-quality, cumulative research is still relevant, 
as so far, there are still too many little understood spots (see also e.g. Baker, et 
al., 2012; Bednarz, et al., 2013). As Bednarz et al. (2013, p. 7) summarize: 
“We need better and more research before we can understand even the 
most fundamental ways individuals develop proficiency in geography.”
This also includes “[...] the need to clarify what it means to “do geography”” (ibid, 
p. 23). In contrast to the area of languages, there is still no “Common Framework 
of Reference for the (Geo)sciences” which would describe internationally recog-
nized levels, help students evaluate their own achievement independently of the 
source of their competencies (autonomous learning, courses in school, etc.) and 
underpin research into and teaching for competency improvement. 
Overall, the studies have not given support for the suitability of a fairly low cost 
version of GIS (WebGIS, working with a parter, pre-fabricated materials the 
students can work themselves with, short duration) for fostering systemic 
thinking. Due to the issues with the test instrument, sample, and treatment, 
however, these need to be further examined. Especially, it needs to be falsified 
that the negative result is not only due to students’ lack of GIS pre-experience 
and thus not being able to concentrate fully on the geographic system. It has 
to be kept in mind that it is diﬃcult to examine the eﬀects of working with one 
medium in general. As Genevois and Joliveau argue (2009, p. 116):
“As for methodology, we chose not to make comparisons between 
test groups and control groups: a successful (or failed) experiment 
under specific conditions may give very diﬀerent results if we change 
a variable. The complexity of the classroom and the many didactic 
variables make the comparison of representative samples illusory” 
Despite this, to explore variables associated with competency development, 
especially in central areas, seems necessary in order to improve education in 
the geo-sciences.
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10. Appendices 
10.1 Rasch models (Conquest)
10.1.1 Basic model
Title;       
Format pid ____ responses ______; 
Model item;  
Estimate ! stderr=full; 
Show !  >> _______________.shw 
Itanal ! >> ______________________________.itn;
10.1.2 Model with export (pretest)
Title;       
Format pid ____ responses ______; 
Model item;  
Export parameters >> ________.dat, reg_coeﬃcients >> ______.dat, designma-
trix >>________.dat, covariance >> ___________.dat;
Estimate ! stderr=full; 
Show !  >> _______________.shw 
Itanal ! >> ______________________________.itn;
10.1.3 Model with import (posttest)
Title;       
Format pid ____ responses ______; 
Model item;  
Import anchor_parameters << _____.dat, anchor_reg_coeﬃcients << 
________.dat, designmatrix << _____.dat, anchor_covariance << ______.dat;
Estimate ! stderr=full; 
Show !  >> _______________.shw 
Itanal ! >> ______________________________.itn;
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10.2 Tourism in Kenya
Kenya has been a destination for individual adventurers since before 1900 
(Akama, 1999). Having already 39540 tourist arrivals in 1955, from independence 
(in 1963)  on the country saw an increasing development towards tourism as an 
important economical factor (Akama, 1999). In 2006, international arrivals 
amounted to about 1.6 million (Ministry of Tourism and Wildlife, 2007b). Tourism 
accounted for about 12% of the GDP (rank three, after agriculture and manufac-
turing), 56.2 billion Kshs (Kenyan Shillings) of foreign exchange earnings (rank 
three, after tea and horticulture), and 400000 formal and 600000 informal em-
ployments (Ministry of Tourism and Wildlife, 2007b). It is seen as a possibility for 
economic growth and job creation (Akama, 1999), thus combating poverty and 
unemployment (Akama, 2002). Tourism is seen as a possibility to become less 
dependent on raw products (Akama, 1997, 1999, 2000). However, tourism is an 
unstable economic sector in Kenya, for instance due to degradation of infra-
structure, political and economic crises, dependency on press coverage, the 
economic situation and changing tourism preferences (Akama, 1999). Real or 
imagined political instability, for instance, can lead to shifting the tourism from 
one destination to another with similar offers or to poor business, including for 
instance the loss of jobs (Akama, 1999; Erhard, 2003; Marshall, 2004). Tourism 
financing often comes from abroad, increasing external dependencies (Akama, 
1999). Many of the jobs for the locals are not paid well (Akama, 2002; Marshall, 
2004; Meyer, 1995). Moreover, many of the goods for the hotels, workers etc. are 
drawn from Nairobi or abroad (Marshall, 2004; Meyer, 1995). Economic leakage 
to foreign operators etc. is very high (Akama, 1997, 1999, 2000, 2002; Ibrahim, 
2003; Marshall, 2004). The local population, despite bearing the major share of 
the costs of tourism, only receives few percent of the gains from tourism and 
many living near the tourist centers receive no monetary gain from tourism at all 
(Akama, 1997, 2000, 2002; Campbell et al., 2003). 
In 2006, the average length of stay was 12.1 days, with a hotel occupancy rate 
of 45.5% (Ministry of Tourism and Wildlife, 2007b). Major countries of origin for 
tourists besides Kenya are the United Kingdom, Germany, Italy and other 
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European countries as well as the United States of America (Akama, 1997; 
Ministry of Tourism and Wildlife, 2007b).
A simplified definition of tourism is “travel for leisure and all the activities and 
facilities devoted to such travel” (Ministry of Tourism and Wildlife, 2007a, p. 1). 
Oftentimes, the exact place where the tourists’ wishes are satisfied does not 
matter (Sturm, 1981). Kenya is an attractive destination for tourism mainly be-
cause of its exotic animals, “primitive” cultures and beaches in nice climate. It 
is catering for wishes such as exoticness, getting tanned, temporary escaping 
from work and enlarging the capital of one’s personal image, as has been taken 
up by travel brochures, advertisement, books and marketing (Akama, 1997, 
1999, 2002; Backes, 2005; Dissen, 1990; Job & Metzler, 2003; Odunga & Fol-
mer, 2004; Sturm, 1981; Trichy, 1978; Wanjohi, 2002a). Consequently, tourists 
are spatially concentrated in few areas in Kenya (Akama, 1997). Besides loca-
tion attributes such as a higher wildlife density in some areas, this is also due 
to government politics, and economical processes such as investor preference 
for areas that are relatively known, have basic infrastructure and seem to be 
able to generate profits fast (Akama, 1997). Concentration areas include Nai-
robi, the coast (especially Mombasa, Malindi and Diani Beach), as well as the 
Maasai Mara, Amboseli, and Tsavo national parks (Akama, 1997, 1999; Meyer, 
1995; Ministry of Tourism and Wildlife, 2007a; Weaver, 1999). Thus, the heavily 
visited sites face environmental degradation and tourist satiation, while the little 
visited sites could vanish over time (Akama, 1997; Odunga & Folmer, 2004). 
Tourism numbers vary seasonally. The rainy season from March to May still al-
lows for beach tourism because of suﬃcient sunshine hours, but safaris face 
diﬃculties such as pathways turning into mud and views on wildlife being ob-
scured through vegetation (Esikuri, 1998; Meyer, 1995; Ministry of Tourism and 
Wildlife, 2007b). Whether and how much other attractions (besides wildlife 
viewing, and, to a lesser degree, beach tourism) are consumed by the tourists 
depends also on tourist characteristics such as socioeconomic status, accom-
panying family, gender and length of stay (Odunga & Folmer, 2004). 
Kenya’s area of 582350 km² features a variety of land covers: desert and semi 
desert in the North West, patches of dry savannah in the West and the South, 
dry forest along the coast and between Nairobi and Mt. Kenya, patches of 
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tropical rainforest, thorn bush savannah in the rest of the country, besides irri-
gated and non-irrigated agricultural areas and settlements (Westermann, 2008, 
pp. 144-145). About 59 percent of the land area has a moderate to high soil 
fertility (Mwagore, n.d.). However, depending on the source, only about 7 to 
17% of the land area can be used for intensive cultivation without irrigation 
(Baumann et al., 2004; Esikuri, 1998; Federal Research Division, 2007; Meyer, 
1995; Mwagore, n.d.). This land area is home to the majority of the population 
(Esikuri, 1998; Meyer, 1995). The South West has only a low probability for 
drought, but the rest of Kenya one that is frequent to very frequent (continually 
to every five years) (Westermann, 2008, p. 132). 
“Southern Kenya and northern Tanzania support the greatest concentration of 
large mammal species across Africa (Reid et al. 1998)  and possibly on earth 
(Sinclair 1995)” (Campbell et al., 2003, p. 2). With the increase of tourism in 
Kenya over the course of the 20th century, more and more national parks were 
established (Marshall, 2004). The over 50 protected areas cover about 8% of 
the country’s total landmass (Ibrahim, 2003; Makonjio Okello & Warui Kiringe, 
2004). The protection can lead to an overpopulation of animals. For example, if 
elephants occur in too great numbers, after initially being able to view them 
better due to a reduced number of trees, in time the landscape becomes unat-
tractive to the tourists (Esikuri, 1998; Gaumnitz, 1993; Trichy, 1978). Moreover, 
elephant crop raids supply plenty of problems with local farmers, as protected 
areas seldom include whole ecosystems (Esikuri, 1998; Makonjio Okello & Wa-
rui Kiringe, 2004; Trichy, 1978). The local population is often not recompensed 
for the loss, enhancing the conflicts caused by exclusion from using the areas 
that have become “protected” (which often include traditionally important dry 
season grazing ranges) and an increasing human encroachment with accompa-
nying competition for resources (Akama, 2002; Campbell et al., 2003; Makonjio 
Okello & Warui Kiringe, 2004; Marshall, 2004). This can also lead to retaliative 
actions such as wildlife killing (Frank, Maclennan, Hazzah, Bonham, & Hill, 
2006; Gaumnitz, 1993; Makonjio Okello & Warui Kiringe, 2004). Tourism in 
Kenya is largely nature based and thus has a potential for supporting biodiversity 
conservation and environmental protection (Dissen, 1990; Weaver, 1999). Yet, 
“[...] heavy usage, inadequate regulation, and poor management of both the in-
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frastructure and visitor behaviour” (Ministry of Tourism and Wildlife, 2007a, p. 2) 
led to a deterioration of the few heavy used facilities, especially since many tour-
ism facilities are near fragile breeding or feeding places to make it easier for the 
tourists to watch the wildlife (Akama, 1997, 2000; Job & Metzler, 2003). Prob-
lems include “[...] pollution of water resources, land degradation and unsustain-
able use of land, air pollution and noise, solid wastes and littering, sewage pollu-
tion, aesthetic pollution and introduction of invasive species, physical impacts 
arising from infrastructure, destruction of marine ecosystems, trampling of vege-
tation due to off road driving and hiking, anchoring, destruction of fragile ecosys-
tems due to marine sports, and alteration of ecosystems and animal natural be-
havior due to intense tourism activities” (Ministry of Tourism and Wildlife, 2007a, 
p. 2) (cp. also Akama, 1997, 2000; Dissen, 1990; Esikuri, 1998; Job & Metzler, 
2003; Makonjio Okello & Warui Kiringe, 2004; Weaver, 1999). Additionally, deg-
radation due to overuse occurs in the less suitable areas in which pastoralists are 
pushed to go due to exclusion from the parks (Ibrahim, 2003). This all can, in 
turn, endanger tourism which relies on “on pristine and well stocked wildlife 
sites” (Makonjio Okello & Warui Kiringe, 2004, p. 66) (cp. Akama, 1997, 2000). 
Kenya’s about 30 million inhabitants are split up in more than 42 ethnic groups 
(Akama, 2002; Ministry of Tourism and Wildlife, 2007b). The largest African 
group are the Kikuyu (22% of total population). Non African minorities include 
Europeans, Indians, Pakistanis and Arabs (Federal Research Division, 2007). 
The most famous inhabitants however are the Maasai (Wanjohi, 2002a). The 
literacy rate of the population is estimated to be 75 to 85%, whereby 2003 only 
about 23% of the respective age group where enrolled in secondary school 
(ninth to twelfth grade) (Federal Research Division, 2007).  
The Maasai culture has been changing through tourism. “Today, traditional cul-
tures are understood and exploited primarily from an economic point of view” 
(Wanjohi, 2002a, p. 77). In the process, they often loose authenticity and become 
fixed and adapted to the tourists’ expectations and fantasies of “noble savages” 
(Akama, 2002; Wanjohi, 2002a). Thus, Maasai businessmen or large scale farm-
ers, although existing, are typically not represented in the discourse or marketing 
generally conducted by non-Maasai agencies (Akama, 2002). This could lead to 
Kenya loosing its attractiveness for cultural tourists, which often look for less de-
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veloped tourist destinations with “unspoiled” communities whose culture has a 
relatively large gap to their own (Wanjohi, 2002a). Tourism can also increase use 
of illegal drugs among the youth, prostitution or begging (Akama, 2002; Wanjohi, 
2002a). Only very few of the cultures have been paid attention to by the tourism 
industries (Akama, 1997, 2002; Ipara, 2002). On the other hand, tourism can help 
to preserve traditional skills and art (Wanjohi, 2002b).
A lot of information about different aspects of Kenya as well as accompanying 
maps can be found in World Resources Institute et al. (2007).
10.3 GIS data sources
The layers have been translated, cropped, simplified, and partially changed in 
their geometries.
1. WRI: “Nature’s benefits in Kenya: An Atlas of Ecosystems and Human Well-
Being”: 
- selected rivers, towns, streets, hotels
- population density, district boundaries, elephants 1990 and elephant area, 
airports, land use, altitude, protected areas
2. DEPHA: train lines
3. ILRI: language groups
4. FAO: lakes
5. CIA World Factbook: selected countries (as information source for some at-
tributes) 
6. IGAD: protected areas
7. (Westermann data)
8. selected mountains and the Indian Ocean newly created based on existing 
data 
9. climate zones created based on the climate classification of Siegmund/ 
Frankenberg, the conversion factors of pLV according to Lauer/ Frankenberg 
and climate data of the CRU
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10.4 Additional sources for the learning materials
The photo transparency in study 5 used photos from www.samsays.com and 
Ogada Ochala. Additionally, some standard cliparts (e.g. book/ computer) were 
used.
The materials in study 5 also used e.g. data from the WTO (2006, 2008) and the 
ThaiIndian Newsportal/ WRI1 for international tourist arrivals. 
The additional materials (Maasai, Wangari Maathai, travel destinations) also used 
authentic materials, namely
- a very brief text excerpt from www.hauser-exkursionen.de/afrika/kek16ein_ 
platz_fuer_wilde_tiere.html
- a map from www.ogiek.org/faq/maasai.htm
- a short text based on Terra GWG 3/4 and www.historyworld.net/worldhis/ 
PlainTextHistories.asp?historyid=ad21
- short experts from Diercke Geographie 2/3, pp. 232-233 as well as 
www.scinexx.de/dossier-detail-225-10.html
- a short text based on www.nobelprize.org and www.gbmna.org as well as a 
picture of Wangari Maathai from wikimedia commons 
- a short text with information from www.gbmna.org
Moreover, based on the wish of a teacher during the study, a solution sheet was 
created.
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1  apparently no longer available; slightly diﬀerent data can be found e.g. in UNWTO (n.d.) for many countries and Ministry of Tourism and 
Wildlife (2007b) for Kenya
