A file that has to be moved between two schemes can be moved through the network. Security needed between the sender and the receiver. Electronic mails are fastest way of communication and information sharing, but in new years, Email system has been changed, which known Spam Mails. Spam is information, which is spread to a big number of receivers without telling them. Now, a number of techniques have been proposed to stop spam. Filters for anti-spam can be worked in two methods: Preventive techniques and Curing Techniques; The Preventive techniques are Stop Spam before delivery which are depend on URL Based and List Based. Such as whitelisting, blacklisting. The Curing Technique is Destination Spam Filtering that used is Content Based Filtering. The Curing Technique, the messages are categorized as Spam or not Spam based on these techniques. Such as Bayesian filtering, keyword-based filtering, heuristic-based filtering, etc. In this study introduce combining preventive techniques and curing techniques to get good algorithm.
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Spam messages has grown in the recent years. Some researchers consider that spam is becomes from 30 % to 70% of all messages (email) on the Internet [5] . A large number techniques for filtering spam have been proposed such as whitelisting, blacklisting, Bayesian filtering, keyword-based filtering, heuristic-based filtering, etc. Three principles in the following that meet with any email: 1) Anonymity: The address and identity of the sender are concealed.
2) Mass Mailing: The email is sent to large group of people.
3) Unsolicited: recipients do not request the email.
Spam Mail has become an increasing problem in recent years. It has been estimate that around 70% of all emails are spam [6] . The spam classifier makes use of the machine learning to classify web documents as either spam or not spam [7] . The common algorithms are Bayesian Classifier, KNN, NN, Black List, White List [8] . Nowadays, the researchers are working to hybrid two or more filters to develop best classification [9] . This paper introduce merging classifiers (Black List, White List with Bayesian classifier) to get good classification. This paper has been organized in the following parts: Section 2 Related works with this paper. Section 3 Spam Detection techniques. Section 4 Proposed System which is used for this paper. Section 5 Data Set. Section 6 Results of this paper, Section 7 Evaluation the results of this paper and Section 8 conclusion.
RELATED WORK
There are large researches existing work to detect spam in E-mails. [10] A Study in 2013, work on bad URL detection. To classify URLs: spiteful URL and valid URL. In addition, used Bayesian filter to increase the accuracy of the system. [11] A study in 2015 proposed a spam and bad URLs detection system by stopping spam messages and malicious URLs in Email. And use detect based on Bayesian filter and Decision Tree.
[12], a study, propose hybrid three approaches: (Bayesian, thresholds, probability) working together to detect spam emails.
SPAM DETECTION TECHNIQUES
Figure1 showing common techniques using to detect and stop spam from email messages [13] . Bayesian Classifier: is a common method of email filtering. It apply to identify spam e-mail.
Classification process apply the Bayesian statistics on the features that drive from these classifications [19] .
Bayesian Classification was derived from the Bayes' theorem in probability theory. If the calculated probability value is higher than the preset threshold, the message is classified as a spam, and treated accordingly [20] .
Where:
P(A) is the prior probability of A.
P(A|B) is the conditional probability of A, given B.
P(B|A) is the conditional probability of B,
given A. It is also called the likelihood.
P(B) is the prior or marginal probability of B, and acts as a normalizing constant.
OBJECTIVE OF THE WORK
The aim of the paper is improve spam detection system. A filter is used to organize a message:
SPAM or HAM. In this paper, the procedure for the spam detection is summarized under the 
Feature extraction
Feature extraction Phase also called, "feature reduction", "attribute selection". It is the method to choice a subset of relevant features for structure the learning prototyp. This method is used to tokenize the file content into individual word [9] . Feature extraction (Tokenization) is the process that extracting features from email into a vector space [23] . Feature extraction employs to excerpt selective features from the process of pre-processed steps. A feature can be anything in an email message. It can be a word, a phrase, a number, an HTML tag, etc.
Feature Selection
This technique must be differentiate from feature extraction. Feature extraction is create new features from the original features, but feature selection select subset of the existing features [6] .
Improves the performance of the feature selection by makes training and applying a classifier more efficient by decreasing the size of data set. Second, feature selection enhances accuracy of classifier by eliminating extra features from the data set. An email message contains two parts: a header and a body [24] . 
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There are some approaches used to get features selection [22] :
1)
Chi-square: Chi-square hypothesis tests may be performed on contingency tables in order to decide whether effects are present. Effects in a contingency table are defined as relationships between the row and column variables; that is, are the levels of the row variable differentially distributed over levels of the column variables. Significance in this hypothesis test means that interpretation of the cell frequencies is warranted.
2)
Gain Ratio : The various selection criteria have been compared empirically in a series of experiments. When all attributes are binary, the gain ratio criterion has been found to give considerably smaller decision trees. When the task includes attributes with large numbers of values, the subset criterion gives smaller decision trees that also have better predictive performance, but can require much more computation. However, when these many-valued attributes are augmented by redundant attributes which contain the same information at a lower level of detail, the gain ratio criterion gives decision trees with the greatest predictive accuracy. All in all, it suggests that the gain ratio criterion does pick a good attribute for the root of the tree:
Representation of Data:
This step is main task of spam detection algorithm because it is very hard to do computations with the textual data. The representation should be show the real statistics of the textual data. The actual statistics of the textual data is converted to suitable numbers. Here are many methods for term weighting that calculate the weight for term differently. 
Classification
Classification is a task of learning data patterns that are present in the data from the previous known cases and associating those data patterns with the classes. Many techniques used in classification into spam detection algorithm.
The following equations showing the main concepts of the classification. 
EXPERIMENTS AND RESULTS

Implementation:
We established four files: The first file used of the White List which is stores the IP addresses and URLs for wanted websites; the system employ the white list to match with the received messages, and this file is updated repeatedly by the user. The second file employ the Black List which is keeps the IP addresses and URLs for unwanted websites; the system uses the black list to match with the received messages, and this file is updated repeatedly. The third file employ to keep the Unsolicited mail List; the filter usages the list to match with the received messages. The four file used keep the Ham List; the filter employ the list to matching with the received messages. This file is updated regularly by the user. 
Data Sets
Results
Accuracy of White, Black, and Bayesian filter "with" and "without" pre-processing is shown in 
