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ABSTRACT
Thirty-three fast radio bursts (FRBs) had been detected by March 2018. Although
the sample size is still limited, meaningful statistical studies can already be carried
out. The normalised luminosity function places important constraints on the intrinsic
power output, sheds light on the origin(s) of FRBs, and can guide future observations.
In this paper, we measure the normalised luminosity function of FRBs. Using Bayesian
statistics, we can naturally account for a variety of factors such as receiver noise tem-
perature, bandwidth, and source selection criteria. We can also include astronomical
systematics, such as host galaxy dispersion measure, FRB local dispersion measure,
galaxy evolution, geometric projection effects, and Galactic halo contribution. Assum-
ing a Schechter luminosity function, we show that the isotropic luminosities of FRBs
have a power-law distribution that covers approximately three orders of magnitude,
with a power-law index ranging from −1.8 to −1.2 and a cut off ∼ 2 × 1044 erg s−1.
By using different galaxy models and well-established Bayesian marginalisation tech-
niques, we show that our conclusions are robust against unknowns, such as the electron
densities in the Milky Way halo and the FRB environment, host galaxy morphology,
and telescope beam response.
Key words: stars: luminosity function – cosmology: theory – galaxies: structure –
ISM: general
1 INTRODUCTION
Fast Radio Bursts (FRBs) are a new type of radio tran-
sients, and remain unexplained. The bursts last for a few
milliseconds, and show dispersive signatures with peak
flux densities ranging from 0.3 Jy to about 100 Jy.
The first one (FRB 010724, Lorimer et al. 2007) was de-
tected serendipitously in the archival data of pulsar sur-
vey for Small Magellanic Cloud using the Parkes telescope
(Manchester et al. 2006). Shortly after that, a growing num-
ber of FRBs were discovered with Parkes at 1.4 GHz, both in
the archival data (Keane et al. 2012; Thornton et al. 2013;
Burke-Spolaor & Bannister 2014) and from the real-time
searches (Ravi et al. 2015; Petroff et al. 2015; Keane et al.
2016; Ravi et al. 2016; Petroff et al. 2017; Bhandari et al.
2018). FRBs were also detected by Arecibo (Spitler et al.
2014), Green Bank Telescope (Masui et al. 2015), UT-
MOST (Caleb et al. 2017; Farah et al. 2018) and ASKAP
⋆ E-mail: kjlee@pku.edu.cn
(Bannister et al. 2017). At the time of writing this paper,
the total number of the reported detections adds up to 33.
FRBs are natural celestial probes with a broad range
of astrophysical applications. For example, it has been pro-
posed that FRBs could be used to test the Einstein’s
equivalence principle (Wei et al. 2015; Tingay & Kaplan
2016; Zhang 2016a), to constrain the rest mass of photons
(Wu et al. 2016; Bonetti et al. 2016, 2017; Shao & Zhang
2017), to detect the baryon contents in the Universe
(McQuinn 2014), to probe the cosmological matter distri-
bution (Masui & Sigurdson 2015), to study the evolution of
intergalactic medium (IGM) (Zheng et al. 2014) and con-
strain the dark-energy equation of states (Zhou et al. 2014;
Gao et al. 2014).
The origins of FRBs, however, remain mysterious and
subject to an intensive debate. Here, we list several propos-
als in the literature in chronological order: (1) radio pulses
from black hole evaporative explosions (Rees 1977); (2) su-
perconducting cosmic strings (Cai et al. 2012a,b; Yu et al.
2014); (3) flaring magnetars (Popov & Postnov 2010, 2013)
or stars (Loeb et al. 2014); (4) mergers of white dwarfs
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(Kashiyama et al. 2013); (5) mergers of double neutron
stars (Totani 2013; Wang et al. 2016); (6) collapses of neu-
tron stars into black holes (Falcke & Rezzolla 2014; Zhang
2014); (7) synchrotron masers (Lyubarsky 2014; Ghisellini
2017; Lu & Kumar 2018); (8) binary model of white dwarf
and black hole (Gu et al. 2016); (9) super-giant pulses
from pulsars (Cordes & Wasserman 2016; Connor et al.
2016) ; (10) radio emission from soft gamma-ray repeaters
(Pen & Connor 2015; Katz 2016); (11) axion stars (Iwazaki
2015); (12) quark nova (Shand et al. 2016); (13) merg-
ers of charged black holes (Zhang 2016b; Liu et al. 2016);
(14) collisions between pulsar and asteroids (Geng & Huang
2015; Dai et al. 2016); (15) relativistic jet – cloud interac-
tions (Romero et al. 2016; Vieyro et al. 2017); (16) births
of millisecond magnetars (Metzger et al. 2017); (17) ‘cosmic
comb’, i.e. magnetosphere – environment interactions(Zhang
2017, 2018b); (18) accretion of black holes (Katz 2017); (19)
star-quakes of compact stars (Wang et al. 2018).
To understand the mechanisms of FRBs, the host
galaxy information is crucial. At this stage, only the re-
peating FRB, FRB 121102, had the reliable identifica-
tion of host galaxy (Spitler et al. 2016; Scholz et al. 2016).
Chatterjee et al. (2017) measured its precise position using
Karl G. Jansky Very Large Array. The optical counterpart
was identified as a dwarf galaxy at the redshift of z = 0.193
(Tendulkar et al. 2017). However, we should be cautious in
drawing general remarks on the FRB environment, due to
unknown links between repeating and non-repeating FRBs.
Statistical analyses are needed to quantify the properties of
FRBs as an integrated population.
The normalised luminosity function, i.e. the probability
density function (PDF) of FRB luminosities, is one partic-
ularly important statistics for the FRB intrinsic power out-
put. The computation of the luminosity functions requires
not only FRB flux and distances, but also a detailed account
of any biases in the sample. For example, without the coun-
terpart identifications, the FRB distances are usually esti-
mated via the dispersion measure (DM). The estimated FRB
distance and luminosity are affected by the uncertainties in
the DM modelling. It is absolutely necessary to account for
these effects in inferring the luminosity function.
There are several algorithms to measure the luminos-
ity function (see Willmer (1997) for a review). The non-
parametric methods (e.g. Lynden-Bell 1971) usually require
certain uniformity of data coverage to be applicable. The
likelihood-based methods (Marshall et al. 1983) or Bayesian
methods (Kelly et al. 2008; Chennamangalam et al. 2013)
are preferable for the FRB problems, because these algo-
rithms are more flexible in modelling the systematics and
less constrained by the conditions of a given sample.
In this paper, we aim to measure the normalised FRB
luminosity function. To include systematics and unknowns
in the statistical inference, we develop a Bayesian framework
suitable for the current problem. For most of the known
FRBs, there are four main observables relevant to the lu-
minosity function determination: flux density, bandwidth,
duration, and dispersion measure. Compared to the other
astronomical sources whose luminosity functions are mea-
sured, the FRB distance is not directly available. As a re-
sult, we have to rely on the dispersion measure to indirectly
infer the FRB distance. Our method to measure the FRB
luminosity function includes three major steps: (1) mitigate
the Galactic foreground contribution of the dispersion mea-
sure; (2) model the FRB host galaxy and the cosmological
dispersion measure contribution; (3) include dispersion mea-
sure models in the Bayesian luminosity function inference,
and marginalise the unknowns. The first step is straight-
forward, as good knowledge on the Galactic electron distri-
bution is available. The second step is to model the effects
of some unknown properties on determining the luminosity
function. The third step is to use a Bayesian method devel-
oped in this paper to ‘enumerate’ all possibilities and include
the unknowns in the statistical inference. We can then deter-
mine the contribution of the unknowns to statistical errors,
e.g. we can make sure that the confidence bounds of inferred
parameters contain the uncertainties in the modelling.
The paper is organised as follows. In Section 2, we ex-
plain how we remove the dispersion measure contribution
from the Galactic foreground. In Section 3, we describe our
Bayesian inference method. The likelihood function is built
in Section 3.1, with detailed modelling of its components in
the rest of the subsections of Section 3. The computational
method for posterior evaluation is shown in Section 3.5. Our
results are given in Section 4, with discussion made in Sec-
tion 5. For the readers’ convenience, we summarise the sym-
bols used throughout this paper in Table A1.
2 PRE-PROCESSING THE FRB DATA
For most FRBs, the measured parameters are peak flux den-
sity (Speak), burst duration (w), and dispersion measure
DM =
∫
nedl , (1)
i.e., the electron density ne integrated along the line of sight,
which serves as the distance indicator for the FRBs.
When radio waves propagate through interstellar
medium (ISM), the group velocity becomes frequency-
dependent (Landau & Lifshitz 1960). For the rest-frame ob-
server, the time delay between the pulses at two different
frequencies is
∆t = 4.15ms
(
DM
1 cm−3 pc
) [( ν1
1GHz
)−2
−
( ν2
1GHz
)−2]
, (2)
under the assumption that the radio wave frequency is
higher than the ISM plasma frequency. The DMs are then
usually measured by fitting the observed time delays using
Equation (2).
All the data used in this paper comes from the FRB
catalogue (FRBCAT)1 compiled by Petroff et al. (2016)
amended with the original discovery papers. In Table B1 of
Appendix B, We list the values of the observed and inferred
parameters of FRBs used in the current paper for reader’s
reference.
The DM of an FRB has contributions from five compo-
nents, i.e.
DM = DMMW + DMhalo + DMIGM(z) +
DMhost + DMsrc
1 + z
. (3)
In the above expression DMMW is the component due to the
Milky Way free electrons, DMhalo is the possible component
1 http://frbcat.org/
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contributed by the electron halo of the Milky Way, DMIGM is
the intergalactic medium (IGM) contribution, DMhost is the
FRB host galaxy contribution, and DMsrc is the component
from the local environment surrounding the FRB source in
small scales, e.g. Hii regions, ionised gas halos, magneto-
spheres. The cosmological redshift factor, 1+ z, converts the
DM seen by the rest-frame observer to that of the Earth
observer as shown by Deng & Zhang (2014).
There are currently two models that are widely used
for the Galactic distribution of free electrons: NE2001
(Cordes & Lazio 2002), and YMW16 (Yao et al. 2017). The
NE2001 model contains several components for the electron
density distribution, the thin and thick asymmetric disks,
the spiral arms, a local arm, a local hot bubble surrounding
the Sun, and relatively large super-bubbles in the first and
third Galactic quadrants. It also includes over dense compo-
nents representing the small scale structures. By contrast,
the more recent YMW16 model contains a four-armed spi-
ral pattern together with the local structures similar to that
of NE2001. YMW16 does not include the clumps or voids
to correct for DMs of individual pulsars, but more pulsars
with independent distance measurements were used in fit-
ting the model parameters. Compared with that of NE2001,
the average electron density of YMW16 is lower (Yao et al.
2017).
In our data preprocessing, we remove the Milky Way
contribution from the observed DM of each FRB to get the
extragalactic contribution based on two representative mod-
els described above (i.e. the NE2001 and YMW16). The
observed DM as well as the extragalactic DM (DME), i.e.
DME = DM − DMMW, are listed in Table B1. As one can
see, most of the extragalactic DM values are compatible be-
tween the two Galactic electron models; Only for certain
FRBs, e.g. FRB 010621, there is a factor-of-two difference.
The Milky Way dark halo may contribute to
the DM. The standard picture (Sembach et al. 2003;
Bregman & Lloyd-Davies 2007; Gaensler et al. 2008), how-
ever, indicates a very low electron density (ne < 10
−3 −
10−4 cm−3) in the extended Milky Way halo with typical
predictions of DMhalo ≃ 30 cm−3 pc (Dolag et al. 2015). We
compare the results with and without correcting the halo
contribution in Section 4, i.e. the results using DME =
DM − DMMW − DMhalo and DME = DM − DMMW. The negli-
gible difference in the results legitimate performing the halo
correction in the pre-processing stage a posteriori and save
us from the complex probabilistic modelling. However we are
not that lucky for other systematics, which requires proper
modelling as shown in the next section.
3 BAYESIAN FRAMEWORK TO MEASURE
THE FRB LUMINOSITY FUNCTION
We develop a Bayesian data analysis scheme to measure the
luminosity function of known FRBs from three observables,
the peak flux density, the burst duration and the extragalac-
tic DM. These observables are insufficient to directly com-
pute the FRB luminosity, because the FRB distance and
DM do not fall into the one-to-one relation. In order to mea-
sure the luminosity function, we seek help from the Bayesian
method, which can include the systematics of the unknowns.
Bayesian inference (see, e.g., Jaynes 2003, for details) helps
to convert the ‘probability of data’ to the ‘probability of
parameters’ via Bayes’ theorem,
P(Θ|X) = P(Θ)P(X|Θ)
P(X) , (4)
where X represents the data, and Θ is a vector set of
model parameters to be inferred. The likelihood function,
Λ ≡ P(X|Θ), is the PDF of the data given the model pa-
rameters. P(Θ|X) is the posterior PDF, i.e. the PDF for the
parameters given the data set. The Bayesian evidence P(X)
is a normalization coefficient that
P(X) =
∫
P(Θ)P(X|Θ)dΘ . (5)
The prior PDF P(Θ) describes our information a priori
about the model parameters. In the current paper, the data
X are the measured FRB parameters (i.e. DME, Speak, and
w), and the parameters Θ are for the luminosity function. In
the common practice of Bayesian data analysis, one needs to
construct the likelihood function and compute the posterior
to infer the parameters.
3.1 Likelihood function
We construct the likelihood function under six assumptions.
i) The FRB luminosity distribution follows the
Schechter function (Schechter 1976), which was widely used
for galaxies, quasars and gamma-ray bursts. It takes the
form of
φ(log L)d log L = φ∗
(
L
L∗
)α+1
e−
L
L∗ d log L , (6)
where φ∗ is the normalisation factor, α is the power-law in-
dex of the distribution and L∗ is the cut-off luminosity. There
are two considerations to use the Schechter function. Firstly,
the function includes a common power-law function with the
inclusion of an exponential cut-off. In the re´gime L < L∗, the
function is consistent with a power law. The cutoff ensures
that there exists a maximal luminosity of FRBs. Second,
such a function has been used in describing the luminosity
functions of other astrophysical objects.
ii) The cosmological evolution of FRB luminosity func-
tion can be neglected, in other words, the parameters in the
Schechter function are independent of redshift.
iii) The spatial distribution of FRBs is homogeneous in
the comoving volume, i.e. the PDF for the comoving radius r
proportional to the differential comoving volume, i.e. fr(r) ∝
dV/dr ∝ r2. As a caveat, it is well known (Binggeli et al.
1988) that the source may not be perfectly homogeneous
in the comoving volume. Particularly, one needs to factor
in the effects of luminosity function and redshift distribu-
tion (see Equation (15) in Binggeli et al. (1988)). However,
we had only the limited number of FRBs, the homogeneous
assumption is a valid ‘first-order’ approximation. Tests for
homogeneity are only possible when a sufficient number of
FRBs are detected.
iv) The luminosity distribution of FRBs is independent
of FRB positions in their host galaxies.
v) The source DM contribution (DMsrc) is independent
of the host galaxy dispersion measure and the FRB lumi-
nosity, i.e. DMsrc is independent of DMhost and L. Here,
the DMsrc is dedicated to the local environment of FRBs,
MNRAS 000, 1–18 (2018)
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of which the sizes are much smaller than the host galaxy.
The host-galaxy-dependant DM in our modelling is through
DMhost as discussed in Section 3.4.
vi) The FRB true position distributes uniformly (per
solid angle) inside the telescope main beam. The off-centre
position introduces a lower beam response with ǫ ≤ 1 (See
Section 3.2)
With the above six assumptions, FRB luminosity (L),
comoving radius (r), host galaxy DM, FRB local DM
(DMsrc), and beam response (ǫ) become independent ran-
dom variables. Thus the joint PDF becomes multiplicative,
i.e
f (log L, r,DMhost,DMsrc, log ǫ) = φ(log L) fr (r) fD(DMhost |z)
× fs(DMsrc) fǫ (log ǫ)
(7)
where fs is the PDF of DMsrc, and fǫ is the PDF of beam
response of radio telescope. The free electron density in the
host galaxies highly depends on the star formation activity,
which is roughly reduced by a factor of 10 from redshift z = 1
to z = 0 (Hopkins & Beacom 2006; Madau & Dickinson
2014). The PDF fD(DMhost |z) for the rest-frame DMhost be-
comes redshift dependent.
To compute the likelihood, we need to obtain the PDF
of the observables. This can be done by the nonsingu-
lar random variables transformation (Fisz 1963). We map
the PDF of quintet {log L, r,DMhost,DMsrc, log ǫ} to that of
{log S,DME, z,DMsrc, log ǫ} using the Jacobian transforma-
tion. As a nonsingular transformation, one has
f (log S,DME, z,DMsrc, log ǫ) =
 ∂(log L, r,DMhost,DMsrc, log ǫ)∂(log S,DME, z,DMsrc, log ǫ)

× f (log L, r,DMhost,DMsrc, log ǫ) .
(8)
The Jacobian determinant is calculated using the
luminosity-flux and DME-(DMhost,DMsrc) relations as
follows.
The apparent flux density is determined by source lu-
minosity and beam response, i.e.
log S = log L − 2 log rL − log ∆ν0 + log ǫ − log 4π , (9)
rL = (1 + z)r , (10)
r =
c
H0
∫ z
0
1
E(z) dz . (11)
Here we assume the intrinsic spectrum of FRB is flat,
and the spectral width ∆ν0 is fixed to the reference val-
ues of 1 GHz. The Hubble constant is taken as H0 =
67.8 km s−1Mpc−1 (Planck Collaboration et al. 2016). The
luminosity distance, rL, is computed from the comoving dis-
tance, r. The function
E(z) =
√
Ωm(1 + z)3 +ΩΛ (12)
is the logarithmic time derivative of the cosmic scale fac-
tor in a flat ΛCDM universe (Ωk ≃ 0), in which we adopt
dimensionless matter density Ωm = 0.308 and cosmological
constant ΩΛ = 0.692 (Planck Collaboration et al. 2016).
The intrinsic DM from the host galaxy is calculated
by subtracting the IGM and source contributions from the
extragalactic DM, i.e.
DMhost = (DME − DMIGM)(1 + z) − DMsrc , (13)
where the factor (1 + z) comes from converting the DM seen
by the Earth observer to the DM seen by the FRB rest-
frame observer (Ioka 2003; Inoue 2004). The electron density
of IGM depends on the ionization history of the Universe
(Deng & Zhang 2014, see also Appendix E)
DMIGM ≃ 1.1 × 103
∫ z
0
fIGM g(z) (1 + z)dz
E(z) cm
−3 pc , (14)
where the fIGM is the cosmological baryon mass fraction in
the IGM, here we adopt fIGM ≃ 0.83 from the summation of
global budget of baryons in all states (Fukugita et al. 1998).
The function g(z), on the right hand of Equation (14), is the
ionised electron number fraction per baryon. One has
g(z) ≃ 3
4
χe,H(z) +
1
8
χe,He(z) , (15)
where χe,H and χe,He are the cosmic ionisation fraction of
hydrogen and helium, respectively. FRBs are located rela-
tively nearby, so that one can safely adopt χe,H ≃ 1 and
χe,He ≃ 1 (Fan et al. 2006; McQuinn et al. 2009).
Using Equation (9), (10) and (13), we calculate the Ja-
cobian determinant in Equation (8). After maginalisation
of DMsrc and ǫ , the PDF f (log S,DME, z) becomes (see Ap-
pendix C for details).
f (log S,DME, z) = I(log L) fz(z) I(DME, z) (1 + z) , (16)
where the marginalisations for the unknown source DM
(DMsrc) and beam response (ǫ) are
I(DME, z) ≡
∫ max(DMsrc)
0
fD(DMhost |z) fs(DMsrc) dDMsrc ,
(17)
and
I(log L) ≡
∫
φ(log L) fǫ (log ǫ)d log ǫ (18)
Since only one FRB has a measured redshift so far, we
need to marginalise the redshift in the likelihood to include
such an ignorance. The reduced likelihood function, as what
will be used in the Bayesian inference, is
f (log S,DME) =
1
Nf
∫ ∞
0
I(log L) fz(z) I(DME, z) (1 + z) dz,
(19)
where fz(z) is the FRB spatial distribution function in the
redshift space with
fz(z) = r(z)
2
E(z) , (20)
and Nf is the normalisation factor as
Nf =
∫ ∞
log Smin
d log S
∫ ∫
f (log S,DME, z) dDME dz. (21)
The lower limit of the flux density integration, Smin, is the
minimum detectable flux density of the telescope at the time
when the given FRB was detected, i.e. the survey depth. The
radiometer equation (Lorimer & Kramer 2012) gives
Smin =
S/N0 Tsys
G
√
Np BWw
=
S/N0 SEFD√
Np BWw
, (22)
where w is the FRB pulse width, S/N0 is the signal-to-noise
ratio threshold for detection in the surveys, Tsys is the sys-
tem temperature, G is the telescope gain, Np is the number
MNRAS 000, 1–18 (2018)
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Table 1. The instrumental parameters of FRB surveys
Survey G Tsys
a SEFD BW S/N0 Np Ref.
b
K/Jy K Jy MHz
Parkes I 0.69 28 41 288 7 2 [1]
Parkes II 0.69 28 41 338 10 2 [2]
Arecibo 0.7c 30 43 322 7 2 [3]
GBT 2.0 25 13 200 8 2 [4]
UTMOST 3.0 400 130 16 10 1 [5]
ASKAP n/a n/a 1800 336 10 2 [6]
(a) For different FRB detections, the telescope system temperatures
depend on the detected beams. Hence, in the calculation for sensi-
tivity of each FRB, we adopted the corresponding value from the
newest FRBCAT.
(b) The references are: [1] Lorimer et al. (2007); [2] Thornton et al.
(2013); [3] Spitler et al. (2014); [4] Masui et al. (2015); [5]
Caleb et al. (2017); [6] Bannister et al. (2017).
(c) The Arecibo FRB was detected probably in the sidelobe of multi-
beam receiver, the gain of sidelobe is taken as 0.7 K/Jy (Spitler et al.
2014).
of polarisations summed, and BW is the bandwidth. The
system temperature and gain can be combined using the
system equivalent flux density (SEFD ≡ Tsys/G) as shown on
the right-hand side of Equation (22). The parameters for the
depths of surveys are given in Table 1, the numeric values of
the corresponding parameters are from the reference listed
in Table B1.
We need to model the beam response fǫ (log ǫ), local
DM and host galaxy DM distribution function fs(DMsrc)
and fD(DMhost |z) before computing the likelihood. The mod-
elling will be explained in the next sections.
3.2 The beam response likelihood
We can approximate the main-beam response using a Gaus-
sian function (Born & Wolf 1999), where the ratio between
the observed flux and the intrinsic flux of an FRB,
ǫ ≡ Sobs
Ssrc
= e
−4 ln 2
(
θ
θb
)2
. (23)
In this expression, Ssrc and Sobs are the true and observed
flux of FRB. θ is the angular distance between the true po-
sition of FRB and the beam centre. θb is the full-width-half-
maximum (FWHM) beam size, i.e. ǫ = 0.5 for θ = θb/2.
If we assume a uniform PDF per solid angle for the
source position inside the main beam, i.e. accepting As-
sumption vi) made in Section 3.1, the PDF of cos θ will
also be uniform. For most of the radio telescopes, if not
all, θb ≪ 1 rad, so does θ, including the telescopes that have
beams with large semi-major axis and small semi-minor axis,
e.g. UTMOST. Thus θ2 also follows a uniform PDF. As
log ǫ ∝ −θ2, the PDF of log ǫ is uniform as well. We get
fǫ (log ǫ) = constant.
3.3 The distribution function for the local DM of
the FRB source
The nature of FRB origins is still under debate and the
PDF of FRB local DM is highly uncertain. Investigations
(Yu 2014; Cao et al. 2017) had shown that the DM con-
tribution from a pulsar wind is less than 10 cm−3 pc for a
reasonable range of pair multiplicity parameter. The DM
of such origins can be even smaller, as the electrons close
to the FRB should be relativistic and contribute little to
the DM (Lominadze & Pataraia 1982; Gurevich et al. 2006).
However, optical observations have shown that the repeating
FRB 121102 is in a star-forming region (Kokubo et al. 2017;
Bassa et al. 2017) and the source DM may not be negligible
(Yang et al. 2017). In this paper, we take a least-informative
assumption (Jaynes 2003) that DMsrc follows a uniform PDF
in a rather wider range from 0 to 50 cm−3 pc. In this way, we
incorporate the unknowns into the error of inferred param-
eters.
3.4 The PDF of the FRB host galaxy DM
Xu & Han (2015) have modelled the FRB host DM distri-
bution assuming that the host galaxies are Milky Way-like
or M31-like. In our work, we use Monte Carlo simulations to
calculate the rest-frame DM distribution function, i.e. the
DM distribution function as seen by observers local to the
galaxies. Compared with Xu & Han (2015), instead of fo-
cusing on specific galaxies, we study the galaxy population
and build an ensemble DM PDF. That is, we want to de-
termine how the DM distribution of FRBs looks like for a
galaxy-rest-frame observer. The summary for our recipe is
as follows:
i) For a given galaxy type, we simulate the Hα and r-
band luminosity for one galaxy each time according to the
galaxy Hα and r-band luminosity function (Nakamura et al.
2003, 2004) at the zero redshift. The details are described in
Section 3.4.1.
ii) Using the simulated values of Hα and r-band lumi-
nosity from the step i), we simulate one DM value for an
FRB in the galaxy for a rest-frame observer. Here, the DM
value is computed by scaling from the ‘template galaxies’,
where the DM distribution of template galaxies are calcu-
lated in Section 3.4.2. The scaling between the DMhost of two
galaxies of the same type for the given line of sight depends
on the size of the galaxy and electron density, where (see
Section 3.4.1),
DMhost,1
DMhost,2
∝
√
LHα,1Re,2
LHα,2Re,1
. (24)
Here, LHα is the Hα luminosity, Re is the effective radius of
galaxy being derived from the r-band luminosity.
iii)We repeat the steps ‘i’ and ‘ii’ for one million times
and use the accumulated DM values to build the DM distri-
bution function. The analytic form of the distribution func-
tion is then derived by curve fitting. The DM distribution
function ( fD(DMhost)) at this stage is the rest-frame-zero-
redshift distribution function, because we compute the DM
value for the rest-frame observers using the nearby galaxy
luminosity function.
iv) We convert the rest-frame-zero-redshift DM distri-
bution function to the rest-frame DM distribution function
to accommodate the evolution of star formation history. As
the Hα luminosity scales with the star formation rate (SFR,
see Kennicutt et al. 1994; Madau et al. 1998 ), the electron
density ne becomes SFR-dependent that ne ∝ SFR1/2 (see
MNRAS 000, 1–18 (2018)
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Appendix D). The rest-frame DM distribution function at
redshift z then becomes
fD(DMhost |z) =
√
SFR(0)
SFR(z) fD
DMhost
√
SFR(0)
SFR(z)
 , (25)
i.e. fD(DMhost |z) is the distribution function of DMhost at the
redshift z measured by the rest-frame observers also at the
redshift z. Here the function fD[·] on the right-hand side of
the equation is the zero-redshift-rest-frame DM distribution
function from the step iii). The star formation history we
used (Hopkins & Beacom 2006) is
SFR(z) = 0.017 + 0.13z
1 + (z/3.3)5.3 M⊙ yr
−1Mpc−3 . (26)
3.4.1 DM scaling via host galaxy Hα and r-band
luminosity
The average electron density is computed from Hα luminos-
ity (Appendix D) with
〈ne〉 = 1.0 η2/3
(
T
104 K
)0.45 (
LHα
1040 erg s−1
)1/2
(
R
1 kpc
)−3/2
cm−3,
(27)
where η is the filling factor, T is the ionised gas temperature,
and R is the galaxy radius. The typical electron tempera-
tures in galaxies are in a rather narrow range from 5,000
K to 10,000 K. Due to the flat 0.45 index, we fix the gas
temperature to 8,000 K, which leads to at most 20% error
in determining ne.
Because DMhost ∝ neRe, the scaling relation between the
DMhost values of two galaxies for the line of sight along the
same directions becomes
DMhost,1
DMhost,2
=
〈ne〉1Re,1
〈ne〉2Re,2
=
√
LHα,1Re,2
LHα,2Re,1
. (28)
In this way, once we know the DM value of a template galaxy,
we can calculate the DM value of another galaxy of the same
type by using the above scaling equation. The unknown fill-
ing factor in Equation (27) is canceled, assuming it is a con-
stant for all the galaxies with the same type. The template
galaxy is not necessarily a typical member of the given type
and merely serves as a reference. We delay the discussions
on the template galaxy to the next section, and focus on the
distribution functions of LHα and Re at the moment.
LHα is simulated according to the Hα luminosity func-
tions. Based on the complete survey data from the Sloan
Digital Sky Survey with a redshift depth of z = 0.12,
Nakamura et al. (2004) measured the morphologically clas-
sified Hα luminosity functions. The Hα luminosity func-
tions for the early-type galaxies (ETGs, with morphologi-
cal index Tmorph ≤ 1.0 as defined by Nakamura et al. 2004)
and the later-type galaxies (LTGs, with morphological index
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Figure 1. The Hα luminosity functions for ETGs and LTGs.
The solid curve (blue) is for the LTG luminosity function. For
the luminosity of ETGs, we extended the original results of
Nakamura et al. (2004) (in red curve with square marks), where
our extension is plotted as the red dashed curve. The details of
extension operation are described in the main text.
Tmorph > 1.5) take forms of
φETG(LHα) ∝ 0.8
(
LHα
1040.02
)0.79
e
− LHα
1040.02 , (29)
φLTG(LHα) ∝ 1.0
(
LHα
1041.7
)−1.4
e
− LHα
1041.7
+ 1.0
(
LHα
1041.7
)−1.53
e
− LHα
1041.71
+ 0.01
(
LHα
1042.8
)−1.77
e
− LHα
1042.8 . (30)
Here we summed the luminosity functions of the sub-types
to form the luminosity functions of LTGs. The functions are
plotted in Figure 1.
As shown in Figure 1, the ETG Hα luminosity function
of Nakamura et al. (2004) peaks around L = 1041 erg s−1. As
a common cherished belief (e.g. Kennicutt 1998), most of the
ETGs are the old galaxies with little star forming activity
and hence with low Hα luminosities. However, the results of
Nakamura et al. (2004) indicate that the average Hα lumi-
nosity of ETGs would be higher than that of LTGs. Such
discrepancy is mainly due to selection effects, that the low
Hα luminosity galaxies were invisible in the survey and the
luminous Hα elliptical galaxy (LHEG) contributions start to
bias the results. Indeed, Nakamura et al. (2004) mentioned
if the sample selection criterion they used is strong enough,
they would reject 235 AGNs, which is 35% in the current Hα
detected sample including both the ETGs and the LTGs. To
compute the missing fraction of ETGs in the Hα selected
sample, we compare the Hα luminosity functions with the
r -band luminosity functions (Nakamura et al. 2003) of the
same sample. The integrated ETG volume density using the
r -band luminosity function is n∗ = 2 × 10−2 h3Mpc−3, while
the galaxy volume density produced by the Hα luminosity
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function is only n∗ = 7.2 × 10−4 h3Mpc−3. Clearly, the ma-
jority (more than 90%) of ETGs are below the detection
limit in the Hα selection. We thus regard the original Hα
luminosity function of ETGs in Nakamura et al. (2004) only
applicable for LHEGs.
In order to get theHα luminosity distribution for the full
ETG population, an extension operation is needed. As little
information is available for these low Hα luminosity galax-
ies, we perform the most na¨ıve correction. We assume that
the missing ETGs distribute uniformly in logarithmic lumi-
nosity space below the survey sensitivity. Such an extension
scheme introduces the least amount of information as being
widely applied in the Bayesian statistics (Jaynes 2003). The
extension leads to a constant density φ = 4.7×10−3 h3Mpc−3
in the range of 1036 erg s−1 < L < 1039 erg s−1.
We now turn to the distribution of galaxy radii. The
galaxy radius can be calculated from the optical luminosity
using empirical size-magnitude relations (Shen et al. 2003),
that
log
(
R¯50
kpc
)
=

−0.4aM + b , for ETGs
−0.4αM + (β − α) log [1 + 10−0.4(M−M0)]
+γ, for LTGs .
(31)
We sample the r-band optical magnitude (M) based on the
luminosity functions of Nakamura et al. (2003) and use the
above size-magnitude relations to compute the Petrosian
half-light radius (R50, see Petrosian 1976), where constants
a = 0.60, b = −4.63 for ETGs and α = 0.21, β = 0.53,
γ = −1.31, M0 = −20.52 for LTGs. We then convert the Pet-
rosian radius to the effective radius (Graham et al. 2005),
that, for ETGs R50 = 0.73 Re, and, for LTGs R50 = 0.99 Re.
To confirm the validity of above modelling, we compare
the estimated values with the observations. For the LTG,
the measured stellar-density-weighted electron density of the
Milky Way by the YMW16 is 〈ne〉 = 0.04 cm−3, while the cur-
rent modelling (Re ≃ 3.5 kpc, LHα ≃ 5× 1040 erg s−1) produces
0.014 ∼ 0.066 cm−3 when we adopt the filling factor from 0.01
to 0.1. For the ETG type, the measured average free electron
density of M87 from Chandra observations (Cavagnolo et al.
2009) is 〈ne〉 = 0.05 cm−3, and the modelled electron den-
sity (Re ≃ 7.7 kpc, LHα = 1040 erg s−1) is 0.009 ∼ 0.042 cm−3.
Clearly, the predictions for the electron density depend on
the filling factor. However, since we are using the scaling
relation, Equation (28), to compute the DM of the simu-
lated galaxies, the filling factors cancel out. In this case, the
results will not be affected.
As a short summary for this section, we create a large
sample of artificial galaxies, in which LHα follows the mor-
phological luminosity function (Equation (29) or (30)) and
radius follows the size distribution in Equation (31). We then
convert the DMhost of a template galaxy (see below in 3.4.2)
to that of the given galaxy according to Equation (28). The
DM distribution of the template galaxies and galaxy ensem-
bles will be discussed in the next section.
3.4.2 DM for the template galaxies
In this section, we compute the DM distribution of the tem-
plate galaxies, where the stellar distribution and electron
density modelling of galaxies are considered. Due to the mor-
phological difference, we need to address the ETGs, LHEGs,
and the LTGs separately.
ETGs and LHEGs: The electron density model of
ETGs, unfortunately, is not well studied statistically, par-
ticularly due to the low gas fraction. Also one usually needs
galaxies with larger angular diameters, that can be resolved
in order to measure the electron distribution. As a result,
there will be only a few ETGs with electron density profile
measurements, and those ETGs might not fall into the class
of stereotype. However, as explained above, since our DM
scaling relation accounts for both galaxy size and luminos-
ity, we can use any individual member as the reference. As
a caveat, we need to assume that the gas filling factor varies
only mildly in the galaxy population. In the paper, M87 is
chosen as the reference, simply because it has a published
electron density profile (Cavagnolo et al. 2009).
The electron density profile of M87 derived from
Chandra surface brightness measurements (Cavagnolo et al.
2009) can be characterised by the following function
(Fabricant & Gorenstein 1983)
ne = n0
[
1 +
(
R
R0
)2]αe
, (32)
where the fitted parameters are n0 ≃ 0.165 cm−3, R0 =
1.544 kpc, and αe = −0.582.
We calculate the DM PDF of FRBs in the M87 using the
Monte Carlo method. First, we create the a million artificial
FRBs with positions according to the Young profile (Young
1976)
ρs = ρ0
exp
[
−b(R/Re)1/4
]
(R/Re)7/8
, (33)
where ρ0 is the stellar density and Re = 7.7 kpc for M87
(Zeilinger et al. 1993). We then compute the DM PDF of
those FRBs by integrating the electron density (i.e. Equa-
tion (32)) along the path in random directions uniformly
distributed over the full-sky 4π solid angle. The DM PDF is
plotted in Figure 2.
The DM distribution function of M87 is rather flat, due
to the spherical electron density distribution. The FRBs in
ETGs is concentrated around the galaxy centre, because of
the rather compact Young profile. For the case of M87, the
little spike in the DM distribution function peaking around
600 cm−3 pc is due to such a concentration. M87 is a gi-
ant elliptical galaxy, the high DM value with a few hundred
cm−3 pc comes as no surprise. For most of the ETGs, we
expect that the DM will be much lower, because of their
smaller sizes and lower Hα luminosities.
Fixing the M87 as the reference galaxy, we compute the
DM distribution function for all ETGs with another Monte
Carlo simulation. In each step, we draw one sample of DM
value from the M87 distribution, Hα luminosity from lu-
minosity function, and Re via r-band luminosity function.
Then, we use Equation (28) to compute the DM of the sim-
ulated galaxy. We repeat the procedures and produce the
DM distributions of ETGs and LHEGs, which are plotted
in Figure 3.
For reference purposes, we approximate the DM distri-
bution using an analytical form. We note that the double-
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Figure 2. The DM distribution of the reference galaxies, i.e. for
the Milky Way and the M87. The solid curve with triangle marks
(red) is PDF of DMs of FRBs in the M87. The solid curve (blue)
and the dashed curve (black) are for the Milky Way using the
NE2001 model and the YMW16 model, respectively.
Gaussian function, i.e.
fD(DMhost,0) dDMhost,0 =
2∑
i=1
aie
−
(
log10 DMhost,0−bi
ci
)2
dDMhost,0 .
(34)
can fit the curves rather well. The fitted parameters and
the curves for those ensemble DM distribution functions are
listed in Table 2 and shown in Figure 3 respectively.
LTGs: We adopt Milky Way as the reference galaxy
for the LTGs. The Milky-Way stellar structure can be well
approximated by the combination of a thin exponential
disk and a Young-profile spheroid. We use the BS model
(Bahcall & Soneira 1980, 1984; Bahcall 1986) and the Young
profile, i.e. Equation (33), to model the stellar distribution.
The stellar distribution of the disk component is
ρD(̟, Z) = ρD0 exp
[
− Z
H∗
]
exp
[
−̟ −̟0
̟∗
]
, (35)
where the radial distance to the Z-axis is ̟ =
√
X2 + Y2.
The central stellar density ρD0 = 0.13 pc
−3, ̟0 = 8 kpc, scale
height H∗ = 0.3 kpc, and scale radius ̟∗ = 3.5 kpc. For the
spheroid component, the density profile is described by the
Young profile as in Equation (33), with ρ0 = 2.6× 10−4 pc−3,
Re = 2.7 kpc, and b ≃ 7.7.
The electron density models we used are the NE2001
and the YMW16. The simulated DM distribution for Milky
Way is plotted in Figure 2. The DM distribution function
of the LTG template is relatively compact compared to the
case of the ETG template, because LTGs have an exponen-
tial drop of the stellar distribution and the electron den-
sity distribution in both radial and vertical directions of the
disk component. The most probable DM values are 40 and
25 cm−3 pc for the NE2001 and the YMW16 model, respec-
tively, which are a factor of 3 to 4 smaller than previous
estimations (Thornton et al. 2013). Using the same method
described for ETGs, we compute the ensemble distribution
functions of LTGs. The DM distribution is shown in Fig-
ure 3, and the fitted results are in Table 2.
All galaxies: We can combine the ETGs and LTGs to
form the total galaxy population and define the sample as
“all galaxies” (ALGs). The integrals of the r -band luminos-
ity functions (Nakamura et al. 2003) produce the fraction
number of ETGs and LTGs, which are 23.7% and 76.3%,
respectively. Due to the dominance of LTGs, the DM dis-
tribution function of ALGs is very similar to that of LTGs.
The results are shown in Figure 3 and Table 2.
With the DMhost distribution, the most probable
isotropic luminosity and energy of FRB emission can be es-
timated as the byproducts. The technique is described in
Appendix F and the results are given in Table B1.
3.5 Posterior sampling and algorithm verification
Our likelihood is given in Equation (19). Choosing the uni-
form prior for the dimensionless parameters and the uniform
prior in logarithmic scale for the parameters with units intro-
duces the least amount of prior information (Gregory 2005).
We thus choose uniform prior for α and log L∗. However, as
we will show, we can not measure the lower cutoff of FRB
luminosity L0 yet, due to the limited FRB sample. The stan-
dard trick to determine the upper limit (Lentati et al. 2015)
is to use the uniform prior for L0.
Instead of a direct evaluation for the integration in
Equation (4), the posterior calculation is usually performed
using sampling techniques. In this paper, we use the multi-
nest algorithm (Feroz et al. 2009), which is widely applied
in astronomical applications. The nested sampling (Skilling
2004) is a Monte Carlo method to compute Bayesian evi-
dence efficiently and produce the posterior samples. This is
done by converting the parameter space to a set of nested
shells with equal posterior values and iteratively sampling
with replacements in the nested volume. To achieve a better
efficiency, multinest further partitions the nested samples.
In our posterior sampling, we use the python language in-
terface pymultinest 2 when calling the multinest library.
We test the likelihood function, prior choice, and multi-
nest sampler using the simulated mock data set. The mock
data is generated by (1) sampling the luminosity of FRB ac-
cording to the input FRB luminosity function; (2) sampling
the FRB redshift according to Equation (20); (3) sampling
the host galaxy DM for fixed galaxy type according to the
distribution function in Equation (34); (4) sampling the lo-
cal DM according to uniform probability distribution men-
tioned in Section 3.3; (5) sampling beam response according
to the distribution mentioned in Section 3.2; (6) calculating
the FRB flux density and extragalactic DM; and (7) select-
ing the sources above the detection threshold.
The results from analysing the mock data are shown in
Figure 4. As one can see, the current Bayesian inference
recovers the parameters of the input luminosity function
rather well.
2 https://johannesbuchner.github.io/PyMultiNest/
MNRAS 000, 1–18 (2018)
Normalised FRB luminosity function 9
Table 2. The fitted parameters of DM PDF
Parameters ETGs LHEGs LTGs(NE2001) LTGs(YMW16) ALGs(NE2001) ALGs(YMW16)
a1(×10−3) 1.963 0.1182 14.31 17.51 4.899 13.79
b1 1.099 3.441 1.062 0.759 0.8665 0.7597
c1 0.2965 0.4407 0.5202 0.3013 1.009 0.3082
a2(×10−3) 14.28 0.09462 3.471 21.19 12.56 19.96
b2 1.055 2.906 0.7227 1.042 1.069 1.048
c2 0.7262 0.5317 1.151 0.5791 0.5069 0.6025
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Figure 3. The DM distribution functions and the fitted functions before normalisation. Here are six galaxy categories: early-type galaxies
(ETGs), luminous Hα elliptical galaxies (LHEGs), late-type galaxies (LTGs), and all galaxies (ALGs) using two different electron density
models: NE2001 and YMW16. The recipe to compute the curves is in Section 3.4. For each panel, the galaxy type and electron density
model are given in the title. The simulated DM distribution function using Monte Carlo method is plotted in blue dots. The fitted curve
is plot as the red curves, with residuals in the bottom panels.
4 RESULTS FOR THE FRB LUMINOSITY
FUNCTION
We perform our Bayesian inference and use the data of 33
FRBs to measure the FRB luminosity functions for the fol-
lowing six cases.
Case 1, ETG-NE2001 Host galaxy is assumed as
ETGs, and NE2001 electron model is assumed for Galac-
tic DM correction.
Case 2, ETG-YMW16 The same as the Case 1,
except using YMW16 to correct the Galactic DM.
Case 3, LTG-NE2001 The same as the Case 1, ex-
cept that the host galaxy is assumed as LTGs.
Case 4, LTG-YMW16 The same as the Case 2, ex-
cept that the host galaxy is assumed as LTGs.
Case 5, ALG-NE2001 The same as the Case 1, ex-
cept that the host galaxy is assumed as the composition of
both LTGs and ETGs.
Case 6, ALG-YMW16 The same as the Case 2,
except that the host galaxy is assumed as the composition
of both LTGs and ETGs.
The plots for posterior PDF of all six cases are sum-
MNRAS 000, 1–18 (2018)
10 R. Luo et al.
42.0 43.5 45.0
logL ∗
0.0
0.8
1.6
2.4
0.950
logL ∗ -α
0.680
0.950
logL ∗ -logL0
−3.0−1.5 0.0 1.5 3.0
α
0.0
0.5
1.0
1.5
2.0
0.6800.950
α-logL0
35.0 37.5 40.0 42.5
logL0
0.00
0.08
0.16
0.24
0.32
Mock data
(a) Posterior distribution using uniform prior for log L0
42.0 43.5 45.0
logL ∗
0.0
0.8
1.6
2.4
0.950
logL ∗ -α
0.950
logL ∗ -logL0
−3.0−1.5 0.0 1.5 3.0
α
0.0
0.5
1.0
1.5
2.0
0.950
α-logL0
39.0 40.5 42.0
logL0
0.0
0.8
1.6
2.4
Mock data
(b) Posterior distribution using uniform prior for L0
Figure 4. Inference for the mock data. The parameters used
in creating the mock data are log L∗ = 43.0, α = −1.0, and
log L0 = 39.0. The diagonal histogram is the marginalised one-
dimensional posterior distribution for each of the parameters. For
log L∗ and α, the solid lines denote the most probable parameter
value, while the dashed lines indicate the 67% and the 95% confi-
dence level. For log L0, the solid line denote the upper limit value
with 95% confidence level. The off-diagonal contour plots are for
the marginalised two-dimensional posteriors, with parameters in-
dicated in the title. The inner and outer black contours are for
67% and 95% confidence levels. In the panel (a), we adopt uniform
prior for log L0. As indicated by the flat histogram of the log L0
distribution, we can not get good measurement for the value of L0.
This is mainly due to the limited number sample (100 FRBs are
simulated here). We switch the uniform prior for L0 to produces
the upper limit of L0, as shown in the panel (b).
marised in Appendix G. The maximal likelihood estimators
and the errors are summarised in Table 3. For each of the six
cases, we compared two scenarios, i.e. removing the Galactic
halo contributions DMhalo or not in the pre-processing stage.
The shapes of luminosity functions together with the con-
fidence regions are plotted in Figure 5. Interestingly, even
though the DM distribution functions depend on the galaxy
types, the inferred luminosity functions do not vary much,
where the power-law index α ≃ −1.5 and cut-off luminosity
log L∗ ≃ 44.2. We can not measure the low cut-off luminosity
log L0 due to the limited number of currently known FRBs,
however the 95%-confidence-level upper limit log L0 ≤ 41.9
is derived with a uniform prior for L0.
5 DISCUSSION
In this paper, we measured the FRB luminosity function
using the Bayesian method under different assumptions for
the host galaxy type. The Bayesian method helped dealing
with the missing information, i.e. the distances of FRBs and
beam response, which are difficult to handle otherwise. As-
suming the Schechter form for the luminosity function, we
measured the power law index and high cut-off luminosity,
where α ≃ −1.5, and L∗ ≃ 1044 erg s−1. As byproducts, we
also used the Bayesian method (see Appendix F) to infer
the most-probable redshift, isotropic luminosity and energy
of each source with the values listed in Appendix B.
The FRB luminosity power-law indices, we measured,
range from −1.8 to −1.2. Such values also agree with (i) the
power-law indices of pulsars’ giant pulse flux distribution
at lower frequency (–1.7, Karuppusamy et al. 2012); (ii) the
mean power-law indices of radio emission of pulsars (−1.65 to
−2.2, Han et al. 2016; Jankowski et al. 2018); (iii) the power-
law index of luminosity function of long gamma-ray bursts
(−1.3 to −2.3; Sun et al. 2015; Pescalli et al. 2016) (iv) short
gamma-ray bursts (−1.5 to −1.7, Sun et al. 2015); (v) com-
pact binary mergers (−1.2 to −1.7, Cao et al. 2018). We can
not pin down the radiation mechanisms based on the FRB
luminosity function. However, the similarity between it and
those of of other astrophysical sources may suggest a com-
mon underlying rule of defining burst populations of differ-
ent kinds.
The distance information of FRBs is determined from
the DM values. We modelled the DM from three major con-
tributions, i.e. from the Milky way, the IGM, and the FRB
host galaxy. We also compared the results to evaluate the
effects of Galaxy halo contribution. We showed that the pa-
rameters for the luminosity function are rather insensitive
to the modeling details.
We modelled the electron density distribution functions
for two major cases in the paper, i.e. spiral galaxies and el-
liptical galaxies. The most likely values of DMhost for these
two cases are approximately 10 and 15 cm−3 pc, respectively.
Such host galaxy DM values are at least one order of mag-
nitude smaller than that of the IGM contribution. Although
the most uncertain part in our modelling is the DMhost distri-
bution, the parameters inference for the luminosity function
is rather robust as DME ≫ DMhost. We can tolerate the miss-
ing information such as the the Hα filling factor, the stellar
distribution in galaxies, halo DM or FRB source DM. The
characteristic host galaxy DM values we estimated are less
than 100 cm−3 pc. Despite this, considering the scattering of
the distribution, our results are still compatible with the val-
ues estimated before (Thornton et al. 2013; Xu & Han 2015;
Yang et al. 2017).
The average DM value of ETGs we calculated here is
higher than that for LTGs. This is mainly due to the stellar
distribution and galaxy morphology. The concentration of
FRBs in the central region of ETGs produce higher value
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Table 3. The parameters of FRB luminosity function
Galaxy type No modelling for Galactic halo Removed Galactic halo
α (1σ) log L∗ (1σ) log L0 (95% C.L.) α (1σ) log L∗ (1σ) log L0 (95% C.L.)
ETGs (NE2001) −1.52+0.24−0.23 44.14+0.23−0.33 ≤ 41.75 −1.57+0.19−0.26 44.10+0.23−0.33 ≤ 41.56
ETGs (YMW16) −1.62+0.29−0.21 44.18+0.26−0.38 ≤ 41.96 −1.67+0.21−0.25 44.23+0.27−0.38 ≤ 41.82
LTGs (NE2001) −1.45+0.31−0.28 43.94+0.22−0.35 ≤ 41.74 −1.50+0.25−0.26 43.87+0.27−0.30 ≤ 41.56
LTGs (YMW16) −1.57+0.17−0.22 44.32+0.22−0.24 ≤ 41.96 −1.60+0.15−0.19 44.29+0.33−0.20 ≤ 41.82
ALGs (NE2001) −1.42+0.27−0.27 43.90+0.30−0.29 ≤ 41.74 −1.51+0.26−0.25 43.89+0.26−0.28 ≤ 41.56
ALGs (YMW16) −1.57+0.19−0.21 44.31+0.22−0.27 ≤ 41.96 −1.63+0.16−0.19 44.34+0.21−0.29 ≤ 41.82
Figure 5. The FRB normalised luminosity functions. In each panel, the solid line (black) is the best fitting luminosity function, and the
shaded area (grey) shows the luminosity function within 1σ error. The meaning of the labels are, 1◦ ETGs(NE2001): Galactic foreground
removed with NE2001 and assuming ETG as the host galaxy; 2◦ ETGs(YMW16): the same as 1◦ but with galactic foreground removed
with YMW16; 3◦ LTGs(NE2001): Galactic foreground removed with NE2001 and assuming LTG as the host galaxy; 4◦ LTGs(YMW16):
the same as 3◦ but with galactic foreground removed with YMW16; 5◦ ALGs(NE2001): Galactic foreground removed with NE2001 and
assuming mixed galaxy (ALG) as the host galaxy; 6◦ ALGs(YMW16): the same as 5◦ but with galactic foreground removed with YMW16.
of DM for the ETGs than for the LTG, where a lower scale
height of LTGs leads to a lower DM.
For the case of LHEGs, i.e. elliptical galaxies with Hα lu-
minosity function in Nakamura et al. (2004), the most likely
DM host is DMhost ≃ 3000 cm−3 pc. Considering that the ob-
served DMhost is smaller by a factor (1 + z) and the roughly
linear increase of DMIGM with redshift, one obtains that an
FRB with z > 2 would have a DME exceeding 2750 cm
−3 pc
(Zhang 2018a) which is larger than the maximum observed
DME (e.g. 2583.1 cm
−3 pc from FRB 160102, Bhandari et al.
2018). If FRBs all have LHEG hosts, the probability of de-
tecting one FRB with DME ≤ 2750 is only ≃ 35%, as com-
puted by integrating fD(DMhost) from 0 to 2750. Thus there
is only a miniscule chance (8×10−16) to observe all 33 FRBs
with DME ≤ 2750 cm−3 pc. We conclude that it is unlikely
that the LHEGs are the host galaxies for FRBs, unless all
FRBs lie around the galaxy outskirts if they originate in
LHEGs.
The DMhost distribution function of all the galaxies en-
ables us to infer the corresponding isotropic luminosity and
energy of FRB emission as listed in Table B1. Using only
DM as the distance indicator, our inferred most probable
redshift of FRB 121102 ranges from 0.198 to 0.271 at a 2σ
confidence level. This is roughly consistent with the true
redshift 0.193 (Tendulkar et al. 2017). The slightly higher
value of the inferred redshift may be resulted from the long
tail of PDF for DMhost as computed in Section 3.4. The ex-
cess may also come from an underestimate of the electron
density in the Milky Way halo or in the FRB environment.
Alternatively, it could be due to the deviation of the mean
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cosmological DMIGM due to the existence of large scale struc-
tures, so that the line of sight towards FRB 121102 may have
pieced through an over-dense region in the IGM. We expect
that more FRBs with optically-measured redshift will help
us to clarify these issues.
We used M87 and Milky Way as the template galax-
ies in this study. The choice is made because they are the
only two galaxies of each type that previously have accurate
measurements on both electron density distributions and Hα
luminosities. As a caveat, both galaxies may not be the typ-
ical example of ETGs or LTGs. The M87 is a giant elliptical
galaxy, and the Milky way has a relatively low gas fraction
(Kennicutt & Evans 2012). We can still use Milky Way and
M87 as the reference values, thanks to our scaling method,
which accounts for the galaxy size, electron density, and star
formation history evolution.
We assumed that the FRB distribution in the galax-
ies follows the stellar distribution. In Milky Way, the steller
distribution has low scale height than that of the neutron
star distribution. If the FRBs are of a magnetar or pulsar
origin, the host galaxy DM may be slightly overestimated
here. However, since the host galaxy DM is already smaller
than the observed DM, such a second-order small perturba-
tion can be well neglected without affecting the luminosity
function inference.
We modelled the luminosity distribution using the
Schechter function. The measured cut-off luminosity log L∗ ≃
44.2 erg s−1 with an error of 0.3 dex indicates that the simple
power-law distribution is not precise enough at the high lu-
minosity end. This also helps planning future FRB surveys.
For FRBs with distances of ∼ 1 Gpc, the size of a radio tele-
scope for FRB survey should be at least 10 meters to get
S/N ≥ 7.
The possible off-centre position of an FRB in the main
beam, without modelling, leads to an underestimate for the
FRB luminosity (Niino 2018). We include such an uncer-
tainty through the Bayesian marginalisation. It turns out
that the difference in the parameters of inferred luminosity
function is not significant between the two cases, regardless
of whether or not the beam response is taken into account.
Without modelling the beam response, the power-law index
of Schechter function is slightly flatter, and the cut-off lumi-
nosity is relatively lower. Taking the case of ALGs-YMW16
as an example, we get α = −1.56+0.21−0.20 and log L∗ = 44.19+0.22−0.24
with no beam response modelling, whereas α = −1.57+0.19−0.21
and log L∗ = 44.31+0.22−0.27 with beam response marginalisation.
As the difference is still within 1σ confidence level, we con-
clude that the beam response plays a limited role in param-
eter inference for the current limited sample of FRBs.
We could only obtain the upper limits of the lower cut-
off luminosity, i.e. L0, due to the limited sample of FRBs
(Table 3). The current upper limit of log L0 < 42.0 is not
capable of testing the FRB model yet. In order to measure
the true value of L0, a large number of nearby FRBs are
required.
Due to the unknown spectral shape and width, our lu-
minosity function is based on the reference bandwidth of
1 GHz. This is motivated by the observations of the re-
peating FRB 121102, which indicates a ∼ 1 GHz bandwidth
(Gajjar et al. 2018). In general, the parameter L∗ in the lu-
minosity function scales with the reference bandwidth. The
assumption of a ∼ 1 GHz bandwidth can be revised later.
Little information is available for the spectrum of FRBs
at present, and scintillation may introduce a strong bias
in determining the true bandwidth. The measurement in
this paper can be further improved, if future observations
will provide more information. We expect that the upcom-
ing large field-of-view facilities, e.g. CHIME(Ng et al. 2017),
ASKAP(Macquart et al. 2010), MeerKAT(Booth & Jonas
2012) and instruments with higher sensitivity, e.g. AL-
FABURST survey (Foster et al. 2017), FAST (Nan et al.
2011), SKA (Macquart et al. 2015), and QTT (Wang 2017),
will provide more opportunities to detect more nearby FRBs
and reveal the details of the FRB spectra.
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APPENDIX A: NOTATIONS USED IN THE
CURRENT PAPER
All the notations used in this paper are listed in Table A1.
APPENDIX B: DATA TABLE
The data in the FRB catalogue (Petroff et al. 2016) is given
in Table B1. The columns noted as the Observed parameters
are from the FRB catalogue, while the Infered parameters
are computed using the methods in this paper. The inferred
parameters are for reference purposes. They are not used in
our computation for luminosity functions, as they are not
needed in the likelihood function Equation (19). The details
on how to calculat redshift, luminosity and energy of each
FRB are presented in Appendix F.
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Table A1. Notations used in the current paper sorted alphabetically.
Notation Comments
a(z) Scale factor in Cosmology
α Power-law index of FRB luminosity function
αe Power-law index of galaxy electron density profile
BW Bandwidth of the data, in units of MHz
c Speed of light in a vacuum in units of cm s−1
χ(z) Cosmological ionisation fraction as function of redshift z
∆ν0 = 1GHz Reference spectrum width of FRB
∆t Time delay in units of ms
DM Dispersion measure, in units of cm−3 pc
DME Extragalactic dispersion measure, i.e. DME = DM − DMMW
DMIGM Dispersion measure contribution of IGM
DMhalo Dispersion measure contribution from dark matter halo of the Milky Way
DMhost Dispersion measure contribution of FRB host galaxy
DMhost,0 Normalised dispersion measure contribution of FRB host galaxy at redshift of 0 using star formation history
DMMW Dispersion measure contribution of the Milky way
DMsrc Dispersion measure contribution of the local source
EM Emission measure, in units of cm−6 pc
E Energy, in units of erg
E(z) Logarithmic time derivative of scale factor
φ∗ Normalisation factor of luminosity function
ǫ beam resonance of radio telescope
fD Distribution function of DMhost
fIGM Baryon mass fraction in the IGM
fs Distribution function of DMsrc
F Specific fluence, the total energy density of the burst, i.e. the time integrated flux density per unit frequency
φ(L) Luminosity function
g(z) Electron density per baryon as a function of cosmological redshift z
G Gain of radio telescope, in units of KJy−1
h Dimensionless Hubble parameter, normalised by 100 km s−1Mpc−1
H∗ Scale height of disk galaxy
H0 Hubble constant with H0 = 67 km s
−1Mpc−1
I Intensity, in units of erg s−1 sr−1 cm−2
I (DME, z) Marginalised integral for DMsrc
I (log L) Marginalised integral for beam response ǫ
l integration path length, in units of pc
L Luminosity, in units of erg s−1
L∗ Upper cut-off luminosity
L0 Lower cut-off luminosity
Λ Likelihood function
ne Electron density, in units of cm
−3
ν Observing frequency, in units of GHz
n∗ Galaxy density in comoving volume, that is n∗ =
∫
φ(L) dL
Nf Normalisation factor for likelihood function
M Absolute stellar magnitude
Ωb Dimensionless baryon fraction of Universe. Assumed to be 0.048.
ΩΛ Dimensionless cosmological constant. Assumed to be 0.69.
Ωm Dimensionless matter fraction of Universe. Assumed to be 0.31.
̟ Radius from the z-axis in the cylindrical coordinate.
̟∗ Scale radius of the disk galaxy
r Comoving distance
rL Luminosity distance, in terms of comoving distance rL = (1 + z)r
R Radius of galaxy, in units of kpc
Re Effective radius of galaxy, in units of kpc
R50 Petrosian radius of galaxy, the radius enclosing 50 percent of petrosian flux
ρ Stellar density in units of pc−3
SEFD System equivalent flux density, in units of Jy
SFR(z) Star formation history as function of redshift in units of M⊙yr−1
Speak Peak flux density of FRB, in units of Jy
T Temperature of ionised gas
Tmorph Morphological index of galaxies
Tsys System temperature of radio receiver, in units of K
Θ General notation for parameters
θ Angular distance between FRB and beam centre
θb Beam size of radio telescope
w FRB duration, in units of ms
X General notation for data
z Cosmological redshift
Z Vertical distances of FRB to the galaxy disk plane
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Table B1. The parameters of known FRBs
Observed parameters Infered parameters
FRB Speak
(a) w(b) F (c) DM (d) DME
(e) DME
(f) zmax
(g) zˆ(h) log Lˆiso
(i) log Eˆiso(j) Survey Reference
(Jy) (ms) (Jy ms) (cm−3 pc) (cm−3 pc) (cm−3 pc) (erg s−1) (erg)
010125 0.30 9.40+0.20−0.20 2.82 790(3) 680 714.09 0.80 0.765
+0.005
−0.091 43.00
+0.29
−0.34 40.75
+0.24
−0.33 Parkes I [1]
010621 0.41 7.00 2.87 745(10) 222 423.44 0.48 0.443+0.004−0.082 42.56
+0.26
−0.37 40.24
+0.27
−0.35 Parkes I [2][3]
010724 > 30 5.00 >150 375 330.42 280.97 0.33 0.281+0.003−0.072 > 43.94 > 41.52 Parkes I [4]
090625 1.14+0.42−0.21 1.92
+0.83
−0.77 2.19
+2.10
−1.12 899.55(1) 867.86 874.07 0.98 0.943
+0.005
−0.094 43.87
+0.28
−0.34 40.84
+0.49
−2.84 Parkes II [5]
110220 1.30 5.600.10−0.10 7.28
+0.13
−0.13 944.38(5) 909.61 920.26 1.03 0.995
+0.005
−0.094 43.94
+0.26
−0.33 41.42
+0.18
−0.19 Parkes II [6]
110523 0.60 1.73+0.17−0.17 1.04 623.30(6) 579.78 590.3 0.67 0.628
+0.005
−0.089 43.12
+0.25
−0.36 40.11
+0.26
−0.32 GBT [7]
110627 0.40 1.40 0.56 723.0(3) 675.54 689.43 0.77 0.738+0.005−0.091 43.08
+0.27
−0.32 39.99
+0.27
−0.31 Parkes II [6]
110703 0.50 4.30 2.15 1103.6(7) 1061.27 1080.52 1.21 1.176+0.006−0.096 43.71
+0.27
−0.33 40.97
+0.32
−0.29 Parkes II [6]
120127 0.50 1.10 0.55 553.3(3) 521.48 532.67 0.60 0.564+0.005−0.087 42.90
+0.28
−0.36 39.77
+0.25
−0.36 Parkes II [6]
121002 0.43+0.33−0.06 5.44
+3.50
−1.20 2.34
+4.46
−0.77 1629.18(2) 1554.91 1568.68 1.78 1.749
+0.006
−0.098 44.19
+0.36
−0.33 41.48
+0.62
−0.60 Parkes II [5][8]
121102 0.40+0.40−0.10 3.00
+0.50
−0.50 1.20
+1.60
−0.45 557(2) 369 269.88 0.32 0.268
+0.003
−0.070 42.07
+0.49
−0.51 39.48
+0.56
−0.82 Arecibo [9]
130626 0.74+0.49−0.11 1.98
+1.20
−0.44 1.47
+2.45
−0.50 952.4(1) 885.53 887.31 0.99 0.958
+0.005
−0.094 43.77
+0.47
−0.36 40.77
+0.59
−0.64 Parkes II [5]
130628 1.91+0.29−0.23 0.64
+0.13
−0.13 1.22
+0.47
−0.37 469.88(1) 417.3 422.89 0.48 0.442
+0.004
−0.082 43.28
+0.20
−0.34 39.88
+0.34
−0.54 Parkes II [5]
130729 0.22+0.17−0.05 15.61
+9.98
−6.27 3.43
+6.55
−1.81 861(2) 830 835.58 0.93 0.900
+0.005
−0.093 43.12
+0.40
−0.41 41.05
+0.65
−3.05 Parkes II [5]
131104 1.12 2.08 2.33 779(1) 707.9 558.8 0.63 0.593+0.005−0.088 43.31
+0.26
−0.35 40.46
+0.24
−0.36 Parkes II [10]
140514 0.47+0.11−0.08 2.80
+3.50
−0.70 1.32
+2.34
−0.50 562.7(6) 527.8 538.53 0.61 0.571
+0.005
−0.087 42.95
+0.23
−0.38 40.23
+0.62
−0.77 Parkes II [11]
150215 0.70+0.28−0.01 2.80
+1.20
−0.50 1.96
+1.96
−0.37 1105.6(8) 678.4 812.77 0.91 0.875
+0.005
−0.093 43.66
+0.23
−0.29 40.81
+0.43
−0.37 Parkes II [14]
150418 2.19+0.60−0.30 0.83
+0.25
−0.25 1.82
+1.20
0.72
776.2(5) 587.7 450.66 0.51 0.473+0.004−0.084 43.41
+0.26
−0.33 40.10
+0.46
−1.34 Parkes II [12]
150610 0.7+0.2−0.2 2.0
+1.0
−1.0 > 1.3 1593.9(6) 1486.6 1470.9 1.66 1.631
+0.006
−0.097 44.18
+0.29
−0.41 > 41.04 Parkes II [18]
150807 128.0+5.00−5.00 0.35
+0.05
−0.05 44.80
+8.40
−7.90 266.5(1) 196.5 241.43 0.28 0.235
+0.003
−0.067 44.55
+0.04
−0.46 40.83
+0.33
−0.38 Parkes II [13]
151206 0.30+0.04−0.04 3.0
+0.6
−0.6 > 0.9 1909.8(6) 1666.4 1748.8 2.00 1.971
+0.006
−0.097 44.02
+0.26
−0.20 > 41.07 Parkes II [18]
151230 0.42+0.03−0.04 4.4
+0.5
−0.5 > 1.9 960.4(5) 912.47 922.6 1.03 0.997
+0.005
−0.094 43.38
+0.28
−0.15 > 40.81 Parkes II [18]
160102 0.5+0.1−0.5 3.4
+0.8
−0.8 > 1.8 2596.1(3) 2561.56 2574.3 3.10 3.076
+0.005
−0.081 44.74
+0.27
−0.28 > 41.69 Parkes II [18]
160317 >3.0 21.00+7.00−7.00 >63.0 1165(11) 845.4 770.38 0.86 0.828
+0.005
−0.092 > 44.17 > 42.14 UTMOST [15]
160410 >7.0 4.00+1.00−1.00 >28.0 278(3) 220.3 221.29 0.26 0.211
+0.003
−0.064 > 43.06 > 40.51 UTMOST [15]
160608 >4.3 9.00+6.00−6.00 >38.7 682(7) 443.7 371.69 0.43 0.384
+0.004
−0.079 > 43.44 > 41.24 UTMOST [15]
170107 22.30 2.60 57.98 609.5(5) 574.5 582.5 0.66 0.620+0.005−0.088 44.64
+0.29
−0.34 41.86
+0.28
−0.33 ASKAP [16]
170827 50.30 0.40 19.87 176.4 139.4 149.4 0.18 0.127+0.000−0.050 43.38
+0.33
−0.53 39.89
+0.30
−0.46 UTMOST [17]
170922 2.30+0.50−0.50 26.00 59.80 1111 1066 1078.11 1.20 1.173
+0.006
−0.096 44.35
+0.28
−0.33 42.43
+0.27
−0.29 UTMOST [19]
171209 0.92 2.5 2.3 1458 1115 1223 1.37 1.339+0.006−0.097 44.10
+0.27
−0.29 41.17
+0.25
−0.31 Parkes II [20]
180301 0.5 3.0 1.5 520 365 287 0.33 0.288+0.003−0.072 42.19
+0.30
−0.41 39.55
+0.25
−0.37 Parkes II [21]
180309 20.8 0.576 11.98 263.47 218.78 233.5 0.27 0.226+0.003−0.066 43.56
+0.28
−0.42 40.24
+0.28
−0.42 Parkes II [22]
180311 0.2 12 2.4 1575.6 1530.3 1543.5 1.75 1.719+0.006−0.098 43.70
+0.26
−0.28 41.38
+0.25
−0.29 Parkes II [23]
(a) peak flux density, (b) burst duration, (c) fluence of burst profile, (d) observed dispersion measure, (e) extragalactic DM computed using the NE2001 model,
and (f) extragalactic DM computed using the the YMW16 model, (g) maximum redshift inferred by extragalactic DM using the YMW16 model when assumed
DMhost = 0 and DMsrc = 0, (h) most probable redshift, (i) most probable isotropic luminosity, (j) most probable isotropic energy.
For calculation of luminosity and energy, we assumed the FRB radiation is isotropic with flat spectrum, and use 1 GHz as the reference value of spectral
bandwidth at rest frame of FRBs. The error bar is for 95% confidence level.
The references are, [1] Burke-Spolaor & Bannister (2014), [2] Keane et al. (2011), [3] Keane et al. (2012), [4] Lorimer et al. (2007), [5] Champion et al. (2016),
[6] Thornton et al. (2013), [7] Masui et al. (2015), [8] Thornton (2013), [9] Spitler et al. (2014), [10] Ravi et al. (2015), [11] Petroff et al. (2015), [12] Keane et al.
(2016), [13] Ravi et al. (2016), [14] Petroff et al. (2017), [15] Caleb et al. (2017), [16] Bannister et al. (2017), [17] Farah et al. (2018), [18] Bhandari et al. (2018),
[19] Farah et al. (2017), [20] Shannon et al. (2017), [21] Price et al. (2018), [22] Oslowski et al. (2018a) and [23] Oslowski et al. (2018b).
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APPENDIX C: DERIVATION FOR
MARGINALISED LIKELIHOOD
Using random variable transformation, we can
convert the PDF f (log L, r,DMhost,DMsrc, log ǫ) to
f (log S,DME, z,DMsrc, log ǫ), i.e.
f (log S,DME, z,DMsrc, log ǫ)
= |J| f (log L, r,DMhost,DMsrc, log ǫ) ,
(C1)
with the Jacobian determinant
|J| =

©­­­­­­­­«
∂ log L
∂ log S
∂ log L
∂DME
∂ log L
∂z
∂ log L
∂DMsrc
∂ log L
∂ log ǫ
∂r
∂log S
∂r
∂DME
∂r
∂z
∂r
∂DMsrc
∂r
∂ log ǫ
∂DMhost
∂ log S
∂DMhost
∂DME
∂DMhost
∂z
∂DMhost
∂DMsrc
∂DMhost
∂ log ǫ
∂DMsrc
∂ log S
∂DMsrc
∂DME
∂DMsrc
∂z
∂DMsrc
∂DMsrc
∂DMsrc
∂ log ǫ
∂ log ǫ
∂ log S
∂ log ǫ
∂DME
∂ log ǫ
∂z
∂ log ǫ
∂DMsrc
∂ log ǫ
∂ log ǫ
ª®®®®®®®®¬

=

©­­­­­«
1 0 ∂ log L/∂z 0 1
0 0 c/H0E(z) 0 0
0 1 + z ∂DMhost/∂z −1 0
0 0 0 1 0
0 0 0 0 1
ª®®®®®¬

=
c(1 + z)
H0E(z)
.
(C2)
Based on the modelling in Section 3, we have
f (log S,DME, z,DMsrc, log ǫ)
= φ(log L) fr (r) fD(DMhost |z) fs(DMsrc) fǫ (log ǫ)
c(1 + z)
H0E(z)
,
(C3)
where DMhost = (DME −DMIGM)(1 + z) −DMsrc. The PDF of
comoving distance fr (r) ∝ r2 can be re-written as the PDF
of redshift, i.e.
fz(z) = fr (r)dr
dz
∝ c r(z)
2
H0E(z)
. (C4)
To get the final likelihood, we need to marginalise the
unknown information, i.e. DMsrc, ǫ , and z. The marginalisa-
tion of DMsrc leads to
f (log S,DME, z, log ǫ) = φ(log L) fz(z) I(DME, z)
fǫ (log ǫ) (1 + z)
(C5)
with
I(DME, z) =
∫ max(DMsrc)
0
fD(DMhost |z) fs(DMsrc) dDMsrc .
(C6)
The marginalisation for the beam response (ǫ) gives
f (log S,DME, z) =
∫ 0
− log 2
f (log S,DME, z, log ǫ) d log ǫ
= fz(z) f (DME, z) I(log L) ,
(C7)
with
I(log L) =
∫ 0
− log 2
φ(log L) fǫ (log ǫ)d log ǫ
=
1
log 2
{
Γ
[
α + 1,
L
L∗
]
− Γ
[
α + 1,
2L
L∗
]}
,
(C8)
where Γ is the incomplete gamma function.
Marginalisation of redshift (z) helps to get the final like-
lihood
f (log S,DME) =
1
Nf
∫ zmax
0
f (log S,DME, z) dz , (C9)
where the maximal redshift (zmax) in the upper limit of in-
tegration is computed by solving DME −DMIGM(z) = 0. The
normalisation factor Nf for the PDF is
Nf =
∫ ∞
log Smin
d log S
∫ ∫ ∫
f (log S,DME, z, log ǫ) dDME dz d log ǫ .
(C10)
After integrating DME and log S, one gets
Nf =
∫ zmax
0
fz(z) dz
∫
Γ
[
α + 1,
max(L0, Lthre)
ǫL∗
]
fǫ (log ǫ) d log ǫ .
(C11)
where L0 is the lower cut-off of the luminosity function,
Lthre ≡ 4πr2L∆ν0Smin is the corresponding threshold luminos-
ity for the survey sensitivity at the luminosity distance rL
with a perfect beam response ǫ = 1.
APPENDIX D: AVERAGE ELECTRON
DENSITY OF GALAXIES
We estimate the average electron density from the emission
measure (EM), i.e. the integration of electron density vari-
ance along the line of sight EM ≡
∫
n2e dr. EM can be derived
from the Hα intensity (Reynolds 1977), i.e.
EM = 2.75
(
T
104 K
)0.9
IHα
2.42 × 10−7 cm
−6 pc , (D1)
where IHa is the Hα intensity in units of erg cm
−2 s−1 sr−1
and T is the ionised gas temperature. Hα intensity (IHa) is
calculated from the luminosity via
IHα =
LHα
4πr2
= 8 × 10−5 LHα
1040 erg s−1
(
r
kpc
)−2
, (D2)
where r = ηR is the physical size of Hα emission region,
in which R and η are the radius of the galaxy and the fill-
ing factor respectively. Combining Equation (D2) and Equa-
tion (D1), we can derive the average electron density vari-
ance〈
n2e
〉
= 1.0
(
T
104 K
)0.9 (
LHα
1040 erg s−1
) (
R
kpc
)−3
cm−6. (D3)
Then the average electron density of the whole galaxy is esti-
mated using 〈ne〉 ≃
〈
n2e
〉1/2
η3, which leads to Equation (27).
APPENDIX E: DERIVATION OF DMIGM
Here, we calculate DMIGM in a rigorous fashion. To simplify
the notations, we use natural units through out this section,
where the speed of light c = 1.
We assume a Robertson-Walker (RW) metric for the
Universe that ds2 = −dt2 + a2dx2, where a is the cosmic
scale factor, and dx is the spatial dual basis. The local group
velocity of radio wave propagating in the free electron gas is
(Rybicki & Lightman 1986)
vg =
(
1 +
βne
ν′2
)−1
, (E1)
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where β is the dispersion constant (Lorimer & Kramer 2012)
and ν′ is the radio wave frequency seen by local observer.
The corresponding propagation path associated with the
flat-space RW metric is described by the differential equa-
tion
dr
dt
=
1
a
vg . (E2)
As dz/dt = (1 + z)H0E(z) and 1/a = 1 + z, the solution to
above differential equation gives
r =
∫ z2
z1
1
1 + βneν′−2
1
H0E(z)
dz, . (E3)
The local electron density is ne = ρcΩb fIGMg(z)(1 + z)3m−1p ,
where fIGM is the cosmological baryon mass fraction in the
IGM, the term (1 + z)3 comes from the Universe expansion,
ρc = 3H
2
0
/(8πG) is the Universe critical density, mp is the
proton mass.
The frequency ν′ from an emitter can be derived from
the frequency (ν) seen by the Earth observer, i.e. ν′ = ν(1+z).
Thus,
r(ν) =
∫ z2
z1
1
1 + βρcΩbm
−1
p fIGMg(z)(1 + z)ν−2
1
H0E(z)
dz .
(E4)
At infinite frequency,
r(∞) =
∫ z2
z1
1
H0E(z)
dz . (E5)
By comparing Equation (E4) with (E5), the time delay is
∆t =
β
ν2
∫
ρcΩb fIGMg(z)(1 + z)
mpH0E(z)
dz , (E6)
so that we have
DMIGM =
∫
ρcΩb fIGMg(z)(1 + z)
mpH0E(z)
dz , (E7)
which gives the same result as Deng & Zhang (2014).
APPENDIX F: THE MOST PROBABLE
REDSHIFT, LUMINOSITY AND ENERGY
Using fD(DMhost), fs(DMsrc) and fz(z), we can infer the most
probable FRB redshift, luminosity, and energy for each FRB
individually. Similar methods have been applied to measure
the pulsar distance (Verbiest et al. 2010, 2012; Igoshev et al.
2016). We now treat the redshift PDF fz(z) as the prior. The
posterior of redshift given the extragalactic DM becomes
f (z |DME) =
1
Nf
I(DME, z) fz(z)(1 + z) (F1)
where I(DME, z) is the given in Equation (C6) and Nf is
the corresponding normalisation factor. The most probable
redshift maximize the posterior, which leads to
zˆ = argmaxz f (z |DME) . (F2)
One can derive the most probable luminosity with the same
method, of which the posterior is
f (log L |DME, log S) =
1
Nf
∫
fz(z) (1 + z) dz∫
f (DME, log S | log L, log ǫ, z)
· fǫ (log ǫ) d log ǫ .
(F3)
Here we have assumed a uniform prior for log L, and
f (DME, log S | log L, log ǫ, z) ∝ exp
[
−1
2
(
∆S
σS
)2]
I(DME, z) ,
(F4)
with
∆S =
ǫ10log Liso
4πr2
L
∆ν0
− 10log S . (F5)
The Gaussian likelihood is introduced to include the flux
density measurement error (σS). For those measurements
without the corresponding errorbars, we take 30% as the
relative error and compute σS.
The intrinsic isotropic energy (Eiso) with a flat spectrum
can be computed from the specific influence (F)
Eiso =
F
1 + z
∆ν0 4πr
2
L . (F6)
Thus, using a similar likelihood function compared to Equa-
tion (F3), replacing L with E and S with F, the isotropic
burst energy can be estimated by F.
All the inferred parameter values are listed in Table B1.
APPENDIX G: POSTERIORS OF FRB
LUMINOSITY FUNCTIONS
The posterior distributions of Bayesian analysis are sum-
marised here.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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(a) ETGs (NE2001)
42.0 43.5 45.0
logL ∗
0.0
0.4
0.8
1.2
1.6
0.
95
0
logL ∗ -α
0.9
50
logL ∗ -logL0
−3.0−1.5 0.0 1.5 3.0
α
0.0
0.4
0.8
1.2
1.6
0.950
α-logL0
39.0 40.5 42.0
logL0
0.0
0.8
1.6
2.4
(b) ETGs (YMW16)
Figure G1. The marginalized posterior distribution of ETG
luminosity function parameters. The diagonal histogram is the
marginalised one-dimensional posterior distribution for each of
the parameters. For log L∗ and α, the solid lines denote the most
probable parameter value, while the dashed lines indicate the 67%
and the 95% confidence level. For log L0, the solid line denote
the upper limit value with 95% confidence level. The off-diagonal
contour plots are for the marginalised two-dimensional posteriors,
with parameters indicated in the title. The inner and outer black
contours are for 67% and 95% confidence levels.
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(a) LTGs (NE2001)
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Figure G2. The marginalized posterior distribution of LTG lu-
minosity function parameters. The plots details are the same as
Figure G1.
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(b) ALGs (YMW16)
Figure G3. The marginalized posterior distribution of ALG lu-
minosity function parameters. The plots details are the same as
Figure G1.
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