ABSTRACT Bitcoin has recently attracted considerable attention in the fields of economics, cryptography, and computer science due to its inherent nature of combining encryption technology and monetary units. This paper reveals the effect of Bayesian neural networks (BNNs) by analyzing the time series of Bitcoin process. We also select the most relevant features from Blockchain information that is deeply involved in Bitcoin's supply and demand and use them to train models to improve the predictive performance of the latest Bitcoin pricing process. We conduct the empirical study that compares the Bayesian neural network with other linear and non-linear benchmark models on modeling and predicting the Bitcoin process. Our empirical studies show that BNN performs well in predicting Bitcoin price time series and explaining the high volatility of the recent Bitcoin price.
I. INTRODUCTION
Bitcoin is a successful cipher currency introduced into the financial market based on its unique protocol and Nakamoto's systematic structural specification [1] . Unlike existing fiat currencies with central banks, Bitcoin aims to achieve complete decentralization. Participants in the Bitcoin market build trust relationships through the formation of Blockchain based on cryptography techniques using hash functions. Inherent characteristics of Bitcoin derived from Blockchain technologies have led to diverse research interests not only in the field of economics but also in cryptography and machine learning.
Numerous studies have been conducted recently on modeling the time series of Bitcoin prices as a new market variable with specific technical rules. Generalized Autoregressive Conditional Heteroskedasticity (GARCH) volatility analysis is performed to explore the time series of Bitcoin price [2] , [3] . Various studies on statistical or economical properties and characterizations of Bitcoin prices refer to its capabilities as a financial asset; these research focus on statistical properties [4] , [5] , inefficiency of Bitcoin according to efficient market hypothesis [6] , [7] , hedging capability [8] , [9] , speculative bubbles in Bitcoin [10] , the relationship between Bitcoin and search information, such as Google Trends and Wikipedia [11] , and wavelet analysis of Bitcoin [12] .
Relatively few studies have thus far been conducted on estimation or prediction of Bitcoin prices. Reference [13] evaluates Bitcoin price formation based on a linear model by considering related information that is categorized into several factors of market forces, attractiveness for investors, and global macro-financial factors. They assume that the first and second factors mentioned above significantly influence Bitcoin prices but with variation over time. The same researchers limit the number of regressors to facilitate linear model analysis. Reference [14] predicts the Bitcoin pricing process using machine learning techniques, such as recurrent neural networks (RNNs) and long short-term memory (LSTM), and compare results with those obtained using autoregressive integrated moving average (ARIMA) models. A machine trained only with Bitcoin price index and transformed prices exhibits poor predictive performance. Reference [15] compares the accuracy of predicting Bitcoin price through binomial logistic regression, support vector machine, and random forest.
There are few practical and systematic empirical studies on the analysis of the time series of Bitcoin. In this study, we conduct practical analysis on modeling and predicting of the Bitcoin process by employing a Bayesian neural network (BNN), which can naturally deal with increasing number of relevant features in the evaluation. A BNN includes a regularization term into the objective function to prevent the overfitting problem that can be crucial to our framework. When the machine considers a lot of input variables, a trained machine can be complex and suffer from the overfitting problem. BNN models showed their effect to the financial derivative securities analysis [16] . Formation of Blockchain, a core technology of Bitcoin, distinguishes Bitcoin from other fiat currencies and is directly related to Bitcoin's supply and demand. To the best of our knowledge, in addition to macroeconomic variables, direct use of Blockchain information, such as hash rate, difficulties, and block generation rate, has not been investigated to describe the process of Bitcoin price. To fill this gap, the current study systematically evaluates and characterizes the process of Bitcoin price by modeling and predicting Bitcoin prices using Blockchain information and macroeconomic factors. We also try to account for the remarkable recent fluctuation, which is shown in Figure 1 and has not been considered in previous studies. The rest of this article is structured as follows: Section II describes Bitcoin and Blockchain technique, which is a distinctive feature of Bitcoin not included in other general currencies. Section III briefly reviews the BNNs employed to model the process of Bitcoin prices. Section IV presents the experimental design and data specifications. Section V outlines empirical results. Section VI concludes the paper.
II. BITCOIN AND BLOCKCHAIN

A. ECONOMICS OF BITCOIN
Barro's model [17] provides a simple Bitcoin pricing model under perfect market conditions as in [13] . In this model, Bitcoin is assumed to possess currency value and is exchangeable with traditional currencies, which are under central bank control and can be used for purchasing goods and services. The total Bitcoin supply, S B , is represented by
where P B denotes the exchange rate between Bitcoin and dollar (i.e. dollar per unit of Bitcoin), and B is the total capacity of Bitcoins in circulation. The total Bitcoin demand depends on the general price level of goods or services, P; the economy size of Bitcoin, E; and the velocity of Bitcoin, V , which is the frequency at which a unit of Bitcoin is used for purchasing goods or services. The total demand of Bitcoin, D B , is described as followed by:
The market equilibrium with the perfect market assumption is acquired when the supply and the demand of Bitcoin is the same amount. The equilibrium is therefore achieved at
This equilibrium equation implies that in the perfect market, the Bitcoin price in dollars is affected proportionally by the general price level of goods or services multiplied by the economy size of Bitcoin, and inversely by the velocity of Bitcoin multiplied by the capacity of the Bitcoin market. The general price level of goods or services, P, can be determined indirectly from the global macroeconomic indexes in actual markets. The exchange rate between several fiat currencies and Bitcoin price describes the relationship between actual markets and Bitcoin market. The main difference between the Bitcoin market and general currency markets originates from the fact that the Bitcoin is a ''virtual currency based on Blockchain technologies''. Therefore, economic size, E; the velocity, V ; and the capacity of the Bitcoin market, B, are closely related with several measurable market variables extracted from the Blockchain platform and, which will be reviewed in the next subsection.
B. BLOCKCHAIN
Decentralization is the value pursued by all cryptocurrencies as opposed to general fiat currencies being valued by central banks. Decentralization can be specified by the following goals: (i) Who will maintain and manage the transaction ledger? (ii) Who will have the right to validate transactions? (iii) Who will create new Bitcoins? The blockchain is the only available technology that can simultaneously achieve these three goals. Generation of blocks in the Blockchain, which is directly involved in the creation and trading of Bitcoins, directly influence the supply and demand of Bitcoins. Combination of Blockchain technologies and the Bitcoin market is a real-world example of a combination of high-level cryptography and market economies. We then describe in detail how the Blockchain can achieve the abovementioned goals in Bitcoin environment [18] . A participant in a Bitcoin network acts as a part of a network system by providing hardware resources of their own computer, which is called a ''distributed system''. All issuance and transaction of money are conducted through P2P networks. All trading history is recorded in the Blockchain and shared by the network, and all past transaction history is verified by all network participants. The unit called ''block'', which includes recent transactions and a hash value from the previous ''block'', creates irreversible data by a hash function, and is pointed out from the next block. Figure 2 shows the general structure of Blockchain. It takes more than a certain amount of time to generate the block to make impossible to forge all or part of the Blockchain. This algorithm is called proof of work (PoW), and the difficulty is automatically set to ensure that the problem can be solved within approximately 10 minutes. PoW also provides incentives to motivate participants to maintain the value of Bitcoin by paying Bitcoin for the participant who created the block. PoW agreement algorithm comes with several inherent risks. First, the validity of the block can be intervened when the majority of total participants is occupied by a group with a specific purpose called 51% problem. Second, when the Blockchain is forked, a considerable amount of time is consumed to form the agreed Blockchain until the longest chain is selected after generation of several blocks. This condition causes a transaction delay because the transaction cannot be completed during that time. Lastly, there may be the capacity limit of the Blockchain or the performance limit of each node. Safety of the current Blockchain can be monitored by observing measurable variables in the Blockchain from https://blockchain.info/.
Considering that supply and demand of Bitcoin are affected directly or indirectly by measurable variables involved in the formation of a Blockchain, the current study evaluates several variables related to Blockchain formation as features of the Bitcoin pricing process. Section IV describes in detail the variables exploited in empirical experiments.
III. TIME SERIES MODELING
For time series analysis, nonlinear methods, such as kernel regression model, exponential autoregressive models, artificial neural network (ANN), BNN, and support vector regression, have attracted research interest and exhibited improved predictive performance for various time series data [16] , [19] - [26] .
Reference [22] demonstrated that Nikkei 225 index future options in 1995 were better predicted by neural networks using the back-propagation algorithm than the traditional Black-Scholes models. Reference [16] showed that generalization for pricing and hedging derivatives can be improved by the Bayesian regularization techniques and verified empirically for S&P 500 index daily call options from January 1988 to December 1993. Reference [23] reported that support vector regression (SVR) improved the forecast accuracy for the daily currency market data of AUD/USD, EUR/USD, USD/JPN, and GBP/USD options from January to July in 2009. Reference [24] presented support vector regression methods optimized by chaotic firefly algorithm outperforms several methods of SVR for NASDAQ quotes, Intel (from 9/12/2007 to 11/11/2010), National Bank shares (from 6/27/2008 to 8/29/2011) and Microsoft (from 9/12/2007 to 11/11/2011) daily closed stock prices. Reference [26] tuned the parameters of multi-output support vector regression using firefly algorithm and compared the proposed SVR methods with other existing methods for forecasting the market indexes, S&P 500, Nikkei 225, and FTSE 100 indexes.
Reference [25] showed that the least squares support vector machines has better prediction performance for the time series of electrical energy consumption of Turkey compared to the traditional regression models and artificial neural networks. Reference [21] proposed the time series prediction methods combining backpropagation neural networks and least squares support vector machines for the time series prediction for depth-averaged current velocities of underwater gliders.
Unlike other widely studied time series researches, there are few related papers analyzing the Bitcoin processes in terms of prediction performance. In this work, we have employed Bayesian neural networks since the predicted model with a large number of input variables need to be regularized for the weights. We have compared a prediction performance of BNN methods with linear regression methods and SVRs, which are representative prediction methods using various input variables. In this section, we describe a Bayesian neural networks model employed for our experiments.
A. BAYESIAN NEURAL NETWORKS
Bayesian neural networks (BNN) is a transformed Multilayer perceptron (MLP) which is a general term for ANNs in the fields of machine learning. The networks have been successful in many application such as image recognition, pattern recognition, natural language processing, and financial time series [27] . It becomes known that much effective to represent the complex time series than the conventional linear models, i.e. autoregressive and moving average, etc. The structure of a BNN is constructed with a number of processing units classified into three categories: an input layer, an output layer, and one or more hidden layers.
Specifically, neural networks containing more than one hidden layers can solve the exclusive OR (XOR) problem, which cannot be solved by a single layer perceptron [28] . Different from a single layer perceptron, which can only be linearly separated, they solve XOR problems by introducing backpropagation algorithms and hidden layers. The hidden layer mapping the original data to a new space transforms data that cannot be linearly separated into linearly separable data.
Weights of a BNN must be learned between the inputhidden layer and hidden-output layer. Backpropagation refers to the process in which weights of hidden layers are adjusted by the error of hidden layers propagated by the error of the output layer. An optimization method called delta rule is used to minimize the difference between a target value and output value when deriving backpropagation algorithm. In general, BNNs minimize the sum of the following errors, E B , using backpropagation algorithm and delta rule.
where E B is the sum of the errors, N is the number of the training variables, K is the size of the output layer, t nk is the k-th variable of the n-th target vector, o nk is the k-th output variable of the n-th training vector, α and β are the hyperparameter, and B is the weights vector of the Bayesian neural network. A BNN is a non-linear version of ridge regression, which is largely based on the Bayesian theory for neural networks. Unlike conventional neural networks that maximize marginal likelihood, BNN is a machine maximizing the value of posterior through an application of the Bayes' theory. The elements added to the error term cause the machine to learn by selecting a weight with high importance even when the number of total weights is reduced rather than distributed to a large number of weights.
B. RESAMPLING METHODS
In this section, we discuss two representative resampling methods: cross-validation, and bootstrap. We identify advantages and disadvantages of each method and select the appropriate method for the empirical analysis of this study.
A bootstrap method is one of the sampling techniques that new data set is sampled from the original data set with the replacement. A typical bootstrap works as follows [29] :
1 We have the original data setD with the number of N . 2 Below following step is repeated B times for particular large number to produce B different bootstrap data set,
• Data set Z i with the size N is generated by sampling from the original data set D with the replacement. 3 The machine is trained from each bootstrap data set. 4 Accuracy of the machine is calculated by averaging each bootstrap data set.
where y i is an i-th true training output data,ŷ j i is an i-th estimated output from the bootstrap data Z j , and Loss(·, ·) is a loss function.
A cross-validation randomly divides the original data set into K equal-sized parts without the replacement. We fit the machine learning model to the K − 1 parts leaving out particular set k and acquire a prediction error for the left-out k part. Total prediction accuracy is combined after the procedure is repeated for each part to leave [30] , [31] . A general procedure is as follows:
1 We divide the original data set into K partial equal-sized data set,C 1 , C 2 , · · · , C K , without the replacement. n k is the number of each partial set defined by n/K . 2 We can compute the total accuracy: (6) where N is the total number of the original data set, others have same definition with in the bootstrap description. 3 The estimated standard deviation of the cross-validation:
where Err k is the k-th loss,
Bootstrap is adequate to validate a predictive model performance, to use an ensemble method, and to estimate of bias and variance of the trained model. Bootstrap creating the cloned multiple samples with the replacement is not originally developed for model validation. It can give more biased results. Therefore, we employ the cross-validation technique to our model validation. Cross-validation can create high-variance problems when data size is small. Our data size is sufficient to overcome the problem. We employ the 10-fold cross-validation methods generally used for model validations.
IV. BLOCKCHAIN DATA DESCRIPTION
This section describes Blockchain data and macroeconomic variables used in our empirical analysis and their summary statistics.
A. DATA SPECIFICATION Figure 1 shows the time series of Bitcoin price obtained from https://bitcoincharts.com/markets/, where the value of 1-Bitcoin, which was about $ 5 in September 2011, approximates $ 4,000 in August 2017. During this period, market volatility with enormous price changes in Bitcoin becomes exceptional compared with that in traditional currency markets. It is evident that standard economic theories are insufficient to account for the impressive price development and volatility of Bitcoin [11] . Bitcoin markets do not possess purchasing power nor interest rate parity. In particular, Bitcoin is an actual implementation of decentralization issued under the consent of participants and not the central bank. This fact suggests that the need for completely new determinants of Bitcoin price: the Blockchain information that includes relevant features as main determinants for pricing Bitcoin. Blockchain data used for empirical analysis can be collected from https://blockchain.info/. Table 1 presents the Blockchain data and macroeconomic variables to be used in predicting the evolution of Bitcoin prices. 
Several blockchain variables are considered as follow:
• Average block size (MB): the size of a block verified by all participants.
• Transactions per block: average number of transactions per block.
• Median confirmation time: the median time for each transaction to be accepted into a mined block and recorded to the ledger.
• Hash rate: estimated number of Tera (trillion) hashes per a second all miners (market participants to solve a hash problem for making a block) is performing.
• Difficulty: next difficulty =(previous difficulty * 2016 * 10 minutes)/(time to mine last 2016 blocks) • Cost % of a transaction: miners' revenue as the percentage of the transaction volume.
• Miners revenue: Total value of coin-base block rewards and transaction fees paid to miners.
• Confirmed transaction: the number of confirmed the validity of transactions per day.
• Total number of a unique Bitcoin: market capitalization of Bitcoin. By employing ordinary least square (OLS) estimation, [32] demonstrates that the Dow Jones index, the euro-dollar exchange rate, and WTI oil price influence the value of Bitcoin price in the long run. We also consider several variables such as S& P500, Eurostoxx, DOW30, NASDAQ, Crude oil, SSE, Gold, VIX, Nikkei225, and FTSE100, which associated with global macroeconomic development.
Given that Bitcoin is related to traditional currency markets in addition to the cryptocurrency market itself based on digital cryptography, we take into account the exchange rates between global monetary markets; exchange rates are basic factors in the analysis of traditional currency markets.
We specifically use exchange rates between major fiat currencies (GBP, JPY, CHF, CNY, EUR) and the dollar because these rates are most likely to affect the Bitcoin price.
In summary, we cover the daily data from Sep 11, 2011, to Aug 22, 2017 in the empirical analysis by employing both the traditional determinants of currency markets, such as global macro-economic development and the features endowed from the cryptocurrency. This experiment, which has not been performed in previous studies, primarily aims to discover the main features that can explain the recent highly volatile Bitcoin process. Table 2 shows summary statistics of response variables, Blockchain-related variables, global macroeconomic indexes, and international exchange rates used in empirical analysis from September 13, 2011, to July 21, 2017. Several notable points are considered in the empirical analysis. As shown in Table 2 , response variables and Blockchain related variables in the last two years are considerably more variable than other categories such as global macroeconomic indexes and international exchange rates. Bitcoin prices and volatilities have nearly doubled over the past two years. In addition, Blockchain data exhibit a significant increase in trading volume and size per a block and a huge reduction in miner's profit and the hash rate.
B. SUMMARY DATA STATISTICS
On the other hand, there is little difference between the most recent two years and the overall range in the volatility of the global exchange rate market as well as the growth of the global macroeconomic market economy over the past two years is much smaller than that of Bitcoin. These results provide empirical evidence for the fact that the recent volatility in Bitcoin prices stems mostly from the Blockchain information directly involved in supply and demand of Bitcoin and not from other macro-financial markets.
V. EXPERIMENTAL RESULTS
A. STRUCTURE OF THE EXPERIMENT
Most of the previous studies have focused on either modeling Bitcoin price without considering its relationship to Blockchain information or identifying only its ''linear'' relationship to macroeconomic factors. The present study attempts to overcome these limitations by employing a Bayesian NN model that can investigate nonlinear influences of each relevant feature of input variables, the Blockchain information, and macroeconomic factors, on Bitcoin price formation. To this end, we first train a Bayesian NN to model Bitcoin price formation using given above-mentioned relevant features of the process. We have evaluated Bayesian NN in terms of training and test errors by using the representative non-linear methodologies, SVR, and the linear regression model as the benchmark methods.
Next, we develop a prediction model of the near-future price of Bitcoin after modeling the entire process. We configure forecasting models by the rollover framework, which is generally applied to portfolio theory. Rollover strategy is known as rolling a position forward which is closing out an old position and establishing a new position in a contract of the portfolio with a long time to maturity. In our experiments, the trained machine is closing out an old information and acquiring new data according to the rollover framework over time. Figure 3 shows a schematic rollover strategy employed in our empirical studies. At the initial training step, the machine is learned with N train training data, and the prediction performance is measured using N test test data. Next, after t −t time from time t, the machine is trained using again the N train data from time t to update old learning data, and the performance of N test test data is thereafter measured. The machine is trained through the entire range in this way, and the average performance of prediction errors measured several times is evaluated.
Learning the machine through the rollover framework aims to validate the method of forecasting the next order of N test test data from N train training data. Given that the model employs time series in batch format, it is is faster and easier to learn than other sequential neural networks models, LSTM or RNN, and can reflect the flow of information that changes with time. The rollover framework can be used to implement semi-online prediction models to incorporate new information or shocks with short learning time.
B. LINEAR REGRESSION ANALYSIS
We first construct a linear model for analysis of Bitcoin price and address several critical issues in assumptions of the linear regression model. A basic assumption required for linear regression is the model assumption that linear relationships exist between response variables and independent variables [33] . Table 3 shows (linear) correlations between explanatory variables and response variables. Each column represents linear correlation coefficients of regressors for each response variable and the value in parentheses represents the results of t-test for the null hypothesis that there is no linear relationship between the two variables. We denote the null hypothesis-rejecting variables as bold, based on a p-value of 0.05, and presented a t-value because the p-value was as small as zero. We exclude the return as response variable because almost all values of correlation coefficients of each explanatory variable are not exceptionally significant for the return value of Bitcoin.
Next, we discuss the multicollinearity problem, which is often encountered in linear regression analysis. Several statistical problems are caused from the multicollinearity which is the situation that some regressors have a linear relationship with other regressors. It can cause undesirable regression analysis: very high R 2 for some coefficients that are not statistically significant and their t-statistics sensitive to data variation [33] . One of the prescriptions for dealing with multicollinearity is to do a linear regression except for variables with large VIF values, which is a sort of measure of the linear relationship between variables [33] . To remove redundant variables for preventing the collinearity problems, we eliminate several explanatory variables with large VIF values. Table 4 shows VIF values of each explanatory variable. In this study, we have determined that the set of variables excluding linear relationships is suitable for linear regression analysis to avoid multicollinearity problem. We select 16 suitable discriminators after eliminating variables with large VIFs and perform linear regression analysis on Bitcoin log prices and log volatilities with these 16 discriminators. Removed variables include the following: transactions per a block, difficulty of the hash function, Nikkei225 index, S&P 500 index, Eurostoxx index, DOW30 index, NASDAQ, and exchange rates of EUR and GBP. From these 16 regressors, we construct two linear models, one for the log price and one for the volatility of Bitcoin process. We then evaluate assumption fitness, say the residual assumption that residual terms are independently and identically distributed.
Finally, we generate histograms residuals of each model to verify the residual assumption by confirming it follows a normal distribution. except for the log price of Bitcoin due to the violation of each assumption.
Each linear model trained from a random 85% of whole data are disparate from true log prices or log volatilities. Figure 5 demonstrates that predicted log prices (volatilities) and a confidence interval of most recent 30 test data, implying the unsuitability of the linear model in predicting the time series of Bitcoin price. Figure 5 shows that most true values are out of the confidence interval of the linear model. This means that the learned linear model does not make an adequate prediction of the output value albeit in predicting trends in little.
C. RESULTS OF BITCOIN PRICE FORMATION
We next perform time series analysis of Bitcoin prices using a BNN model and compare with the benchmark models, which are the linear regression and the SVR model. A total of 25 explanatory variables belonging to three categories are employed as inputs for BNN learning. We also address another input set that comprises 16 input variables by eliminating several unimportant variables as mentioned in the previous subsection. We consider two response variables, log price of Bitcoin and volatility of Bitcoin price, because extremely high volatility is an important feature of Bitcoin. In general, volatility is a significant variable assessed equally to the value of an option in economic analysis. We use logscaled values of both output response variables to account for the large difference between Bitcoin value in the early period and its most recent value.
We train the BNN model through 10-fold cross-validation. To mitigate the effect of how to divide the data, we repeated hold-out validation steps where 9 10 N training data and 1 10 N test data, given the total number of the data is N . Where performances of each trained model are measured by root mean square error (RMSE) and mean absolute percentage error (MAPE). Definitions of each evaluation criteria are as followings:
where N is the number of samples, y i is the i-th true objective value, andŷ i is the i-th estimated value. Table 5 and 6 summarize results of training errors and test errors, respectively. We observe that BNN models outperform other models in terms of RMSE and MAPE for predicting the log price of Bitcoin. Log price of Bitcoin is learned exceptionally by the BNN model with training and test error of around 1% MAPE. In the case of log volatility, the prediction error of log volatility in the test phase is slightly larger than that in the training phase. BNN model is more reliable for describing the process of log volatility than other benchmark models. After eliminating redundant variables from linear correlation analysis, the error value is relatively small when all 26 input variables are considered instead of Figure 6 shows the values of estimated response variables for the recent 30 test input data according to time indexes. We observe that the recent volatile tendency is well expressed in terms of explanatory input variables. The case of log price presents a tendency for underestimation when price rises and overestimation when the price falls. In the case of the log price, we can see that all models predict the actual tendency of the price to some extent. On the other hands, in terms of FIGURE 6. Test result plot of (a) the Bitcoin log price and (b) the Bitcoin log volatility. error size, it is confirmed that other models are larger than that of Bayesian neural networks. There is no tendency of overor under-estimate in all models. Bayesian neural networks tended to predict consistent trends regardless of the number of inputs. In the case of volatility, the Bayesian NN model predicts better the direction of volatility than other benchmark models, and neither of the four models tends to over or underestimate.
D. PREDICTION RESULTS UNDER THE ROLLOVER
Finally, we provide prediction results of the trained BNN under the rollover framework. Rollover framework physically excludes old preceding data to reflect that the previous information shrinks as training is repeated. The construction method of the model in this subsection is fundamentally different from that of the previous subsection. In the previous subsection, we have extracted part of the entire data for training purpose, assuming that we have all data for the entire time range. Although the method in the previous section is adequate to assess how well the model has learned for the whole data, it is not appropriate to predict future outcome from the historical data.
We train the machine using data obtained 200 days before the present day and predict the current day's price from the trained machine under the rollover framework. Given that future data are not considered in the training phase, we can infer that prediction performance may be inferior to that of the previous subsection. Table 7 presents prediction error for Bitcoin price under the rollover framework. We note that overall performance is slightly poor compared with the model construction in the previous subsection. Nevertheless, prediction result for the log price of Bitcoin still maintains low error rates. By contrast, prediction errors are almost doubled for log volatility outputs. Figure 7 shows plots of prediction results for the log price and log volatility of Bitcoin. We show that log price is relatively well explained based on the employed input variables and during sudden fluctuations. In the case of log volatility, the discrepancy between true volatility and predicted volatility is relatively large, but directionality is well approximated. In summary, the learned BNN models can effectively describe the recent highly volatile Bitcoin price process and the price in the entire range.
VI. CONCLUSION
Bitcoin is a successful cryptocurrency, and it has been extensively studied in fields of economics and computer science.
In this study, we analyze the time series of Bitcoin price with a BNN using Blockchain information in addition to macroeconomic variables and address the recent highly volatile Bitcoin prices.
Given the data of the entire time range, experimental results show that the BNN model learned with the selected features effectively describes processes of Bitcoin log price and log volatility. Adoption of rollover framework experimentally demonstrates the predictive performance of BNN is better than other benchmark methods on log price and volatility processes of Bitcoin.
Through the empirical analysis, we have confirmed that the BNN model describes the fluctuation of Bitcoin up to August 2017, which is relatively recent. Unlike other benchmark models that fail directional prediction, the BNN model succeeded in relatively accurate direction prediction. From these experimental results, the BNN model is expected to have similar performance in more recent data. As the variation of Bitcoin process gets attention, it is expected that the expansion and application of the BNN model would be effective for the analysis and prediction of the Bitcoin process.
Investigating nonlinear relationships between input functions based on network analysis can explain analysis of Bitcoin price time series. Variability of Bitcoin must be modeled and predicted more appropriately. This goal can be achieved by adopting other extended machine learning methods or considering new input capabilities related to the variability of Bitcoin. Such study will contribute to rich Bitcoin time series analysis in addition to existing Bitcoin studies.
