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Resume { Nous etudions un paradigme pour la separation de deux sources sonores avec un seul capteur. On compare
experimentalement trois methodes de decomposition parcimonieuse pour un dictionnaire constitue de l'union de deux bases.
On evalue la qualite de la separation en fonction de la parcimonie de chaque source. De maniere complementaire, on etudie
egalement l'apprentissage d'une base a partir d'une classe de signaux sonores denie par des exemples. On constate qu'a qualite
de separation sensiblement egale, notre methode originale de seuillage alterne se distingue des methodes FOCUSS et Basis Pursuit
par des temps de calculs beaucoup plus faibles. Par ailleurs, il semble que l'apprentissage de bases par Analyse en Composantes
Independante ou Principales soit insusant dans notre contexte.
Abstract { We investigate a paradigm for the separation of two sound sources with only one sensor. We experiment three
sparse decomposition methods over a dictionary which is the union of two basis. We estimate the quality of separation as a
function of the sparsity of the sources. Besides, we study methods that permit to learn a basis for a class of signals from a
database of samples. We nd that, with almost the same separation quality, our original method, an alternated thresholding
method, requires noticeably less computing time. Furthermore, Independent and Principal Component Analysis for basis learning
seem to be limited in our context.
1 Introduction
La separation de sources consiste a estimer un ensemble
de signaux dont on observe un ou plusieurs melanges line-
aires. Dans le cas ou la matrice de melange est carree,
l'Analyse en Composantes Independantes (ACI) fournit
un algorithme d'estimation de cette matrice. Si celle-ci est
inversible, on peut alors estimer lineairement les sources.
Dans cet article, nous etudions un cas particulier, dans
lequel la matrice de melange est de taille 1n ou n est le
nombre de sources (l'observation est mono-dimensionnelle).
Nous proposons un algorithme d'estimation non lineaire
des sources a partir de bases adaptees a celles-ci.
Dans un premier temps, nous etudions la separation de
deux sources pour chacune desquelles nous connaissons
une base < adaptee >. Les sources sont estimees grâce a
une decomposition parcimonieuse sur la reunion des bases
adaptees. Dans un second temps, nous etudions la consti-
tution d'une base adaptee a une classe de signaux so-
nores. Cette classe est caracterisee par des exemples so-
nores. Nous proposons d'estimer les bases par Analyse en
Composantes Principales (ACP) ou Independantes (ACI).
L'objectif est de trouver une base sur laquelle les exemples
sonores sont < bien > approches par un petit nombre de
vecteurs. Deux methodes rapides de decomposition parci-
monieuse sont exposees dans la section 2. Ces methodes
sont etudiees experimentalement dans la section 3, pour
l'estimation de sources sur des bases adaptees connues.
La section 4 concerne l'apprentissage d'une base pour une
classe de signaux dont on connât des exemples.
2 Decomposition parcimonieuse sur
la reunion de deux bases
On dispose d'un signal x = s1 + s2 2 RN de longueur
N , que l'on suppose genere par la superposition de deux
sources s1 et s2. Sans modele des sources, le probleme
de leur determination a partir de x est mal pose. Cepen-
dant, si chaque source admet une representation parcimo-
nieuse si = Bi!i ou Bi est la matrice d'une base Bi et
!i 2 RN a peu de coecients non nuls, une approche pos-
sible [6] [3] pour estimer les deux sources s1 et s2 consiste
a decomposer parcimonieusement x sur le dictionnaire re-
dondant D = B1 [ B2 .
Il existe plusieurs methodes (sous-optimales) pour decom-
poser un signal sur un systeme redondant. Le Basis Pur-
suit [2] est un algorithme performant, mais coûteux en
temps de calcul. Nous proposons deux methodes rapides
de decomposition parcimonieuse par minimisation d'une
norme `p (p  1) des coecients : la methode FOCUSS
regularisee [8] [9] et un algorithme original de seuillage
alterne avec un seuil decroissant.
2.1 Algorithme FOCUSS regularise
Dans le cas ou les bases B1 et B2 sont quelconques,
l'algorithme FOCUSS regularise [8] [9] est une methode
iterative pour estimer la solution du probleme suivant, ou





kA!   xk22 +  k!kp (1)
Nous avons utilise l'algorithme avec p = 0. Nous utili-
sons un parametre de regularisation  = n decroissant
en fonction des iterations (voir [9] pour plus de details sur
l'algorithme).
2.2 Seuillage alterne
Si les bases B1 et B2 sont orthonormees, un algorithme
de relaxation iterative par blocs permet de resoudre le
probleme (1) avec p = 1 [7].
2.2.1 Algorithme
L'algorithme consiste en un seuillage alterne : si !̂n2 est





kx B1!1  B2!̂n2 k22 + (k!1k1 + k!̂n2 k1)
(2)
est obtenu par seuillage doux [5] de BT1 (x   B2!̂n2 ) avec
un seuil .







Nous proposons de remplacer le seuil constant  dans
l'equation (2) par un seuil decroissant n. La decomposition
fournie par l'algorithme de seuillage alterne (et par FO-
CUSS regularise) depend a priori de la suite (n). Si la
serie
P
n n est convergente, alors l'algorithme converge.
Nous conjecturons que la limite de (!̂1; !̂2) est solution du
probleme :
(b!1; b!2) = argmin k!1k1 + k!2k1 (3)
sous la contrainte : x = B1!1 +B2!2
3 Performances experimentales
Dans cette section, on etudie l'inuence de la parcimo-
nie eective des sources a separer, sur les performances de
separation, avec le Basis Pursuit (BP) et les algorithmes
presentes dans la section precedente. Dans le cadre du BP,
nous avons utilise le logiciel Atomizer [1].
On se place dans le cas particulier ou B1 est la base de
Dirac et B2 est la base de Fourier reelle. On place autant
de composantes non nulles dans chaque source. Ces com-
posantes ont toutes une amplitude de 1 et sont de signe
aleatoire.
On evalue les performances en terme de rapport signal
a bruit (RSB) entre les sources si et leur estimation ŝi,
mesure en decibels pour chaque source, soit
RSB =  20 log10
ksi   ŝik
ksik (4)
Remarque : Comme x = s1+s2 ' ŝ1+ ŝ2 et ks1k = ks2k,
le RSB est presque identique pour les deux sources.
An de modeliser le bruit de quantication, nous ajou-
tons au melange des sources un bruit uniforme de va-
riance (2
 16)2
12 par echantillon. On considere alors qu'un
RSB superieur ou egal a 96 dB indique que la separation
est exacte. Noter que l'on peut avoir un RSB stricte-
ment superieur a 96 dB, puisque le seuillage induit un
debruitage. Ce n'est pas le cas pour le Basis Pursuit avec
l'algorithme du point interieur.
3.1 Conditions experimentales
On a choisi N = 64. On eectue 100 tirages pour un
nombre de composantes non nulles xe. Le nombre to-
tal de composantes non nulles varie avec un pas de deux.
Pour la methode FOCUSS, on eectue 8 iterations et





seuillage alterne, on eectue 100 iterations et le seuil vaut
n = O(n
 4). Pour le Basis Pursuit, nous avons xe a
10 3 les criteres d'arrêt, qui donnent experimentalement
une bonne approximation [1].
3.2 Resultats
Fig. 1 { erreur relative de separation par l'algorithme FO-
CUSS regularise (en haut), par l'algorithme de seuillage
alterne (au milieu) et le BP (en bas)
La Figure 1 indique le RSB entre les sources et leur es-
timation pour chaque algorithme. En abscisse, on trouve
le nombre total de composantes non nulles eectivement
presentes dans chaque source. En ordonnees se trouve le
RSB en decibels. On a represente trois courbes : la moyenne
(courbe en trait plein) du RSB obtenu sur les 100 tirages a
nombre total de composantes xe, le maximum (courbe en
pointilles au dessus de la moyenne) et le minimum (courbe
en pointilles au dessous de la moyenne). Sur les courbes
correspondant a chacun des algorithmes, on distingue net-
tement trois zones :
{ Pour un faible nombre de composantes non nulles,
nous obtenons une tres bonne separation des deux
sources. Le RSB est superieur a 96 dB.
{ Avec un peu plus de composantes non nulles, les per-
formances des algorithmes decroissent en moyenne,
avec une grande variabilite en fonction du tirage des
sources. On peut penser que cette variabilite est due
au fait qu'il existe plusieurs solutions de parcimonie
comparable pour representer le signal sur l'ensemble
des deux bases.
{ S'il y a beaucoup de composantes non nulles, le RSB
est quasi nul : il devient impossible de separer les
sources.
3.3 Discussion
La premiere partie de la courbe correspond a une decom-
position quasi exacte des sources, pour 100% des tirages.
Cette partie se situe entre 2 et 10 composantes pour l'al-
gorithme FOCUSS et entre 2 et 8 composantes pour le
seuillage alterne. C'est la zone de fonctionnement ecace
pour la separation de sources. Cette zone est plus di-
cile a interpreter dans le cas du Basis Pursuit. Pour des
sources reelles, si l'on peut identier deux bases assez in-
coherentes, sur lesquelles elles ont une representation su-
samment parcimonieuse, alors l'algorithme de decomposition
< fonctionnera >. De fait, il existe un resultat theorique
dans le cas de la minimisation de la norme `1 et de la
quasi-norme `0 [3].
Theoreme 1 (D.L. Donoho et X. Huo) Si x 2 RN
est la superposition de N1 Diracs et de N2 elements de
la base de Fourier reelle et si




Alors la solution de l'equation (3) est unique et est aussi
l'unique solution du probleme de minimisation de la quasi-
norme `0.
Dans le cadre de notre experience, le theoreme s'ap-
plique donc si le nombre total de composantes est inferieur
a 2
p
2 ' 3. On observe experimentalement que la pro-
priete de separation exacte des sources s'applique bien au
dela de cette borne. Par ailleurs, on peut envisager d'utili-
ser la methode de seuillage alterne, qui necessite des temps
de calcul beaucoup plus faible, comme methode d'initia-
lisation pour l'acceleration des algorithmes FOCUSS ou
Basis Pursuit.
Le Tableau 1 recapitule les proprietes des trois algorithmes
dans le cadre de la separation de sources dans le cas des
bases Dirac/Fourier. Nous etudions dans la section sui-
vante le cas de bases plus complexes, adaptees a une classe
de signaux.
Tab. 1 { Tableau Recapitulatif pour la separation de
source par decomposition parcimonieuse dans la reunion
Base de Fourier/base de Dirac
seuillage alterne FOCUSS Basis Pursuit
`p `1 `0 `1
n O(n
 4) 10 2n -
iterations 100 8 entre 4 et 10
temps cpu 20 min 2h30 >20h
zone ecace 2-8 2-12 2-14
RSB >96 dB >96 dB  80 dB
4 Adaptation d'une base a une classe
de signaux sonores
4.1 Methodes de construction
Une premiere methode de construction classique est l'ACP
(base de Karhunen-Loeve) [11]. La base est adaptee par
minimisation de l'erreur moyenne d'approximation lineaire.
Avec une methode d'ACI [12] ou d'Analyse en compo-
santes orthogonales le moins statistiquement dependantes
[4], on obtient des bases dans lesquelles les sources ont
en theorie une representation un peu plus parcimonieuse
qu'avec l'ACP, ce qui devrait se traduire par une meilleure
separation des sources sur ces bases. Nous comparons les
bases construites en terme de separation de signaux par
les dierentes methodes etudiees dans la section 3.
4.2 Experimentation
Nous avons considere 800 trames de longueur 128 d'un
enregistrement de piano d'une part, et d'un enregistre-
ment de violon, d'autre part. La frequence d'echantillonnage
etait de 8kHz. Pour chaque source, nous avons construit
deux bases (par ACP et ACI orthogonale), en utilisant
la moitie des trames. Nous avons utilise sur les trames
restantes, la methode de seuillage alterne pour evaluer
les possibilites de separation des instruments a partir des
bases ainsi constituees. Par ailleurs, nous avons compare
les resultats a un ltrage lineaire de Wiener sur la base de
Fourier:
On estime les matrices de covariances des deux sources,
que l'on suppose diagonales dans le domaine de Fourier.
On note F(x) la transformee de Fourier de x et 21(f)
(resp. 22(f)) la variance de la source s1 (resp. s2) a la
frequence f , calculee sur les donnees d'apprentissage. Les









Tab. 2 { RSB en dB pour la separation d'un melange






Les resultats pour le ltre de Wiener ainsi que pour les
bases apprises par ACP sont decevants, car on obtiendrait
le même resultat en choisissant ŝi =
x
2 . L'ACI orthogo-
nale donne un RSB legerement superieur. Ces resultats
mediocres s'expliquent peut-être parce que les bases cal-
culees sur chacun des instruments sont proches de celle
de Fourier, et donc proches entre elles. En eet, on note
M = maxi;j j < B1i ; B2j > j le plus grand produit scalaire,
en valeur absolue, entre les vecteurs de la base B1 et les
vecteurs de la base B2. M est une mesure de la coherence
des deux bases [3]. Pour l'ACP, on trouve M = 0; 98 et
pour l'ACI orthogonale M = 0; 93. Dans le cas des bases
Dirac/Fourier reelle, on a M = 0; 125.
5 Conclusion
Nous avons mis en place une methodologie en vue de la
separation de deux sources avec un seul capteur. Cette
methodologie comprend deux volets : la separation de
sources, connaissant une base adaptee pour chaque source;
l'apprentissage de bases adaptees a partir d'un ensemble
d'exemples sonores.
Les experiences sur trois methodes de decomposition par-
cimonieuse suggerent que la separation de sources sur la
reunion de deux bases adaptees est possible a condition
que les sources admettent une representation fortement
parcimonieuse dans leur base adaptee et que les bases
soient susamment incoherentes.
Pour la constitution de bases adaptees, nous avons com-
pare les performances de l'ACP et l'ACI en terme de
separation de source et les resultats sont decevants. Il
semble que le calcul conjoint des deux bases pour les deux
sources soit une piste susceptible d'ameliorer la methode.
En terme de perspectives, nous suggerons l'utilisation d'al-
gorithmes de type Expectation Maximisation (EM) [10]
pour le calcul conjoint de sources separees et des bases
adaptees.
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