Factor productivity in agriculture is estimated from repeated observations on a sample of fifty-eight countries under the assumption that all countries have access to the same technology. Technology is viewed as a collection oftechniques; each technique is represented by a production function. The choice of the implemented techniques is determined by the state variables, which represent the physical and economic environment within which the firms operate. The statistical model is that of varying coefficients, and it is estimated by a method which utilizes principal components and multiple comparisons.
One reason for empirical analyses of aggregate production functions is to allocate output changes over time to input changes and from this to infer something about technology change. There is no single, satisfactory way of conducting such an analysis. To a large extent, the difficulties can be attributed to the use of a single production function for analysis when, in fact, the economy employs numerous production functions. The transformation from many microfunctions to an aggregate function generally has been viewed as an aggregation problem. This implicit assumption is both unjustifiable and restrictive. The choice of a production techniq ue is a decision affected by the economic environment. This is the theme of this paper. The framework will be outlined briefly and some empirical results will be presented.
Microproduction processes, or techniques, are represented by production functions. The collection of all techniques is defined as technology. A change in the collection repre-sents technological change. A distinction is made between the set of available techniques and the set of implemented techniques. Firms choose techniques subject to their constraints, information, and expectations. These are the state variables. Thus, the implemented techniques are determined by the state variables. Changes in the state variables cause changes in the implemented techniques which are associated with changes in inputs and outputs. Inferring from such changes about the outputinput relationships under the assumption that the production function is fixed leads to erroneous results.
This approach is new and must be tried empirically in various samples before its validity and importance can be judged. The present study uses a cross-country sample to estimate an agricultural production function. Such a sample has wide variability in inputs and in some important state variables, and it is well suited for empirical analysis. A basic assumption is that all countries have access to the same technology. In earlier cross-country studies (such as Arrow et al., Hayami and Ruttan, Evenson and Kislev, Nguyon, Yamada and Ruttan, and Antle) a much stronger assumption was made. Namely, all countries produce on the same production function. Thus, the present assumption is weaker, and it recognizes that different countries use different production techniques.
Nevertheless, it is still appropriate to ask whether or not the assumption of access to the Yit = X'it IIz it + Ejt, Ejt = X'itWf + Uit· (5) It is assumed that W and U are independent of each other and of x and z. Since the systematic part of (5) is quadratic in II, it can be rearranged for more compact matrix notation.
Let Xi = [x'it] be a T x k matrix of observations for the ith country. Then (5) can be written as where Xi = z'i(8)X iis aT x km matrix.rr is a vector of the columns of II, Yi and Ei are T vectors consisting of Yit and Eit. Equation (6) can then be rewritten for the whole sample by stacking the N country equations.
The outcome is a variable coefficient model as discussed in and Mundlak and Rausser. From the statistical point of view, its importance is the connection between the coefficients and some measurable variables. The variables themselves are discussed in the following section.
In this model, the error components are heteroskedastic. Therefore, a two-stage generalized least squares estimate should have been tried. Such a procedure requires a variance matrix estimate, but no such estimator is available in the literature where the number of observations per country is smaller than the number of parameters. That precludes the use of the approach of Hildreth and Houck. The constraint on the number of observations complicates matters considerably (Mundlak 1980) . This model is variable intensive because the number of variables is equal to the product km. Samples which are not "very large" do not sustain many variables in regression analysis. Some coefficients become insignificant and are eliminated. The elimination of nonsignificant variables from a regression often is an ad hoc procedure. To overcome such arbitrariness, we use a method presented in Mundlak (1981) . Based on the combination of multiple comparisons and principal components analyses, the method eliminates "noise" in the design matrix.
and Wi is a k-vector of disturbances indicating the part of fJi which is unaccounted for by Zi. It is assumed that Wi is distributed according to Combining (1) and (3), (4)
(1) same pool of techniq ues is consistent with the data. For instance, oil-producing countries use the same oil production techniques despite differences in economic development. Similar observations apply to other industries, such as airlines. We argue that (a) there is no problem of physical accessibility, and (b) the phenomenon of using advanced techniques in some industries and backward techniques in others can be explained by economics.
The state variables considered here are resource endowments, with a particular emphasis on capital availability and physical environment. All previous cross-country studies mentioned above were conducted by ignoring physical environment and, in so doing, neglected an essential and uniq ue feature of agricultural production.
The next section briefly presents the algebraic formulation of the basic idea of this study. We then present the variables and discuss state variables, and follow with a discussion of the empirical results and concluding comments.
Technology is defined as a collection of techniques. Each technique is represented by a production function. Thus, technology is a population of production functions.
The production function for country i can be written as where i = 1, . . . , N, t = 1, . . . , T; Y is output (or a transformation thereof), x is a k-vector of inputs (or transformation. thereof) and U is a disturbance distributed independently as
The assumption of a common technology pool implies that all Pi are drawn from the same population. However, the choice from the collection is not altogether a random drawing. It depends on the state variables, discussed below.
Let z be a vector of the state variables. Express the choice of a technique as 
Variables
A distinction is made between the inputs and the state variables. The inputs used in the analysis are determined largely by data availability. For most countries, there exist no data on the capital stock by industries. In many cases, there exist no data on the economy's overall capital stock. However, FAO data contain information on some capital items. Such data were used by Hayami and Ruttan. In order to achieve comparability, we use the same variables they used: land, livestock, fertilizer, machinery, and labor.
Consider the state variables. Agricultural production depends on the physical environment. This dependence is largely suppressed in empirical studies of agricultural productivity. This can be rationalized for time-series data, where changes in the environment are transitory and reflected in the disturbance. This is not valid for cross-country studies, where different environments prevail. One way to deal with this heterogeneity is to allow for a country effect in regression analyses. This often improves the regression fit and the statistical qualities of the estimated coefficients. Yet, it does not solve the problem fully. First, the country effect represents not only the physical environment but also the country's technology level. Second, there is no reason to assume that the physical environment affects only the level of the function and not its coefficients. An alternative is to allow all of the coefficients to vary.
The effect on output of natural conditions is more important for a single crop than for aggregate output. This is because production is adjusted to local conditions. An area which is poor for wheat may be good for rice. Its output value may be the same as, or even higher than, that achieved from good wheat land. However, variability in output value due to natural conditions may still exist because some areas are better suited for agriculture than others.
The introduction of natural conditions into the analysis has a practical consequence. It must be done with variables which are available for all countries. Such information can be extracted from the study of the potential for food production in the world by Buringh, van Heemst, and Staring. They construct variables which allow the computation of maximum agricultural production, and they map the world according to these variables. We adopt two variables for our analysis:
Potential dry matter production (PDM).
This is the output in kilograms per hectare per year in roots, stems, leaves, flowers, and fruits that can be achieved if precipitation and soil conditions are optimal.
Factor of water deficit (FWD) . This is measured by the ratio of actual transpiration to potential transpiration.
Both variables are expected to be positively related to output. Thus, FWD does not measure deficit, as the name indicates, but rather the availability of water.
The next group of state variables measures the available resources on which the techniques choice depends. Countries with a high labor-land ratio select labor-intensive techniques (Hayami and Ruttan) . The level of available resources is measured by country averages for the twenty-year period covered by this study. The inputs are measured by actual values observed for each of the years.
The third resource is capital, properly measured. This variable is the most important constraint to development. Yet, its role often is not properly interpreted. For instance, the phenomenon of ecoexistence of high-yielding grain varieties (modern technique) and traditional varieties (backward techniq ue) is attributed by Danin and Mundlak to a capital constraint. The two techniques coexist when an economy has more than enough capital for the labor-intensive (backward) techniques alone but not enough for capital-intensive (modem) techniques alone. Within an equilibrium framework, capital accumulation causes a decline in the importance of the labor-intensive technique and an increase in the capitalintensive technique. Conversely, capitalintensive techniques can be added only by increasing capital availability. Thus, the actual employment of techniques depends on capital availability.
It is also well recognized that the modern techniques are intensive in various components of human capital, such as education, research, extension, and communication. In addition, the shift to modern techniques depends on infrastructure, such as roads to facilitate markets access. The inclusion of all those variables in an empirical analysis is restricted by several limitations. First, there are no data on all the pertinent variables. Second, even in such cases for which data exist, we have the problem that the data are not sufficiently informative to quantify the contribution that each component of human capital makes to output. As Evenson and Kislev noted, "with the inclusion of the research variable, the fertilizer variable declines in size and significance, the same being true about the schooling coefficient. ... These two variables, together with the technical education variable, served in the original Hayami and Ruttan analysis as proxies for human capital and research. These proxies are effectively replaced by a genuine research variable ... " (p. 180). A somewhat similar result was obtained by Antle with an infrastructure variable. The alternative to dealing with the components individually is to aggregate them. However, there is no published measure of this comprehensive capital for agriculture or for whole economies. However, for the economy we can use an indirect measure motivated by Schultz's view: "When an aU-inclusive concept of the factors of production is used, including not only material forms of capital (which contain whatever useful knowledge is part of such capital) but all human agents (which in turn contain the know-how that man acquires, i.e., skills and useful knowledge that are part of capabilities of labor), aU techniques of production are completely accounted for" (p. 133).
Consider a constant returns-to-scale aggregate production function for the economy, y = f(k, t), where y is average labor productivity, k is the capital-labor ratio, and t is the productivity level of human capital not included in k, Thus, y can increase only by increasing physicalor human capital. As such, it is a natural measure of comprehensive capital for the economy as a whole. This measure is assumed to be monotonically related to the comprehensive capital component which applies directly to agriculture.
Finally, agricultural technology differs by products, and any aggregation of outputs leads to a systematic bias. In order to minimize such bias, we differentiate between crops and livestock products. This is done with a variable representing the proportion of livestock in total output (cf. Griliches).
The sample consists of fifty-eight countries with four observations per country five years apart starting with 1960. Most data were obtained from the Food and Agriculture Organization (FAD). The number of countries was determined by the availability of data. To keep the number of countries as large as possible, we retained countries for which only a few observations were missing, using regression interpolations to generate estimates for missing observations (Mundlak 1980 
Empirical Results
To combine the discussion in the foregoing two sections, we write explicitly the variables which constitute the matrix X. Designate an individual observation of this matrix as Xhs-it» Some summary statistics for regressions (a) through (f) are presented in table 2. The first line presents the values of R2 for each regression. The nested structure of the regressions allows testing of the hypothesis that the group of variables added in each regression is significantly different from zero. The general conclusion of this sequential test is that the expansion from (a) to (f) is substantiated by the data.
The foregoing conclusion does not imply that all the coefficients in regression (f), or any other regression, are significantly different from zero. In fact, this is not true. Redundant variables are eliminated using a procedure described in Mundlak (1981) . This method facilitates the elimination of the largest number of linear combinations of coefficients which are not jointly significant. We denote that number by k 2 and refer to it as the rank of the space of nonsignificant functions (NSF) . The difference between the rank of the design matrix (number of independent explanatory variabIes) denoted by k and k 2 is the statistical rank of the design matrix, denoted by k.. With one exception, this rank increases with the addition of state variables. The exception is in going from regression (b) to (c). This involves the addition of overall average labor productivity. It appears that average productivity summarizes the information of other variables. Its presence makes it possible to omit other variables.
It is clear that the number of variables supported by the data is over seven, the number in the regression with constant coefficients. Yet many variables (or combinations thereof) are omitted. Does such an omission have much effect on the fit? The answer is given in the second line, with R H 2 being the coefficient of determination of the reduced regression with only k 1 variables included. To illustrate the R2 of regression (f) is .9856 when all the forty-nine variables are included in the regression. By imposing nineteen homogenous restrictions, the value of R2 fall to .9829.
With this background, we can examine the regression coefficients for the final regression (f). The estimates are obtained after eliminating the redundancy in the design matrix by imposing the k 2 homogenous restrictions, table 3. Most of the coefficients are quite strong as indicated by their t-ratios. However, the coefficients with low t-ratios were not eliminated since we did not test coefficients individually. Another difference is in the labor elasticity; it is smaller for the constant coefficient regression. This reflects the correlation between the coefficients and the state variables. For determining the effect of the estimation method, we compare thef-OLS estimates with thef-PC after normalizing the latter so that the sum of the coefficients is equal to one. The outcome is denoted as f-PCN. The major dif- .005
.381
Note: Regression description-follow the description of table I. RegressionsfOLS indicates elasticities obtained from regression j by OLS. PC indicates that the coefficients were estimated by the principal components procedure using 1% level of significance for the determination of homogenous restrictions. PCN designates normalized principal components where the purpose of the normalization is to equate the sum of the production elasticities to 1. It is obtained by dividing the original coefficients by their sum. PCNN implies normalization where the sum also includes the elasticity of AP.
ference between the two methods of estimation is in the elasticity of livestock-.195 for the PC compared with .029 for OLS. There is also a smaller difference in the land elasticity. Otherwise, the results are quite similar. Thus, there is more substantive difference between the average results of the varying coefficients model and the constant coefficients model than between the two ways of estimating the varying coefficients model. The state variable effects are summarized by the elasticities of output with respect to those variables. The results appear in the last three columns of table 4. Both environmental variables have a net positive effect on output, as expected. The average elasticity with respect to FWD is close to zero. Adding an interaction term of PDM and FWD did not change the results because the interaction was not significantly different from zero. Since the standard deviation of the elasticity of FWD is far from zero, it appears that for some sample points the elasticity is positive; for others it is negative. This implies that some countries have surplus moisture as measured by FWD. Note that the average elasticity for PDM derived from the OLS estimates of regression (f) has the wrong sign.
The average elasticity with respect to overall average labor productivity is .231 for regression f-PC. An increase of 1% in the average overall labor productivity resulted, on the average, in a .231% increase in the level of the agricultural productivity. As before, AP represents comprehensive capital intensity in the economy.
The sum of the average production elasticities of some of the varying coefficient regressions exceeds one, indicating that some state variables were left out. To determine the contribution of the various inputs to production, the elasticities were normalized by dividing each by its sum. The results are reported in line fPCN. table 4. The unobserved capital consists largely of what can be considered as inputs from the social point of view. It is therefore pertinent to compare their contribution to production with that of the other inputs. However, their contribution cannot be evaluated directly as those variables are not included explicitly in the production function. We only have a measure of comprehensive capital in the economy at large but not in agriculture. To get some indication of their importance, we assume that the share of the unobserved agricultural capital in the total comprehensive capital is constant. In that case, the elasticity with respect to AP is equal to the elasticity with respect to unobserved agricultural capital. We can then add this elasticity to the other elasticities and normalize them by dividing each elasticity by the sum thus observed. The results appear in the linefPCNN. If the share of agriculture in the total comprehensive capital declines in the process of growth, as one expects, then the results obtained with respect to the contribution of unobserved capital are biased downward. With this interpretation we can now. evaluate the results.
The first, or partial, normalization of regression (f) To compare our results with those quoted above, we use the elasticities in line j-PCN which allocate output to the same direct agricultural inputs, as done in the other studies. The comparison is also qualified by the fact that our results are basically averages for the period 1960-75, whereas the alternatives were obtained for 1960 and 1970 . With this qualification we note that we obtain higher values for land and labor and lower values for the observed capital items, livestock, machinery, and fertilizers. As for unobserved capital items, we obtain for regression (f) an average elasticity of .231 for the AP variable. Yamada and Ruttan's 1970 figures are .25 for general education, .15 for technical education.
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Hayami and Ruttan's 1960 figures are .4 for education, .15 for extension and research. There is a close similarity in the results. Our AP variable is intended to capture all unobserved capital items, not only education. If relationships among the various components are fairly stable along the accumulation path, similar results would occur whether a comprehensive or a partial variable were used. Thus, the main difference between our average results and those of Hayami-Ruttan and Yamada-Ruttan is in the values of the elasticities of the direct and observed inputs. This difference reflects formulation, statistical technique, and sample coverage. Such differences overcome some of the limitations of the Yamada-Ruttan study that Schuh mentioned in his commentary.
Conclusions
In this paper several new approaches and techniq ues were applied to the analysis of intercountry and intertemporal agricultural productivity differences.
It appears that the average production elasticities of "global" agricultural production functions are: 0.14 for land, 0.38 for labor, 0.16 for livestock, .09 for fertilizers, .06 for tractors, and .005 for irrigation. Share of capital is approximately 0.5, about half of which can be attributed to unobservable capital items such as human capital and infrastructure, indicating that both conventional or traditional inputs as well as modern inputs are pertinent. Previous studies show that it is difficult to obtain empirical estimates for the individual contributions of various forms of human capital; therefore, they report only the contribution of some components. Our estimates are of the total contribution of all components and are obtained under the premise that various forms of human capital are capital items and that their expansion is constrained by the amount of capital in the economy. [Received February 1981 .. revision accepted March 1982 
