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Abstract
Interstellar space is filled with a dilute mixture of charged particles, atoms,
molecules and dust grains, called the interstellar medium (ISM). Understand-
ing its physical properties and dynamical behavior is of pivotal importance
to many areas of astronomy and astrophysics. Galaxy formation and evolu-
tion, the formation of stars, cosmic nucleosynthesis, the origin of large com-
plex, prebiotic molecules and the abundance, structure and growth of dust
grains which constitute the fundamental building blocks of planets, all these
processes are intimately coupled to the physics of the interstellar medium.
However, despite its importance, its structure and evolution is still not fully
understood. Observations reveal that the interstellar medium is highly tur-
bulent, consists of different chemical phases, and is characterized by complex
structure on all resolvable spatial and temporal scales. Our current numerical
and theoretical models describe it as a strongly coupled system that is far
from equilibrium and where the different components are intricately linked to-
gether by complex feedback loops. Describing the interstellar medium is truly
a multi-scale and multi-physics problem. In these lecture notes we introduce
the microphysics necessary to better understand the interstellar medium. We
review the relations between large-scale and small-scale dynamics, we con-
sider turbulence as one of the key drivers of galactic evolution, and we review
the physical processes that lead to the formation of dense molecular clouds
and that govern stellar birth in their interior.
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1 Introduction
Understanding the physical processes that govern the dynamical behavior
of the interstellar medium (ISM) is central to much of modern astronomy
and astrophysics. The ISM is the primary galactic repository out of which
stars are born and into which they deposit energy, momentum and enriched
material as they die. It constitutes the anchor point of the galactic matter
cycle, and as such is the key to a consistent picture of galaxy formation and
evolution. The dynamics of the ISM determines where and when stars form.
Similarly, the properties of the planets and planetary systems around these
stars are intimately connected to the properties of their host stars and the
details of their formation process.
When we look at the sky on a clear night, we can notice dark patches of
obscuration along the band of the Milky Way. These are clouds of dust and
gas that block the light from distant stars. With the current set of telescopes
and satellites we can observe dark clouds at essentially all frequencies possi-
ble, ranging from low-energy radio waves all the way up to highly energetic
γ-rays. We have learned that all star formation occurring in the Milky Way
and other galaxies is associated with these dark clouds that mostly consist of
cold molecular hydrogen and dust. In general, these dense clouds are embed-
ded in and dynamically connected to the larger-scale and less dense atomic
component. Once stellar birth sets in, feedback becomes important. Massive
stars emit copious amounts of ionizing photons and create bubbles of hot
ionized plasma, thus converting ISM material into a hot and very tenuous
state.
We shall see in this lecture that we cannot understand the large-scale
dynamics of the ISM without profound knowledge of the underlying micro-
physics. And vice versa, we will argue that dynamical processes on large
galactic scales determine the local properties of the different phases of the
ISM, such as their ability to cool and collapse, and to give birth to new
stars. ISM dynamics spans a wide range of spatial scales, from the extent of
the galaxy as a whole down to the local blobs of gas that collapse to form
individual stars or binary systems. Similarly, it covers many decades in tem-
poral scales, from the hundreds of millions of years it takes to complete one
galactic rotation down to the hundreds of years it takes an ionization front to
travel through a star-forming cloud. This wide range of scales is intricately
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linked by a number of competing feedback loops. Altogether, characterizing
the ISM is truly a multi-scale and multi-physics problem. It requires insights
from quantum physics and chemistry, as well as knowledge of magnetohy-
drodynamics, plasma physics, and gravitational dynamics. It also demands a
deep understanding of the coupling between matter and radiation, together
with input from high-resolution multi-frequency and multi-messenger astro-
nomical observations.
By mass, the ISM consists of around 70% hydrogen (H), 28% helium (He),
and 2% heavier elements. The latter are generally termed metals in the some-
times very crude astronomical nomenclature. We give a detailed account of
the composition of the ISM in Section 2. Because helium is chemically inert, it
is customary, and indeed highly practical, to distinguish the different phases
of the ISM by the chemical state of hydrogen. Ionized bubbles are called Hii
regions, while atomic gas is often termed Hi gas, in both cases referring to the
spectroscopic notation. Hii regions are best observed by looking at hydrogen
recombination lines or the fine structure lines of ionized heavy atoms. The
properties of Hi gas are best studied via the 21cm hyperfine structure line
of hydrogen. Dark clouds are sufficiently dense and well-shielded against the
dissociating effects of interstellar ultraviolet radiation to allow H atoms to
bind together to form molecular hydrogen (H2). They are therefore called
molecular clouds.
H2 is a homonuclear molecule. Its dipole moment vanishes and it radiates
extremely weakly under normal Galactic ISM conditions. Direct detection of
H2 is therefore generally possible only through ultraviolet absorption studies.
Due to atmospheric opacity these studies can only be done from space, and
are limited to pencil-beam measurements of the absorption of light from
bright stars or active galactic nuclei (AGN). We note that rotational and ro-
vibrational emission lines from H2 have indeed been detected in the infrared,
both in the Milky Way and in other galaxies. However, this emission comes
from gas that has been strongly heated by shocks or radiation, and it traces
only a small fraction of the overall amount of molecular hydrogen. Due to
these limitations, the most common tool for studying the molecular ISM
is radio and sub-millimeter emission either from dust grains or from other
molecules that tend to be found in the same locations as H2. By far the
most commonly used molecular tracer is carbon monoxide with its various
isotopologues. The most abundant, and hence easiest to observe is 12C16O,
usually referred to simply as 12CO or just CO. However, this isotopologue is
often so abundant that its emission is optically thick, meaning that it only
traces conditions reliably in the surface layers of the dense substructure found
within most molecular clouds. The next most abundant isotopologues are
13C16O (usually written simply as 13CO) and 12C18O (usually just C18O).
Their emission is often optically thin and can freely escape the system. This
allows us to trace the full volume of the cloud. As CO has a relatively low
critical density and also freezes out on dust grains at very high densities, other
tracers such as HCN or N2H+ need to be used to study conditions within
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high density regions such as prestellar cores. We discuss the microphysics of
the interaction between radiation and matter and the various heating and
cooling processes that determine the thermodynamic response of the various
phases of the ISM in Section 3.
A key physical agent controlling the dynamical evolution of the ISM is
turbulence. For a long time it was thought that supersonic turbulence in
the interstellar gas could not produce significant compressions, since this
would result in a rapid dissipation of the turbulent kinetic energy. In order
to avoid this rapid dissipation of energy, appeal was made to the presence of
strong magnetic fields in the clouds, which were thought to greatly reduce
the dissipation rate. However, it was later shown in high-resolution numeri-
cal simulations and theoretical stability analyses that magnetized turbulence
dissipates energy at roughly the same rate as hydrodynamic turbulence. In
both cases, the resulting density structure is highly inhomogeneous and inter-
mittent in time. Today, we think that ISM turbulence plays a dual role. It is
energetic enough to counterbalance gravity on global scales, but at the same
time it may provoke local collapse on small scales. This apparent paradox can
be resolved when considering that supersonic turbulence establishes a com-
plex network of interacting shocks, where converging flows generate regions
of high density. These localized enhancements can be sufficiently large for
gravitational instability to set in. The subsequent evolution now depends on
the competition between collapse and dispersal. The same random flows that
create high-density regions in the first place may also destroy them again.
For local collapse to result in the formation of stars, it must happen rapidly
enough for the region to decouple from the flow. Typical collapse timescales
are found to be comparable to dispersal times of shock-generated density fluc-
tuations in the turbulent gas. This makes the outcome highly unpredictable
and theoretical models are based on stochastic theory. In addition, supersonic
turbulence dissipates quickly and so needs to be continuously driven for the
galaxy to reach an approximate steady state. Finding and investigating suit-
able astrophysical processes that can drive interstellar turbulence remains a
major challenge. We review the current state of affairs in this field in Section
4.
We think that molecular clouds form by a combination of turbulent com-
pression and global instabilities. This process connects large-scale dynamics
in the galaxy with the localized transition from warm, tenuous, mostly atomic
gas to a dense, cold, fully molecular phase. The thermodynamics of the gas,
and thus its ability to respond to external compression and consequently to
go into collapse, depends on the balance between heating and cooling pro-
cesses. Magnetic fields and radiative processes also play an important role.
The chemical reactions associated with the transition from H to H2, the
importance of dust shielding, and the relation between molecular cloud for-
mation and the larger galactic context are discussed in Section 5.
These clouds constitute the environment where new stars are born. The
location and the mass growth of young stars are therefore intimately coupled
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to the dynamical properties of their parental clouds. Stars form by gravita-
tional collapse of shock-compressed density fluctuations generated from the
supersonic turbulence ubiquitously observed in molecular clouds. Once a gas
clump becomes gravitationally unstable, it begins to collapse and its cen-
tral density increases considerably until a new stars is born. Altogether, star
formation in molecular clouds can be seen as a two-phase process. First, su-
personic turbulence creates a highly transient and inhomogeneous molecular
cloud structure that is characterized by large density contrasts. Some of the
high-density fluctuations are transient, but others exceed the critical mass
for gravitational contraction, and hence begin to collapse. Second, the col-
lapse of these unstable cores leads to the formation of individual stars and
star clusters. In this phase, a nascent protostar grows in mass via accretion
from the infalling envelope until the available gas reservoir is exhausted or
stellar feedback effects become important and remove the parental cocoon.
In Section 6, we discuss the properties of molecular cloud cores, the statis-
tical characteristics of newly born stars and star clusters, and our current
theoretical models of dynamical star formation including the distribution of
stellar masses at birth.
Finally, we conclude these lecture notes with a short summary in Section
7.
8 Composition of the ISM
2 Composition of the ISM
2.1 Gas
The gas in the ISM is composed almost entirely of hydrogen and helium, with
hydrogen accounting for around 70% of the total mass, helium for 28%, and
all other elements for the remaining 2%. The total gas mass in the Milky Way
is difficult to estimate, but is probably close to 1010 M (Kalberla & Kerp,
2009). The majority of the volume of the ISM is occupied by ionized gas,
but the total mass associated with this component is not more than around
25% of the total gas mass. The majority of the mass is located in regions
dominated by neutral atomic gas (H, He) or molecular gas (H2). Much of the
atomic gas and all of the molecular gas is found in the form of dense clouds
that occupy only 1–2% of the total volume of the ISM.
The thermal and chemical state of the ISM are conventionally described in
terms of a number of distinct phases. An early and highly influential model
of the phase structure of the ISM was put forward by Field, Goldsmith &
Habing (1969), who showed that if one assumes that the atomic gas in the
ISM is in thermal equilibrium, then there exists a wide range of pressures for
which there are two thermally stable solutions: one corresponding to cold,
dense gas with T ∼ 100 K that we can identify with the phase now known
as the Cold Neutral Medium (CNM), and a second corresponding to warm,
diffuse gas with T ∼ 104 K that we can identify with the phase now known
as the Warm Neutral Medium (WNM). In the Field, Goldsmith & Habing
(1969) model, gas at intermediate temperatures is thermally unstable and
depending on its density will either cool down and increase its density until
it joins the CNM, or heat up and reduce its density until it joins the WNM.
This two-phase model of the ISM was extended by McKee & Ostriker
(1977), who pointed out that supernovae exploding in the ISM would create
large, ionized bubbles filled with very hot gas (T ∼ 106 K). Although this
gas would eventually cool, the temperature dependence of the atomic cooling
curve at high temperatures is such that the cooling time around T ∼ 106 K
is considerably longer than the cooling time in the temperature range 104 <
T < 106 K (see Section 3.4 below). Therefore, rather than this hot gas having
a wide range of temperatures, one would instead expect to find most of it
close to 106 K. This hot, ionized phase of the ISM has subsequently become
known as the Hot Ionized medium (HIM).
Evidence for an additional phase, the so-called Warm Ionized Medium
(WIM), comes from a variety of observations, including free-free absorption
of the Galactic synchrotron background (Hoyle & Ellis, 1963), the dispersion
of radio signals from pulsars (Reynolds, 1989; Gaensler et al., 2008), and
faint optical emission lines produced by ionized species such as O+ and N+
(Reynolds et al., 1973; Mierkiewicz et al., 2006). This ionized phase has a
density comparable to that of the WNM, and has a scale-height of the or-
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der of 1 kpc (see e.g. Reynolds, 1989). Its volume filling factor is relatively
small in regions close to the Galactic midplane, but increases significantly as
one moves away from the midplane (see e.g. Gaensler et al., 2008). Overall,
90% or more of the total ionized gas within the ISM is located in the WIM
(Haffner et al., 2009). It should be noted that the gas in classical Hii regions
surrounding O stars is generally not considered to be part of the WIM.
Finally, a distinction is often drawn between the dense, molecular phase of
the ISM, observed to be distributed in the form of discrete molecular clouds
of various masses and sizes (see e.g. Blitz et al., 2007) and the lower density,
cold atomic gas surrounding these clouds, which is part of the CNM. The
distribution of this molecular gas in our Galaxy is of particular interest, as
star formation is observed to correlate closely with the presence of molecular
gas. The distribution of molecular gas with Galactocentric radius can be
measured by combining data from CO observations, which trace clouds with
high concentrations of both H2 and CO, and C+ observations, which trace
so-called “dark molecular gas”, i.e. clouds with high H2 fractions but little
CO (see e.g. Pineda et al., 2013). The molecular gas surface density shows a
pronounced peak within the central 500 pc of the Galaxy, a region known as
the Central Molecular Zone (CMZ). It then falls off sharply between 0.5 and
3 kpc, possibly owing to the influence of the Milky Way’s central stellar bar
(Morris & Serabyn, 1996), before peaking again at a Galactocentric radius of
around 4–6 kpc in a structure known as the Molecular Ring. Outside of the
Molecular Ring, the surface density of molecular gas declines exponentially,
but it can still be traced out to distances of at least 12–13 kpc (Heyer et al.,
1998).
Table 1 Phases of the ISM
Component Temperature (K) Density (cm−3) Fractional ionization
Molecular gas 10–20 > 102 < 10−6
Cold neutral medium (CNM) 50–100 20–50 ∼ 10−4
Warm neutral medium (WNM) 6000–10000 0.2–0.5 ∼0.1
Warm ionized medium (WIM) ∼ 8000 0.2–0.5 1.0
Hot ionized medium (HIM) ∼ 106 ∼ 10−2 1.0
Adapted from Ferriére (2001), Caselli et al. (1998), Wolfire et al. (2003), and Jenkins
(2013).
An overview of the main physical properties of these different phases is
given in Table 1. The information on the typical density and temperature
ranges was taken from the review by Ferriére (2001), while the information
on the typical fractional ionization of the various phases is based on Caselli
et al. (1998), Wolfire et al. (2003), and Jenkins (2013).
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Although gas in the ISM is often classified purely in terms of these five
distinct phases, the question of how distinct these phases truly are remains
open. For example, in the classical Field, Goldsmith & Habing (1969) model
and the many subsequent models inspired by it, the CNM and WNM are
two completely distinct phases in pressure equilibrium with each other, and
all neutral atomic hydrogen in the ISM belongs to one phase or the other.
However, observations of Hi in the ISM suggest that the true picture is more
complicated, as there is good evidence that a significant fraction of the atomic
gas has a temperature intermediate between the CNM and WNM solutions,
in the thermally unstable regime (Heiles & Troland, 2003; Roy et al., 2013).
This gas cannot be in equilibrium, and cannot easily be assigned to either
the CNM or the WNM.
One important reason why this picture of the ISM appears to be an over-
simplification is that the ISM is a highly turbulent medium. Turbulence in the
ISM is driven by a number of different physical processes, including thermal
instability (Kritsuk & Norman, 2002a), supernova feedback (see e.g. Mac Low
& Klessen, 2004), and the inflow of gas onto the disk (Klessen & Hennebelle,
2010; Elmegreen & Burkert, 2010), and acts to mix together what would oth-
erwise be distinct phases of the ISM (see e.g. Joung, Mac Low, Bryan, 2009;
Seifried et al., 2011). We discuss the role that turbulence plays in structur-
ing the ISM together with the various driving mechanisms proposed at much
greater length in Section 4.
Finally, it is useful to briefly summarize what we know about the metal-
licity of the ISM, i.e. of the fractional abundance of elements heavier than
helium, since this plays an important role in regulating the thermal behavior
of the ISM. In the Milky Way, the metallicity can be measured using a vari-
ety of methods (Maciel & Costa, 2010). Measurements of the optical emission
lines of Oii and Oiii together with Hα and Hβ can be used to constrain the
oxygen abundance in Galactic Hii regions (see e.g. Deharveng et al., 2000),
from which the total metallicity Z follows if we assume that the oxygen
abundance scales linearly with Z. Alternatively, the abundances of carbon,
nitrogen, oxygen and many other elements can be measured using ultravio-
let (UV) absorption lines in the spectra of bright background stars (see e.g.
Cowie & Songaila, 1986; Savage & Sembach, 1996; Sofia, 2004). The metal-
licity can also be measured using stars, specifically by studying the spectra of
young, massive B-type stars (see e.g. Rolleston et al., 2000). Technically, stel-
lar measurements constrain the metallicity at the time that the star formed,
rather than at the present day, but since B stars have short lifetimes, this
distinction does not turn out to be particularly important in practice.
None of these techniques gives us a completely unbiased picture of the
metallicity of the ISM. Emission line measurements are sensitive to the tem-
perature distribution within the Hii regions, which is difficult to constrain
accurately. UV absorption line measurements are much less sensitive to ex-
citation effects, but can only be carried out from space, and also require the
presence of a UV-bright background source. Therefore, although they can
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give us information on the composition of the more diffuse phases of the
ISM, including the WNM and CNM, they cannot be used to probe denser
regions, such as molecular clouds, as the extinction in these regions is typi-
cally far too high for us to be able to detect the required background sources
in the UV. In addition, these measurements tell us only about the gas-phase
metals and not about the metals that are locked up in dust grains (see Sec-
tion 2.2 below). Finally, stellar measurements provide us with good tracers
of the total metallicity, but do not tell us how much of this was formerly in
the gas phase, and how much was in dust.
Nevertheless, by combining the information provided by these different
methods, we can put together a pretty good picture of the metallicity distri-
bution of the gas in the ISM. Measurements of the metallicities of B stars and
of Hii regions both show that there is a large-scale radial metallicity gradient
in the ISM, with a value of around −0.04 dex kpc−1 (Maciel & Costa, 2010).
The metallicity of the gas in the CMZ is therefore around twice the solar value
(Ferrière, Gillard & Jean, 2007), while in the outer Galaxy, metallicities are
typically somewhat sub-solar (Rudolph et al., 2006).
Comparison of the abundances of individual elements derived using B stars
and those derived using UV absorption lines shows that most elements are
depleted from the gas phase to some extent, a finding that we can explain
if we suppose that these elements are locked up in interstellar dust grains.
Support for this interpretation comes from the fact that the degree to which
elements are depleted generally correlates well with their condensation tem-
perature, i.e. the critical gas temperature below which a solid form is the fa-
vored equilibrium state for the elements (Lodders, 2003). Elements with high
condensation temperatures are more easily incorporated into dust grains than
those with low condensation temperatures, and so if the observed depletions
are due to dust formation, one expects the degree of depletion to increase
with increasing condensation temperature, as observed (see e.g. Figure 15
in Jenkins, 2009). In addition, depletions of high condensation temperature
elements such as iron, nickel or silicon, also seem to correlate with the mean
gas density (Jenkins, 2009), and so are higher in the CNM than in the WNM
(Welty et al., 1999). A plausible explanation of this fact is that dust growth
in the ISM is an ongoing process that occurs more rapidly in cold, dense gas
than in warm, diffuse gas (see e.g. Zhukovska et al., 2008).
2.2 Dust
The reddening of starlight in the ISM, and the fact that this effect correlates
closely with the hydrogen column density rather than with distance, points
towards there being an additional component of the ISM, responsible for
absorbing light over a wide range of frequencies. Measurements of the strength
of the absorption at different frequencies show that when there are distinct
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features in the extinction curve – e.g. the 217.5 nm bump – they tend to be
extremely broad, quite unlike what we expect from atoms or small molecules.
In addition, measurement of elemental abundances in the local ISM show
that a number of elements, notably silicon and iron, are considerably less
abundant in the gas-phase than in the Sun. Finally, mid-infrared and far-
infrared observations show that there is widespread continuum emission, with
a spectrum close to that of a black-body, and an intensity that once again
correlates well with the hydrogen column density. Putting all of these separate
pieces of evidence together, we are lead to the conclusion that in addition to
the ionized, atomic and molecular constituents of the ISM, there must also
be a particulate component, commonly referred to simply as dust.
Our best evidence for the nature of this dust comes from detailed mea-
surements of the spectral shape of the extinction curve that it produces. To
a first approximation, individual dust grains absorb only those photons with
wavelengths smaller than the physical size of the grain. Therefore, the fact
that we see a large amount of absorption in the ultraviolet, somewhat less in
the optical and even less at infrared wavelengths tells us immediately that
there are many more small dust grains than there are large ones. In addition,
we can often associate particular spectral features in the extinction curve,
such as the 217.5 nm bump or the infrared bands at 9.7 µm and 18 µm, with
particular types of dust grain: graphite in the case of the 217.5 nm bump
(Mathis, Rumpl & Nordsieck, 1977) and amorphous silicates in the case of
the infrared bands (e.g. Draine & Lee, 1984; Draine & Li, 2007); see also
Figure 1.
This argument can be made more quantitative, and has been used to derive
detailed constraints on the size distribution of interstellar dust grains. One
of the earlier and still highly influential attempts to do this was made by
Mathis, Rumpl & Nordsieck (1977). They were able to reproduce the then-
extant measurements of the ISM extinction curve between 0.1–1µm with a
mixture of spherical graphite and silicate grains with a size distribution
N(a)da∝ a−3.5da, (1)
where a is the grain radius, and where the distribution extends over a range of
radii from amin = 50 nm to amax = 0.25µm. Subsequent studies have improved
on this simple description (see e.g. Draine & Lee, 1984; Weingartner & Draine,
2001a), but it remains a useful guide to the properties of interstellar dust. In
particular, it is easy to see that for grains with the size distribution given by
equation (1) – commonly known as the MRN distribution – the total mass
of dust is dominated by the contribution made by large grains, while the
total surface area is dominated by the contribution made by small grains.
This general behavior remains true in more recent models (see the detailed
discussion by Draine, 2011).
The total mass in dust is difficult to constrain purely with absorption
measurements, but if we combine these with measurements of elemental de-
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pletion patterns in the cold ISM, then we can put fairly good constraints
on how much dust there is. In the local ISM, we find that the total mass of
metals locked up in grains is roughly the same as the total mass in the gas
phase. The dust therefore accounts for around 1% of the total mass of the
ISM. Therefore, when we attempt to model the behavior of the ISM – par-
ticularly its thermal and chemical behavior – the dust can play a role that is
as important or more important than the gas-phase metals (see e.g. Section
3.5).
2.3 Interstellar radiation field
The chemical and thermal state of the gas in the ISM is determined in large
part by the interaction of the gas and the dust with the interstellar radiation
field (ISRF). Several processes are important. First, the chemical state of
the gas (the ionization fraction, the balance between atomic and molecular
gas, etc.) depends on the rate at which molecules are photodissociated and
atoms are photoionized by the radiation field. Second, the thermal state of
the gas depends on the photoionization rate, and also on the rate of a process
known as photoelectric heating: the ejection of an energetic electron from a
dust grain due to the absorption of a UV photon by the grain. And finally,
the thermal state of the dust is almost entirely determined by the balance
between the absorption by the grains of radiation from the ISRF and the
re-emission of this energy in the form of thermal radiation.
In the solar neighborhood, the ISRF is dominated by six components,
(1) galactic synchrotron emission from relativistic electrons, (2) the cosmic
microwave background (CMB), (3) infrared and far-infrared emission from
dust grains heated by starlight, (4) bound-bound (bb), bound-free (bf) and
free-free (ff) emission from 104 K ionized plasma (sometimes referred to as
nebular emission), (5) starlight, and finally (6) X-rays from hot (105–108 K)
plasma. The energy densities of each of these components are summarized in
Table 2 (adapted from Draine 2011); see also Figure 1.
We see that most of the energy density of the ISRF is in the infrared,
where thermal dust emission and the CMB dominate, and in the optical and
UV, where starlight dominates. It is these components that play the main
role in regulating the properties of the ISM, and so we focus on them below.
2.3.1 Cosmic microwave background
At wavelengths between λ = 600 µm and λ = 30 cm, the energy budget of
the ISRF is dominated by the CMB. This has an almost perfect black-body
spectrum with a temperature TCMB = 2.725K (Fixsen & Mather, 2002). This
temperature is significantly lower than the typical temperatures of the gas
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Fig. 1 Schematic sketch of the energy density of the interstellar radiation field at
different frequencies. The contributions of the cosmic microwave background (CMB) as
well as of old, low-mass and young, high-mass stars are taken to be perfect blackbodies
with temperatures 2.73K, 3500K, and 18000K, respectively (see Chakraborty & Fields,
2013). The contributions from dust and PAHs are obtained from Draine & Li (2007).
The estimate for the Galactic synchrotron emission is taken from Draine (2011) and the
one for the X-ray flux from Snowden et al. (1997). Note that in the vicinity of massive
star clusters, the contributions from massive stars can be orders of magnitude larger
than the numbers provided here. For further discussions, see for example Draine (2011).
Table 2 Energy densities in different components of the ISRF
Component of ISRF Energy density (erg cm−3)
Synchrotron 2.7×10−18
CMB 4.19×10−13
Dust emission 5.0×10−13
Nebular emission (bf, ff) 4.5×10−15
Nebular emission (Hα) 8×10−16
Nebular emission (other bb) 10−15
Starlight, T1 = 3000 K 4.29×10−13
Starlight, T2 = 4000 K 3.19×10−13
Starlight, T3 = 7000 K 2.29×10−13
Starlight, power-law 7.11×10−14
Starlight, total 1.05×10−12
Soft X-rays 10−17
Adapted from Draine (2011).
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and the dust in the local ISM, and so despite the high energy density of
the CMB, energy exchange between it and these components does not sub-
stantially affect their temperature (Black, 1994). The CMB therefore does
not play a major role in the overall energy balance of the ISM in the Milky
Way or in other local galaxies. In high-redshift galaxies, however, the CMB
temperature and energy density are both much larger, with a redshift de-
pendence of TCMB ∝ (1 + z) and uCMB ∝ (1 + z)4. The CMB can therefore
play a much more significant role in regulating the thermal evolution of the
gas and the dust. The extent to which this affects the outcome of the star
formation process in high-redshift galaxies, and in particular the stellar ini-
tial mass function (IMF) remains very unclear. Some authors have suggested
that as the CMB essentially imposes a temperature floor at TCMB, it can po-
tentially affect the form of the IMF by suppressing low-mass star formation
when the CMB temperature is large (see e.g. Clarke & Bromm, 2003; Schnei-
der & Omukai, 2010). However, the observational evidence for a systematic
change in the IMF as one moves to higher redshift remains weak (Bastian
et al., 2010; Offner et al., 2014), and although some simulations find evidence
that a high CMB temperature can suppress low-mass star formation (see e.g.
Smith et al., 2009), other work suggests that low-mass stars can form even
at very high redshifts (see e.g. Clark et al., 2011; Greif et al., 2011, 2012;
Dopcke et al., 2013) by the fragmentation of the accretion disk surrounding
the central star (see also Section 6.4).
2.3.2 Infrared and and far-infrared emission from dust
Infrared emission from dust grains dominates the spectrum of the ISRF be-
tween λ= 5µm and λ= 600µm. About two-thirds of the total power is radi-
ated in the mid and far-infrared, at λ> 50µm. This emission is largely in the
form of thermal emission from dust grains: the spectrum is that of a modified
black-body
Jν ∝Bν(T0)
(
ν
ν0
)β
, (2)
where Jν is the mean specific intensity of the radiation field, Bν(T0) is the
Planck function, T0 is the mean temperature of the dust grains, and β is the
spectral index. In the Milky Way, the mean dust temperature 〈Td〉 ≈ 20 K,
and the spectral index is typically around β ≈ 1.7 (Planck Collaboration,
2014). The question of whether β depends on temperature is somewhat con-
troversial. Many studies find an apparent anti-correlation between β and
Td (see e.g. Dupac et al., 2003; Désert et al., 2008). However, these stud-
ies generally fit the spectral energy distribution (SED) with the χ2 linear
regression method, which is known to produce an artificial anti-correlation
from uncorrelated data in some cases simply due to the presence of noise in
the observations (Shetty et al., 2009a,b). When using hierarchical Bayesian
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methods for determining β and Td, Shetty et al. (2009b) and the Planck Col-
laboration (2014) instead find a slight positive correlation between the two
parameters.
The remaining one-third of the dust emission is largely concentrated in a
series of distinct peaks at wavelengths λ = 3.3,6.2,7.7,8.6,11.3 and 12.7µm.
These peaks correspond to vibrational emission bands produced by so-called
polycyclic aromatic hydrocarbons, or PAHs for short. These are large organic
molecules, containing one or more benzene rings (hence ‘aromatic’).
Although dust grains are large enough that we can usually treat them
as macroscopic objects without distinct radiative transitions, the same is
not true for the much smaller PAH molecules. The rate at which individual
PAH molecules absorb photons is small, but each photon causes a significant
change in the internal energy of the molecule. Their “temperature” therefore
varies greatly with time – they are very hot (i.e. have a large internal energy)
immediately after they absorb a photon, but spend much of their time being
very cold. Physically, what happens is actually a form of fluoresence – the
PAHs absorb UV photons, putting them into a highly excited state, and then
cascade back to the ground state via a large number of infrared transitions.
An important implication of this is that PAH emission dominates at short
wavelengths (i.e. in the near and mid-infrared) unless the other grains are also
very hot. Since the strength of the PAH emission depends on the strength
of the UV radiation field, it is therefore a useful tracer of the formation of
massive stars.
2.3.3 Starlight
Stars produce energy primarily at near infrared, visible and soft ultraviolet
wavelengths. However, in neutral regions of the ISM, stellar photons with
energies greater than the ionization energy of hydrogen, 13.6eV, are largely
absent – they are absorbed by hydrogen atoms, ionizing them, and hence
cannot penetrate deeply into neutral regions.
Mathis et al. (1983) showed that in the solar neighborhood, the starlight
component of the ISRF could be represented at long wavelengths as the sum
of three diluted black-body spectra. At wavelengths λ> 245nm, the radiation
energy density is
νuν =
3∑
i=1
8pihν4
c3
Wi
ehν/kBTi −1 erg cm
−3 . (3)
As usual h= 6.626×10−27 ergs and kB = 1.381×10−16 ergK−1 are Planck’s
and Boltzmann’s constants. The quantities Wi and Ti are the dilution factor
and temperature of each component, with
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T1 = 3000 K, W1 = 7.0×10−13 , (4)
T2 = 4000 K, W2 = 1.65×10−13 , (5)
T3 = 7500 K, W3 = 1.0×10−14 . (6)
At wavelengths λ < 245nm, the starlight contribution to the ISRF has been
estimated by a number of authors. The earliest widely-cited estimate was
made by Habing (1968). He estimated that νuν ≈ 4×10−14 erg cm−3 at λ=
100 nm, corresponding to a photon energy of 12.4 eV. It is often convenient
to reference other estimates to this value, which we do via the dimensionless
parameter
χ≡ (νuν)100nm4×10−14 erg cm−3 . (7)
Alternatively, we can reference other estimates to the Habing (1968) field by
comparing the total energy density in the range 6 – 13.6eV. In this case, we
define a different dimensionless parameter
G0 ≡ u(6 –13.6 eV)5.29×10−14 erg cm−3 . (8)
If we are interested in e.g. the photodissociation of H2 or CO, which requires
photons with energies above 10 eV, then χ is the appropriate parameter to
use. On the other hand, if we are interested in e.g. the photoelectric heating
rate, which is sensitive to a wider range of photon energies, then G0 is more
appropriate.
Two other estimates of the UV portion of the ISRF are in widespread use:
one due to Draine (1978) and the other due to Mathis et al. (1983). Draine
(1978) fit the field with a polynomial function:
λuλ = 6.84×10−14 λ−52
(
31.016 λ22−49.913λ2 + 19.897
)
erg cm−3, (9)
where λ2 ≡ λ/100 nm. This field has a normalization, relative to the Habing
field, of χ= 1.71 and G0 = 1.69.
Mathis et al. (1983) instead used a broken power-law fit:
νuν =
2.373×10
−14λ−0.6678 for 0.134 µm< λ < 0.245 µm
6.825×10−13λ for 0.110 µm< λ≤ 0.134 µm
1.287×10−9λ4.4172 for 0.091 µm< λ≤ 0.110 µm
(10)
Here, all wavelengths are in units of µm, and the energy densities are in
units of erg cm−3. This estimate has χ = 1.23 and G0 = 1.14. The available
observational evidence (see e.g. Henry et al., 1980; Gondhalekar et al., 1980)
is better fit by the Mathis et al. (1983) field than by the Draine (1978) field,
but the latter estimate is probably in wider use in models of the ISM.
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2.4 Cosmic rays
The final part of our inventory of the ISM are the cosmic rays. These are
high energy, relativistic particles, mostly being nuclei (∼ 99%) with a small
fraction of electrons (∼ 1%). The nuclei are primarily protons, but with about
10% being alpha particles and ∼ 1% being metal nuclei. Their energy spans a
wide range, from 100 MeV up to more than 1 TeV. The total energy density in
cosmic rays is approximately 2eVcm−3, within a factor of a few of the mean
thermal energy density of the ISM. Cosmic rays therefore play an important
role in the overall energy balance of the gas.
Fig. 2 Energy spectrum of
cosmic rays as observed with
different instruments and tele-
scopes. Plot from Blasi (2014);
see also Gaisser (2006) for fur-
ther information.
All but the most highly energetic cosmic rays are tied to the magnetic
field of the galaxy and therefore scatter repeatedly within the disk. The ex-
pectation is therefore that the local energy density in cosmic rays should
be relatively uniform. Observations of cosmic rays with TeV energies, which
are not significantly affected by interactions with the solar wind, find that
their intensity in the solar rest-frame is almost isotropic, consistent with this
picture of a uniform energy density (Amenomori et al., 2006).
The spectrum of the cosmic rays (i.e. the flux per unit energy) decreases
sharply with increasing energy, and so the majority of the heating and ion-
ization that they provide comes from the least energetic cosmic rays, with
energies of ∼ 100 MeV or below. Unfortunately, it is precisely this part of the
cosmic ray energy spectrum that we know the least about. At this energy,
cosmic rays are unable to penetrate within the heliosphere, owing to inter-
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actions with the solar wind. Our determination of the cosmic ray ionization
rate is therefore indirect, based on chemical constraints.
An important example of this kind of constraint is provided by the abun-
dance of the H+3 ion. This is formed in the diffuse ISM via the reaction chain
H2 + CR → H+2 + e−, (11)
H+2 + H2 → H+3 + H, (12)
where the first reaction is the rate-limiting step. It is destroyed by dissociative
recombination
H+3 + e−→ various products. (13)
In a diffuse cloud, with nH2 >nH, the equilibrium number density of H
+
3 that
results from these reactions is given approximately by
nH+3
= ζH2
kdr
nH2
ne
, (14)
where kdr is the dissociative recombination rate coefficient and ζH2 is the
cosmic ray ionization rate of H2, and where nH, nH2 , nH+3 , and ne are the
number densities of H, H2, H+3 , and free electrons, respectively.
If we assume that the temperature and the values of the H2-to-electron
ratio do not vary greatly along the line of sight, then we can convert equation
(14) into an expression relating the column densities of H2, H+3 and electrons,
NH+3
= ζH2
kdr
NH2
Ne
. (15)
Next, we note that within diffuse molecular clouds, the main source of elec-
trons is ionized carbon, C+. We therefore assume that NC+ =Ne and write
NH+3
= ζH2
kdr
NH2
NC+
. (16)
Finally, this can be rearranged to give
ζH2 =
NH+3
NC+kdr
NH2
. (17)
Since all of the column densities on the right-hand side of this expression
can be measured observationally (see e.g. Savage et al., 1977; Cardelli et al.,
1996; McCall et al., 2002), and kdr can be measured experimentally (McCall
et al., 2004), we can use this expression to constrain ζH2 .
In practice, a slightly more sophisticated version of this technique is used
that accounts for the fact that not all of the H+2 ions produced by cosmic ray
ionization of H2 survive for long enough to form H+3 , and that also includes
several additional destruction processes for H+3 (Indriolo & McCall, 2012).
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Applying this technique to many lines-of-sight in the diffuse ISM, one finds
that the resulting mean value for the cosmic ray ionization rate of H2 is
ζH2 = 3.5×10−16 s−1, but also that there is a very substantial scatter around
this mean, with some lines-of-sight having ζH2 ∼ 10−15 s−1 or more, and
others having ζH2 ∼ 10−17 s−1 (Indriolo & McCall, 2012).
In dense clouds of gas, the chemical abundances of other observable species
such as OH or HCO+ are also sensitive to the cosmic ray ionization rate, and
measurements of the abundances of these species relative to CO can therefore
be used to provide additional constraints on ζH2 . These other techniques
typically find that in dense gas, ζH2 ∼ 10−17 s−1 (see e.g. Williams et al.,
1998; van der Tak & van Dishoeck, 2000). This is consistent with the low end
of the range of values found using H+3 , but not with the higher values found
in many diffuse clouds. This difference between diffuse and dense clouds may
indicate that the cosmic rays that dominate the heating and ionization of the
local ISM have energies of only a few MeV, allowing them to penetrate low
column density, diffuse atomic or molecular gas, but not high column density
clouds (Padovani et al., 2009). Alternatively, purely magnetic effects, such
as the interaction between low energy cosmic rays and their self-generated
MHD waves (Padoan & Scalo, 2005) may explain the apparent inability of
low energy cosmic rays to travel into dense molecular cloud regions. In either
case, these mechanisms do not explain the large scatter in ζH2 seen in purely
diffuse clouds, which may indicate that the energy density in very low energy
cosmic rays is significantly less uniform than has been previously supposed
(Indriolo & McCall, 2012).
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3 Heating and cooling of interstellar gas
3.1 Optically-thin two-level atom
A convenient starting point for understanding how radiative cooling operates
in the ISM is the two-level atom. This toy model allows us to illustrate many
of the most important concepts involved without unnecessarily complicating
the mathematical details.
Picture an atomic system with two bound states, a lower level l and an
upper level u, with statistical weights gl and gu, separated by an energy Eul.
We will write the number density of the atoms in the lower level as nl and
the number density in the upper level as nu. The total number density of the
atoms then follows as natom = nl+nu. For simplicity, we consider for the time
being monoatomic gases at rest, so that dnatom/dt = 0. Even if the number
density natom remains constant, the values of nl and nu will change over
time, as individual atoms transition from the lower to the upper level due
to collisional excitation or the absorption of a photon, and transition from
the upper to the lower level due to collisional de-excitation or the emission
of a photon. For the time being, we consider optically thin conditions, which
means that the emitted photon can leave the region of interest unimpeded.
In the opposite, optically thick case, it would very likely be absorbed by a
neighboring atom.
We note that in general, the atomic species under consideration is just
one amongst many. Typically, the medium is a mixture of different atomic
or molecular species i, with the total number density being n=
∑
ni. In this
case our atoms will not only collide with each other, but also with particles
of the other species. Chemical reactions lead to further complications as the
total number (and consequently the number density) of our atoms is no longer
conserved, but instead may change with time. If we also consider gas motions,
even for monoatomic gases the local density will vary with time, so that again
dnatom/dt 6= 0.
For a static system without chemical reactions, we can write the rates of
change of nl and nu at fixed natom as
dnu
dt
= Clunl−Culnu−Aulnu−BulIulnu+BluIulnl , (18)
dnl
dt
= −Clunl+Culnu+Aulnu+BulIulnu−BluIulnl . (19)
Here, Clu and Cul are the collisional excitation and de-excitation rates, which
we discuss in more detail below, Aul, Bul and Blu are the three Einstein
coefficients for the transition (describing spontaneous emission, stimulated
emission and absorption, respectively), and Iul is the specific intensity of the
local radiation field at a frequency νul = Eul/h. For a detailed derivation of
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this equation and the parameters involved, see e.g. the textbook by Rybicki
& Lightman (1986).
Typically, the radiative and/or collisional transitions occur rapidly com-
pared to any of the other timescales of interest in the ISM, and so it is
usually reasonable to assume that the level populations have reached a state
of statistical equilibrium in which
dnu
dt
= dnl
dt
= 0. (20)
In this case, nl and nu are linked by a single algebraic equation,
(Clu+BluIul)nl = (Cul+Aul+BulIul)nu. (21)
A further simplification that we can often make is to ignore the effects of the
incident radiation field. This is justified if the gas is optically thin and the
strength of the interstellar radiation field at the frequency νul is small. In
this regime, we have
Clunl = (Cul+Aul)nu , (22)
which we can rearrange to give
nu
nl
= Clu
Cul+Aul
. (23)
The collisional excitation rate Clu describes the rate per atom at which
collisions with other gas particles cause the atom to change its quantum
state from level l to level u. In principle, collisions with any of the many
different chemical species present in the ISM will contribute towards Clu,
but in practice, the main contributions come from only a few key species: H,
H2, H+, He, and free electrons. We can write Clu as a sum of the collisional
excitation rates due to these species,
Clu =
∑
i
qiluni , (24)
where i = H,H2,H+,He,e− and qilu is the collisional excitation rate coeffi-
cient for collisions between our atom of interest and species i. The collisional
excitation rate coefficients themselves can be computed using the tools of
quantum chemistry or measured in laboratory experiments. Values for many
atoms and molecules of astrophysical interest can be found in the LAMDA
database1 (Schöier et al., 2005).
Given the excitation rate Clu, it is straightforward to obtain the de-
excitation rate Cul by making use of the principle of detailed balance. This
states that in local thermal equilibrium (LTE), the rate at which collisions
cause transitions from level l to level u must be the same as the rate at which
1 http://home.strw.leidenuniv.nl/∼moldata/
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they cause transitions from level u to level l. This is a consequence of mi-
croscopic reversibility, i.e. the fact that the microscopic dynamics of particles
and fields are time-reversible, because the governing equations are symmetric
in time.
In thermal equilibrium, we know that the ratio of atoms in level u to those
in level l is simply given by the Boltzmann distribution
nu
nl
= gu
gl
e−Eul/kBT . (25)
The principle of detailed balance tells us that for any collisional transition
the equilibrium condition reads as
qilunlni = qiulnuni . (26)
It therefore follows that
Clunl = Culnu , (27)
and consequently, we can write
Clu
Cul
= nu
nl
= gu
gl
e−Eul/kBT (28)
for a system in thermal equilibrium. The true power of the principle of de-
tailed balance becomes clear once we realize that the values of Clu and Cul
depend only on the quantum mechanical properties of our atoms, and not
on whether our collection of atoms actually is in thermal equilibrium or not.
Therefore, although we have assumed thermal equilibrium in deriving equa-
tion (28), we find that the final result holds even when the system is not in
equilibrium.
We can use this relation between Clu and Cul to write our expression for
nu/nl in the form
nu
nl
= (gu/gl)e
−Eul/kBT
1 +Aul/Cul
. (29)
In the limit that collisions dominate the behavior, i.e. for Cul  Aul, we
recover the Boltzmann distribution. On the other hand, if radiative de-
excitation is more important than the collisional one, that is in the limit
CulAul, we find that
nu
nl
≈ Cul
Aul
gu
gl
e−Eul/kBT . (30)
Together with equation (28) we arrive at
nu
nl
≈ Clu
Aul
. (31)
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We see therefore that when collisions dominate over radiative decays, the
level populations approach their LTE values, while in the other limit, col-
lisional excitations are balanced by radiative de-excitations, and collisional
de-excitations are unimportant.
In the simple case in which collisions with a single species dominate Cul,
we can write the collisional de-excitation rate as Cul = qiulni, where ni is the
number density of the dominant collision partner. Since the key parameter
that determines whether collisions or radiative decays dominate is the ratio
Aul/Cul, we can define a critical density for the collision partner, such that
this ratio is one,
ncr,i ≡ Aul
qiul
. (32)
When ni ncr,i, collisions dominate and the level populations tend to their
LTE values. On the other hand, when ni ncr,i, radiative decay dominates
and most atoms are in their ground states.
In the more general case in which collisions with several different species
make comparably large contributions to Cul, we can define the critical density
in a more general fashion. If we take n to be some reference number density
(e.g. the number density of H nuclei, which has the benefit that it is invariant
to changes in the ratio of atomic to molecular hydrogen), then we can define
a critical density with the following expression,
Aul
Cul
≡ ncr
n
. (33)
Here, ncr is the critical value of our reference density, rather than that of
a specific collision partner. In terms of the individual fractional abundances
and collisional de-excitation rates, we have
ncr =
Aul∑
c q
i
ulxi
(34)
where xi ≡ ni/n is the relative abundance of the species i. Alternatively, if
we divide through by Aul, we can easily show that
ncr =
[∑
i
xi
ncr,i
]−1
, (35)
where the critical densities for the individual colliders are given by equa-
tion (32) above.
Using our general definition of the critical density, we can write the ratio
of the level populations of our two level atom as
nu
nl
= (gu/gl)e
−Eul/kBT
1 +ncr/n
. (36)
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We can now use the fact that for our species of interest in the two-level
approximation the density natom = nl+nu, and rewrite this equation as
nu
natom−nu =
(gu/gl)e−Eul/kBT
1 +ncr/n
. (37)
Further rearrangement gives
nu
natom
= (gu/gl)e
−Eul/kBT
1 +ncr/n+ (gu/gl)e−Eul/kBT
. (38)
The radiative cooling rate Λul of our collection of atoms is simply the rate
at which they emit photons multiplied by the energy of the photons, i.e.
Λul =AulEulnu . (39)
If we make use of the expression derived above for nu, this becomes
Λul =AulEulnatom
(gu/gl)e−Eul/kBT
1 +ncr/n+ (gu/gl)e−Eul/kBT
. (40)
It is informative to examine the behavior of this expression in the limits
of very low and very high density. At low densities, n ncr, equation (40)
reduces to
Λul,n→0 =AulEulnatom
(gu/gl)e−Eul/kBT
ncr/n
. (41)
We can use the equation of detailed balance in the form (28) together with
the definition of the critical density as given by equation (34) to derive the
more useful expression
Λul,n→0 = Eul
(∑
i
qiluni
)
natom = EulClunatom . (42)
Physically, this expression has a simple interpretation. At low densities, every
collisional excitation is followed by radiative de-excitation and hence by the
loss of a photon’s worth of energy from the gas. The cooling rate in this limit
therefore depends only on the excitation rate of the atom, and is independent
of the radiative de-excitation rate. Moreover, this rate is proportional to the
total number density of the gas, Clu ∝ n, and in addition natom ∝ n, if the
fractional abundance of our atomic coolant is independent of density. As a
consequence, the cooling rate scales with the density squared in the low-
density regime,
Λul,n→0 ∝ n2 . (43)
The behavior is different at high densities, n ncr. The expression for the
cooling rate now becomes
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Λul,LTE =AulEulnatom
[
(gu/gl)e−Eul/kBT
1 + (gu/gl)e−Eul/kBT
]
. (44)
The term in square brackets is simply the fraction of all of the atoms that
are in the upper level u when the system is in LTE, a quantity that we will
refer to as fu,LTE. In this limit, we write
Λul,LTE =AulEulfu,LTEnatom . (45)
This is known as the LTE limit. In this limit, the mean cooling rate per atom
depends only on the temperature, and not on the collisional excitation rate.
Consequently, the cooling rate scales linearly with the density,
Λul,LTE ∝ n . (46)
3.2 Effects of line opacity
So far, we have assumed that the strength of the local radiation field at the
frequency of the atomic transition is negligible, allowing us to ignore the
effects of absorption and stimulated emission. This is a reasonable approx-
imation when the gas is optically thin, provided that the ISRF is not too
strong, but becomes a poor approximation once the gas becomes optically
thick. Therefore, we now generalize our analysis to handle the effects of ab-
sorption and stimulated emission.
Consider once again our two-level atom, with level populations that are in
statistical equilibrium. In this case, we have
(Clu+BluJul)nl = (Aul+BulJul+Cul)nu, (47)
where Jul is the mean specific intensity
Jul =
1
4pi
∮
Iul(n)dΩ, (48)
where the integral is over all directions n and dΩ is the solid angle element.
In general, to solve this equation throughout our medium, we need to know
Jul at every point, and since Jul depends on the level populations, we end
up with a tightly coupled problem that is difficult to solve even for highly
symmetric systems, and that in general requires a numerical treatment. A
detailed discussion of the different numerical methods that can be used to
solve this optically-thick line transfer problem is outside the scope of our
lecture notes. Instead, we refer the reader to the paper by van Zadelhoff
et al. (2002) and the references therein.
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Here, we restrict our attention to a simple but important limiting case. We
start by assuming that any incident radiation field is negligible, and hence
that the only important contribution to Jul comes from the emission of the
atoms themselves. We also assume that there are only three possible fates for
the emitted photons:
(1) Local absorption, followed by collisional de-excitation of the atom2
(2) Local absorption, followed by re-emission (i.e. scattering)
(3) Escape from the gas
Photons which scatter may do so once or many times, before either escaping
from the gas, or being removed by absorption followed by collisional de-
excitation. The probability that the photon eventually escapes from the gas
is termed the escape probability. In its most general form, this can be written
as
β(x) = 14pi
∮ ∫
e−τν(x,n)φ(ν)dνdΩ, (49)
where β(x) is the escape probability at a position x, φ(ν) is the line profile
function, a function normalized to unity that describes the shape of the line,
and τν(x,n) is the optical depth at frequency ν at position x in the direction
n.
We note that the net number of absorptions (i.e. the number of photons
absorbed minus the number produced by stimulated emission) must equal
the number of photons emitted that do not escape from the gas, i.e.
(nlBlu−nuBul)Jul = nu(1−β)Aul. (50)
Using this, we can rewrite equation (47) for the statistical equilibrium level
populations as
Clunl = (Cul+βAul)nu. (51)
Local absorptions reduce the effective radiative de-excitation rate by a factor
determined by the escape probability β, i.e. we go from Aul in the optically
thin case to A′ul = βAul in the optically thick case. Therefore, all of our
previously derived results still hold provided that we make the substitution
Aul → A′ul. One important consequence of this is that the critical density
decreases. Since ncr∝Aul, we see that when the gas is optically thick, ncr∝ β.
This means that the effect of local absorption (also known as photon trapping)
is to lower the density at which LTE is reached. The higher the optical depth,
the more pronounced this effect becomes.
In order for the escape probability approach to be useful in practice, we
need to be able to calculate β in a computationally efficient fashion. Unfortu-
nately, the expression for β given in equation (49) is not well suited for this.
The reason for this is the dependence of β on the direction-dependent optical
2 By local, we generally mean within a small volume around the emission site, within
which we can assume that physical conditions such as density and temperature do not
vary appreciably.
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depth τν(x,n). This can be written in terms of the absorption coefficient αν
as
τν(x,n) =
∫ ∞
0
αν(x+sn,n)ds, (52)
where αν(x+sn,n) is the absorption coefficient at position x+sn for photons
propagating in the direction n. To compute the integral over solid angle in
equation (49), we need to integrate for τν along many rays between the point
of interest and the edge of the cloud. This can be done, but if we want to
properly sample the spatial distribution of the gas, then the computational
cost of performing these integrals will typically scale as N2/3, where N is the
number of fluid elements in our model cloud. If we then need to repeat this
calculation for every fluid element (e.g. in order to calculate the cooling rate
at every point in the cloud), the result is a calculation that scales as N5/3.
For comparison, modeling the hydrodynamical or chemical evolution of the
cloud has a cost that scales as N .
Because of the high computational cost involved in computing β accu-
rately, most applications of the escape probability formalism make further
simplifications to allow β to be estimated more easily. One common ap-
proach is to simplify the geometry of the cloud model under consideration.
For example, if we adopt a spherically symmetric or slab-symmetric geome-
try, the inherent dimensionality of the problem can be reduced from three to
one, greatly speeding up our calculation of β. This approach can work very
well in objects such as prestellar cores that are quasi-spherical, but becomes
less applicable as we move to larger scales in the ISM, since real molecular
clouds exhibit complex and highly inhomogeneous density and velocity struc-
ture (Section 4.1.2) and are not particularly well described as either slabs or
spheres.
A more useful approximation for treating cooling in interstellar clouds is
the Large Velocity Gradient (LVG) approximation, also known as the Sobolev
approximation (Sobolev, 1957). The basic idea here is that when there are
large differences in the velocities of adjacent fluid elements, photons can more
easily escape from the gas. Suppose a photon is emitted at position x from gas
moving with velocity v, and propagates a distance ∆x, to a point in the gas
where the velocity is v+∆v. The probability of the photon being absorbed at
this point depends on the frequency of the photon in the rest frame of the gas
at that point. If the change in velocity is sufficient to have Doppler-shifted
the photon out of the core of the line, the probability of it being absorbed
is small. For lines dominated by thermal broadening, the required change in
velocity is roughly equal to the thermal velocity of the absorber, vth. If the
photon can successfully propagate a distance
Ls ≡ vth|dv/dx| , (53)
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where dv/dx is the velocity gradient, then it is extremely likely that it will
escape from the gas. The length-scale defined by equation (53) is known as the
Sobolev length, and the LVG approximation can be used successfully when
this length-scale is significantly shorter than the length-scales corresponding
to variations in the density, temperature or velocity of the gas, or in the
fractional abundance of the absorbing species.
More quantitatively, when the Sobolev approximation applies, the integral
over frequency can be solved analytically, yielding∫
e−τν(x,n)φ(ν)dν = 1−e
−τLVG(x,n)
τLVG(x,n)
, (54)
where τLVG(x,n) is the direction-dependent LVG optical depth,
τLVG(x,n) =
Aulc
3
8piν3ul
1
|n ·∇v|
(
gl
gu
nu−nl
)
. (55)
In this case, β is given by the expression
β(x) = 14pi
∮ 1−e−τLVG(x,n)
τLVG(x,n)
dΩ. (56)
The validity of the Sobolev approximation for line transfer in turbulent molec-
ular clouds was examined by Ossenkopf (1997), who showed that most of the
fluid elements contributing significantly to the 13CO line emission produced
by a typical turbulent cloud had short Sobolev lengths, justifying the use of
the LVG approximation for modeling the emission (see also Ossenkopf, 2002).
3.3 Multi-level systems
So far, we have restricted our discussion to the case of a simple two-level
system. However, most of the important coolants in the ISM have more than
two energy levels that need to be taken into account when computing the
cooling rate, and so in this section, we briefly look at how we can generalize
our analysis to the case of multiple levels.
When we are dealing with more than two levels, and hence more than a
single transition contributing to the cooling rate, then the net cooling rate
can be written in terms of the level populations as
Λ=
∑
u
∑
l<u
Eul [(Aul+BulJul)nu−BluJulnl] , (57)
where the second sum is over all states l that have energies El <Eu. A major
difficulty here comes from the need to compute the level populations nu. If
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the levels are in statistical equilibrium, then the level populations satisfy the
equation∑
j>i
[njAji+ (njBji−niBij)Jij ]−
∑
j<i
[niAij + (niBij−njBji)Jij ]
+
∑
j 6=i
[njCji−niCij ] = 0. (58)
If we haveN different levels, then this equation can also be written in the form
of N coupled linear equations. These are straightforward to solve numerically
if the mean specific intensities Jij are known, but just as in the two-level
case, these specific intensities will in general depend on the level populations
at every point in our gas, meaning that the general form of the non-LTE
statistical equilibrium equation is very challenging to solve numerically in an
efficient manner.
Consequently, when computing cooling rates for complicated multi-level
systems, we often make use of simplifying assumptions similar to those we
have already discussed in the case of the two-level system. For example, when
the gas density is very low, it is reasonable to assume that essentially all of
our coolant atoms or molecules will be in the ground state, and that every
collisional excitation from the ground state will be followed by the loss of a
photon from the gas (possible after one or more scattering events, if the gas
is optically thick). In this limit, the cooling rate simplifies to
Λn→0 =
∑
u
Eu0Cu0n0, (59)
where n0 is the number density of coolant atoms/molecules in the ground
state, Cu0 is the collisional excitation rate from the ground state to state u,
and Eu0 is the difference in energy between state u and the ground state.
In the LTE limit, the cooling rate is also easy to calculate, as the level
populations will simply have the values implied by the Boltzmann distribu-
tion,
nu =
(gu/g0)e−Eu0/kBT
Z(T ) natom, (60)
where natom is the total number density of the coolant of interest, g0 is the
statistical weight of the ground state, gu is the statistical weight of level u,
Eu0 is the energy difference between level u and the ground state, and Z is
the partition function. It is given by the expression
Z(T ) =
∑
i
gi
g0
e−Ei0/kBT , (61)
where we sum over all of the states of the coolant, including the ground
state. In this limit, we still need to know the mean specific intensities of the
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various lines in order to calculate the total cooling rate. In principle, these are
straightforward to compute when the level populations are fixed, although
for reasons of computational efficiency, a further simplifying assumption such
as the LVG approximation is often adopted.
In the case of our simple two-level system, we have already seen that at
densities n ncrit, it is safe to use the low-density limit of the cooling rate,
while at densities n ncrit, the LTE limit applies. In the multi-level case,
the situation is slightly more complicated, as in principle there is a criti-
cal density ncrit,ul associated with every possible transition that can occur.
Moreover, since there can be large differences in the value of Aul between one
transition and another, these individual critical densities can differ by orders
of magnitude. We can therefore often be in the situation where some of the
energy levels of our coolant are in LTE, while others are not. In practice,
what is often done if we are interested in the total cooling rate and not in
the strengths of the individual lines is to define an effective critical density
(Hollenbach & McKee, 1979)
ncrit,eff =
ΛLTE
Λn→0
n , (62)
and write the density-dependent cooling rate as
Λ= ΛLTE1 +ncrit,eff/n
. (63)
This expression can be somewhat approximate at densities close to ncrit,eff ,
but becomes very accurate in the limit of low density or high density.
3.4 Atomic and molecular coolants in the ISM
Having briefly outlined the basic physical principles of line cooling, we now
go on to examine which of the many possible forms of line emission are most
important for the cooling of interstellar gas.
3.4.1 Permitted transitions
At high temperatures, in regions dominated by atomic or ionized gas, the
cooling of the ISM takes place largely via the permitted (i.e. dipole-allowed)
electronic transitions of various atoms and ions. At temperatures close to
104 K, excitation of the Lyman series lines of atomic hydrogen is the dominant
process3, giving rise to a cooling rate per unit volume (Black, 1981; Cen, 1992)
3 Note that this is often referred to in the literature simply as “Lyman-α” cooling
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of
ΛH = 7.5×10−19 11 + (T/105)1/2 exp
(−118348
T
)
nenH, (64)
where ne and nH are the number densities of free electrons and atomic hy-
drogen, respectively. At temperatures T ∼ 3×104 K and above, however, the
abundance of atomic hydrogen generally becomes very small, and other ele-
ments, particularly C, O, Ne and Fe, start to dominate the cooling (see e.g.
Gnat & Ferland, 2012).
In conditions where collisional ionization equilibrium (CIE) applies, and
where the fractional abundance of each ion or neutral atom is set by the
balance between collisional ionization and radiative recombination, the total
cooling function is relatively straightforward to compute and only depends
on the temperature and metallicity. As an example, we show in Figure 3 the
CIE cooling efficiency, LCIE, as a function of temperature, computed for a
solar metallicity gas using the data given in Gnat & Ferland (2012). The
cooling efficiency plotted in the figure has units of erg cm3 s−1 and is related
to the cooling rate per unit volume by the expression
ΛCIE = LCIEnen, (65)
where ne is the number density of free electrons and n is the number density
of hydrogen nuclei.
Unfortunately, there are many cases in the real ISM in which the CIE
assumption does not apply. As an obvious example, consider gas in the Hii
regions around massive stars, where the ionization state of the various el-
ements is determined primarily by photoionization rather than collisional
ionization. The CIE assumption also breaks down whenever the gas cools
rapidly. Whenever the cooling time becomes shorter than the recombination
time the gas cannot adjust its ionization state rapidly enough to remain in
equilibrium. Instead, it becomes over-ionized compared to the CIE case (see
e.g. Kafatos, 1973; Sutherland & Dopita, 1993; Gnat & Sternberg, 2007). Sim-
ilarly, if gas is heated more rapidly than it can collisionally ionize itself, such
as in a very strong shock, then it can be under-ionized compared to the CIE
case. These non-equilibrium effects are particularly important around 104 K
(see e.g. Micic et al., 2013; Richings et al., 2014), but can also significantly
affect the cooling rate at higher temperatures.
Efforts have been made to account for these non-equilibrium effects, either
by explicitly solving for the non-equilibrium ionization state of the main el-
ements contributing to the high temperature cooling (see e.g. Cen & Fang,
2006; de Avillez & Breitschwerdt, 2012; Oppenheimer & Schaye, 2013; Rich-
ings et al., 2014), or by pre-computing and tabulating rates appropriate for
gas cooling at constant pressure or constant density (Gnat & Sternberg,
2007), or with an ionization state dominated by photoionization rather than
collisional ionization (e.g. Wiersma et al., 2009; Gnedin & Hollon, 2012). In
any case, there is inevitably a trade-off between accuracy and speed – full
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Fig. 3 Cooling efficiency of solar-metallicity gas in collisional ionization equilibrium,
plotted as a function of temperature. This plot is based on data taken from Gnat &
Ferland (2012).
non-equilibrium calculations best represent the behavior of the real ISM but
have a considerably larger computational cost than simple CIE-based calcu-
lations.
3.4.2 Fine structure lines
At temperatures below around 104 K, it becomes extremely difficult for the
gas to cool via radiation from permitted atomic transitions, such as the Ly-
man series lines of atomic hydrogen, as the number of electrons available
with sufficient energy to excite these transitions declines exponentially with
decreasing temperature. Atomic cooling continues to play a role in this low
temperature regime, but the focus now shifts from permitted transitions be-
tween atomic energy levels with different principal quantum numbers to for-
bidden transitions between different fine structure energy levels.
Fine structure splitting is a phenomenon caused by the interaction be-
tween the orbital and spin angular momenta of the electrons in an atom, an
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effect known as spin-orbit coupling (see e.g. Atkins & Friedman, 2010). Each
electron within an atom has a magnetic moment due to its orbital motion
and also an intrinsic magnetic moment due to its spin. States where these
magnetic moments are parallel have higher energy than states where they are
anti-parallel, which in the right conditions can lead to a splitting of energy
levels that would otherwise remain degenerate. In order for an atom or ion to
display fine structure splitting in its ground state, the electrons in the out-
ermost shell must have both non-zero total orbital angular momentum (i.e.
L > 0) and non-zero total spin angular momentum (i.e. S > 0), or else the
spin-orbit coupling term in the Hamiltonian, which is proportional to L ·S,
will vanish. For example, the ground state of the hydrogen atom has S = 1/2
but L = 0, and hence has no fine structure. On the other hand, the ground
state of neutral atomic carbon has L= 1 and S = 1 and hence does have fine
structure.
As the size of the spin-orbit term in the Hamiltonian is typically quite small
compared to the other terms, the resulting splitting of the energy levels is
also small, with energy separations typically of the order of 10−2 eV. This
corresponds to a temperature of the order of 100 K, meaning that it is possible
to excite these transitions even at relatively low gas temperatures.
The radiative transition rates associated with these fine structure tran-
sitions are very small in comparison to the rates of the permitted atomic
transitions discussed above, for a couple of reasons. First, they are typically
magnetic dipole transitions, with transition matrix elements that are of the
order of α2≈ 5×10−5 times smaller than for electric dipole transitions, where
α is the fine structure constant. Second, it is easy to show that transitions
with similar transition matrix elements but different frequencies have sponta-
neous transition rates that scale as Aij ∝ ν3ij . Since the frequencies associated
with the fine structure transitions are of the order of a thousand times smaller
than those associated with the most important permitted electronic transi-
tions, such as Lyman-α, one expects the spontaneous transition rates to be
a factor of 109 smaller.
Together, these two effects mean that we expect the size of the sponta-
neous transition rates associated with the fine structure transitions to be of
the order of 1014 or more times smaller than those associated with the most
important permitted atomic transitions. Consequently, the critical densities
associated with many of the important fine structure transitions are relatively
low: ncrit ∼ 102–106 cm−3 in conditions when collisions with H or H2 domi-
nate, and up to two to three orders of magnitude smaller when collisions with
electrons dominate (Hollenbach & McKee, 1989). We therefore would expect
cooling from fine structure emission to be effective at moderate densities, e.g.
in the WNM or CNM, but to become much less effective at the much higher
densities found in gravitationally collapsing regions within molecular clouds.
As hydrogen and helium have no fine structure in their ground states, fine
structure cooling in the ISM is dominated by the contribution made by the
next most abundant elements, carbon and oxygen (Wolfire et al., 1995). In
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the diffuse ISM, carbon is found mainly in the form of C+, as neutral atomic
carbon can be photoionized by photons with energies E > 11.26 eV, below the
Lyman limit. Singly ionized carbon has two fine structure levels in its ground
state, an upper level with total angular momentum J = 3/2 and a lower level
with total angular momentum J = 1/2. The energy separation between these
two levels is approximately E/kB = 92 K, and so this transition remains easy
to excite down to temperatures of around 20 K (see Figure 4).
In denser regions of the ISM, where dust provides some shielding from
the effects of the ISRF, C+ recombines to yield C. Atomic carbon has three
fine structure levels, with total angular momenta J = 0,1,2 and energies
relative to the ground state∆E/kB = 0.0,23.6,62.4 K, respectively. The small
energy separations of these levels mean that neutral atomic carbon remains
an effective coolant down to very low temperatures. Indeed, in the low density
limit, neutral atomic carbon is a more effective coolant than CO (Figure 4),
although it becomes ineffective at densities n 100 cm−3, owing to its low
critical density.
The ionization energy of neutral oxygen is very similar to that of hydrogen,
and so in the WNM and CNM, oxygen is present largely in neutral atomic
form. Neutral oxygen also has fine structure in its ground state. In this case,
there are three fine structure levels, with total angular momenta J = 0,1,2
and energies relative to the ground state ∆E/kB = 0.0,227.7,326.6 K, respec-
tively. The larger energy separation of these levels compared to the C+ fine
structure levels means that in the CNM, C+ cooling is considerably more
effective than cooling from oxygen, despite the larger abundance of oxygen
relative to carbon (see e.g. Wolfire et al., 1995). In warmer gas, however,
carbon and oxygen are both important coolants.
In gas with standard solar metallicity, other metals such as N, Ne, Si,
Fe and S also have relatively high abundances, but in practice they do not
contribute significantly to the cooling of the ISM. Nitrogen and neon are
present in the WNM and CNM primarily in neutral form, and have no fine
structure in their ground state in this form. Silicon and iron do have ground
state fine structure, but are strongly depleted in the ISM, particularly in the
colder and denser phases (Jenkins, 2009). Finally, sulfur is present primarily
in the form of S+, which has no fine structure in its ground state.
Data on the collisional excitation rates of the fine structure transitions of
C+, C and O can be found in a number of places in the literature. Compila-
tions of excitation rate data are given in Hollenbach & McKee (1989), Glover
& Jappsen (2007) and Maio et al. (2007), as well as in the LAMDA database
(Schöier et al., 2005).
3.4.3 Molecular hydrogen
Molecular hydrogen is the dominant molecular species in the ISM and can
have an abundance that is orders of magnitude larger than that of any other
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molecule or that of any of the elements responsible for fine structure cooling.
Because of this, it is natural to expect H2 to play an important role in the
cooling of the ISM. In practice, however, at metallicities close to solar, H2
cooling is important only in shocks (see e.g. Hollenbach & McKee, 1979, 1989)
and not in more quiescent regions of the diffuse ISM (Glover & Clark, 2014).
The reason for this is that H2 is not a particularly effective coolant at low
temperatures.
There are several reasons for that. To a first approximation, we can treat
H2 as a linear rigid rotor, with rotational energy levels separated by energies
∆E = 2BJ, (66)
where J is the rotational quantum number of the upper level and B is the
rotational constant
B ≡ h¯
2
2Im
, (67)
and Im is the moment of inertia of the molecule (see e.g. Atkins & Friedman,
2010). Since H2 is a light molecule, it has a small moment of inertia, and hence
a large rotational constant, leading to widely spaced energy levels: ∆E/kB ≈
170J Kwhen the rotational quantum number J is small. In addition, radiative
transitions between states with odd J and even J are strongly forbidden.
The reason for this is that the hydrogen molecule has two distinct forms,
distinguished by the value of the nuclear spin quantum number I. If the two
protons have anti-parallel spins, so that I = 0, then the total wave-function is
anti-symmetric with respect to exchange of the two protons (as required by
the Pauli exclusion principle) if and only if the rotational quantum number
J is even. Molecular hydrogen in this form is known as para-hydrogen. On
the other hand, if the protons have parallel spins, then the Pauli principle
requires that J be odd. H2 in this form is known as ortho-hydrogen. Radiative
transitions between the ortho and para states (or vice versa) therefore require
a change in the nuclear spin, which is highly unlikely, and hence the associated
transition rates are very small. The first accessible rotational transition is
therefore the J = 2→ 0 transition, which has an associated energy separation
of around 510 K. At low temperatures, it becomes extremely hard to excite
this transition, and therefore H2 cooling becomes extremely ineffective.
This is illustrated in Figure 4, where we compare the cooling rate due to
H2 with the cooling rates of a number of other potentially important coolants,
discussed in more detail below. All of the cooling rates are computed in the
low density limit and assume that the hydrogen is fully molecular and that
the fractional ionization is zero.
From the figure, we see that in these conditions, H2 cooling can be impor-
tant at temperatures T > 100 K, but becomes insignificant in comparison to
fine structure line cooling or CO rotational emission at T < 100 K, owing to
the exponential fall-off in the H2 cooling rate. Changing the composition of
the gas will change the relative contributions of the different coolants, but
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Fig. 4 Cooling rates for selected ISM coolants. The values plotted were computed
assuming that n= 1cm−3 and are weighted by the fractional abundance (relative to the
total number of hydrogen nuclei) of the coolant in question. For H2 and HD, we assume
that the gas is fully molecular, so that xH2 = 0.5 and xHD = 2.5×10−5. For the metals,
we adopt total C and O abundances from Sembach et al. (2000), and show the cooling
rate that we would have if all of the relevant element were in the form of the indicated
species. In the case of CO, the adopted abundance is the total C abundance, since this
is smaller than the total abundance of oxygen (Sembach et al., 2000). For cooling from
H2 and HD, we account for collisions with both H2 and He, while for the other species,
we account only for collisions with H2, owing to a lack of data on the collision rates
with He. The error introduced by omitting He is unlikely to exceed 10–20%. The data
on which these cooling rates are based is taken from Flower & Roueff (1998), Flower &
Roueff (1999a), and Flower et al. (1998) for H2, Flower & Roueff (1999b) and Roueff &
Zeippen (1999) for HD, Wiesenfeld & Goldsmith (2014) for C+, Schroder et al. (1991)
and Warin et al. (1996) for C, Jaquet et al. (1992) for O, and Neufeld & Kaufman (1993),
Neufeld et al. (1995), Flower (2001) and Wernli et al. (2006) for CO.
in practice will typically make H2 cooling less important. For example, re-
ducing the fractional abundance of H2 causes the H2 cooling rate to drop
significantly, because not only does one have fewer H2 molecules to provide
the cooling, but their collisional excitation rates also decrease, since collisions
with H atoms are much less effective at exciting the rotational levels of H2
than collisions with other H2 molecules (see e.g. Glover & Abel, 2008, and
references therein). We therefore see that at solar metallicity, H2 cooling is
important only in gas with a high H2 fraction and a temperature T > 100 K.
In practice, it is difficult to satisfy both of these conditions at the same time
in quiescent gas. Temperatures of 100 K or more are easy to reach in low
density CNM clouds, but the equilibrium H2 abundance in these clouds is
small. Increasing the density and/or column density of the clouds increases
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the equilibrium H2 abundance, but at the same time decreases the typical gas
temperature. For this reason, high H2 fractions tend to be found only in cold
gas (Krumholz et al., 2011), and therefore in conditions where H2 cooling is
ineffective.
The combination of high H2 fraction and a gas temperature T > 100 K can
occur in shocked molecular gas, provided that the shock is not so strong as to
completely dissociate the H2, and H2 has long been known to be a significant
coolant in these conditions (Hollenbach & McKee, 1979, 1989; Pon et al.,
2012).
3.4.4 Hydrogen deuteride
Although H2 is an ineffective low temperature coolant, the same is not true
for its deuterated analogue, HD. Unlike H2, HD does not have distinct ortho
and para forms, and hence for HD molecules in the J = 0 ground state, the
first accessible excited level is the J = 1 rotational level. In addition, HD is
50% heavier than H2, and hence has a smaller rotational constant and more
narrowly spaced energy levels. The energy separation of its J = 0 and J = 1
rotational levels is ∆E10/kB = 128 K, around a factor of four smaller than
the separation of the J = 0 and J = 2 levels of H2. We would therefore expect
HD cooling to remain effective down to much lower temperatures than H2.
One important factor working against HD is the fact that the deuterium
abundance is only a small fraction of the hydrogen abundance, meaning that
in general H2 is orders of magnitude more abundant than HD. However, in
cold gas that is not yet fully molecular, the HD abundance can be significantly
enhanced by a process known as chemical fractionation. HD is formed from
H2 by the reaction
H2 + D+→HD + H+ (68)
and is destroyed by the inverse reaction
HD + H+→H2 + D+. (69)
The formation of HD via reaction (68) is exothermic and can take place
at all temperatures, but the destruction of HD via reaction (69) is mildly
endothermic and becomes very slow at low temperatures. As a result, the
equilibrium HD/H2 ratio is enhanced by a factor (Galli & Palla, 2002)
fen = 2exp
(
462
T
)
(70)
over the elemental D/H ratio. At temperatures T < 100 K, characteristic of
the CNM, this corresponds to an enhancement in the equilibrium abundance
by a factor of hundreds to thousands. This fractionation effect helps HD to
be a more effective low temperature coolant than one might initially suspect.
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Nevertheless, there is a limit to how effective HD can become, since the
HD abundance obviously cannot exceed the total deuterium abundance. The
total abundance of deuterium relative to hydrogen in primordial gas is (Cooke
et al., 2014)
(D/H) = (2.53±0.04)×10−5. (71)
In the local ISM, the ratio of D/H is even smaller (see e.g. Linsky et al.,
2006; Prodanović et al., 2010), as some of the primordial deuterium has been
destroyed by stellar processing.
From the comparison of cooling rates in Figure 4, we see that in fully
molecular gas, HD becomes a more effective coolant than H2 once the tem-
perature drops below 50 K, despite the fact that in these conditions, the
abundance of HD is more than 104 times smaller than that of H2. However,
we also see that at these low temperatures, the amount of cooling provided
by HD is a factor of a hundred or more smaller than the cooling provided by
C+, C or CO. It is therefore safe to conclude that HD cooling is negligible
in low density, solar metallicity gas. At higher densities, HD cooling could
potentially become more important, as HD has a larger critical density than
C or C+, but at the relevant densities (n∼ 106 cm−3), dust cooling generally
dominates.
3.4.5 Carbon monoxide
Heavier molecules can also contribute significantly to the cooling of inter-
stellar gas. In particular, carbon monoxide (CO), the second most abundant
molecular species in the local ISM, can play an important role in regulating
the temperature within giant molecular clouds (GMCs). As we can see from
Figure 4, CO is a particularly important coolant at very low gas temper-
atures, T < 20 K, owing to the very small energy separations between its
excited rotational levels. However, we also see from the figure that at low
densities, fine structure cooling from neutral atomic carbon is more effective
than CO cooling, and that at T ∼ 20 K and above, the contribution from C+
also becomes significant. The overall importance of CO therefore depends
strongly on the chemical state of the gas. If the gas-phase carbon is primar-
ily in the form of C or C+, then fine structure emission from these species
will dominate, implying that CO becomes important only once the fraction
of carbon in CO becomes large. As we will discuss in more detail later, this
only occurs in dense, well-shielded gas, and so in typical GMCs, CO cooling
only dominates once the gas density exceeds n∼ 1000 cm−3.
In practice, CO is able to dominate the cooling only over a restricted range
in densities, as it becomes ineffective at densities n 1000cm−3. In part, this
is because CO has only a small dipole moment and hence the CO rotational
transitions have low critical densities. For example, in optically thin gas, the
relative populations of the J = 0 and J = 1 rotational levels reach their LTE
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values at a density ncrit ∼ 2200 cm−3, while the J = 2 level reaches LTE
at ncrit ∼ 23000 cm−3. In addition, the low J transitions of 12CO rapidly
become optically thick in these conditions, further lowering their effective
critical densities and significantly limiting their contribution to the cooling
rate of the gas. This behavior has a couple of interesting implications. First,
it means that cooling from isotopic variants of CO, such as 13CO or C18O
can become important, despite the low abundances of these species relative
to 12CO, since they will often remain optically thin even if 12CO is optically
thick. Second, it means that the freeze-out of CO onto the surface of dust
grains, which is thought to occur in the cold, dense gas at the center of many
prestellar cores, has very little effect on the overall CO cooling rate. This was
demonstrated in striking fashion by Goldsmith (2001), who showed that at
densities of order 104–105 cm−3 within a typical prestellar core, reducing the
CO abundance by a factor of a hundred reduces the CO cooling rate by only
a factor of a few.
3.4.6 Other heavy molecules
Other molecular species can become important coolants in comparison to
H2 and CO in the right conditions. An interesting example is water. H2O
molecules have a very large number of accessible rotational and vibrational
transitions and also have high critical densities. Therefore, over a wide range
of temperatures and densities, the amount of cooling that one gets per water
molecule can be much larger than the amount that one gets per CO molecule
(see e.g. the comparison in Neufeld & Kaufman, 1993). Despite this, water
does not contribute significantly to the thermal balance of cold gas in molec-
ular clouds, because the fractional abundance of water in these regions is
very small (see e.g. Snell et al., 2000). This is, because most of the water
molecules that form rapidly freeze out onto the surface of dust grains, form-
ing a significant part of the ice mantles that surround these grains (Bergin
et al., 2000; Hollenbach et al., 2009). On the other hand, in warm regions,
such as the shocked gas in molecular outflows, H2O can be a very important
coolant (Nisini et al., 2010).
The other molecules and molecular ions present in interstellar gas also
provide some cooling, but at low gas densities, their total contribution is
relatively small compared to that of CO, since the latter generally has a much
larger abundance. In very dense gas, however, their contributions become
much more important, owing to the high optical depth of the CO rotational
lines. Of particular importance in this high density regime are species that
have large dipole moments, such as HCN or N2H+, as these species have
high critical densities and hence remain effective coolants up to very high
densities. That said, in typical molecular cloud conditions, dust cooling takes
over from molecular line cooling as the main energy loss route well before
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these species start to dominate the line cooling, and so their overall influence
on the thermal balance of the cloud remains small.
3.5 Gas-grain energy transfer
Dust can also play an important role in the cooling of the ISM (Goldreich
& Kwan, 1974; Leung, 1975). Individual dust grains are extremely efficient
radiators, and so the mean temperature of the population of dust grains
very quickly relaxes to an equilibrium value given by the balance between
radiative heating caused by the absorption of photons from the ISRF and
radiative cooling via the thermal emission from the grains.4 If the resulting
dust temperature, Td, differs from the gas temperature, TK, then collisions
between gas particles and dust grains lead to a net flow of energy from one
component to the other, potentially changing both TK and Td.
The mean energy transferred from the gas to the dust by a single collision
is given by:
∆E = 12kB(TK−Td)α, , (72)
where α is the thermal energy accommodation coefficient, which describes
how efficiently energy is shared between the dust and the gas (Burke & Hol-
lenbach, 1983). This efficiency typically varies stochastically from collision to
collision, but since we are always dealing with a large number of collisions,
it is common to work in terms of the mean value of α, which we denote as
α¯. However, even then, the treatment of the accommodation coefficient can
be complicated, as α¯ depends in a complicated fashion on the nature of the
dust grain, the nature of the collider (e.g. whether it is a proton, a hydro-
gen atom or an H2 molecule), and the gas and grain temperatures (Burke &
Hollenbach, 1983).
The total rate at which energy flows from the gas to the dust is the product
of the mean energy per collision and the total collision rate. The latter can
be written as
Rcoll = 4piσdv¯ntotnd, (73)
where σd is the mean cross-sectional area of a dust grain, nd is the number
density of dust grains, ntot is the number density of particles, and v¯ is the
mean thermal velocity of the particles in the gas. Note that both ntot and v¯
are functions of the composition of the gas – in a fully atomic gas, ntot and
v¯ are both larger than in a fully molecular gas.
Combining equations (72) and (73), we can write the cooling rate per unit
volume due to energy transfer from the gas to the dust as
4 The chemical energy released when H2 molecules form on grain surfaces and the direct
interaction between dust grains and cosmic rays also affect the grain temperature, but
their influence on the mean grain temperature is relatively minor (Leger et al., 1985).
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Λgd = piσdv¯α¯(2kTK−2kTd)ntotnd. (74)
Note that although it is common to talk about this in terms of cooling, if
Td > TK then energy will flow from the dust to the gas, i.e. this will become
a heating rate.
Expressions given in the astrophysical literature for Λgd are typically writ-
ten in the form:
Λgd = CgdT 1/2K (TK−Td)n2 erg s−1 cm−3, (75)
where n is the number density of hydrogen nuclei and Cgd is a cooling rate
coefficient given by
Cgd = 2pikσd
(
v¯
T
1/2
K
)
α¯
ntotnd
n2
. (76)
The value of Cgd is largely determined by the assumptions that we make
regarding the chemical state of the gas and the nature of the dust grain
population, but in principle it also depends on temperature, through the
temperature dependence of the mean accommodation coefficient, α¯.
Different authors introduce different assumptions about various of these
issues, leading to a wide spread of values for Cgd being quoted in the literature
for Milky Way dust. For example, Hollenbach & McKee (1989) write Cgd as
Cgd = 3.8×10−33
[
1−0.8exp
(
− 75
TK
)](
10nm
amin
)1/2
erg s−1 cm3 K−3/2,
(77)
where amin is the minimum radius of a dust grain, often taken to be simply
amin = 10nm. However, Tielens & Hollenbach (1985) quote a value for the
same process that is almost an order of magnitude smaller:
Cgd = 3.5×10−34 erg s−1 cm3 K−3/2, (78)
while Goldsmith (2001) quotes a value that is smaller still
Cgd = 1.6×10−34 erg s−1 cm3 K−3/2. (79)
Finally, Evans (private communication) argues for a rate
Cgd = 1.8×10−33
[
1−0.8exp
(
− 75
TK
)]
erg s−1 cm3 K−3/2, (80)
close to the Hollenbach & McKee (1989) rate. Although it is not always
clearly stated, all of these rates seem to be intended for use in H2-dominated
regions. In regions dominated by atomic hydrogen, one would expect the
cooling rate to vary, owing to the difference in the value of α¯ appropriate for
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H atoms and that appropriate for H2 molecules (Burke & Hollenbach, 1983).
In a recent study, Krumholz et al. (2011) attempted to distinguish between
the molecular-dominated and atomic-dominated cases, using
Cgd = 3.8×10−33 erg s−1 cm3 K−3/2 (81)
for molecular gas and
Cgd = 1.0×10−33 erg s−1 cm3 K−3/2 (82)
for atomic gas.
gas
dust
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Fig. 5 Gas and dust temperatures, TK and Td, as a function of the hydrogen nuclei
number density n in the turbulent ISM for two different metallicities (the solar value,
Z = 1Z, and a much smaller value typical of metal-poor dwarf galaxies, Z = 0.1Z),
and for two different strength of the ISRF (the solar neighborhood value with G0 =
1.7, and a value ten times larger with G0 = 17). We assume here that the grain size
distribution is the same in each case, and that the dust-to-gas ratio scales linearly with
the metallicity. The distribution of dust temperatures varies only weakly with changes in
Z or G0. For Z = 1Z, the gas becomes thermally coupled to the gas at densities larger
than n∼ 105 cm−3, so that TK ≈ Td. For Z = 0.1Z, this happens instead at densities
above n∼ 106 cm−3. In these models, which started with atomic initial conditions, H2
formation on dust grains releases latent heat and leads to a bump in the gas temperature
at densities n∼ 104 cm−3 for Z = 1Z, and at n∼ 105 cm−3 for Z = 0.1Z. This feature
is absent in clouds that have already converted all of their hydrogen to molecular form.
The uncertainty in Cgd becomes even greater as we move to lower metal-
licity, as less is known about the properties of the dust. It is often assumed
that Cgd scales linearly with metallicity (e.g. Glover & Clark, 2012c), but this
is at best a crude approximation, particularly as the dust abundance appears
to scale non-linearly with metallicity in metal-poor galaxies (Galametz et al.,
2011; Herrera-Camus et al., 2012).
The importance of gas-grain energy transfer as a cooling mechanism de-
pends strongly on the gas density, regardless of which value of Cgd we adopt.
At low densities, the cooling rate is low in comparison to that provided by
atomic fine structure lines or molecular transitions, as can be seen by com-
paring the values quoted above with the atomic and molecular cooling rates
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plotted in Figure 4. This remains true for as long as we remain in the low-
density line cooling regime, where the cooling rate due to line emission scales
as n2. However, as the density increases, we will eventually pass the critical
densities of our main atomic and molecular coolants. Once we do so, the line
cooling rate will begin to scale linearly with the density, while the gas-grain
rate will continue to scale as n2. We therefore see that eventually gas-grain
energy transfer will come to dominate the cooling rate of the gas. The con-
siderable optical depths that can build up in the main coolant lines simply
act to hasten this process.
Once gas-grain energy transfer dominates the cooling rate, the gas tem-
perature is quickly driven towards the dust temperature. This is illustrated
in Figure 5, which shows the evolution of dust and gas temperature as func-
tion of number density in the turbulent ISM for different combinations of
metallicity and strength of the ISRF (based on numerical simulations similar
to those described in Glover & Clark, 2012a,c). The gas density at which the
two temperatures become strongly coupled depends on the value of Cgd. In
a quiescent pre-stellar core, coupling occurs once the cooling due to dust be-
comes larger than the cosmic ray heating rate of the gas. In solar metallicity
gas, this takes place at a density n∼ 105 cm−3 if one uses the Hollenbach &
McKee (1989) prescription for Cgd, but not until n∼ 106 cm−3 if one uses the
Goldsmith (2001) prescription, provided that we assume a standard value for
the cosmic ray heating rate. In regions where the cosmic ray flux is highly
enhanced or where the metallicity is low, however, the coupling between gas
and dust can be delayed until much higher densities (see e.g. Papadopoulos,
2010; Clark et al., 2013).
3.6 Computing the dust temperature
As we saw in the previous subsection, energy transfer between gas and grains
acts to couple the gas temperature to the dust temperature in dense gas. It
is therefore important to understand the physics responsible for determin-
ing Td. Because dust grains are extremely efficient radiators, it is usually a
good approximation to treat them as being in thermal equilibrium, with a
temperature set by the balance between three processes: heating by photon
absorption and by collisions with warmer gas particles, and cooling by photon
emission.
As noted above, we typically assume that the dust is in thermal equi-
librium, in which case the dust temperature is the value that satisfies the
following equation:
Γext−Λdust +Λgd = 0 . (83)
Here Γext is the dust heating rate per unit volume due to the absorption of
radiation, Λdust is the radiative cooling rate of the dust, and Λgd, as we have
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already seen, is the net rate at which energy is transferred from the gas to
the dust by collisions.
In the simple case in which the main contribution to Γext comes from the
interstellar radiation field, we can write this term as the product of a optically
thin heating rate, Γext,0, and a dimensionless factor, χ, that represents the
attenuation of the interstellar radiation field by dust absorption (Goldsmith,
2001),
Γext = χΓext,0. (84)
The optically thin heating rate is given by
Γext,0 = 4piDρ
∫ ∞
0
Jνκν dν, (85)
where D is the dust-to-gas ratio, ρ is the gas density, Jν is the mean specific
intensity of the incident interstellar radiation field (ISRF), and κν is the
dust opacity in units of cm2 g−1. To determine the attenuation factor χ at a
specified point in the cloud, we can use the following expression:
χ=
∮ ∫∞
0 Jνκν exp[−κνΣ(n)] dν dΩ
4pi
∫∞
0 Jνκν dν
, (86)
where Σ(n) is the column density of the gas between the point in question
and the edge of the cloud in the direction n.
The values of both Γext,0 and χ depend on the parameterization we use
for the ISRF and on our choice of dust opacities. For example, Goldsmith
(2001) uses values for the radiation field from Mathis et al. (1983) plus a
highly simplified dust grain model and derives an optically thin heating rate
Γext,0 = 1.95×10−24n erg s−1 cm−3. (87)
On the other hand, Glover & Clark (2012b) make use of a more compli-
cated model, involving values for the ISRF taken from Black (1994) and dust
opacities taken from Ossenkopf & Henning (1994) at long wavelengths and
Mathis et al. (1983) at short wavelengths, but their resulting value for Γext,0
is relatively similar:
Γext,0 = 5.6×10−24n erg s−1 cm−3. (88)
The dust cooling rate, Λdust, is given by
Λdust(Td) = 4piDρ
∫ ∞
0
Bν(Td)κν dν, (89)
where Bν(Td) is the Planck function for a temperature Td. Again, the result-
ing rate is sensitive to our choice of opacities. Using values from Ossenkopf &
Henning (1994) yields a cooling rate that is well fit by the expression (Glover
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& Clark, 2012b)
Λdust(Td) = 4.68×10−31T 6dn erg s−1 cm−3 (90)
for dust temperatures 5< Td < 100 K.
Comparing the expressions given above for Γext,0 and Λdust(Td), we see
that in optically thin, quiescent gas illuminated by a standard ISRF, the
equilibrium dust temperature is Td ∼ 15 K.5 Moreover, Td decreases only
very slowly as χ increases, since Td ∝ χ1/6, and so substantial attenuation
of the ISRF is required in order to significantly alter the dust temperature.
Note also, however, that once the attenuation becomes very large, this simple
prescription for computing Td breaks down, as the re-emitted far infrared
radiation from the grains themselves starts to make a significant contribution
to the overall heating rate (see e.g. Mathis et al., 1983).
Comparison of Γext and Λgd allows us to explore the role played by the gas
in heating the grains. In optically thin gas, Γext Λgd even when TK Td
unless the gas density is very high, of the order of 105 cm−3 or higher, and
so in these conditions, dust is heated primarily by the ISRF, with energy
transfer from the gas becoming important only in extreme conditions, such
as in supernova blast waves. In dense cores, where n is large and χ is small,
the importance of gas-grain energy transfer for heating the dust depends on
the difference between the gas temperature and the dust temperature, which
in these conditions will generally be small. However, if we assume that we
are at densities where the gas and dust temperatures are strongly coupled,
we can get a good idea of the importance of the Λgd term by comparing the
heating rate of the gas (e.g. by cosmic rays or compressional heating) with
Γext, since most of the energy deposited in the gas will be quickly transferred
to the dust grains.
If cosmic ray heating of the gas dominates, and we adopt the prescrip-
tion for cosmic ray heating given in Goldsmith & Langer (1978), then gas-
grain energy transfer and heating from the ISRF become comparable once
χ∼ 10−4ζ17, where ζ17 is the cosmic ray ionization rate of atomic hydrogen
in units of 10−17 s−1, and where we have adopted the Hollenbach & McKee
(1989) form for Λgd. In dense cores, ζ17 ∼ 1 (van der Tak & van Dishoeck,
2000), and so in this scenario, gas-grain energy transfer only becomes impor-
tant for heating the grains once χ∼ 10−4, corresponding to an extremely high
dust extinction (see e.g. Figure A1 in Glover & Clark, 2012b). On the other
hand, if compressional heating or turbulent dissipation dominate, as appears
to be the case in gravitationally collapsing cores (Glover & Clark, 2012a),
then the heating rate can be considerably larger. One important consequence
of this is that once dynamical effects dominate the heating of the dust grains,
5 This is somewhat smaller than the mean value of ∼ 20 K that we quote in Section 2.3.2,
but this discrepancy is most likely due to our use of the Ossenkopf & Henning (1994)
opacities here, as these are intended to represent the behavior of dust in dense molecular
clouds and not in the diffuse WNM and CNM.
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the dust (and hence the gas) will start to heat up with increasing density,
evolving with an effective adiabatic index γeff ≈ 1.1 (Larson, 2005; Banerjee
et al., 2006).
3.7 Photoelectric heating
One of the most important forms of radiative heating in the diffuse ISM is
the photoelectric heating caused by the interaction between dust grains and
UV photons. If a dust grain is hit by a suitably energetic photon, it can emit
a photo-electron. The energy of this photo-electron is equal to the difference
between the energy of the photon and the energy barrier that needs to be
overcome in order to detach the electron from the grain, a quantity often
known as the work function. This difference in energies can often be substan-
tial (of the order of an eV or more), and this energy is rapidly redistributed
amongst the other particles in the gas in the form of heat.
For a dust grain with radius a, photon absorption cross-section σd(a,ν),
and charge Zde, the rate at which photo-electrons are ejected can be written
as
Rpe(a,Zd) = 4pi
∫ νH
νZd
Jν
hν
σd(a,ν)Yion(Zd,a,ν)dν. (91)
Here, Jν is the mean specific intensity of the ISRF, hνZd is the ionization
potential of the grain (i.e. the energy required to remove a single electron),
and hνH = 13.6eV is the ionization potential of atomic hydrogen; we assume
that photons with ν > νH are absorbed by the neutral atomic hydrogen in
the ISM and do not reach the grains.
The Yion term is the photo-ionization yield. It can be written as
Yion = Y∞
(
1− νZd
ν
)
fy(a), (92)
where Y∞ is the yield for very large grains in the limit ν νZd , and fy(a) is
a yield correction factor. This correction factor accounts for the fact that in
large grains, the photon attenuation depth, la, i.e. the distance that a photon
can penetrate into the material before it is absorbed, can be larger than the
electron mean free path le. We typically normalize Y∞ such that fy(a) = 1
for large grains, in which case our values for small grains are enhanced by a
factor fy = (le+ la)/le. Typical values for these yield-related parameters are
Y∞ = 0.15, le = 1nm and la = 10nm, respectively.
We therefore see that there are three main parameters that influence the
size of the photoelectric heating rate. These are (1) the strength of the ISRF
at the relevant frequencies, as quantified by the mean specific intensity Jν ,
(2) the size distribution of the grains, often taken to be given by the simple
MRN distribution (equation 1), and (3) the charge of the grains. The charge
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is important because it influences how easy it is to eject electrons from the
grains. When the grains are highly negatively charged, electron ejection is
easy, the work function is small, and the photo-ionization yield is high. As
the grains become more neutral or even positively charged, it becomes much
harder to detach electrons from the grains: the work function increases and
the photo-ionization yield drops.
The photoelectric heating rate is therefore much larger in conditions when
most grains are neutral, or negatively charged, than when most grains are pos-
itively charged. The main processes determining the charge on a typical grain
are photo-ionization – i.e. the same process that gives us the photoelectric
heating – together with the accretion of free electrons and the recombination
of gas-phase ions with surface electrons. Schematically, we can write these
reactions as
GR+n+γ → GR+n+1 + e−, (93)
GR+n+ e− → GR+n−1, (94)
GR+n+ A+ → GR+n+1 + A. (95)
In general, collisions with electrons are more important than collisions with
positive ions, since the electron thermal velocity is much larger than the
thermal velocity of the ions. The level of charge on the grains is therefore set
primarily by the balance between photo-ionization and recombination with
free electrons.
Although a detailed analysis of grain charging is rather complex, and be-
yond the scope of these lecture notes, in practice one finds that the depen-
dence of the photoelectric heating rate on the physical conditions in the gas
is fairly accurately described as a function of a single parameter, the combi-
nation
ψ ≡ G0T
1/2
ne
, (96)
where G0 is the strength of the ISRF, ne is the number density of gas-
phase electrons and T is the gas temperature (Draine & Sutin, 1987; Bakes
& Tielens, 1994; Weingartner & Draine, 2001b). Physically, this behavior
makes sense: a strong ISRF or a paucity of free electrons will tend to lead
to the grains being more positively charged, while the converse will lead to
grains being more negatively charged. The T 1/2 dependence simply reflects
the temperature dependence of the rate coefficient for electron recombination
with the grains.
For standard interstellar dust, the photoelectric heating rate has been
parameterized as a function of this ψ parameter by Bakes & Tielens (1994).
Their prescription for the heating rate per unit volume can be written as
Γpe = 1.3×10−24G0n erg s−1 cm−3, (97)
where  is the photoelectric heating efficiency, given by
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Fig. 6 Photoelectric heating efficiency  as a function of ψ ≡ G0T 1/2n−1e . Values are
plotted for gas temperatures of 6000 K (solid line), characteristic of the WNM, and
60 K (dashed line), characteristic of the CNM. The values shown here are based on the
work of Bakes & Tielens (1994), as modified by Wolfire et al. (2003). In the local ISM,
ψ ∼ 2×104 in the WNM and ∼ 2000 in the CNM (Wolfire et al., 2003).
= 0.0491 + (ψ/1925)0.73 +
0.037(T/10000)0.7
1 + (ψ/5000) , (98)
and G0 is the strength of the interstellar radiation field in units of the Habing
(1968) field (see Equation 8). In the limit of small ψ, we have ≈ 0.05 when the
temperature is low, and ≈ 0.09 when the temperature is high (see Figure 6).
A more recent treatment by Weingartner & Draine (2001b) gives similar
values for  for small ψ, but predicts a more rapid fall-off in  and Γpe with
increasing ψ for ψ > 104.
A final important point to note is that because the photons required to
eject photo-electrons must be energetic, with minimum energies typically
around 6 eV, the photoelectric heating rate is highly sensitive to the dust
extinction. This sensitivity can be approximately represented by a scaling
factor fthick = exp(−2.5AV ) (Bergin et al., 2004). From this, we see that
photoelectric heating will become ineffective once the visual extinction of the
gas exceeds AV ∼ 1–2.
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3.8 Other processes responsible for heating
Ultraviolet radiation
As well as heating the gas via the photoelectric effect, the ultraviolet compo-
nent of the ISRF also heats the gas in two other important ways. First, the
photodissociation of H2 by UV photons results in a transfer of energy to the
gas, as the hydrogen atoms produced in this process have kinetic energies that
on average are greater than the mean kinetic energy of the gas particles. The
amount of energy released varies depending upon which rovibrational level
of the excited electronic state was involved in the dissociation (Stephens &
Dalgarno, 1973; Abgrall et al., 2000). Averaged over all the available disso-
ciative transitions, the total heating rate is around 0.4 eV per dissociation
(Black & Dalgarno, 1977).
Second, UV irradiation of molecular hydrogen can lead to heating via a
process known as UV pumping. The absorption of a UV photon by H2 leads
to photodissociation only around 15% of the time (Draine & Bertoldi, 1996).
The rest of the time, the H2 molecule decays from its electronically excited
state back into a bound rovibrational level in the electronic ground state.
Although the molecule will occasionally decay directly back into the v= 0 vi-
brational ground state, it is far more likely to end up in a vibrationally excited
level. In low density gas, it then radiatively decays back to the rovibrational
ground state, producing a number of near infrared photons in the process.
In high density gas, on the other hand, collisional de-excitation occurs more
rapidly than radiative de-excitation, and so most of the excitation energy is
converted into heat. In this case, the resulting heating rate is around 2 eV
per pumping event, corresponding to around 10–11 eV per photodissociation
(see e.g. Burton et al., 1990). The density at which this process becomes im-
portant is simply the critical density of H2, ncrit ∼ 104 cm−3. This process is
therefore not a major heat source at typical molecular cloud densities, but
can become important in dense cores exposed to strong UV radiation fields.
Cosmic rays
In gas that is well shielded from the ISRF, both of these processes become
unimportant, as does photoelectric heating. In this regime, cosmic rays pro-
vide one of the main sources of heat. When a cosmic ray proton ionizes a
hydrogen or helium atom, or an H2 molecule, the energy lost by the cosmic
ray is typically considerably larger than the ionization energy of the atom
or molecule (Glassgold & Langer, 1973). The excess energy is shared be-
tween the resulting ion and electron as kinetic energy, and the collisions of
these particles with other atoms or molecules can lead to further ionizations,
known as secondary ionizations. Alternatively, the excess kinetic energy can
be redistributed in collisions as heat. The amount of heat transferred to the
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gas per cosmic ray ionization depends upon the composition of the gas (Dal-
garno et al., 1999; Glassgold et al., 2012), but is typically around 10–20 eV.
Most models of thermal balance in dark clouds adopt a heating rate that is a
fixed multiple of the cosmic ray ionization rate, rather than trying to account
for the dependence of the heating rate on the local composition of the gas
(see e.g. Goldsmith & Langer, 1978; Goldsmith, 2001; Glover et al., 2010;
Krumholz et al., 2011). A commonly adopted parameterization is
Γcr ∼ 3.2×10−28(ζH/10−17 s−1)n erg cm−3s−1 , (99)
where the cosmic ray ionization rate of atomic hydrogen ζH is scaled by its
typical value of 10−17 s−1, and where n is the number density of hydrogen
nuclei. Note that the uncertainty introduced by averaging procedure is typ-
ically much smaller than the current uncertainty in the actual cosmic ray
ionization rate in the considered region (see Section 2.4).
X-rays
X-rays can also heat interstellar gas, and indeed in this case the chain of
events is very similar to that in the case of cosmic ray heating: X-ray ion-
ization produces an energetic electron that can cause a significant number of
secondary ionizations, with some fraction of the excess energy also going into
heat. Unlike cosmic rays, X-rays are rather more sensitive to the effects of
absorption, since their mean free paths are typically much smaller. Therefore,
although X-ray heating can be important in the diffuse ISM (see e.g. Wolfire
et al., 1995), it is generally not important in the dense gas inside molecular
clouds, unless these clouds are located close to a strong X-ray source such as
an AGN (see e.g. Hocuk & Spaans, 2010).
Chemical reactions
Another way in which the gas can gain energy is through changes in its
chemical composition. The formation of a new chemical bond, such as that
between the two hydrogen nuclei in an H2 molecule, leads to a release of en-
ergy. Much of this energy will be in the form of rotational and/or vibrational
excitation of the newly-formed molecule, and in low density environments,
this will rapidly be radiated away. At high densities, however, collisional de-
excitation can convert this energy into heat before it can be lost via radiation.
Some of the energy released in a reaction may also be in the form of trans-
lational energy of the newly-formed molecule, and this will also be rapidly
converted into heat via collisions. Many of the reactions occurring in inter-
stellar gas lead to heating in this way, but for the most part, their effects are
unimportant, as the quantities of the reactants involved are too small to do
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much. The one case in which this process can become significant, however, is
the formation of H2. In the local ISM, the H2 formation rate is approximately
(Jura, 1975)
RH2 ∼ 3×10−17nnH cm−3s−1, (100)
and a total of 4.48 eV of energy is released for each H2 molecule that is
formed. If this energy is converted to heat with an efficiency H2 , then the
resulting heating rate is
ΓH2form ∼ 2×10−28H2nnH erg cm−3s−1. (101)
Comparing this with the heating rate (99) due to cosmic ray ionization, we see
that H2 formation heating will dominate whenever H2nH > (ζH/10−17 s−1).
In principle, therefore, H2 formation heating can be an important process,
provided that the efficiency factor H2 is not too small. Unfortunately, the
value of H2 remains a matter of debate within the astrochemical community.
Some studies (see e.g. Le Bourlot et al., 2012, and references therein) indicate
that a significant fraction of the H2 binding energy should be available for
heating the gas, while others (e.g. Roser et al., 2003; Congiu et al., 2009)
predict that H2 should be small.
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Figure 7. Median heating and cooling rates per unit volume in run B, plotted as a function of the hydrogen nuclei number density n, at a time just before the
onset of star formation.
Figure 8. As Fig. 7, but for run D2.
Fig. 8 shows that in the MC, a number of additional processes
come into play: H2 and CO provide additional cooling channels
through their rotational line emission, but the presence of H2 also in-
troduces additional heating processes such as H2 photodissociation
heating (Black & Dalgarno 1977), or heating due to the pumping
of highly excited vibrational levels of H2 by UV photons (Burton,
Hollenbach & Tielens 1990). Nevertheless, despite the additional
complexity, we can again identify three main regimes marked out
by different dominant processes. At n < 1000 cm−3, the behaviour
is very similar to that in the atomic run: C+ is the dominant coolant,
while most of the heating comes from photoelectric emission from
dust. Above n = 1000 cm−3, C+ quickly gives way to CO as the
dominant coolant, reflecting the fact that the gas becomes CO dom-
inated at around this density (see Fig. 5), and the photoelectric
heating rate also begins to fall off with increasing density. The fact
that these changes occur at a very similar density is no coincidence:
the photoelectric heating rate and the CO photodissociation rate
have a very similar dependence on the visual extinction of the gas,
and so both become unimportant at roughly the same point. CO re-
mains the dominant coolant between n= 1000 and∼105 cm−3, but
photoelectric heating quickly becomes irrelevant, and dissipation in
shocks becomes the main source of heat. Finally, at n > 105 cm−3,
dust takes over from CO as the most important coolant, and pdV
heating becomes almost as important as shock heating.
Fig. 8 also illustrates that cooling by H2 is never particularly
important: at best, it contributes only a few per cent of the total
cooling rate, and at most densities contributes far less than this. In
addition, it demonstrates that H2 formation heating is unimportant
in run D2, which is unsurprising given the fully molecular initial
conditions used for this run. A similar plot for run D1 would show
a much larger contribution from H2 formation heating at densities
between n = 103 and 104 cm−3.
If we compare Figs 7 and 8, we can see why the presence of
H2 and CO appears to have such a limited effect on the behaviour
of the cloud. Below n = 1000 cm−3 (which is, let us not forget,
more than three times higher than the initial mean density of the
gas), the cooling is dominated by C+ in both simulations, and so H2
and CO have very little influence on the thermal behaviour of the
gas. At higher densities, CO takes over from C+ as the dominant
coolant in run D2. However, if we compare the CO cooling rate at
e.g. n = 104 cm−3 in run D2 with the C+ cooling rate at the same
density in run B, we see that they are surprisingly similar – the
C+ cooling rate is smaller than the CO cooling rate, but only by
a factor of 2–3, despite the much larger energy required to excite
C⃝ 2012 The Authors, MNRAS 421, 9–19
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Fig. 7 Overview of the main heating and cooling processes plotted as a function of
the hydrogen nuclei number density n calculated from a simulation of molecular cloud
formation from initially atomic gas in the solar neighborhood. Adopted from Glover &
Clark (2012a).
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Dynamical processes
Finally, hydrodynamical and magnetohydrodynamical effects can also lead to
significant heating. In subsonic, gravitationally collapsing regions, such as low
mass prestellar cores, adiabatic compression (PdV heating) can be a major
source of heat and can actually be more important in the overall thermal bal-
ance of the core than cosmic ray heating. In less quiescent regions, where the
gas flow is supersonic, turbulent dissipation in shocks is another major heat
source. Figure 7 provides an overview of the most important heating and
cooling processes for the solar neighborhood ISM. Unlike in Figure 4, the
rates are here plotted as a function of the hydrogen nuclei number density n.
The figure shows that initially atomic gas exhibits three different regimes. At
densities n< 2000cm−3, the gas heating is dominated by photoelectric emis-
sion from dust grains (Section 3.7), while cooling is provided by fine structure
emission from C+. In the density regime 2000<n< 105 cm−3, rotational line
emission from CO becomes the main coolant. Photoelectric heating remains
the main heat source initially, but steadily becomes less effective, owing to
the larger visual extinction of the cloud at these densities, and other pro-
cesses – adiabatic compression of the gas, dissipation of turbulent kinetic
energy in shocks and cosmic ray ionization heating – become more important
at n∼ 6000cm−3 and above. Finally, at densities above about 105 cm−3, the
gas couples to the dust (Section 3.5), which acts as a thermostat and provides
most of the cooling power. Weak shocks and adiabatic compressions together
dominate the heating of the gas in this regime, each contributing close to half
of the total heating rate (for a more detailed discussion, see Glover & Clark,
2012a).
The rate at which turbulent kinetic energy is dissipated in regions where
the turbulence is supersonic is well established (Mac Low et al., 1998; Stone
et al., 1998; Mac Low, 1999). The energy dissipation rate within a cloud of
mass M and velocity dispersion σ can be written to within a factor of order
unity as (Mac Low, 1999)
E˙kin ∼−Mkdσ3, (102)
where kd is the wavenumber on which energy is injected into the system. If
we assume that this is comparable to the size of the cloud (see e.g. Brunt
et al., 2009), and adopt Larson’s relations between the size of the cloud and
its velocity dispersion and number density (Larson, 1981), then we arrive at
an average turbulent heating rate (Pan & Padoan, 2009)
Γturb = 3×10−27
(
L
1 pc
)0.2
n erg s−1 cm−3. (103)
This heating rate is of a similar order of magnitude to the cosmic ray heating
rate. Unlike cosmic ray heating, however, turbulent heating is highly inter-
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mittent (Pan & Padoan, 2009). This means that in much of the cloud, the
influence of the turbulent dissipation is small, while in small, localized re-
gions, very high heating rates can be produced (see e.g. Falgarone, Pineau
des Forêts, Roueff, 1995; Godard et al., 2009). We provide a more detailed
account of ISM turbulence in the next Section.
Finally, note that the physical nature of the heating process depends upon
the strength of the magnetic field within the gas. If the field is weak, energy
dissipation occurs mostly through shocks, whereas if the field is strong, a
substantial amount of energy is dissipated via ambipolar diffusion (Padoan
et al., 2000; Li et al., 2012).
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4 ISM Turbulence
The dynamical evolution of the ISM and many of its observational parame-
ters cannot be understood without acknowledging the importance of super-
sonic turbulence. Here, we summarize some of the key measurements that
point towards the presence of strong supersonic turbulent motions in the
various phases of the ISM on a wide range of spatial scales. We introduce
the most important theoretical concepts behind our current understanding
of ISM turbulence, and discuss some statistical properties of compressible
turbulent flows. Finally, we speculate about the physical origin of the ob-
served turbulence in the ISM. For an overview of ISM turbulence we refer
the reader to the review articles by Elmegreen & Scalo (2004) and Scalo &
Elmegreen (2004), and for a discussion of the relation between turbulence
and star formation on local as well as galactic scales, we point to the reviews
by Mac Low & Klessen (2004) and Ballesteros-Paredes et al. (2007). More
recent discussions on the topic of ISM dynamics can be found in Hennebelle
& Falgarone (2012) as well as in Protostars and Planets VI, in particular in
the chapters by Padoan et al. (2014) or Dobbs et al. (2014).
4.1 Observations
4.1.1 Observational tracers of ISM dynamics
The best approach to learn more about the dynamical and kinematic state
of the ISM is to look for the line emission (or sometimes absorption) of
various atomic and molecular species. We take a spectrum, and once we have
identified the line, we can compare the observed frequency with the rest-frame
frequency in order to obtain information about the velocity distribution of gas
along the line of sight (LOS). Ideally, we obtain spectra at multiple positions
and fully cover the projected area of the object of interest on the sky. By doing
so, we obtain a three-dimensional data cube containing the line intensity at
different positions on the sky and different LOS velocities. Such position-
position-velocity (PPV) cubes form the basis of most kinematic studies of
ISM dynamics.
For the warm neutral medium (Section 2.1), most studies focus on the
21cm hyperfine structure line of atomic hydrogen (Hi). It occurs with a spin
flip from the excited state (S = 1), where the spins of proton and electron are
parallel, to the ground state (S = 0), where the two spins are anti-parallel.
The energy difference is ∆E = 5.87×10−6 eV or ∆E/kB = 0.06816K, corre-
sponding to the emission of a photon with the wavelength λ = 21.106cm or
the frequency ν = 1.4204GHz (for further details, see e.g. chapter 8 in Draine
2011).
56 ISM Turbulence
Molecular hydrogen is much more difficult to observe. It is a homonuclear
molecule, and as a consequence its dipole moment vanishes. The quadrupole
radiation requires high excitation temperatures and is extremely weak un-
der normal molecular cloud conditions (Section 3.4.3). Direct detection of
cold interstellar H2 requires ultraviolet absorption studies. However, due to
the atmospheric absorption properties, this is only possible from space and
limited to pencil-beam measurements of the absorption of light from bright
stars or from AGN.6 Studies of the molecular ISM therefore typically rely on
measuring the radio and sub-millimeter emission either from dust grains or
from other molecules that tend to be found in the same locations as H2.
The most prominent of these tracer molecules is CO and its various iso-
topologues. As previously mentioned, the most abundant of these isotopo-
logues is 12C16O, often referred to just as 12CO or simply CO. However, the
high abundance of this tracer can actually become problematic, as it is often
optically thick, and hence we cannot use it to trace the properties of the
turbulence in the whole of the cloud. For example, numerical studies have
shown that many of the smaller-scale structures identified in PPV cubes of
12CO emission are actually blends of multiple unrelated features along the
LOS (Ballesteros-Paredes & Mac Low, 2002; Beaumont et al., 2013), and
that the statistical properties of the velocity field that can be derived using
12CO emission are not the same as those derived using the 12CO number
density (Bertram et al., 2014). For this reason, studies of the properties of
the turbulence within molecular clouds often focus on less abundant isotopo-
logues, such as 13C16O (usually written simply as 13CO) or 12C18O (often
written just as C18O). The optical depths of these tracers are much lower,
and we therefore expect them to provide a less biased view of the properties
of the turbulent velocity field. Nevertheless, problems still remain. The lowest
rotational transition of CO, the J = 1− 0 transition, has a critical density
of only ncr = 1.1× 103 particles per cm3, only a factor of a few larger than
the typical mean density of a molecular cloud. Observations of this transition
are therefore useful at providing us with information on the properties of the
cloud at densities close to the mean density, but provide little information
on highly underdense or highly overdense regions. This is exacerbated by the
chemical inhomogeneity of the CO distribution within molecular clouds. In
low density, low extinction regions, much of the CO is photodissociated (see
Section 5.1.2), and most of the available carbon is found instead in the form
of C+, while in high density cores, CO freezes out onto the surface of dust
grains.
To trace the properties of the turbulence in these regions, different obser-
vational tracers are required. In low density regions, this is difficult, as C+
emits at a wavelength of 158µm which cannot be observed from the ground
6 Note that rotational and ro-vibrational emission lines from H2 have also been detected
in the infrared, both in the Milky Way and in other galaxies. However, this emission
comes from gas that has been strongly heated by shocks or radiation, and it traces only
a small fraction of the total H2 mass (e.g. van der Werf 2000).
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Fig. 8 Temperature and density range of various observational tracers of molecular
cloud structure and dynamics. Adapted from Genzel (1991).
owing to the effects of atmospheric attenuation. It has been observed from
the stratosphere by the Kuiper Airborne Observatory (see e.g. Chokshi et al.,
1988) and more recently by the Stratospheric Observatory for Infrared As-
tronomy (SOFIA; see e.g. Simon et al. 2012), and from space by ISO and
by the Herschel space telescope (e.g. Pineda et al., 2013), but efforts to map
the large-scale distribution of C+ emission within molecular clouds are still
in their infancy. In addition, they are hampered by the fact that the energy
separation of the ground state and first excited state of C+ corresponds to a
temperature of around 92 K, higher than one expects to find in the low den-
sity regions of most molecular clouds, making the properties of the observed
C+ emission highly sensitive to the temperature distribution of the gas in
the cloud. In high density regions, the situation is much simpler, as a number
of different observational tracers are readily available, with the most popular
ones being HCN, NH3, HCO+ and N2H+. A summary of the most relevant
tracers, together with the range of temperature and density they are most
suitable for, is depicted in Figure 8.
For studying the properties of Hii regions, atomic recombination lines
are the best available tool. These are electronic transitions that occur when
the recombination event leaves the electron in an excited state, which con-
sequently decays down towards the ground state by emitting photons. The
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since each component survey was integrated individually using moment masking or clipping
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Fig. 9 Schematic distribution of molecular cloud complexes in the disk of the Milky
Way. Data from Dame et al. (2001).
classic example is line emission from the hydrogen atom itself in the Lyman,
Balmer, Paschen, etc. series (e.g. Spitzer, 1978; Osterbrock, 1989). For low
quantum numbers these photons typically have UV or optical wavelengths,
but if highly excited Rydberg states are involved, the emission can be detected
at radio or sub-mm wavelengths. Besides hydrogen (and in part helium) re-
combination lines, Hii regions also show a large number of metal lines, both
at optical wavelengths, where they result from the recombination of (multi-
ply) ionized atoms (such as O++ or N+), and in the infrared, where they
result from fine structure transitions of ions or atoms with high ionization
potentials.
4.1.2 Properties of molecular clouds
In the following, we focus on the properties of the molecular component of
the ISM. The all-sky survey conducted by Dame et al. (2001) shows that
molecular gas is mostly confined to a thin layer in the Galactic disk, and
that the gas in this layer is organized into cloud complexes of various sizes
and masses. Figure 9 illustrates the distribution of Galactic H2 as traced
by the J = 1− 0 line of 12CO with some of the most prominent molecular
cloud complexes indicated by name. One of the best studied complexes in the
northern sky contains the the two giant molecular clouds Orion A and B, lying
between a Galactic longitude 200◦<`< 220◦ and a latitude −20◦<b<−10◦.
A detailed map of the total CO intensity from this region is shown in Figure
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10, taken from the study of Wilson et al. (2005). Their observations reveal a
complex hierarchy of filaments and clumps on all resolved scales.
Studies of the structure of the molecular gas show that molecular clouds
appear to display self-similar behavior over a wide distribution of spatial
scales (see e.g. the review by Williams et al., 2000), ranging from scales com-
parable to the disk thickness down to the size of individual prestellar cores,
where thermal pressure starts to dominate the dynamics. The molecular cloud
mass spectrum is well described by a power law of the form
dN
dm
∝m−α , (104)
with the exponent being somewhere in the range 3/2< α < 2. Consequently
there is no natural mass or size scale for molecular clouds between the ob-
served lower and upper limits. The largest molecular structures are giant
molecular clouds (GMCs). They have masses of typically 105 to 106 M and
extend over a few tens of parsecs. On the other hand, the smallest observed
entities are protostellar cores with masses of a few solar masses or less and
sizes of <∼ 10−2pc. The volume filling factor of dense clumps, even denser
subclumps and so on, is very low. It is of the order of 10% or less. In the
following, we distinguish between molecular cloud complexes, cluster-forming
clumps (often called infrared dark clouds, IRDCs, in the phases prior to the
onset of massive star formation), and protostellar cores (which give rise to
individual stars or binary systems). Table 3 summarizes their basic parame-
ters.
The fact that all studies obtain a similar power law is remarkable, and we
argue below that it is the result of turbulent motions acting on self-gravitating
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Table 3 Physical properties of molecular clouds, clumps, and coresa
molecular
clouds
cluster-
forming
clumps
protostellar
cores
Size (pc) 2−20 0.1−2 <∼0.1
Mean density (H2 cm−3) 102−103 103−105 > 105
Mass (M) 102−106 10−103 0.1−10
Temperature (K) 10−30 10−20 7−12
Line width (kms−1) 1−10 0.5−3 0.2−0.5
Turbulent Mach number 5−50 2−15 0−2
Column density (g cm−2) 0.03 0.03−1.0 0.3−3
Crossing time (Myr) 2−10 <∼1 0.1−0.5
Free-fall time (Myr) 0.3−3 0.1−1 <∼0.1
Examples Orion,
Perseus
L1641, L1709 B68, L1544
a Adapted from Cernicharo (1991) and Bergin & Tafalla (2007).
gas (see also Mac Low & Klessen, 2004; Ballesteros-Paredes et al., 2007). This
result holds for clouds over a wide range of cloud masses and densities, and
is based on data obtained with different reduction and analysis techniques.
Furthermore, the result seems to be independent of whether it was derived
for very actively star-forming clouds or very cold and quiescent ones. Given
the uncertainties in determining the slope, it appears reasonable to conclude
that there is a universal mass spectrum, and it appears plausible that the
physical processes at work are rather similar from cloud to cloud. And vice
versa, clouds that show significant deviation from this universal distribution
most likely have different dynamical histories or live in different environments
(for a discussion of molecular cloud properties in the spiral galaxy M51 based
on probability distribution functions of 12CO integrated intensity, see Hughes
et al., 2013).
Temperatures within molecular clouds are generally lower than in other
phases of the ISM. Simulations suggest that the low density portions of molec-
ular clouds that are CO-dark (i.e. that are H2-rich, but CO-poor; see Section
5.2 below) have temperatures ranging from around 20 K up to the temper-
atures of 50–100 K that are typical of the CNM (see e.g. Glover & Clark,
2012c; Glover et al., 2014). Unfortunately, observational verification of this
prediction is difficult, as the main observational tracer of the gas in these
regions, C+, has only a single fine structure emission line and hence does not
directly constrain the temperature of the gas. In the denser, CO-emitting gas,
both observations and simulations find temperatures of around 10–20 K for
dark, quiescent clouds, and somewhat higher values in clouds close to sites
of ongoing high-mass star formation. It is notable that within this dense,
well-shielded gas, the temperature remains remarkably constant over several
orders of magnitude in density (see e.g. Goldsmith, 1988; Glover & Clark,
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2012a; Glover et al., 2014). This has important consequences for theoretical
and numerical models of molecular cloud dynamics and evolution, because
to a good approximation the gas can be described by a simple isothermal
equation of state, where pressure P and density ρ are linearly related,
P = c2s ρ, (105)
with the sound speed cs being the proportionality factor. The assumption of
isothermality breaks down when the gas becomes optically thick and heat
can no longer be radiated away efficiently. In the local ISM, this occurs when
the number density exceeds values of n(H2)≈ 1010 cm−3.
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Fig. 2. Log velocity-integrated (J = 1 → 0) CO map of Orion-Monoceros. The integration range is −3.0 < vLSR < 19.5 km s−1. Contours start
at 0.313 (3σ) and go up in steps of 0.313 Log(K km s−1). The dashed line marks the limit of the full-resolution survey. The region on the high
longitude side of the dashed line has been sampled with beamwidth spaced observations; that on the low longitude side has been observed twice
with the second set of observations offset by half a beamwidth in longitude and latitude.
The detector was a liquid-helium cooled SIS receiver with a
single sideband noise temperature of ∼75 K (Pan 1983).
Measurements of the sky brightness as a function of eleva-
tion were obtained by antenna tipping at least every six hours
and more frequently during periods of changeable weather, and
were fitted to the two layer atmospheric model of Kutner (1978)
to determine the temperature and opacity of atmospheric wa-
ter vapour. Further details on the receivers, observational tech-
nique and calibration of the 1.2 m telescope can be found in
Dame et al. (1993). During the course of the observations total
system temperatures referred to above the atmosphere ranged
from ∼900 K at the lowest elevations observed (30◦) to ∼500 K
at the highest (∼60◦). Integration times were automatically
adjusted to achieve an rms noise temperature per channel of
∼0.26 K.
Frequency switched observations were carried out over four
consecutive observing seasons from February 1999 to April
2002, using two 0.◦125 grids that were offset by 0.◦0625 in
Galactic Longitude and Latitude. The beam spacing of the final
composite grid is 0.◦09, and the x and y axes of the grid are tilted
at 45◦ with respect to l and b. The frequency switched spectra
were folded and 5th order polynomial baselines fitted to the
portion of each spectrum that was found to be free of emission.
For each observing session of ∼6 h a model of the CO emission
feature associated with the mesospheric layer of the Earth’s
Table 1. Parameters of the survey.
Number of spectra 52 288
Galactic longitude 200◦→226◦
Galactic latitude –22◦→–3◦
Angular resolution 8.′4
Sampling interval 0.◦088
Velocity resolution 0.65 km s−1
Sensitivity Tmb = 0.26 K rms
Frequency switching interval 15 MHz
atmosphere was fitted to all spectra that were free of Galactic
CO emission (Lang 1997). This model was then used to remove
the mesospheric CO line from all the spectra taken for that ses-
sion. Finally the oversampled observations were smoothed by
convolution with a two-dimensional Gaussian the size of the
telescope’s main beam in order to lower the final rms noise to
∼0.14 K. The parameters of the pre-smoothed observations are
summarized in Table 1.
The CO observations are summarized in Fig. 2, which
shows the spatial distribution of WCO (K km s−1), the velocity-
integrated line intensity. The vLSR integration interval of −3
to 19.5 km s−1 was chosen after an examination of the chan-
nel maps in order to include all the regions in the spectra
where signal was present. The higher sensitivity per unit area
Fig. 0 Map of th velocity-integrated J = 1−0 rota ional line emission of the 12CO
molecule as tracer of the total molecular hydrogen gas in the Orion / Monoceros region.
The image shows the complex spatial structure of H2 gas in a typical molecular cloud
complex. The figure is taken from Wilson et al. (2005).
The masses of olecular clouds are orders of mag itude larger than the
critical mass for gravitational collapse computed from the average density
and temper ture (see S ction 6). If we assume that only thermal pressure
opposes gravitational attraction they should collapse and quickly form stars
on timescales comparable to the free-fall tim . However, this is not observed
(for an early discussion, see Zuckerman & Evans 1974; for more recent discus-
sions, consult Kennicutt & Evans 2012). The typical lif time of giant molec-
ular clouds is about 107 years (Blitz et al., 2007; Dobbs et al., 2014), and the
average star formation efficiency is low, with values ranging between 1% and
10% (Blitz & Shu, 1980; Krumholz & Tan, 2007). This tells us that there
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must be additional physical agents that provide stability against large-scale
cloud collapse.
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Fig. 5. a) WCO map of Orion A. The integration range is 0.0 < vLSR < 15.0 km s−1. Contours start at 1.68 K km s−1 (3σ) and subsequent levels
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vertical lines separate the three regions for which distances were estimated and the cross marks the position of the Orion Nebula. b) Longitude-
velocity map of Orion A. The integration range is −22◦ < b < −17◦ and the contours start at 0.468 K arcdeg (3σ) with subsequent levels at 3,
8, 13, 18, 28, 38, 48, 63, 78 and 93σ.
4.2. Orion B
Orion B is the second largest cloud in the Orion-Monoceros
complex, at least in apparent size. The cloud subtends an area
of ∼25.7 deg2, which at 450 pc is 1500 pc2, and it has a mass
of 0.8×105 M⊙. The CO emission from Orion B is summarized
in Fig. 6, which shows (a) the WCO map and (b) the latitude-
velocity map. The dashed line at b = −17◦ on the WCO map
marks the nominal boundary between the Orion B and Orion A
clouds. Emission from the “Scissors” (discussed below) was
not included in the latitude-velocity map.
The emission from Orion B peaks at l = 206.◦5, b = −16.◦5,
toward the HII region NGC 2024 and the reflection nebula
NGC 2023. A ridge of high density gas extends from the CO
peak along the very well defined low-latitude edge of the cloud.
The low-longitude side of the cloud, the side closest to the cen-
tres of the OB 1a and OB 1b subgroups, also shows a sharp edge
in CO emission. These sharp edges suggest that the boundary
between the molecular and the atomic gas is seen close to edge
on. By contrast there is a network of increasingly diffuse ridges
and filaments that trail off toward the opposite side of the cloud,
in directions that point away from the centre of the OB associ-
ation.
It can be seen from the velocity-latitude plot in Fig. 6b
that the gas in Orion B does not possess a systematic ve-
locity gradient and that the cloud as a whole is centered at
v ≈ 10 km s−1. However, the majority of spectra from the region
below b = −14◦ contain additional emission at a lower velocity
(v ≈ 7 km s−1). This excess can also be seen in the low-velocity
channel maps (Fig. 3). Many of the CO lines from this region
are either double peaked or unusually wide and lopsided with
the excess at low velocities. Toward higher Galactic latitudes,
around l = 204.◦5, b = −11.◦5, a second cloud is superimposed
upon Orion B. Associated with the dark nebulae L 1621 and
L 1622 (Lynds 1962) and designated Orion East by Maddalena
et al. (1986), this cloud is at a velocity of ∼1 km s−1 and may
have little connection to the main Orion B cloud, though it
seems kinematically related to the Orion-Eridanus superbub-
ble. Orion East is discussed in the next section.
Orion B was divided into two sections, and distances es-
timated for each. The area located below b = −14◦ which
Fig. 11 Top: Integrated intensities of the J = 1− 0 transition of 12CO of the Orion
A cl ud (enlargement of the lower central parts f Figure 10). Bottom: Distribution of
line-of-sight velocities as a function of Galactic longitude for the same region, based on
data integrated in stripes of Galactic latitude from −22◦ < b <−17◦. The width of the
velocity distribution gives a good indication of the turbulent velocity dispersion in the
region. (For more information on both panels, see Wilson et al. 2005).
For a lo g time, magnetic fields have been proposed as the main agent
responsible for preventing collapse (e.g. Shu et al., 1987). However, it ap-
pears that the typical field strengths observed in molecular clouds are not
sufficient to stabilize the clouds as a whole (Verschuur, 1995a,b; Troland
et al., 1996; Padoan & Nordlund, 1999; Lunttila et al., 2009; Crutcher et al.,
2009a; Crutcher, 2010; Bertram et al., 2012). This is the point at which ISM
turbulence comes into play (Elmegreen & Scalo, 2004; Scalo & Elmegreen,
2004). Virtually all observations of molecular cloud dynamics reveal highly
supersonic gas motions on scales above a few tenths of a parsec. The ob-
served linewidths are always wider than what is implied by the excitation
temperature of the molecules. This is illustrated in Figure 11, which shows
the 12CO J = 1− 0 integrated intensity from the Orion A cloud in the top
panel together with the distribution of Doppler velocities of the line peak as
a function of the cloud’s major axis in the bottom panel, each entry sampled
in strips across the face of the cloud parallel to the minor axis. The width
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of the velocity distribution along the ordinate is a good indicator of the one-
dimensional velocity dispersion σ1D of the cloud. We see that σ1D reaches
values of a few kms−1, about an order of magnitude larger than the sound
speed of the dense molecular gas, cs ≈ 0.2kms−1.
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Table 3. Spatial and kinematic characteristics of the three pairs of parallel PdBI-only structures.
Pair v1 v2 δvLSR δl⊥ a δv/δl⊥ a b τ c l d
km s−1 km s−1 km s−1 mpc km s−1 pc−1 s−1 yr mpc
#3, #8 –5.0 –1.5 3.5 4.5 777 1.3 × 10−11 2.5 × 103 45
#1, #5 –5.4 –3.0 2.4 9.0 267 4.5 × 10−12 4 × 103 45
#6, #7 –3.0 –3.1 0.1 16 6 10−13 3 × 105 40
a Averaged separation between the PdBI CO peaks; b a = 12δv/δl⊥;
c τ = a−1; d length over which the structures are parallel within ±10◦.
Table 4. Results of LVG radiative transfer calculations for representative observed values (see Table 2).
Tpeak N(CO)/∆v a ∆v N(CO) Tk range nH2 range b Pth/k range b X(CO) range b
K cm−2/km s−1 km s−1 cm−2 K cm−3 K cm−3 ×10−5
brightest 4 3–4 × 1015 0.4 1.2–1.6 × 1015 10–200 3 × 103–250 3–5 × 104 2–20
most common 1.2 1.5 × 1015 0.2 3 × 1014 10–140 8 × 103–300 8–4 × 104 0.16–4
weakest 0.6 1.0 × 1015 0.1 1.0 × 1014 7–35 1 × 104–800 7–3 × 104 0.11–1.4
a Assuming R(2−1/1−0) = 0.7 ± 0.1; b the LHS (resp. RHS) values correspond to the low st (r sp. hi hest) gas temperature.
is expected to lie closer to the noise level. In addition, the sur-
face filling factor of the 12CO structures being large in the central
area of the mosaic, the PdBI visibility of the continuum emis-
sion of individual structures is expected to be highly reduced
compared to that of the line which takes advantage of velocity-
space. This may be the reason that the continuum emission and
the 12CO emission do not coincide elsewhere: the continuum
emission is more heavily filtered out by the interferometer than
the 12CO emission.
5. What are the SEE(D)S?
5.1. Manifestations of the small-scale intermittency
of turbulence
The two largest velocity-shears given in Table 3 are more than
two orders of magnitude larger (within the uncertainties due to
projections) than the average value of 1 km s−1 pc−1 estimated
on the parsec scale in molecular clouds (Goldsmith & Arquilla
1985). The velocity field in these two SEEDS therefore sig-
nificantly departs from predictions based on scaling laws ob-
tained from 12CO(1−0) in molecular clouds, such as that shown
in Fig. 10. In spite of a significant scatter of the data points,
a power law δvl ∝ l1/2 characterizes the increase of the velocity
fluctuations with the size-scale l, at least above ∼1 pc. Below
that scale-length, the scatter increases and a slope 1/3 would not
be inconsistent with the data. According to the former scaling,
the velocity-shear should increase as l−1/2, therefore by no more
than 1401/2 = 12 between 1 pc and 7 mpc. If the other scal-
ing is adopted, this factor becomes 1402/3 = 26. Now, the ob-
served shears increase by more than two orders of magnitude
between these two scales. This is conspicuous in Fig. 10 where
the 8 PdBI-structures of Table 2 are plotted either individually
or as pairs (i.e. as they would be characterized if the spatial res-
olution were poorer and individual structures were not isolated
in space, providing for instance a linewidth ∆v1/2 = 3.5 km s−1
and a size l⊥ ∼ 7 mpc for the pair [#3, #8]).
This result has to be put in the broader perspective described
in Sect. 1. The statistical analysis of the velocity field of this
high latitude cloud (Paper III, HF09) shows that the pdf of
the 12CO line-centroid velocity increments increasingly departs
from Gaussian as the lags over which the increments are mea-
sured decrease. The locus of the positions that populate the pdf
Fig. 10. Size-linewidth relation for a large sample of 12CO(1−0) struc-
tures (see Appendix B) to which are added: the SAMS data (single-dish
data from Heithausen 2002, 2006 (solid triangles); PdBI data within
SAMS2 Heithausen 2004 (open triangles)), a polygon that provides the
range of values for the 12 structures of Sakamoto & Sunada (2003)
and the eight structures of Table 2 (solid squares). The 3 empty squares
without error bars show where the three pairs of PdBI-structures would
be if not resolved spatially (i.e. the velocity increment between the two
structures would appear as a linewidth for the pair). Same with the large
triangle for the pair of structures in SAMS2. The straight lines show the
slopes 1/3 and 1/2 for comparison.
non-Gaussian wings forms elongated and thin (∼0.03 pc) struc-
tures that have a remarkable coherence, up to more than a parsec.
HF09 propose, on this statistical basis, but also because of their
thermal and chemical properties given in Sect. 1, that these struc-
tures trace the intermittency of turbulent dissipation in the field.
The pair of structures [#3, #8] belongs to that locus of positions
(see their Fig. 3). The extremely large velocity-shears measured
in that small field are not just exceptional values: they have to be
understood as a manifestation of the small-scale intermittency
of interstellar turbulence, as studied on statistical grounds in a
much larger field.
Fig. 12 Relation between velocity dispersion (as measured by the width of the J =1−0
rotational line transition of 12CO) and spatial scale in the Galactic ISM. The data points
come from a wide range of observations that trace different structures and physical
conditions (in terms of density, temperature, excitation parameter, etc.). This in part
contributes to the larg scatter in th data. However, alt gether the obser ations reveal
a clear power-law relation of the form ∆vNT ∝ Lα. To guide the eyes, the solid lines
illustrate the slopes α= 1/3 and α= 1/2. The lower limit of ∆vNT ≈ 0.1kms−1 is due
to the spectral resolution in the data and corresponding noise level. The figure is taken
from Falgarone et al. (2009), where further details and a full list of references can be
found.
More detailed analysis reveals that the observed velocity dispersion σ1D is
related to the size L of the cloud by
σ1D ≈ 0.5
(
L
1.0 pc
)1/2
km s−1. (106)
This goes back to the seminal work by Larson (1981), who compared measure-
ments of different clouds available at that time, and it has been confirmed by
many follow-up studies both in our Milky Way as well as neighboring satel-
lite galaxies (e.g. Solo on et al., 1987; Heyer & Brunt, 2004; Bolatto et al.,
2008; Falgarone et al., 2009; Roman-Duval et al., 2011; Caldú-Primo et al.,
64 ISM Turbulence
2013). There is still some debate about the normalization and about slight
variations in the slope (Heyer et al., 2009; Shetty et al., 2012; Hughes et al.,
2013), but in general the relation (106) is thought to reflect a more or less
universal property of the ISM. The most common interpretation is the pres-
ence of turbulent gas motions. On scales above ∼ 0.1pc (which corresponds
to the typical sizes of prestellar cores; see Section 6.1), the velocities inferred
from equation (106) exceed values of the thermal line broadening (where the
one-dimensional velocity dispersion σ1D is comparable to the sound speed cs).
On scales of molecular cloud complexes, we measure root mean square Mach
numbers of 10 or larger, clearly indicative of highly supersonic turbulence.
We also note that these motions seem to exceed the typical Alfvén velocities
in molecular clouds,
vA =
(
B2
4piρ
)1/2
, (107)
with B and ρ being the magnetic field strength and the mass density of
the gas, respectively. The observed turbulence is not only supersonic but
also super-Alfvénic (e.g. Padoan & Nordlund, 1999; Heyer & Brunt, 2012).
In essence, this means that the energy density associated with turbulent
gas motions dominates over both the thermal energy density as well as the
magnetic energy density. We also note that the observed linewidths generally
are not due to large-scale collapse as inferred from the generally rather low
star formation rates and the absence of inverse P-Cygni line profiles.
The analysis of extinction or dust emission maps in nearby molecular
clouds reveals a roughly log-normal distribution of column densities in ten-
uous cirrus-like clouds with no or little star formation, and they show the
development of a power-law tail at high column density that becomes more
pronounced for more massive and more vigorously star-forming clouds (Lada
et al., 2010; Kainulainen et al., 2011, 2013; Schneider et al., 2012; Schneider
et al., 2014; Alves et al., 2014). Typical examples are provided in Figure 13,
where we take the visual extinction, AV, as a proxy for the column density.
Spider (top left) and Polaris (top right) are high latitude clouds located in
the North Celestial Loop (Meyerdierks et al., 1991). Spider shows no signs
of star formation and is a prototypical example of a cloud with a log-normal
PDF, while Polaris seems to be forming some low-mass stars and exhibits a
weak power-law tail. Monoceros and Orion A (see also Figure 10) have much
higher average densities and are forming clusters containing intermediate to
high-mass stars. They exhibit a clear power-law tail at high extinctions. These
observations are essential, because the characteristics of the (column) den-
sity distribution function are essential input to our current theoretical star
formation models. This is discussed in detail in Section 6.4.4.
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N. Schneider: Turbulence and gravity - density structure
Fig. 4. PDFs derived from visual extinction maps and Herschel column density maps towards intermediate-mass star-forming regions. All other
parameters as in Fig. 2. For Vela, the LOS-contamination shows up as an individual PDF at low extinctions, the fit is indicated in blue.
driven and decaying case do not show such a perfectly lognormal
shape before gravity starts. Instead, they have some high-density
wing broadening the PDF. It could be due to the low-number
statistics as we see basically only one large dominant structure
in the simulation. Compared to observations, the large-scale tur-
bulence cases where filaments are visible from the first time step
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N. Schneider: Turbulence and gravity - density structure
Fig. 2. PDFs derived from Herschel column density maps towards quiescent regions. The left y-axis gives the normalized probability p(η), the
right y-axis the number of pixels per log bin. The lower x-axis is the visual extinction and the upper x-axis the logarithm of the normalized
column density. The green curve indicates the fitted PDF. For Draco, diffuse LOS-contamination (or a well defined seperate cloud) shows up as an
individual PDF at low extinctions, the fit is indicated in blue. The red line for Polaris shows a possible power-law fit to the high Av tail. Inside each
panel, the dispersion of the fitted PDF (ση) is given. The slope s, and the exponent α of an equivalent spherical density distribution are indicated.
kurtosis and skewness are lowered and insufficient pixel statis-
tics can drive distortions in various ways. leading either to an
increase or reduction of ”S”, and ”K”.
As expected for a lognormal distribution already seen in the
PDFs, the column density distributions of the quiescent regions
are characterized by a skewness close to zero and a kurtosis close
to three. The excess at low column densities for the Lupus clouds
is reflected in negative values for the skewness and the reverse is
true for Polaris. In Polaris, Herschel data (Schneider et al. 2013)
show an increase of the kurtosis from 3.1 in a quiescent region
to a value of 4.7 where a prominent filament is forming. The rel-
atively high skewness seen for the Polaris data is due to the in-
sufficient sampling of low column densities leading to an almost
complete lack of the low-density wing of the PDF. The low-mass
star-forming regions are hardly affected by saturation and low-
pixel statistics, so that the higher values (>5) for the kurtosis and
skewness (>1) of Corona Australis or Taurus compared to Pipe
or IC5146 (K <4 and S <0.9) actually trace a real increase of
the high-density tail relative to the main turbulent PDF in the
two clouds. High values of K are also found for intermediate-
mass and high-mass SF clouds with a similar scatter in values
though there is a tendancy for higher values of K in high-mass
SF clouds. This confirms the relatively higher fraction of grav-
itationally bound cores detected in the high-density tails of the
PDFs.
4. Hydrodynamic simulations
4.1. Simulated column density maps of molecular clouds
We use existing hydrodynamic turbulence simulations from
Klessen et al. (2000) performed in a smoothed-particle hydro-
dynamics (SPH) code introduced by Klessen et al. (1997). They
contain 2 × 105 particles and were regridded to a 1283 cube to
compute regular column density maps. Four types of simula-
tions were considered, differing by the scale and duration of the
turbulent energy injection. They correspond to the models S01,
Sd1, S02, and Sd2 in Klessen et al. (2000) and Ossenkopf et al.
(2001). The turbulent driving is realized using random Gaussian
velocity fluctuations at large scales (wavenumbers k = 1− 2 rel-
ative to the cube size) for the models S01 and Sd1 and at small
scales (wavenumbers k = 7 − 8) for the models S02 and Sd2.
Initially, turbulence is continuously replenished until a station-
ary cascade with a constant velocity dispersion is reached. At
t = 0, the gravitational interaction is activated. In models S01
and S02, turbulence is continued to be driven by Gaussian ve-
locity perturbations, in models Sd1 and Sd2, the driving stops
so that the turbulent energy decays. We follow the structure evo-
lution through the gravitational collapse in multiple time steps.
Further details can be found in Klessen et al. (2000), here we re-
fer to S01 and Sd1 as large scale driven and large scale decaying
models, respectively, while S02 and Sd2 as small scale driven
and small scale decaying models, respectively.
The models do not contain absolute physical dimensions, but
the scaling to actual cube sizes and densities is given through the
9
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Fig. 13 Column density PDFs derived from Herschel observations (see e.g. Schneider
t al., 2013) for four different nearby mol cular clouds: two tenuous high-lattitude clouds,
Spider (top left) and Polaris (top right), and two star dense star-forming regions, Mono-
ceros R2 (bottom left) and Orion A (bottom right). For a map of the latter two clouds,
see Figure 10. The lower abscissa gives the visual extinction, AV, which we take as a
proxy of the column density N . The upper axis indicates the natural logarithm of the
column density normalized to the mean value, η = ln(N/〈N〉). The left ordinate is the
PDF of the extinction, and to the right, we p ovide the corresponding total number of
pixels to indicate the statistical significance of the observation. The green curve indicates
the fitted PDF, and the red line shows a possible power-law fit to he high AV tail. The
plots are adopted from Schneider et al. (2014).
4.2 Simpl theoretical c nsi erations
At this point, we need to digress from our discussion of molecular cloud
pr perties and turn our attention to the theoretical models introduced to
describe turbulent flows. We begin by intro ucing the classic l picture of
incompressible turbulence. This is a goo d scription for turbulent flows with
vel citie that are significantly smaller than the speed of sound, such as those
we typically encounter on Earth. F r very subsonic flows w c n infe from
the continuity equation (108) that d nsity fluctuations are negligible. We note
that for typical ISM conditions, however, the turbulence is highly supersonic,
and we need to go beyond this simple picture as the compressibility of the
medium becomes important, for instance when we want to understand the
formation of stars as discussed in Section 6.3. In any case, we assume that
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kinetic energy is inserted into the system on some well-defined, large scale
LD, and that it cascades down through a sequence of eddies of decreasing size
until the size of the eddies becomes comparable to the mean free path λ. The
kinetic energy associated with eddy motion turns into heat (random thermal
motion) and is dissipated away. This picture of the turbulent cascade goes
back to Richardson (1920).
We first follow Kolmogorov (1941) and derive the corresponding power
spectrum of the turbulent kinetic energy, which describes terrestrial flows,
such as the motion of air in the Earth’s atmosphere or the flow of water in
rivers and oceans. Then we turn to supersonic motions and focus on addi-
tional aspects that are characteristic of ISM turbulence. For the level of our
discussion, it is sufficient to think of turbulence as the gas flow resulting from
random motions on many scales, consistent with the simple scaling relations
discussed above. For a more detailed discussion of the complex statistical
characteristics of turbulence, we refer the reader to the excellent textbooks
by Frisch (1996), Lesieur (1997), or Pope (2000). For a thorough account of
ISM turbulence, we point again to the reviews by Elmegreen & Scalo (2004)
and Scalo & Elmegreen (2004), and for the relation to star formation to
Mac Low & Klessen (2004) and Ballesteros-Paredes et al. (2007).
4.2.1 Energy cascade in stationary subsonic turbulence
Hydrodynamical flows exhibit two fundamentally different states. For small
velocities, they tend to be laminar and smooth. If the velocity increases,
however, the flow becomes unstable. It becomes turbulent and highly chaotic.
This transition occurs when advection strongly dominates over dissipation.
To see this, let us consider the equations describing the motion of a fluid
element. From the continuity equation,
∂ρ
∂t
+v ·∇ρ=−ρ∇·v , (108)
we can infer for incompressible flows (ρ= const.) that ∇·v= 0. The equation
of motion, also called the Navier-Stokes equation, then simplifies to
∂v
∂t
+ (v ·∇)v−ν∇2v=−1
ρ
∇P , (109)
where v is the fluid velocity, P and ρ are pressure and density, and ν is
the kinetic viscosity with the units cm2 s−1. At any spatial scale `, we can
compare the advection term (v ·∇)v with the dissipation term ν∇2v. To get
an estimate of their relative importance for the flow dynamics we approximate
∇ by 1/` and obtain
(v ·∇)v ≈ v
2
`
`
and ν∇2v ≈ νv`
`2
, (110)
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with v` being the typical velocity on scale `. This ratio defines the dimen-
sionless Reynolds number on that scale,
Re` =
v``
ν
. (111)
It turns out that a flow becomes unstable and changes from being laminar to
turbulent if the Reynolds number exceeds a critical value Recr ≈ few× 103.
The exact value depends on the flow characteristics. For example, pipe flows
with Re < 2× 103 are usually laminar, while flows with Re > 4× 103 are
most certainly turbulent. For intermediate Reynolds numbers both laminar
and turbulent flows are possible, depending on other factors, such as pipe
roughness and flow uniformity. These flows are often called transition flows.
In the ISM, the Reynolds number can easily exceed values of 109 or more,
indicating that the ISM is highly turbulent.
A full analysis of the turbulent instability is very difficult and in general
an unsolved problem. In the classical picture turbulence causes the formation
of eddies on a wide range of different length scales. In this picture, some
driving mechanism creates eddies on some large scale. These live for about
one crossing time, and then fragment into smaller eddies, which again break
up into even smaller eddies, and so forth. Most of the kinetic energy of the
turbulent motion is contained on large scales. It cascades down to smaller and
smaller ones in an inertial and essentially inviscid way. This holds as long as
the advection term dominates over dissipation, i.e. as long as Re Recr.
Eventually this hierarchy creates structures on scales that are small enough
so that molecular diffusion or other forms of dissipation become important.
The turbulent eddies become so tiny that they essentially turn into random
thermal motion, the kinetic energy they carry becomes heat, and may be
radiated away.
To obtain an estimate of the scaling behavior of turbulent flows let us look
at the specific kinetic energy ` carried by eddies of size `. With v` being
the typical rotational velocity across the eddy and with t` ≈ `/v` being the
typical eddy turnover time, we can estimate the energy flow rate through
eddies of size ` as
˙≈ `
t`
≈
(
v2`
2
)(
`
v`
)−1
≈ v
3
`
`
. (112)
As long as Re` 1, dissipation is negligible. The rate ˙ is conserved, and the
kinetic energy simply flows across ` from larger scales down to smaller ones.
This defines the inertial range of the turbulent cascade. It ends when Re`
approaches unity at the dissipation scale λν . Assume now that kinetic energy
is inserted into the system on some large scale L with a typical velocity vL.
Then, the inertial range covers the scales
L > ` > λν . (113)
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In this regime, the energy flow ˙ is independent of scale, as kinetic energy can-
not be accumulated along the turbulent cascade. This implies that the typical
eddy velocity v` changes with eddy scale ` as v` = ``1/3. As a consequence,
the largest eddies carry the highest velocities,
v` ≈ vL
(
`
L
)1/3
, (114)
but the smallest ones have the highest vorticity,
Ω` =∇×v` ≈ v`
`
≈ vL
(`2L)1/3
≈
(
L
`
)2/3
ΩL . (115)
Indeed, in agreement with this picture of the turbulent cascade, observations
of nearby molecular clouds reveal that the energy is carried by large-scale
modes, indicating that the turbulent velocity field in these clouds is driven
by external sources (see Section 4.5).
We can obtain an estimate for the size of the inertial range (113) based
on the requirement that Re ≈ 1 on the dissipation scale λν . In combination
with (114), this leads to
L
λν
≈ Re3/4 . (116)
With Reynolds numbers Re ≈ 109 and above, the turbulent cascade in the
ISM extends over more than six orders of magnitude in spatial scale.
We now look at the autocorrelation function of the velocity fluctuations
on the scale ` defined as
ξv(`) = 〈[v(x+`)−v(x)]2〉 , (117)
which is the average of the square of all velocity differences between any two
points in space separated by a lag `. We have assumed that the system has
zero net velocity, 〈v(x)〉 = 0. If turbulence is isotropic, the autocorrelation
function depends only on the separation `= |`| and not on the direction, and
so ξv(`) = ξv(`). From (112) we obtain
ξv(`)∝ 〈v2` 〉 ∝ (˙`)2/3 . (118)
In particular, we are interested in the Fourier transform of ξv(`), the power
spectrum P (k) of the velocity fluctuations. For random Gaussian fluctuations,
both are related via
1
2
∫ ∞
0
〈v′2` 〉d3`′ =
∫ 0
∞
Pv(k)d3k , (119)
which simply is the specific kinetic energy in the system. On each scale ` =
2pi/k equation (119) can be approximated by
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Pv(k)∝ `3ξv ∝ k−3
(
˙k−1
)2/3 ∝ ˙2/3k−11/3 . (120)
If we consider isotropic turbulence with d3k → 4pik2dk, then the power in
modes in the wave number range k to k+dk is
Pv k
2dk ∝ ˙2/3k−5/3dk . (121)
This is the Kolmogorov spectrum of isotropic incompressible turbulence in
the inertial range.
4.2.2 Energy cascade in stationary supersonic turbulence
We now turn to the opposite limit of highly compressible turbulence, where
the flow can be described as a network of interacting shock fronts. To simplify
our discussion, we neglect the effects of pressure forces. This leads to the
so-called Burgers (1939) turbulence. He introduced a simplified non-linear
partial differential equation of the form
∂v
∂t
+v ∂v
∂x
= ν ∂
2v
∂x2
, (122)
as approximation to the full Navier-Stokes equation, in order to study the
mathematical properties of turbulent flows. Indeed, in the high Mach number
regime, where the velocities v are much larger than the sound speed cs, we
can neglect the pressure term, since P ∝ c2s , and Burgers’ equation (122) is
identical to equation (109) in one dimension. If we consider the width of the
shock transition to be infinitely thin, then the density or the velocity jump in
the shock can be mathematically described by a Heaviside step function. For
isotropic turbulence, there is always a shock that runs parallel to the consid-
ered line-of-sight, and we can naively estimate the power in the wavenumber
range k to k+dk as
Pvdk ∝ v2kdk ∝ k−2dk . (123)
In a more general sense, this follows from the fact that the energy spectrum
of a field is determined by its strongest singularity. If a function u(x) has
a discontinuity in the (m− 1)th order derivative, then its energy spectrum
has the form of a power-law P (k) ∝ k−2m. In a shock the velocity itself is
discontiuous, and with m = 1 we obtain equation (123). A less handwaving
derivation is very involved (see e.g. Boldyrev, 1998; Verma, 2000; Boldyrev
et al., 2004; Bec & Khanin, 2007), but in general leads to a similar conclusion.
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4.2.3 Decay rate of turbulent energy
So far, we have considered the case of stationary turbulence. This requires an
energy source that continuously excites large-scales modes to compensate for
the loss of energy at the dissipation scale. For a long time, it was thought that
the rate of energy dissipation in a magnetized gas differs significantly from
purely hydrodynamic turbulence. Arons & Max (1975), for example, sug-
gested that presence of strong magnetic fields could explain the supersonic
motions ubiquitously observed in molecular clouds (Section 4.1). In their
view, interstellar turbulence is a superposition of Alfvén waves, propagat-
ing in many different directions with different wavelengths and amplitudes.
These are transverse waves traveling with the Alfvén velocity (equation 107),
and they are dissipationless in the linear regime under the assumption of
ideal magnetohydrodynamics. However, if ambipolar diffusion is taken into
account, i.e. the drift between charged and neutral particles in the partially
ionized ISM, these waves can be dissipated away at a rate substantial enough
to require energy input from a driving source to maintain the observed mo-
tions (e.g. Zweibel & Josafatsson, 1983; Zweibel, 2002). Furthermore, if one
includes higher order effects, then the dissipation becomes comparable to the
purely hydrodynamic case (e.g. Cho & Lazarian, 2003).
This analysis is supported by numerical simulations. One-dimensional cal-
culations of non-driven, compressible, isothermal, magnetized turbulence by
Gammie & Ostriker (1996) indicate a very efficient dissipation of kinetic en-
ergy. They also found that the decay rate depends strongly on the adopted
initial and boundary conditions. Mac Low et al. (1998), Stone et al. (1998),
and Padoan & Nordlund (1999) determined the decay rate in direct numerical
simulations in three dimensions, using a range of different numerical meth-
ods. They uniformly report very rapid decay rates and propose a power-law
behavior for the decay of the specific kinetic energy of the form ˙ ∝ t−η,
with 0.85 < η < 1.1. A typical result is shown in Figure 14. Magnetic fields
with strengths ranging up to equipartition with the turbulent motions seem
to reduce η to the lower end of this range, while unmagnetized supersonic
turbulence shows values closer to η<∼ 1.1.
Besides directly measuring the decay of the kinetic energy in the absence
of driving sources in a closed system, we can also continuously insert en-
ergy and determine the resulting velocity dispersion. Mac Low (1999) and
Elmegreen (2000b) argue that the dissipation time, td = /˙, is comparable
to the turbulent crossing time in the system,
td ≈ L
σ
, (124)
where L is again the driving scale and σ the velocity dispersion. This holds
regardless of whether the gas is magnetized or not and also extends into the
subsonic regime. The loss of the specific turbulent kinetic energy, = 1/2σ2
is then,
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Fig. 14 Decay of supersonic turbulence. The plots show the time evolution of the total
kinetic energy EK in a variety of three-dimensional numerical calculations of decaying
supersonic turbulence in isothermal ideal gas with initial root mean square Mach number
of 5, calculated with two different numerical codes. ZEUS is a Eulerian grid code that
solves the equations of magnetohydrodynamics (Stone & Norman, 1992a,b), while SPH
follows a particle-based approach (Benz, 1990; Springel, 2010). The top panels depict the
decay of purely hydrodynamic turbulence, the bottom panels show the decay properties
with weak and strong magnetic fields. For more details see Mac Low et al. (1998).
˙= 
td
= ξ 12
σ3
L
. (125)
We have recovered Kolmogorov’s formula for the energy decay rate (112),
modulo an efficiency coefficient ξ/2 that depends on the physical parameters
of the system or on the details of the numerical method employed.
4.3 Scales of ISM Turbulence
As introduced in Section 4.2.3, interstellar turbulence decays on roughly a
crossing time. It needs to be continuously driven in order to maintain a steady
state. Here we compare the various astrophysical processes that have been
proposed as the origin of ISM turbulence, and mostly follow the discussion
in Mac Low & Klessen (2004) and Klessen & Hennebelle (2010).
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We begin with an analysis of the typical scales of ISM turbulence in our
Galaxy, then calculate the corresponding turbulent energy loss, and finally
turn our attention to the various astrophysical driving mechanisms that have
been proposed to compensate for the decay of turbulent energy. We point out
that a key assumption is that the ISM in the Milky Way evolves in a quasi
steady state, so that energy input and energy loss rates roughly balance when
being averaged over secular timescales and over large enough volumes of the
Galactic disk. We caution the reader that this need not necessarily be the
case.
The self-similar behavior of turbulent flows only hold in the inertial range,
i.e. on scales between the driving and dissipation scales. We now want to
address the question of what these scales are in the Galactic ISM. The answer
clearly depends on the different physical processes that stir the turbulence
and that provide dissipation. There is a wide range of driving mechanisms
proposed in the literature, ranging from stellar feedback acting only on very
local scales up to accretion onto the Galaxy as a whole, inserting energy on
very large scales. As we discuss below, we favor the latter idea.
Regardless of the detailed driving process, a firm outer limit to the tur-
bulent cascade in disk galaxies is given by the disk scale height. If molecular
clouds are created at least in part by converging large-scale flows triggered
by accretion, or by spiral shocks, or by the collective influence of recurring
supernovae explosions, then the extent of the Galactic disk is indeed the true
upper scale of turbulence in the Milky Way. For individual molecular clouds
this means that turbulent energy is fed in at scales well above the size of the
cloud itself. This picture is supported by the observation that the clouds’ den-
sity and velocity structure exhibits a power-law scaling behavior extending
all the way up to the largest scales observed in today’s surveys (Ossenkopf
& Mac Low, 2002; Brunt, 2003; Brunt et al., 2009).
One could argue that the outer scale of the ISM turbulence actually corre-
sponds to the diameter of the Galaxy as a whole (rather than the disk scale
height) and that the largest turbulent eddy is the rotational motion of the
disk itself. However, because the disk scale height H is typically less than
10% of the disk radius R, this motion is intrinsically two-dimensional and
if we restrict our discussion to three-dimensional turbulence then H is the
maximum outer scale. In addition, we note that the decay time (124) is com-
parable for both approaches. At the solar radius, R= 8.5kpc, the rotational
speed is vrot = 220kms−1, leading to td ≈ R/vrot ≈ 38Myr. If we adopt an
average Hi disk scale height of H = 0.5kpc and a typical velocity dispersion of
σ = 12kms−1 (Ferriére, 2001; Kalberla, 2003), then our estimate of the tur-
bulent decay time, td ≈ L/σ ≈ 40Myr, is essentially the same. In conclusion,
for the estimate of the energy decay rate in typical disk galaxies, and by the
same token, for the calculation of the required turbulent driving rate, it does
not really matter what we assume for the outer scale of the turbulence (for
further discussions, see e.g. Klessen & Hennebelle, 2010). This follows, be-
cause for typical disk galaxies, the disk scale height and radius, as well as the
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velocity dispersion and rotational velocity scale similarly, that is H/R ≈ 0.1
and σ/vrot ≈ 0.1.
The estimate of the dissipation scale is also difficult. For purely hydro-
dynamic turbulence, dissipation sets in when molecular viscosity becomes
important. The corresponding spatial scales are tiny. In the ISM the situ-
ation is more complex because we are dealing with a magnetized, partially
ionized, dusty plasma. Zweibel & Josafatsson (1983) argue that ambipolar
diffusion (i.e. the drift between charged and neutral species in this plasma) is
the most important dissipation mechanism in typical molecular clouds with
very low ionization fractions x= ρi/ρn, where ρi and ρn are is the densities
of ions and neutrals, respectively, with ρ = ρi + ρn being the total density.
We can then replace the kinetic viscosity in the Navier-Stokes equation (109)
by the ambipolar diffusion coefficient
νAD = v2A/ζni, (126)
where v2A =B2/4piρn approximates the effective Alfvén speed for the coupled
neutrals and ions if ρn ρi, and ζni = αρi is the rate at which each neutral
is hit by ions. The coupling constant α is given by
α= 〈σv〉/(mi+mn)≈ 9.2×1013 cm3 s−1 g−1 , (127)
with mi and mn being the mean mass per particle for the ions and neu-
trals, respectively. Typical values in molecular clouds are mi = 10mH and
mn = 2.35mH. It turns out that α is roughly independent of the mean ve-
locity, as the ion-neutral cross-section σ scales inversely with velocity in the
regime of interest. For further details on the microphysics, consult the excel-
lent textbooks by Osterbrock (1989), Tielens (2010), or Draine (2011).
We can define an ambipolar diffusion Reynolds number in analogy to equa-
tion (111) as
ReAD,` = `v`/νAD =MA`ζni/vA, (128)
which must fall below unity on scales where ambipolar diffusion becomes
important. As before, v` is the characteristic velocity at scale `, and we define
MA = v`/vA as the characteristic Alfvén Mach number at that scale. From
the condition ReAD,λ = 1, we derive the dissipation scale due to ambipolar
diffusion as
λAD =
vA
MAζni ≈ 0.041 pc
(
B
10µG
)
MA−1
( x
10−6
)−1( nn
103 cm−3
)−3/2
,
(129)
with the magnetic field strength B, the ionization fraction x, the neutral
number density nn, and where we have taken ρn = µnn, with a mean particle
mass µ = 2.35mH = 3.92× 10−24 g typical for molecular clouds. It is inter-
esting to note, that the resulting value for λAD is comparable to the typical
sizes of protostellar cores (e.g. Bergin & Tafalla, 2007). Indeed, the velocity
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Fig. 15 Simple cartoon picture of the turbulent energy spectrum, i.e. of the kinetic
energy carried by modes of different wave numbers k, and their relation to different
cloud structures (see also Table 3). Turbulence is driven on large scales comparable to
the size L of the cloud and is dissipated on very small scales ηK. Adopted from Klessen
(2011).
dispersion in these objects is dominated by thermal motions (Goodman et al.,
1998).
We note that there are wave families that can survive below λAD that
resemble gas dynamic sound waves. Consequently, even on scales where the
magnetic field becomes uniform, the gas dynamical turbulent cascade could
continue. This is determined by the dimensionless magnetic Prandtl number,
Prmag =
ReAD
Re =
ν
νAD
, (130)
which compares the relative importance of viscous and magnetic diffusion
processes. For small magnetic Prandtl numbers the hydrodynamic inertial
range extends beyond the magnetic one, and vice versa, for Prmag 1 fluc-
tuations in the magnetic field can occur on scales much smaller than the
hydrodynamic diffusion limit (for further discussions see e.g. Schekochihin
et al., 2004b,a; Schober et al., 2012a,b).
Combining these findings with the molecular cloud properties discussed
in Section 4.1.2 we arrive at the following picture, as illustrated in Figure
15. On the scales of individual molecular clouds and large molecular cloud
complexes, the observed turbulence is highly supersonic. We know that the
density contrast created by shocks in isothermal gas scales with the Mach
numberM to the second power, ∆ρ/ρ∝M2 (e.g. Landau & Lifshitz, 1959).
Consequently, for M≈ 10 we expect density contrasts of roughy 100. This
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is indeed observed in molecular clouds, where the mean density is around
100 particles per cubic centimeter and where the high-density cores exceed
values of 104 cm−3 and more (see Table 3). When we focus on cluster-forming
cloud cores (or their not-yet-star-forming counterparts, the so-called infrared
dark clouds) we still measureM≈ 5 leading to localized density fluctuations
of ∆ρ/ρ ≈ 25, on average. As we discuss further in Section 6, some of these
fluctuations may exceed the critical mass for gravitational collapse to set in.
The presence of turbulence thus leads to the break-up into smaller units. The
core fragments to build up a cluster of stars with a wide range of masses rather
than forming one single high-mass star. We call this process gravoturbulent
fragmentation, because turbulence generates the distribution of clumps in
the first place, and then gravity selects a subset of them for subsequent star
formation (see also Section 6.3). Finally, when focusing on low-mass cores,
the velocity field becomes more coherent and the turbulence subsonic (see
Section 6.1). This defines the sonic scale at around 0.1pc. Such structures
are no longer subject to gravoturbulent fragmentation and are the direct
progenitors of individual stars or binary systems. We note, however, that
gravitational fragmentation may still occur within the protostellar accretion
disk that builds up in the center of the core due to angular momentum
conservation (Section 6.6). This process is likely to produce close binaries (see
e.g. Bodenheimer, 1995; Machida, 2008). The fact that the observed velocity
dispersion approaches the thermal value as one zooms in on smaller and
smaller scales is a direct consequence of the turbulent cascade, as expressed
in the observed Larson relation (equation 106).
4.4 Decay of ISM turbulence
With the above considerations, we are now in a position to calculate the rate
of energy loss in the Galactic ISM due to the decay of turbulence. Our Milky
Way is a typical L? galaxy with a total mass including dark matter of about
1012M out to the virial radius at ∼ 250kpc (e.g. Xue et al., 2008). The re-
sulting rotation curve is 220kms−1 at the solar radius, R ≈ 8.5kpc, and it
declines to values slightly below 200kms−1 at a radius of 60kpc (Xue et al.,
2008). Star formation occurs out to a radius of about 15kpc (Rix & Bovy,
2013). The total mass in the disk in stars is about 2.7×1010M, and in gas it
is about 8×109M (see Table 4, as well as Naab & Ostriker, 2006). Assuming
a global baryon fraction of 17%, this corresponds to 40% of all the baryonic
mass within the virial radius and implies that roughly the same amount of
baryons is in an extended halo in form of hot and tenuous gas. The gaseous
disk of the Milky Way can be decomposed into a number of different phases.
We follow Ferriére (2001) and Kalberla (2003), and consider molecular gas
(H2 as traced e.g. via CO emission) as well as atomic hydrogen gas (Hi as
observed e.g. by its 21cm emission). The Hi component can be separated
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into a cold (T ≈ few× 102K) and a hot (T ≈ few× 103K) component. Be-
cause they have similar overall distributions we consider them together. The
scale height of Hi ranges from ∼ 230pc within 4kpc up to values of ∼ 3kpc
at the outer Galactic boundaries. The Hi disk therefore is strongly flared.
We take 500pc as a reasonable mean value, but note that this introduces a
high degree of uncertainty. Also, we neglect the warm and the hot ionized
medium in our analysis, since the ionized gas within Hii regions or supernova
remnants carries little of the turbulent kinetic energy compared to the other
components. Indeed, roughly 95% of the turbulent kinetic energy is carried
by the atomic component. The adopted values are summarized in Table 4.
Table 4 Properties of gas components of the Milky Way.
component M (109M)a n (cm−3)b L (pc)c σ (kms−1)d Ekin (1055 erg)e
molecular gas 2 0.7 150 5 0.5
atomic gas 6 0.4 1000 12 8.6
a Total mass of the component. Values from Ferriére (2001) and Kalberla (2003).
b Estimate of volume-averaged midplane number density. Values from Ferriére (2001)
and Kalberla (2003). Note that the value for H2 gas is so low compared to Table 3,
because the volume filling factor of molecular clouds in the Galactic disk is very small.
c We consider the disk thickness as being twice the observed scale height.
d The parameter σ is the three-dimensional velocity dispersion.
e Total kinetic energy of the component, Ekin = 1/2Mσ2.
One of the remarkable features of spiral galaxies is the nearly constant
velocity dispersion σ, e.g. as measured using the Hi 21 cm emission line,
seemingly independent of galaxy mass and type (Dickey & Lockman, 1990;
van Zee & Bryant, 1999; Tamburro et al., 2009). The inferred values of σ
typically fall in a range between 10kms−1 and 20kms−1 (Bigiel et al., 2008;
Walter et al., 2008) and extend well beyond the optical radius of the galaxy
with only moderate fall-off as one goes outwards. Quite similar behavior
is found in the molecular gas, when increasing the sensitivity in the outer
regions by stacking the data (Caldú-Primo et al., 2013). It is interesting in
this context that the transition from the star-forming parts of the galaxy to
the non-star-forming outer disk seems not to cause significant changes in the
velocity dispersion. This approximate indifference to the presence of stellar
feedback sources sets severe constraints on the physical processes that can
drive the observed level of turbulence (see Sections 4.5 and 4.6 below).
Using equation (125), we can calculate the average loss of kinetic energy
density e (erg/cm3) per unit time in the ISM. With e = ρ, where  is the
specific energy (in units of erg/g) and ρ= µn is the mass density, we obtain
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e˙ = −12
µnσ3
L
(131)
≈ −3.5×10−27 ergcm−3 s−1
( n
1cm−3
)( σ
10kms−1
)3( L
100pc
)−1
,
where we have set the efficiency parameter ξ in equation (125) to unity, and
where again n, σ, and L are the number density, the velocity dispersion, and
the turbulent driving scale, respectively. For simplicity, we have assumed a
mean mass per particle µ= 1.26mH = 2.11×10−24 g typical for purely atomic
gas. If we consider different ISM phases, this number needs to be adapted. If
we plug in the values from Table 4, we obtain the following estimate for our
Galaxy:
e˙ISM = e˙H2 + e˙HI ≈−4.5×10−28 ergcm−3 s−1 . (132)
According to (124) the decay timescale can be computed as
td =
e
e˙
= L
σ
≈ 10Myr
(
L
100pc
)( σ
10kms−1
)−1
, (133)
which is simply the turbulent crossing time on the driving scale.
4.5 Sources of ISM turbulence: gravity and rotation
There is a wide range of physical processes that could potentially drive the
observed turbulent flows in the ISM. We will introduce and discuss the most
important ones that have been proposed in the literature. We identify two
main categories of sources. In this Section we focus on processes that convert
a fraction of the potential energy available in the galaxy into turbulent gas
motions. We first look at the process of accretion-driven turbulence, and then
turn to rotation. As the rotational motion of the Galaxy is ultimately driven
by gravity, we include all mechanisms that can tap the rotational energy here
as well. In Section 4.6 we then assess the influence of stellar feedback on the
large-scale dynamics of the ISM. Our list is sorted in such a way that the
processes which seem most important to us are introduced first.
4.5.1 Accretion onto the galaxy
We argue that it is the accretion process that inevitably accompanies any as-
trophysical structure formation, whether it is the formation of galaxies or the
birth of stars, that drives the observed turbulent motions. We propose that
this process is universal and makes significant contributions to the turbulent
energy on all scales (see also Field et al., 2008). When cosmic structures grow,
they gain mass via accretion. This transport of matter is associated with ki-
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netic energy and provides an ubiquitous source for the internal turbulence on
smaller scales. We follow the analysis of Klessen & Hennebelle (2010) and ask
whether the accretion flow onto galaxies provides enough energy to account
for the observed ISM turbulence.
We begin with a summary of what we know about accretion onto spiral
galaxies like our Milky Way. Our Galaxy forms new stars at a rate of M˙SF ∼
2−4M yr−1 (e.g. Naab & Ostriker, 2006; Adams et al., 2013). Its gas mass
is aboutMgas ≈ 8×109M (see Table 4, and also Ferriére 2001 and Kalberla
2003). If we assume a constant star formation rate, then the remaining gas
should be converted into stars within about 2−4 Gyr. Similar gas depletion
timescales of the order of a few billion years are reported for many nearby
spiral galaxies (Bigiel et al., 2008). We note, however, that there is a debate in
the community as to whether the depletion timescale is constant or whether
it varies with the surface gas density. While Leroy et al. (2008, 2012, 2013)
argue in favor of a more or less universal gas depletion time of ∼ 2Gyr,
Shetty et al. (2013) and Shetty et al. (2014) find that the depletion time
varies from galaxy to galaxy, and as a general trend, increases with surface
density. Nevertheless, it is fair to say that the inferred overall gas depletion
times are shorter by a factor of a few than the ages of these galaxies of
∼ 10 Gyr. If we discard the possibility that most spiral galaxies are observed
at an evolutionary phase close to running out of gas, and instead assume that
they evolve in quasi steady state, then this requires a supply of fresh gas at
a rate roughly equal to the star formation rate.
There is additional support for this picture. Dekel et al. (2009) and Cev-
erino et al. (2010), for example, argue that massive galaxies are continuously
fed by steady, narrow, cold gas streams that penetrate through the accretion
shock associated with the dark matter halo down to the central galaxy. This
is a natural outcome of cosmological structure formation calculations if bary-
onic physics is considered consistently. In this case, roughly three quarters of
all galaxies forming stars at a given rate are fed by smooth streams (see also
Agertz et al., 2009). The details of this process, however, seem to depend on
the numerical method employed and on the way gas cooling is implemented
(e.g. Bird et al., 2013). Further evidence for accretion onto galaxies comes
from the observation that the total amount of atomic gas in the universe
appears to be roughly constant for redshifts z<∼ 3. This holds despite the
continuous transformation of gas into stars, and it suggests that Hi is contin-
uously replenished (Hopkins et al., 2008; Prochaska & Wolfe, 2009). In our
Galaxy, the presence of deuterium at the solar neighborhood (Linsky, 2003)
as well as in the Galactic Center (Lubowich et al., 2000) also points towards
a continuous inflow of low-metallicity material. As deuterium is destroyed in
stars and as there is no other known source of deuterium in the Milky Way, it
must be of cosmological and extragalactic origin (Ostriker & Tinsley, 1975;
Chiappini et al., 2002).
In order to calculate the energy input rate from gas accretion we need to
know the velocity vin with which this gas falls onto the disk of the Galaxy and
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the efficiency with which the kinetic energy of the infalling gas is converted
into ISM turbulence. As the cold accretion flow originates from the outer
reaches of the halo and beyond, and because it lies in the nature of these
cold streams that gas comes in almost in free fall, vin can in principle be as
high as the escape velocity vesc of the halo. For the Milky Way in the solar
neighborhood we find vesc ∼ 550kms−1 (Fich & Tremaine, 1991; Smith et al.,
2007). However, numerical experiments indicate that the inflow velocity of
cold streams is of order of the virialization velocity of the halo (Dekel et al.,
2009), which typically is ∼ 200kms−1. The actual impact velocity with which
this gas interacts with disk material will also depend on the sense of rotation.
Streams which come in co-rotating with the disk will have smaller impact
velocities than material that comes in counter-rotating. To relate to quantities
that are easily observable and to within the limits of our approximations, we
adopt vin = vrot as our fiducial value, but note that considerable deviations
are possible. We also note that even gas that shocks at the virial radius and
thus heats up to 105 − 106K, may cool down again and some fraction of
it may be available for disk accretion. This gas can condense into higher-
density clumps that sink towards the center and replenish the disk (Peek,
2009). Again, vin ≈ vrot is a reasonable estimate.
Putting everything together, we can now calculate the energy input rate
associated with gas accretion onto the Milky Way as
e˙ = ρ˙= 12ρ
M˙in
Mgas
v2in (134)
= 6.2×10−27 ergcm−3 s−1
( n
1cm−3
)( M˙in
3M yr−1
)( vin
220kms−1
)2
,
where again ρ= µn with the mean particle mass µ= 2.11×10−24 g suitable
for atomic gas. We take an average number density n in the Galactic disk
from Table 4, set the mass infall rate M˙in to the average star formation rate
of 3M yr−1, and approximate the infall velocity vin by the circular velocity
of 220kms−1.
If we compare the input rate (134) with the decay rate (132), we note
that only about 7% of the infall energy is needed to explain the observed
ISM turbulence. However, the fraction of the infall energy that actually is
converted into turbulent motions is very difficult to estimate. Some fraction
will turn into heat and is radiated away. In addition, if the system is highly
inhomogeneous with most of the mass residing in high density clumps with
a low volume filling factor, most of the incoming flux will feed the tenu-
ous interclump medium rather than the dense clumps, and again, will not
contribute directly to driving turbulence in the dense ISM. Numerical exper-
iments indicate that the efficiency of converting infall energy into turbulence
scales linearly with the density contrast between the infalling gas and the
ISM (Klessen & Hennebelle, 2010). For the Milky Way, this means that the
infalling material should have average densities of <∼ 0.1cm−3.
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It seems attractive to speculate that the population of high-velocity clouds
observed around the Milky Way is the visible signpost for high-density peaks
in this accretion flow. Indeed the inferred infall rates of high-velocity clouds
are in the range 0.5− 5Myr−1 (Wakker et al., 1999; Blitz et al., 1999;
Braun & Thilker, 2004; Putman, 2006), in good agreement with the Galactic
star formation rate or with chemical enrichment models (see e.g. Casuso
& Beckman, 2004, and references therein). An important question in this
context is where and in what form the gas reaches the Galaxy. This is not
known well. Recent numerical simulations indicate that small clouds (with
masses less then a few 104M) most likely will dissolve, heat up and merge
with the hot halo gas, while larger complexes will be able to deliver cold
atomic gas even to the inner disk (Heitsch & Putman, 2009). In any case,
it is likely that the gas is predominantly accreted onto the outer disk of the
Milky Way. However, it is consumed by star formation mostly in the inner
regions. To keep the Galaxy in a steady state there must be an inwards gas
motion of the order of vR ≈ M˙in/(2piRΣ) ≈ 3kms−1, where we adopt a gas
surface density at the solar radius R = 8.5 kpc of Σ = 15M pc−1 (Naab
& Ostriker, 2006). Whether this net inward flow exists is not known, given
our viewpoint from within the Galaxy and given a typical velocity dispersion
of ∼ 10kms−1, which exceeds the strength of the signal we are interested in.
In other galaxies, where we have an outside view onto the disk, we could in
principle try to decompose the observed line-of-sight motions and find signs
of the proposed inward mass transport.
4.5.2 Spiral arms
Spiral galaxies such as our Milky Way are rotationally supported. This means
that the gas is prevented from freely flowing towards the Galactic Center by
angular momentum conservation, which forces the gas into circular orbits
about a common origin. The process is very similar to the formation of pro-
tostellar accretion disks during the collapse of rotating cloud cores, which
are a natural part of the process of stellar birth (see Section 6.6). Parcels of
gas can only change their radial distance from the center of the disk by ex-
changing angular momentum with neighboring gas. Fluid elements that lose
angular momentum move inwards, while those that gain angular momentum
move outwards. Exchange of angular momentum between fluid elements may
be due to dynamical friction or to the influence of some effective viscosity.
In the ISM, molecular viscosity is far too small to explain the observed gas
motions. However, we can resort to either spiral arms (which reflect the onset
of gravitational instability) or to magnetic fields in the disk. In both cases,
some of the energy stored in Galactic rotation can be converted into turbulent
kinetic energy as the gas moves inwards.
Indeed, the spiral structure that is almost ubiquitously observed in disk
galaxies has long been proposed as an important source of ISM turbulence.
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Roberts (1969) argued that the gas that flows through spiral arms forming
in marginally stable disks (Toomre, 1964; Lin & Shu, 1964; Lin et al., 1969)
may shock and so distribute energy throughout different scales. Gómez &
Cox (2002) and Martos & Cox (1998), for example, found that some fraction
of the gas will be lifted up in a sudden vertical jump at the position of the
shock. Some portion of this flow will contribute to interstellar turbulence.
However, we note that the observed presence of interstellar turbulence in
irregular galaxies without spiral arms as well as in the outer regions of disk
galaxies beyond the extent of the spiral arm structure suggests that there
must be additional physical mechanisms driving turbulence.
For purely hydrodynamic turbulence in the absence of magnetic fields or
for flows with weak Maxwell stresses (see equation 136 below), purely gravita-
tional stress terms may become important. Wada et al. (2002) estimated the
energy input resulting from these Newton stress terms. They result from cor-
relations in the different components of the flow velocity v as TRΦ = 〈ρvRvΦ〉
(Lynden-Bell & Kalnajs, 1972), and will only add energy for a positive cor-
relation between radial and azimuthal gravitational forces. It is not clear,
however, whether this is always the case. Despite this fact, we can use this
approach to get an upper limit to the energy input. As an order of magnitude
estimate, we obtain
e˙ ≈ G(Σg/H)2L2Ω (135)
≈ 4×10−29 erg cm−3 s−1×
×
(
Σg
10 M pc−2
)2(
H
100 pc
)−2(
L
100 pc
)2(
Ω
(220 Myr)−1
)
,
where G is the gravitational constant, Σg is the density of gas, H is the scale
height of the disk, L is the length scale of turbulent perturbations, and Ω
is the angular velocity. The normalization is appropriate for the Milky Way.
This is about an order of magnitude less than the value required to maintain
the observed ISM turbulence (equation 132).
We note that the fact that spiral arms are curved adds another pathway to
driving ISM turbulence. Curved shocks are able to generate vortex motions
as the gas flows through the discontinuity. Kevlahan & Pudritz (2009) argue
that this process is able to produce a Kolmogorov-type energy spectrum in
successive shock passages (see also Wada, 2008). However, further investiga-
tions are needed to determine whether this process is able to produce the
observed energy density in the Galactic ISM.
4.5.3 Magnetorotational instabilities
Sellwood & Balbus (1999) proposed that the magnetorotational instability
(Balbus & Hawley, 1998) could efficiently couple large scale rotation with
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small-scale turbulence. The instability generates Maxwell stresses, which lead
to a positive correlation between radial BR and azimuthal BΦ components
of the magnetic field, transfering energy from shear into turbulent motions
at a rate
e˙=−TRΦ(dΩ/d lnR) = TRΦΩ , (136)
where the last equality holds for a flat rotation curve. Typical values are
TRΦ ≈ 0.6B2/(8pi) (Hawley et al., 1995). At the radius of the Sun, R =
8.5 kpc and a circular velocity of vrot = 220kms−1, we obtain an angular
velocity of
Ω = vrot2piR
= 1220Myr ≈ 1.4×10
−16 rad s−1 . (137)
If we put both together, we conclude that the magnetorotational instability
could contribute energy at a rate
e˙= 3×10−29 ergcm−3 s−1
(
B
3µG
)2(
Ω
(220Myr)−1
)
. (138)
Sellwood & Balbus (1999) tested this hypothesis for the small galaxy NGC 1058
and concluded that the magnetic field required to produce the observed veloc-
ity dispersion of 6kms−1 is roughly 3 µG which is reasonable value for such
a galaxy. Whether the process is efficient enough to explain ISM turbulence
in large spiral galaxies such as our Milky Way remains an open question.
The typical values derived from equation (138) are considerably lower than
the energy required to compensate for the loss of turbulent energy (equation
132). Numerical simulations geared towards the Galactic disk (e.g. Dziourke-
vitch et al., 2004; Piontek & Ostriker, 2004; Piontek & Ostriker, 2005) are not
fully conclusive and in general deliver values of e˙ that are too small. Overall,
the magnetorotational instability may provide a base value for the velocity
dispersion below which no galaxy will fall, but it seems likely that additional
processes are needed to explain the observations.
4.6 Sources of ISM turbulence: stellar feedback
There are various stellar feedback processes that could act as potential sources
of ISM turbulence. In general, we can distinguish between mechanical and
radiative energy input. Supernova explosions that accompany the death of
massive stars, line-driven winds in the late phases of stellar evolution, as well
as the protostellar jets and outflows that are associated with stellar birth
belong to the first category. The ionizing and non-ionizing radiation that
stars emit during all of their life belongs to the latter one. As before, we
discuss these various feedback processes in decreasing order of importance.
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4.6.1 Supernovae
The largest contribution from massive stars to interstellar turbulence most
likely comes from supernova explosions. In order to understand their impact
on ISM dynamics in our Galaxy, we first need to determine the supernova
rate σSN. The exact number is quite uncertain, but typical estimates fall
in the range of 2 – 5 supernovae per century (e.g. McKee, 1989; McKee &
Williams, 1997; Adams et al., 2013). Note that we do not distinguish between
core collapse supernovae from massive stars and type Ia explosions which are
triggered by accretion onto white dwarfs. In addition, we assume for simplicity
that each event releases the same energy of ESN = 1051 erg. Next, we need
to obtain an estimate for the volume of the star forming disk of the Galaxy.
Following the values discussed in Section 4.4, we take the star forming radius
to be R= 15kpc and the disk thickness to be H = 100pc. The corresponding
energy input rate normalized to Milky Way values becomes
e˙ = σSNξSNESN
piR2sfH
(139)
= 3×10−26 erg s−1 cm−3×
×
(
ξSN
0.1
)(
σSN
(100yr)−1
)(
H
100 pc
)−1(
R
15 kpc
)−2(
ESN
1051erg
)
.
The efficiency of energy transfer from supernova blast waves to the inter-
stellar gas ξSN depends on many factors, including the strength of radiative
cooling in the initial shock, or whether the explosion occurs within a hot
and tenuous Hii region or in dense gas. Substantial amounts of energy can
escape in the vertical direction in galactic fountain flows. The scaling fac-
tor ξSN ≈ 0.1 used here was derived by Thornton et al. (1998) from detailed
one-dimensional numerical simulations of supernovae expanding in a uniform
medium. The efficiency can also be estimated analytically (Norman & Fer-
rara, 1996), mostly easily by assuming momentum conservation, comparing
the typical expansion velocity of 100kms−1 to the typical velocity of ISM
turbulence of 10kms−1. Clearly, fully three-dimensional models, describing
the interaction of multiple supernovae in the multi-phase ISM are needed to
better constrain the efficiency factor ξSN.
Supernova driving appears to be powerful enough to maintain ISM turbu-
lence at the observed levels and to compensate for the energy loss estimated
in equation (125). In the star-forming parts of the Galactic disk, it provides
a large-scale self-regulation mechanism. As the disk becomes more unstable,
the star formation rate goes up. Consequently, the number of OB stars in-
creases which leads to a higher supernova rate. As the velocity dispersion
increases, the disk becomes more stable again and the star formation rate
goes down again. However, this process does not explain the large velocity
dispersion observed in the outer parts of disk galaxies, which show little signs
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of star formation, and hence, will not have much energy input from super-
novae. Here other processes, such as those described in Section 4.5, appear
to be required.
4.6.2 Stellar winds
The total energy input from a line-driven stellar wind over the main-sequence
lifetime of an early O star can equal the energy from its supernova explo-
sion, and the Wolf-Rayet wind can be even more powerful (Nugis & Lamers,
2000). The wind mass-loss rate scales somewhat less than quadratically with
the stellar luminosity (e.g. Pauldrach & Puls, 1990; Puls et al., 1996; Vink
et al., 2000, 2001), and as the luminosity L itself is a very steep function of
stellar mass M , with L ∝M3.5 providing a reasonable approximation (e.g.
Kippenhahn, Weigert, & Weiss, 2012), only the most massive stars contribute
substantial energy input (for a review, see Lamers & Cassinelli, 1999). We
also note that stellar rotation can dramatically change the derived stellar
mass loss rates and the energy and momentum inserted by line-driven winds
(for recent reviews, see Meynet 2009 or Maeder & Meynet 2012, or for a
grid of evolutionary tracks, see Ekström et al. 2012 and Georgy et al. 2012).
Krumholz et al. (2014) concluded that even the most optimistic wind mod-
els lead to momentum and energy input rates comparable to the radiation
field (see below, Section 4.6.4). In comparison, the energy from supernova
explosions remains nearly constant down to the least massive star that can
explode. Because there are far more low-mass stars than massive stars in the
Milky Way and other nearby galaxies (for a discussion of the stellar initial
mass function, see Section 6.2.3), supernova explosions inevitably dominate
over stellar winds after the first few million years of the lifetime of an OB
association. Nevertheless, realistic three-dimensional numerical models of the
momentum and kinetic energy input into the ISM and its effects on molecu-
lar cloud evolution and on interstellar turbulence are needed. At the moment
too little is known about this process (see also Krumholz et al., 2006; Yeh &
Matzner, 2012).
4.6.3 Protostellar jets and outflows
Protostellar jets and outflows are another very popular potential energy
source for the observed ISM turbulence. They propagate with velocities of
about 300kms−1 as seen in the radial velocity shift of forbidden emission
lines, but also in proper motion of jet knots. Many of these jets remain
highly collimated with opening angles less than 5◦ over a distance up to
several parsec (e.g. Mundt et al., 1990, 1991).
Protostellar jets and outflows are launched by magnetic forces (for a sum-
mary, see Pudritz et al., 2007). The scenario of magnetohydrodynamic jet
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formation has been studied with stationary models (Camenzind, 1990; Shu
et al., 1994; Fendt & Camenzind, 1996; Ferreira, 1997) as well as by time-
dependent MHD simulations (e.g. Ouyed & Pudritz, 1997; Ouyed et al., 2003;
Krasnopolsky et al., 1999).
Essentially, the MHD jet formation process works by transferring magnetic
energy (Poynting flux) into kinetic energy. As a consequence, the asymptotic,
collimated jet flow is in energy equipartition between magnetic and kinetic
energy. The general characteristics of jet propagation can be summarized as
follows. Along the interface between the propagating jet and the surround-
ing material at rest, Kelvin-Helmholtz instabilities develop and lead to the
entrainment of matter from this region into the jet. This slows down the
outward propagation while roughly conserving the overall momentum of the
flow. At the front of the jet two leading shocks build up, a bow shock at
the interface between the jet and the ambient medium and a Mach shock
where the propagating matter is decelerated to low velocities. It is diverted
into a cocoon of back-flowing material which is highly turbulent and heated
up to high temperatures, leading to emission from the fine structure lines of
carbon, nitrogen, oxygen, or sulfur atoms and to some degree from their ions
(Section 3.4.2). Eventually the outflow dissolves as it reaches a speed that is
comparable to the typical velocity dispersion in the ISM.
Norman & Silk (1980) estimated the amount of energy injected into the
ISM by protostellar outflows, and showed that they could be an important
energy source for turbulent motions in molecular clouds. They suggested
that this in turn may influence the structure of the clouds and regulate the
rate of gravitational collapse and star formation (see also Li & Nakamura,
2006; Banerjee et al., 2007; Nakamura & Li, 2008; Wang et al., 2010). The
existence of a kinematic interrelation between outflows and their ambient
medium has been inferred from high resolution CO observations, e.g. of the
PV Cephei outflow HH315 (Arce & Goodman, 2002a,b). Optical observations
surveying nearby molecular clouds furthermore indicate a similar influence of
the outflows on the ionization state and energetics of the inter-cloud medium
that surrounds low-mass star forming regions (for Perseus, see Bally et al.
1997 or Arce et al. 2010; for Orion A, see Stanke et al. 2002).
We begin with an estimate of the protostellar jet kinetic luminosity. It can
be described as
Ljet =
1
2M˙jet v
2
jet = 1.3×1032 ergs−1
(
M˙jet
10−8 Myr−1
)(
vjet
200kms−1
)2
,
(140)
with M˙jet≈ 10−8 Myr−1 being the mass loss associated with the jet material
that departs from the protostellar disk system at typical velocities of vjet ≈
200kms−1. This outflow rate is closely coupled to the accretion rate M˙acc
onto the central star by M˙jet = fjetM˙acc, with the efficiency factor typically
being in the range 0.1<∼ fjet<∼ 0.4 (see e.g. Shu et al. 2000, Ouyed & Pudritz
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1997, Bontemps et al. 1996; or consult the reviews by Bally et al. 2007,
Pudritz et al. 2007, Frank et al. 2014, or Li et al. 2014 for further details).
A simple estimate of the jet lifetime in this phase is tjet≈ 2pc/200kms−1≈
104 yr. This coincides to within factors of a few with the typical duration of
the class 0 and early class 1 phases of protostellar evolution (see Section 6.6).
During these phases, we expect the strongest outflow activity (see the review
by André et al. 2000). The total amount of energy provided by the jet is
therefore
Ejet = Ljet tjet ≈ 8×1043erg . (141)
This kinetic luminosity is smaller than but comparable to the radiative lu-
minosity of protostars. The outflow-ISM coupling is more direct and, thus,
supposedly more efficient than the energy exchange between the protostellar
radiation and the ISM. However, determinations of the coupling strength are
controversial and require further investigation (Banerjee et al., 2007; Naka-
mura & Li, 2008; Cunningham et al., 2008; Wang et al., 2010; Carroll et al.,
2010).
The total energy input from protostellar winds will substantially exceed
the amount that can be transferred to the turbulence, because of radiative
cooling at the wind termination shock. This introduces another efficiency
factor ξjet. A reasonable upper limit to the energy loss can be obtained by
assuming that this cooling process is very efficient so that only momentum
conservation holds,
ξjet <∼
σ
vjet
= 0.05
( σ
10kms−1
)( vjet
200kms−1
)−1
, (142)
where σ as before is the velocity dispersion of ISM turbulence. If we assumed
that most of the energy went into driving dense gas, the efficiency would be
lower, as typical velocities for CO outflows are only 1−2kms−1. The energy
injection rate per unit volume then follows as
e˙ = 12ξjetfjet
M˙SFv
2
jet
piR2H
= 12fjet
M˙SFvjetσ
piR2H
(143)
= 1.4×10−28 ergcm−3 s−1×
×
(
fjet
0.2
)(
M˙SF
3M yr−1
)( vjet
200kms−1
)( σ
10kms−1
)( H
100 pc
)−1(
R
15 kpc
)−2
,
where we again normalize to the Galactic star formation rate M˙SF = 3M yr−1
and take the volume of the star forming disk as V = piR2H, with radius
R= 15kpc and disk thickness H = 100pc.
Although protostellar jets and outflows are very energetic, they are likely
to deposit most of their energy into low density gas (Henning, 1989), as is
shown by the observation of multi-parsec long jets extending completely out
of molecular clouds (Bally & Devine, 1994). Furthermore, observed motions of
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molecular gas show increasing power on scales all the way up to and perhaps
beyond the largest scale of molecular cloud complexes (Ossenkopf &Mac Low,
2002). It is hard to see how such large scales could be driven by protostars
embedded in the clouds.
4.6.4 Radiation
Next, we consider the radiation from massive stars. We focus our attention on
ionizing radiation, because Hii regions can affect large volumes of interstellar
gas and their expansion converts thermal energy into kinetic energy. To a
much lesser degree, the same holds for radiation in the spectral bands that can
lead to the dissociation of molecular hydrogen into atomic gas. The thermal
radiation mostly from low-mass stars will not be able to trigger large gas
motions in the ISM, and we will not concern ourselves with it here (but see
Section 2.3).
The total energy density carried by photons at frequencies high enough
to ionize hydrogen is very large. We use the information provided, e.g. by
Tielens (2010) or Draine (2011), and estimate the integrated luminosity of
ionizing radiation in the disk of the Milky Way to be
e˙= 1.5×10−24 erg s−1 cm−3 . (144)
(See also earlier work by Abbott, 1982). We note, however, that only a small
fraction of this energy is converted into turbulent gas motions. There are two
main pathways for this to happen. First, ionizing radiation will produce free
electrons with relatively large velocities. This process heats up the resulting
plasma to 7000−10000K. The ionized regions are over pressured compared
to the ambient gas and start to expand. They cool adiabatically and convert
thermal energy into kinetic energy. Second, the medium can also cool radia-
tively and possibly contract. The ISM in this regime is thermally unstable
(Field, 1965; McKee & Ostriker, 1977). This instability can excite turbulent
motions (e.g. Vázquez-Semadeni et al., 2000; Kritsuk & Norman, 2002a; Pi-
ontek & Ostriker, 2005; Hennebelle & Audit, 2007) with typical conversion
factors from thermal to kinetic energy of less than 10%.
We begin with the first process, and look at the supersonic expansion of
Hii regions after photoionization heating raises their pressures above that of
the surrounding neutral gas. By integrating over the Hii region luminosity
function derived by McKee & Williams (1997), Matzner (2002) estimates the
average momentum input from expanding Hii regions as
pHii ≈ 260kms−1
(
N
1.5×1022 cm−2
)−3/14(
Mcloud
106M
)1/14
M∗ , (145)
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where the column densityN is scaled to the mean value for Galactic molecular
clouds (Solomon et al., 1987), Mcloud is a typical molecular cloud mass, and
M∗ = 440M is the mean stellar mass per cluster in the Galaxy (Matzner,
2002; Lada & Lada, 2003).
We focus our attention on clusters and OB associations producing more
than 1049 ionizing photons per second, because these are responsible for most
of the available ionizing photons. From the luminosity function presented
by McKee & Williams (1997), we estimate that there are about N49 = 650
such clusters in the Milky Way. To derive an energy input rate per unit
volume from the mean momentum input per cluster (Eq. 145), we need to
obtain an estimate for the typical expansion velocity vHii of the Hii re-
gions as well as for the duration of this process. While expansion is su-
personic with respect to the ambient gas, it is by definition subsonic with
respect to the hot interior. The age spread in massive star clusters and
OB associations can be several million years (Preibisch & Zinnecker, 1999;
Portegies Zwart et al., 2010; Longmore et al., 2014). We take a value of
t∗ = 10 Myr. With the stellar mass – luminosity relation on the main se-
quence being L/L ≈ 1.5(M/M)3.5 for stars with masses up to M ≈ 20M
and L/L ≈ 3200(M/M) for stars with M >∼ 20M, the energy output in a
cluster is dominated by the most massive stars. The main sequence lifetime
can be estimated as tMS ≈ 1010 yr (M/M)(L/L)−1 ≈ 1010 yr (M/M)−2.5
for stars with M < 20M, asymptoting to a value of around tMS ≈ 3 Myr for
more massive stars (e.g. Hansen & Kawaler, 1994). For typical O-type stars,
tMS < t∗, and as a consequence we can take t∗ as a good order of magnitude
estimate for the duration of strong ionizing feedback from the clusters of in-
terest. Once again, we estimate the volume of the star forming disk of the
Galaxy as V = piR2H, with radius R= 15kpc and disk thickness H = 100pc.
Putting this all together, the estimated energy input rate from expanding Hii
regions is then
e˙ = N49pHiivHii
piR2H t∗
(146)
= 3×10−30 erg s−1 cm−3
(
N
1.5×1022 cm−2
)−3/14(
Mcloud
106 M
)1/14
×
×
(
M∗
440 M
)(
N49
650
)(
vHii
10 km s−1
)(
H
100 pc
)−1(
R
15 kpc
)−2(
t∗
10 Myr
)−1
.
Nearly all of the energy in ionizing radiation goes towards maintaining the
ionization and temperature of the diffuse medium, and hardly any towards
driving turbulence. Flows of ionized gas may be important very close to
young clusters and may terminate star formation locally (for the difference
between two- and three-dimensional simulations, see Yorke & Sonnhalter,
2002; Krumholz et al., 2007a, 2009; Peters et al., 2010b, 2011; Kuiper et al.,
2011). They can also influence the molecular cloud material that surrounds
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the young star cluster (e.g. Dale et al., 2005; Dale & Bonnell, 2011; Walch
et al., 2012, 2013). However, they appear not to contribute significantly on a
global scale.
Now we turn our attention to the second process, to the thermal insta-
bility. Kritsuk & Norman (2002b) find that the thermal energy released can
be converted into turbulent kinetic energy, ekin = ξioneth, with an efficiency
ξion ≈ 0.07. Parravano et al. (2003) study the time dependence of the local
UV radiation field. They find that the corresponding photoelectric heating
rate increases by a factor of 2− 3 due to the formation of a nearby OB as-
sociation every 100−200 Myr. Note, however, that substantial motions only
lasted about 1 Myr after a heating event (Kritsuk & Norman, 2002b; de
Avillez & Breitschwerdt, 2004, 2005, 2007). We follow this line of reasoning
and estimate the resulting average energy input by taking the kinetic energy
input from the heating event and dividing by the typical time tOB between
heating events. We determine the thermal energy for gas at a number density
of n= 1 cm−3 at a temperature of T = 104 K and find that
e˙ = 32
nkTξion
tOB
(147)
= 5×10−29 ergcm−3 s−1
( n
1cm−3
)( T
104K
)(
ξion
0.07
)(
tOB
100Myr
)−1
.
In comparison to some other proposed energy sources discussed here, this
mechanism appears unlikely to be as important as the supernova explosions
from the same OB stars discussed before.
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5 Formation of molecular clouds
5.1 Transition from atomic to molecular gas
Our starting point for considering the physics of molecular cloud formation
is the chemistry of the gas. After all, molecular clouds are, by definition,
dominated by molecular gas, while the gas in the more diffuse neutral phases
of the ISM is almost entirely atomic. Cloud formation must therefore involve,
at some stage of the process, a chemical transition from gas which is mainly
atomic to gas which is mainly molecular.
There are two main chemical transitions, occurring at different points in
the assembly of a molecular cloud, that we could use to identify the point at
which our assembling cloud becomes “molecular”. The first and most obvious
of these is the transition between atomic and molecular hydrogen: once most
of the hydrogen in the cloud is in the form of H2 rather than H, it is obviously
reasonable to talk of the cloud as being molecular. However, this transition
has the disadvantage that it is extremely difficult to observe, since H2 does
not emit radiation at typical molecular cloud temperatures. Therefore, it is
common to use a different, observationally-motivated definition of the point
when a cloud becomes molecular, which is the moment it becomes visible
in CO emission. Understanding when this occurs requires understanding the
chemical transition from C+ to C to CO that occurs within the assembling
cloud.
Below, we discuss the chemistry involved in both of these transitions in
more detail, and then examine some of the approximations used to model
the atomic-to-molecular transition in numerical studies of molecular cloud
formation.
5.1.1 Transition from H to H2
The simplest way to form H2 in the ISM is via the radiative association of
two hydrogen atoms, i.e.
H + H→H2 +γ. (148)
However, in practice the rate coefficient for this reaction is so small that only
a very small amount of H2 forms in this way. Somewhat more can form via
the ion-neutral reaction pathways
H + e− → H−+γ, (149)
H−+ H→ H2 + e−, (150)
and
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H + H+ → H+2 +γ, (151)
H+2 + H→ H2 + H+, (152)
but it is difficult to produce H2 fractional abundances larger than around
fH2 ∼ 10−2 with these reactions, even in the most optimal conditions (see
e.g. Tegmark et al., 1997). Moreover, in the local ISM, photodetachment of
H− and photodissociation of H+2 by the ISRF render these pathways con-
siderably less effective (Glover, 2003). We are therefore forced to conclude
that gas-phase formation of H2 is extremely inefficient in typical ISM condi-
tions. Nevertheless, we do observe large quantities of H2 in Galactic molecular
clouds.
The resolution to this apparent puzzle comes when we realize that most
of the H2 in the ISM does not form in the gas-phase, but instead forms on
the surface of dust grains (Gould & Salpeter, 1963). Association reactions
between adsorbed hydrogen atoms occur readily on grain surfaces, and the
rate at which H2 forms there is limited primarily by the rate at which H
atoms are adsorbed onto the surface. For typical Milky Way conditions, the
resulting H2 formation rate is approximately (Jura, 1975)
RH2 ∼ 3×10−17nnH cm−3s−1. (153)
Here, n is the total number density of gas particles, while nH is the number
density of atomic hydrogen. For atomic hydrogen gas, both quantities are
identical if we neglect contributions from helium and possibly metals. Note
that nH goes down as the molecular fraction increases, while n remains the
same in the absence of compression or expansion. The H2 formation timescale
corresponding to the formation rate (153) is approximately
tform =
nH
RH2
∼ 109n−1 yr. (154)
When the gas density is low, this timescale can be considerably longer than
the most important dynamical timescales, such as the turbulent crossing time
or the gravitational free-fall time. Accounting for the effects of the small-scale
transient density structures produced by supersonic turbulence does shorten
the timescale somewhat (Glover & Mac Low, 2007b; Micic et al., 2012), but
typically not by more than an order of magnitude.
Molecular hydrogen in the ISM can be collisionally dissociated by
H2 + H→ H + H + H, (155)
H2 + H2 → H + H + H2. (156)
However, these reactions are effective at destroying H2 only in warm, dense
gas, and so although they are important in certain circumstances, such as in
molecular outflows (see e.g. Flower et al., 2003), they do not play a major
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role in regulating the molecular content of the ISM. Instead, the dominant
process responsible for destroying H2 in the local ISM is photodissociation.
Photodissociation of H2 occurs via a process known as spontaneous ra-
diative dissociation (Stecher & Williams, 1967; van Dishoeck, 1987). The H2
molecule first absorbs a UV photon with energy E > 11.2 eV, placing it in
an excited electronic state. The excited H2 molecule then undergoes a radia-
tive transition back to the electronic ground state. This transition can occur
either into a bound ro-vibrational level in the ground state, in which case
the molecule survives, or into the vibrational continuum, in which case it
dissociates. The dissociation probability depends strongly on the rotational
and vibrational quantum numbers that the molecule has while in the excited
electronic state, but on average, it is around 15% (Draine & Bertoldi, 1996).
The discrete set of UV absorption lines produced by this process are known
as the Lyman and Werner bands, and hence it has become common to re-
fer to the energetic photons responsible for destroying H2 as Lyman-Werner
photons.
Because H2 photodissociation is line-based, rather than continuum-based,
the H2 photodissociation rate in the ISM is highly sensitive to an effect known
as self-shielding. This term refers to the fact that in a region with a high H2
column density, the Lyman-Werner photons with energies corresponding to
the main absorption lines are mostly absorbed by H2 on the outskirts of the
region, with only a few surviving to reach the center. Consequently, the H2
photodissociation rate in the gas at the center of the region is reduced by
a large factor compared to the rate in the unshielded, optically thin gas.
Detailed studies of this process show that it starts to significantly affect
the H2 photodissociation rate once the H2 column density exceeds NH2 ∼
1014 cm−2 (Draine & Bertoldi, 1996). The corresponding total column density
of hydrogen depends on the strength of the ISRF and the density of the gas.
In unshielded gas illuminated by an ISRF with a strength G0 in Habing units,
the equilibrium number density of H2 is given approximately by
nH2 ∼
3×10−17nnH
3×10−10G0 = 10
−6nnHG−10 . (157)
The resulting H2 column density, NH2 , is therefore related to the total hy-
drogen column density N by
NH2 = 10
−6nHG−10 N. (158)
From this, we see that in order to produce an H2 column density of 1014 cm−2,
we need a total column density
N = 1020G0n−1 cm−2. (159)
For comparison, the visual extinction required to reduce the H2 photodis-
sociation rate by a factor of ten is approximately AV ≈ 0.65, which in the
Ralf Klessen & Simon Glover 93
diffuse ISM corresponds to a total hydrogen column density N ∼ 1021 cm−2.
Therefore, H2 self-shielding becomes important earlier, at lower total column
densities, than dust shielding in conditions when G0/n is small, such as in
CNM clouds far from regions of massive star formation. On the other hand,
if G0/n is large, such as can be the case in photodissociation regions close to
massive stars, then dust extinction typically dominates.
5.1.2 Transition from C+ to C to CO
The chemistry involved in the transition from C+ to C is very simple: atomic
carbon forms via the radiative recombination of C+,
C+ + e−→ C +γ, (160)
and is destroyed by photoionization,
C +γ→ C+ + e−. (161)
However, the formation of CO is considerably more complicated, as in this
case there is not a single dominant process responsible for CO formation, but
rather a variety of different pathways that one can follow to get to CO. In
this section, we give a very brief introduction to the basics of CO formation
chemistry, but we refer readers in search of a more detailed and comprehensive
treatment to the classic papers by Glassgold & Langer (1975), Langer (1976),
Dalgarno & Black (1976), Tielens & Hollenbach (1985) and Sternberg &
Dalgarno (1995).
CO formation
The majority of the CO found in molecular clouds forms via one or the other
of two main sets of chemical intermediates. One set of intermediates includes
hydroxyl (OH), its positive ion (OH+) and their products, while the other
set includes the simple hydrocarbons CH and CH2 and their positive ions.
The formation of CO from OH occurs rapidly via the neutral-neutral re-
action
C + OH→ CO + H. (162)
Unlike many neutral-neutral gas-phase reactions, this reaction has no acti-
vation energy and hence remains effective even at the very low temperatures
found within molecular clouds. In addition, in gas with a high C+ to C ratio,
CO+ ions are produced by
C+ + OH→ CO+ + H, (163)
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which then form CO either directly,
CO+ + H→ CO + H+, (164)
or indirectly, via HCO+ in the reactions
CO+ + H2 → HCO+ + H, (165)
HCO+ + e− → CO + H. (166)
We therefore see that once OH forms, CO follows rapidly. However, forming
the necessary OH radical is not so straightforward. One obvious pathway to
OH involves the reaction of atomic oxygen with H2,
O + H2→OH + H. (167)
However, this reaction has an activation energy of 0.26 eV, and so although it
is an important source of OH in hot gas (see e.g. Hollenbach & McKee, 1979),
in the cold gas found in CNM clouds and molecular clouds, other less-direct
routes to OH dominate. One of these involves the reaction of atomic oxygen
with H+3 :
O + H+3 →OH+ + H2. (168)
The OH+ ions formed in this reaction react rapidly with H2, forming H2O+
and H3O+ via
OH+ + H2 → H2O+ + H, (169)
H2O+ + H2 → H3O+ + H. (170)
H3O+ does not readily react further with H2, but instead is removed from
the gas via dissociative recombination, yielding a variety of products that
include OH and water (see e.g. Jensen et al., 2000)
H3O+ + e− → H2O + H, (171)
H3O+ + e− → OH + H2, (172)
H3O+ + e− → OH + H + H, (173)
H3O+ + e− → O + H2 + H. (174)
The other main route to OH involves O+. This can be produced by cosmic
ray ionization of neutral oxygen, or by charge transfer from H+, and can
react with H2 to yield OH+,
O+ + H2→OH+ + H. (175)
The OH+ ions produced in this reaction then follow the same chain of reac-
tions as outlined above.
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An important point to note here is that in every case, the rate-limiting step
is the formation of the initial OH+ ion. Although the reactions between O and
H+3 and between O+ and H2 are rapid, the fractional abundances of O+ and
H+3 are small, and so the overall rate of OH+ formation is relatively small.
Once the OH+ ions have formed, however, the remainder of the reactions in
the chain leading to CO are rapid. Since all of the reactions involved in the
formation of OH+ depend on H2, either directly or as a source for the H+3
ions, one consequence of this is that CO formation via the OH pathway is
sensitive to the molecular hydrogen abundance.
The other main route to CO involves the simple hydrocarbons CH and
CH2 and their ions. In gas with a high C+ fraction, CH+ can be formed via
the reaction with H2,
C+ + H2→ CH+ + H, (176)
or by radiative association with atomic hydrogen,
C+ + H→ CH+ +γ. (177)
As radiative association is a slow process, one might expect that the reaction
with H2 would dominate. However, this suffers from the same problem as
reaction (167). It has a substantial energy barrier, in this case 0.4 eV, and
therefore proceeds at a very slow rate at the temperatures typical of the
CNM or of molecular clouds. Indeed, this presents something of a problem,
as the resulting CH+ formation rate is too slow to explain the observed CH+
abundance in the diffuse atomic ISM, possibly indicating that some form of
non-thermal chemistry is active there (see e.g. Sheffer et al., 2008; Godard
et al., 2009).
In gas with significant fractions of C+ and H2, the CH+2 ion can be formed
by radiative association,
C+ + H2→ CH+2 +γ. (178)
The rate coefficient for this reaction is significantly larger than the rate co-
efficient for reaction (177) as discussed by McElroy et al. (2013), and so in
regions with nH2 ≥ nH, this reaction is usually the main starting point for
the formation of CO via the hydrocarbon pathway.
Once CH+ or CH+2 has formed via one of the above reactions, it quickly
reacts further with H2,
CH+ + H2 → CH+2 + H, (179)
CH+2 + H2 → CH+3 + H. (180)
Although the CH+3 ions formed by this reaction chain can react further with
H2, they do so via a slow radiative association reaction,
CH+3 + H2→ CH+5 +γ. (181)
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Therefore, most of the CH+3 is destroyed instead by dissociative recombina-
tion,
CH+3 + e− → CH + H2,
CH+3 + e− → CH + H + H,
CH+3 + e− → CH2 + H. (182)
The CH and CH2 radicals produced by this process react readily with atomic
oxygen, forming CO via
CH + O→ CO + H, (183)
CH2 + O→ CO + H2, (184)
CH2 + O→ CO + H + H. (185)
The CH2 radicals are also destroyed rapidly in a reaction with atomic hydro-
gen,
CH2 + H→ CH + H2, (186)
but in the case of CH, the analogous reaction has a significant energy barrier
and hence is negligible at the temperatures of interest. The end result is
therefore that a large fraction of the carbon incorporated into CH+ or CH+2
by the reactions described above ultimately ends up in the form of CO.
In gas with a high abundance of neutral atomic carbon, a few other pro-
cesses contribute significantly to the formation rate of the CH and CH2 rad-
icals that are the precursor of CO. They can be formed directly via radiative
association of C with H or H2,
C + H→ CH +γ, (187)
C + H2 → CH2 +γ, (188)
although these reactions are relatively slow. Alternatively, atomic carbon can
react with H+3 ,
C + H+3 → CH+ + H2, (189)
forming a CH+ ion that the reacts further as described above
Looking at the hydrocarbon pathway as a whole, we see that it shares
some common features with the OH pathway. In each case, the rate-limiting
step is the initiating reaction, whether this is the formation of CH, CH2, CH+
or CH+2 by radiative association, or the formation of H
+
3 as a consequence of
the cosmic ray ionization of H2. Once the initial molecular ion or radical has
formed, the remainder of the reactions that lead to CO proceed relatively
quickly. This behavior forms the basis of several simplified methods for treat-
ing CO formation that we discuss in Section 5.1.3 below. In addition, we also
see that all of the different ways that we can proceed from C+ or C to CO rely
on the presence of molecular hydrogen. This is important, as it implies that
substantial quantities of CO will form only in regions that already have high
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H2 fractions. Therefore, although the characteristic timescales of the chem-
ical reactions involved in CO formation are generally shorter than the H2
formation time, non-equilibrium, time-dependent behavior can nevertheless
still be important, owing to the dependence on the H2 fraction.
CO destruction
In gas with a low visual extinction, the destruction of CO is dominated by
photodissociation:
CO +γ→ C + O. (190)
The photodissociation of the CO molecule occurs via a process known as pre-
dissociation (van Dishoeck, 1987). The molecule first absorbs a UV photon
with energy E > 11.09eV, placing it in an excited electronic state. From here,
it can either return to the ground state via radiative decay, or it can undergo
a transition to a repulsive electronic state via a radiationless process. In the
latter case, the molecule very rapidly dissociates. In the case of CO, disso-
ciation is typically far more likely than decay back to the ground state (van
Dishoeck & Black, 1988). Consequently, the lifetimes of the excited electronic
states are very short. This is important, as Heisenberg’s uncertainty principle
then implies that their energy is comparatively uncertain. The UV absorp-
tion lines associated with the photodissociation of CO are therefore much
broader than the lines associated with H2 photodissociation. As a result, CO
self-shielding is less effective than the analogous process for H2.
The classic work on the photodissociation of CO in an astrophysical con-
text is the paper by van Dishoeck & Black (1988). However, in the two
decades since this paper was published, improved experimental data on the
properties of the CO molecule has become available, and a revised treatment
of CO photodissociation was recently given by Visser, van Dishoeck, Black
(2009).
Once the visual extinction of the gas becomes large, CO photodissociation
becomes unimportant. In these circumstances, two other processes take over
as the main routes by which CO is destroyed. First, cosmic ray ionization of
hydrogen molecules or hydrogen atoms produces energetic photo-electrons. If
these collide with other hydrogen molecules before dissipating their energy,
they can excite the H2 molecules into excited electronic states. The subse-
quent radiative decay of the molecules back to the ground state produces
UV photons that can produce localized photodissociation of CO and other
molecules (Prasad & Tarafdar, 1983; Gredel et al., 1987, 1989). Second, CO
is also destroyed via dissociative charge transfer with He+ ions
CO + He+→ C+ + O + He. (191)
The He+ ions required by this reaction are produced by cosmic ray ionization
of neutral helium. We therefore see that the rate at which CO molecules are
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destroyed in high AV gas is controlled by the cosmic ray ionization rate in
these high AV regions. In local molecular clouds, this is relatively small (van
der Tak & van Dishoeck, 2000), and so almost all of the carbon in these high
AV regions is found in the form of CO. In clouds illuminated by a much
higher cosmic ray flux, however, such as those in the Central Molecular Zone
of the Galaxy, the destruction of CO by these processes in high extinction
gas is considerably more important, and the CO fraction can be significantly
suppressed even in well-shielded gas (see e.g. Clark et al., 2013).
5.1.3 Modeling the atomic-to-molecular transition
There are a number of different approaches that one can use in order to nu-
merically model the transition from atomic to molecular gas that occurs as
one builds up a molecular cloud, each with their own strengths and weak-
nesses.
One of the most obvious approaches is to build a model that incorporates
all of the main chemical reactions occurring in the gas. The forty or so reac-
tions discussed in Sections 5.1.1 & 5.1.2 above represent only a small fraction
of the full range of possible reactions that can occur, particular once one
accounts for the role played by additional chemical elements such as nitrogen
or sulfur. An example of the degree of chemical complexity that is possible
is given by the UMIST Database for Astrochemistry (McElroy et al., 2013).
The latest release of this database contains details of 6173 different gas-phase
reactions of astrophysical interest, involving 467 different chemical species. If
one also attempts to account for the full range of possible grain-surface chem-
istry and also for important isotopic variants of the main chemical species
(e.g. molecules with one or more deuterium atoms in place of a hydrogen
atom), then the size of the resulting chemical network can easily be an order
of magnitude larger still (see e.g. Albertsson et al., 2013, for a recent exam-
ple). By coupling a comprehensive chemical model such as this to a detailed
model for the penetration of UV radiation through the gas and in addition
a treatment of its magnetohydrodynamical and thermal evolution, we can in
principle model the chemical evolution of the gas with a very high degree of
accuracy.
Unfortunately, the computational requirements of such an approach are
currently prohibitive. The chemistry of the ISM evolves on a wide range of
different timescales, and hence the set of coupled ordinary differential equa-
tions (ODEs) that describe the chemical evolution of the gas are what is
known as “stiff”. To ensure stability, these equations must be solved implic-
itly, and the cost of doing so scales as the cube of the number of ODEs.
Consequently, solving for the chemical evolution of the gas using a compre-
hensive chemical model is rather time-consuming, owing to the large number
of ODEs involved. This is not necessarily a problem if one is interested in
solving for the chemical evolution of only a small number of fluid elements,
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but becomes a major difficulty once one tries to solve for the chemical evolu-
tion of the gas within a high-resolution three-dimensional simulation, when
one is dealing with tens or hundreds of millions of fluid elements. Chemical
networks involving ∼10–20 different species can be used within such mod-
els (see e.g. Glover et al., 2010), although this is already computationally
demanding, but scaling up to ∼400–500 species requires approximately 104
times more computational power, rendering it completely impractical at the
present time.
Because of this, any attempt to model the atomic-to-molecular transition
numerically must make some simplifications. If one is interested in a time-
dependent, non-equilibrium description of the transition, then there are two
main strategies that can be used to make the problem simpler. First, we can
simplify the chemistry while continuing to use a detailed model of the hydro-
dynamical evolution of the gas. The basic idea here is to strip the chemical
model down to its bare essentials, i.e. only those reactions that most directly
affect the abundances of H, H2, C+, C and CO. In the case of H and H2,
the simplicity of the chemistry makes this relatively straightforward, and a
number of different implementations of H2 formation chemistry within large
hydrodynamical simulations are now available (see e.g. Anninos et al., 1997;
Glover & Mac Low, 2007a; Dobbs et al., 2008; Gnedin et al., 2009; Chris-
tensen et al., 2012). The only real difficulty in this case is how to handle the
effects of H2 self-shielding and dust shielding. Several different approaches
have been used in the literature, ranging from simple Sobolev-like approxi-
mations (Gnedin et al., 2009), to more sophisticated approximations based
on computing the column density of dust and H2 along a limited number of
sight-lines (see e.g. Clark et al., 2012a,b; Hartwig et al., 2014).
Modeling the chemistry involved in the transition from C+ to C to CO is
rather harder, owing to the significantly greater complexity of the required
chemical network. Nevertheless, several different possibilities have been put
forward in the literature (Nelson & Langer, 1997, 1999; Keto & Caselli, 2008,
2010; Glover et al., 2010). Typically, these approximate treatments ignore any
reactions involving elements other than H, He, C and O, ignore those parts
of the carbon chemistry not directly involved in the formation or destruction
of CO, and greatly simplify the treatment of the main pathways from C+ to
CO. As we have seen, the rate limiting step in these pathways is typically
the initiating reaction, and so a decent estimate of the CO formation rate
can be arrived at by computing how rapidly carbon is incorporated into any
one of CH, CH2, CH+ and CH+2 , and how rapidly oxygen is incorporated
into OH+, without the need to follow all of the details of the subsequent
chemistry. A number of these approximate treatments were compared with
each other by Glover & Clark (2012b), who showed that although very simple
treatments such as that of Nelson & Langer (1997) tend to over-produce CO,
more detailed models such as those of Nelson & Langer (1999) and Glover
et al. (2010) produced results that agreed well with each other.
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The other main non-equilibrium approach retains far more of the chemi-
cal complexity of the full network, choosing to simplify instead the treatment
of the gas dynamics and often also the geometry of the gas. This is the
strategy used, for example, in most PDR codes.7 For a long time, the stan-
dard approach has been to ignore the effects of dynamics completely, and to
adopt either spherical symmetry or one-dimensional slab symmetry in order
to model the clouds. Neglecting the hydrodynamical evolution of the gas is
often justified, if the chemical species one is interested in have characteristic
evolutionary timescales that are much shorter than a representative dynam-
ical timescale such as the turbulent crossing time or gravitational free-fall
time. However, it is probably not a good approximation for treating species
such as H or H2 that have long chemical timescales and whose abundances at
any given time in the evolution of a molecular cloud are therefore sensitive to
the previous dynamical history of the gas (see e.g. Bergin et al., 2004; Glover
& Mac Low, 2007b). The assumption of one-dimensional symmetry, although
computationally convenient, is less easy to justify, as the resulting models are
unable to explain some notable features of real molecular clouds such as the
widespread distribution of atomic carbon (Frerking et al., 1989; Little et al.,
1994; Schilke et al., 1995). Accounting for clumping within the cloud greatly
alleviates this issue (see e.g. Kramer et al., 2008), and although it is possible
to model a clumpy cloud using a one-dimensional PDR code by representing
the cloud as an ensemble of spherically-symmetric clumps (see e.g. Stutzki
et al., 1988), ideally one would use a full three-dimensional approach. Re-
cently, three-dimensional PDR codes are starting to become available (see
e.g. Levrier et al., 2012; Offner et al., 2013), although they are not yet as
fully-featured as their one-dimensional cousins.
An even simpler approach to modeling the atomic-to-molecular transition
involves relaxing the assumption that the chemistry is out of equilibrium. If
we assume that the gas is in chemical equilibrium, then instead of solving a
set of coupled ordinary differential equations in order to obtain the current
values of the chemical abundances, we have the simpler task of solving a
set of linear equations. In particular, note the studies by Krumholz et al.
(2008); Krumholz et al. (2009) and McKee & Krumholz (2010) in which
they solve for the equilibrium H and H2 abundances as a function of the
gas surface density, the UV field strength, and the metallicity. They also
derive simple analytical approximations to their numerical results, suitable
for implementing in large-scale numerical simulations that do not have the
resolution to model the structure of individual molecular clouds (see e.g.
Kuhlen et al., 2012; Thompson et al., 2014).
The validity of the equilibrium approach depends upon the extent to which
the equilibrium abundances reflect the true chemical abundances in the ISM,
and hence on the relative sizes of the H2 formation timescale, tform, and the
dynamical time, tdyn. At solar metallicity, the two timescales are roughly
7 The acronym PDR stands for photodissociation region or photon dominated region.
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equal in dense GMCs, and so it is reasonable to expect equilibrium mod-
els to be a good guide to the behavior of the H2 fraction in these clouds.
Indeed, recent observations of the Hi and H2 content of the Perseus molec-
ular cloud made by (Lee et al., 2012) yield results that are well fit by the
Krumholz et al. (2008) model. However, as tform ∝ n−1, the formation time
can be significantly longer than the dynamical time in lower density clouds,
such as the diffuse H2 clouds observed in UV absorption line studies (Snow
& McCall, 2006), and it is therefore unclear whether the H2 content of these
clouds has yet reached equilibrium (see also Mac Low & Glover, 2012). Fur-
thermore, since H2 formation timescale scales inversely with the dust-to-gas
ratio, the equilibrium approximation can fail badly in very low metallicity,
dust-poor systems. In these conditions, cloud formation, gravitational col-
lapse and star formation can all take place before the gas has had a chance
to reach chemical equilibrium (Glover & Clark, 2012c; Krumholz, 2012). At
very low metallicities, this can even lead to star formation occurring in regions
that are primarily atomic rather than molecular.
5.2 Importance of dust shielding
In our discussion of the atomic to molecular transition in the previous Sec-
tion, we saw that the column density of the gas in the ISM plays an important
role in regulating its chemical state. Regions with high column densities have
large visual extinctions, and hence can shield themselves effectively from the
UV portion of the ISRF (see Section 2.3). In these regions, the gas is primar-
ily molecular once it reaches chemical equilibrium, although the approach
to equilibrium can take a long time when the volume density of the gas is
small. On the other hand, regions with a low column density have low visual
extinctions and so are unable to resist the dissociating effects of the ISRF.
These regions are generally dominated by atomic gas.
The precise value of the visual extinction corresponding to the transition
between mostly-atomic and mostly-molecular gas depends on a number of
factors: the strength of the ISRF, the volume density of the gas, and the ef-
fectiveness of self-shielding. However, the equilibrium molecular fraction typi-
cally depends only linearly on these quantities, but exponentially on the visual
extinction. In conditions typical of local GMCs, the transition from atomic
to molecular hydrogen occurs at a visual extinction AV ∼ 0.1–0.2 (Krumholz
et al., 2008) and that from C+ to CO occurs at AV ∼ 1 (Wolfire et al., 2010).
Large differences in either the density of the gas or the strength of the ISRF
are required in order to significantly alter these values. In solar metallicity gas,
the total hydrogen column densities corresponding to the two transitions are
NH,tot ≈ 2×1020 cm−2 for the H–H2 transition and NH,tot ≈ 2×1021 cm−2
for the C+–CO transition. However, in lower metallicity environments, such
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as the Magellanic Clouds, the lower dust-to-gas ratio means that a higher
column density is required.
The transition from unshielded gas to gas with a significant visual extinc-
tion also has an important influence on the thermal state of the gas. As we
have already discussed, photoelectric heating is the dominant form of radia-
tive heating in the diffuse ISM (Section 3.7), but its effectiveness falls off
rapidly with increasing extinction for AV > 1. Consequently, the equilibrium
gas temperature drops significantly as we move from unshielded to shielded
gas, as illustrated in Figure 16.
Fig. 16 Equilibrium temperature as a function of visual extinction within a uniform
density, semi-infinite slab of solar metallicity gas. The slab had a fixed hydrogen nuclei
number density n= 300cm−3, a velocity gradient of 3kms−1 pc−1, and was illuminated
with a model of the ISRF based on Draine (1978) at UV wavelengths and Mathis et al.
(1983) at longer wavelengths. The cosmic ray ionization rate of atomic hydrogen was
taken to be ζH = 3×10−17 s−1. The rise in the temperature at very low AV is a conse-
quence of the transition from H to H2: the cooling in this regime is dominated by C+
fine structure cooling, and at these densities and at fixed temperature, the C+ cooling
rate in fully atomic gas is two to three times larger than the C+ cooling rate in fully
molecular gas.
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The chemical and thermal changes that occur as we move from unshielded
to shielded regions have important implications for the gravitational stability
of the gas. The Jeans mass – the critical mass scale above which quasi-
spherical overdensities become unstable to their own self-gravity – is related
to the gas density and the temperature by
MJ ≈ 60 M µ−2T 3/2n−1/2tot , (192)
where µ is the mean particle mass and ntot is the total particle number
density. The factor of six decrease in T that we find as we move from low ex-
tinction to high extinction gas therefore results in a drop in MJ of roughly a
factor of fifteen. The associated chemical transition from gas which is primar-
ily atomic to gas which is primarily molecular results in a further decrease
in MJ by roughly a factor of 2.5, and so the overall effect of increasing the
extinction is to decrease the Jeans mass by more than an order of magnitude.
The decrease in T and increase in µ that occur as we move from low AV to
high AV gas are also responsible for a drop in the sound speed of the gas. If the
turbulent kinetic energy remains fixed, the result is an increase in the Mach
number of the turbulence. This makes it easier for the turbulence to create
high density regions (see also Section 6.4.4). The high density gas is more
likely to be gravitationally bound, since MJ ∝ n−1/2, and so the result of an
increase in the Mach number of the turbulence will typically be an increase
in the star formation rate of the gas (Krumholz & McKee, 2005; Padoan &
Nordlund, 2011; Hennebelle & Chabrier, 2011; Federrath & Klessen, 2012).
We therefore see that it is much easier to form stars in gas clouds with
high visual extinctions than in those with low visual extinctions. In high AV
clouds, the gas temperature is lower and the gas is more likely to be molecular,
and both of these effects make star formation more likely. We therefore expect
to find a correlation between high AV clouds and star formation. Moreover,
since these high AV clouds are dominated by molecular gas, we also expect
there to be a correlation between molecular gas and star formation (Krumholz
et al., 2011).
A correlation of just this kind is seen when we examine how stars form
in our own Milky Way or in nearby spiral galaxies. Work by a number of
groups has shown that on large scales, there is a tight correlation between
the surface density of molecular gas and the surface density of star formation
in spiral galaxies (Wong & Blitz, 2002; Leroy et al., 2008; Bigiel et al., 2008;
Bigiel et al., 2011; Schruba et al., 2011). This correlation is close to linear,
although arguments continue as to whether it is truly linear (Leroy et al.,
2013), or is actually slightly sub-linear (Shetty et al., 2013, 2014).
This correlation is often interpreted as being a consequence of molecular
cooling. It is argued that only CO cooling can lower the gas temperature to
the value of ∼ 10 K characteristic of prestellar cores within molecular clouds
(Bergin & Tafalla, 2007), and that these low temperatures are required for
star formation. Although it is true that gas cannot reach 10 K purely due
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to C+ or O fine structure cooling, it can quite easily reach temperatures as
low as 20 K in well-shielded gas, as demonstrated in the detailed numerical
simulations of Glover & Clark (2012a). These simulations also show that the
star formation rate of the gas is relatively insensitive to whether the gas is
dominated by atomic or molecular cooling (see also Glover & Clark, 2012c;
Krumholz, 2012), further supporting the idea that the observed correlation
between molecular gas and star formation is a consequence of the fact that
both are associated with regions of cold, dense gas. In short, molecular gas
is a tracer of star formation but not its cause.
Dust shielding may also play an important role in determining which sub-
regions within molecular clouds can successfully form stars. We know from
observations of local star-forming GMCs that stellar birth is not a completely
random process. Instead, there is a clear relationship between the observed
column density of the gas and the star formation rate. The process occurs
predominantly in regions with column densities NH2 > 7.5×1021 cm−2, cor-
responding to visual extinctions AV > 8 (see e.g. the discussion in Molinari
et al., 2014). It remains an open question as to whether this relationship is
best described in terms of a column density threshold (Onishi et al., 1998;
Johnstone et al., 2004; Lada et al., 2010) or simply a steep dependence of the
star formation rate on the column density (Hatchell et al., 2005; Enoch et al.,
2008; Heiderman et al., 2010; Gutermuth et al., 2011; Burkert & Hartmann,
2013; Lada et al., 2013; Evans et al., 2014).
A complete theoretical understanding of why this correlation exists re-
mains lacking, but in a recent study, Clark & Glover (2014) argue that it
is a further consequence of dust shielding. They point out that in a turbu-
lent cloud, the angle-averaged extinction seen by an arbitrarily chosen point
along a high extinction line of sight will frequently be much lower than the
extinction along that line of sight. In their simulations, the dense structures
traced by line of sight extinctions AV > 8 typically have much smaller mean
extinctions, 〈AV〉 ∼ 1–2. This roughly corresponds to the point at which dust
shielding renders photoelectric heating of the gas ineffective, and so Clark &
Glover (2014) argue that the observed column density threshold merely re-
flects the extinction required for clouds to shield themselves effectively from
their environment.
5.3 Molecular cloud formation in a galactic context
As we have seen above, the transition between regions of the ISM that are
dominated by atomic gas and regions that are dominated by molecular gas
is primarily driven by changes in the column density. In regions with low
column densities, photodissociation of H2 and CO is very efficient and the
equilibrium molecular fraction is small. On the other hand, in regions with
high column densities, molecular self-shielding and dust shielding dramati-
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cally reduce the photodissociation rates of H2 and CO, allowing the equilib-
rium molecular fraction to become large. From one point of view, then, the
question of how molecular clouds form in the ISM has a simple answer. This
happens whenever sufficient gas is brought together in one place to raise the
column density above the value needed to provide effective shielding against
the ISRF, as long as the gas remains in this configuration for longer than the
H2 formation timescale, tform. The real question, therefore, is what are the
most important processes responsible for gathering together sufficient gas out
of the diffuse ISM to make a dense molecular cloud. This is a highly complex
topic, and in these lecture notes we will do little more than to give a brief
outline of the main models that have been proposed to explain molecular
cloud formation. We refer readers in search of a more in-depth treatment of
these issues to the recent reviews by Hennebelle & Falgarone (2012), Dobbs
et al. (2014) and Molinari et al. (2014).
One of the simplest models for molecular cloud formation is the coagula-
tion model, originally proposed by Oort (1954) and subsequently elaborated
by many other authors (see e.g. Field & Saslaw, 1965; Kwan, 1979; Tomisaka,
1984; Tasker & Tan, 2009). This model is based on a picture of the ISM in
which the cold atomic and molecular gas is organized into a series of discrete
clouds with a range of different masses. Small atomic clouds are formed di-
rectly from warmer atomic gas by thermal instability (Field, 1965). Collisions
between these small clouds efficiently dissipate energy, and so colliding clouds
tend to coagulate, forming successively larger clouds. Once the clouds have
grown large enough, they become able to shield themselves from the effects
of the ISRF, at which point they become dominated by molecular gas. Even
once they have become molecular, however, the clouds continue to undergo
regular collisions, and can potentially grow to very large masses. This process
is terminated for a particular cloud once the feedback from the stars forming
within it becomes strong enough to disrupt the cloud.
This model has a number of appealing features. The stochasticity of the
process of cloud-cloud collisions is thought to naturally lead to a power law
cloud mass function (e.g. Field & Saslaw, 1965), and the fact that collisions
occur more frequently in denser regions of the galactic disk also provides a
simple explanation for the enhanced concentrations of molecular gas and on-
going star formation found within most spiral arms. In addition, the coagula-
tion model also can easily produce clouds that are counter-rotating compared
to the galactic disk (e.g. Dobbs, 2008; Tasker & Tan, 2009), explaining why
clouds with retrograde rotation appear to be common within the ISM (see
e.g. Phillips, 1999; Imara & Blitz, 2011).
Unfortunately, this model also suffers from a major problem. Small molec-
ular clouds can be built by coagulation relatively rapidly, but large molecular
clouds with masses of 105–106 M require of the order of 100 Myr or more to
form by this method (Blitz & Shu, 1980). Since this is an order of magnitude
larger than most estimates for typical GMC lifetimes (Blitz et al., 2007), it
seems to be impossible to form massive GMCs in low density environments in
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this model. In the dense environments of spiral arms, the much higher cloud
collision rate alleviates this problem to a large extent (Casoli & Combes,
1982; Kwan & Valdes, 1983; Dobbs, 2008), but this does not provide an ex-
planation for the existence of very massive clouds in inter-arm regions, as
observed in galaxies such as M51 (Hughes et al., 2013).
A more fundamental issue with the coagulation model is that it is not
clear that the picture of the ISM on which it is based, in which GMCs are
discrete objects that evolve in equilibrium between collisions and that have
well-defined masses and clear edges, is a good description of the real ISM.
As we discuss in Section 4.1, observations show that GMCs are ubiquitously
surrounded by extended envelopes of atomic gas (see e.g. Wannier et al., 1983;
Elmegreen & Elmegreen, 1987; Lee et al., 2012; Heiner & Vázquez-Semadeni,
2013; Motte et al., 2014) and so the observational “edge” of a GMC – the point
at which we cease to be able to detect CO emission – more likely represents
a chemical transition in the gas (see Section 5.1), rather than any sudden
change in the density. In addition, a considerable fraction of the molecular
gas of a galaxy seems to be in an extended diffuse component, rather than
in discrete clouds (see e.g. Pety et al., 2013; Shetty, Clark, Klessen, 2014;
Smith et al., 2014). This finding casts further doubts on any astrophysical
conclusion derived from the cloud collision picture.
Altogether, it is highly plausible that rather than being discrete objects
with identities that persist over long periods of time, molecular clouds are
instead merely the highest density regions within a far more extended turbu-
lent flow of gas. This picture motivates an alternative way of thinking about
molecular cloud formation, known as the converging (or colliding) flow model
for cloud formation. The basic idea in this case is that molecular clouds form
in dense, post-shock regions formed when converging flows of lower density
gas collide and interact. If the flows initially consist of warm atomic hy-
drogen, then their collision can trigger a thermal instability, leading to the
rapid production of a cloud of much denser, cooler gas (see e.g. Hennebelle
& Pérault, 1999, 2000; Koyama & Inutsuka, 2002; Audit & Hennebelle, 2005;
Heitsch et al., 2005; Vázquez-Semadeni et al., 2006; Hennebelle & Audit,
2007; Heitsch & Hartmann, 2008; Banerjee et al., 2009). The mean density of
the cold gas clouds produced in this way is typically of the order of 100cm−3,
high enough to allow H2 formation to occur on a timescale shorter than the
duration of the collision (see e.g. Clark et al., 2012b). CO will also form
in these cold clouds in regions where the column density is high enough to
provide effective shielding from the ISRF, although simulations have shown
that the production of these high column density regions generally requires
at least some part of the cold cloud to undergo gravitational collapse (Heitsch
& Hartmann, 2008; Clark et al., 2012b).
The converging flow model for GMC formation naturally explains why we
see so few molecular clouds that are not associated with ongoing star forma-
tion. CO observations are blind to the inflow during its early evolution, since
at this stage, the molecular abundance in the gas is very small (Hartmann
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et al., 2001). High molecular abundances and detectable CO luminosities
are produced only during relatively late evolutionary phases, and work by
Clark et al. (2012b) has shown that the time lag between the appearance
of detectable CO emission and the onset of star formation is typically only
1–2Myr. This picture is supported by growing observational evidence that
molecular clouds (as traced by CO) are continuously gaining mass during
their evolution. For example, Fukui et al. (2009) and Kawamura et al. (2009)
report in their analysis of GMCs in the Large Magellanic Cloud mass growth
rates of several 10−2M yr−1. It is a very appealing feature that this con-
tinuous accretion process provides a simple explanation for the presence of
turbulence within GMCs. The kinetic energy associated with the convergent
flow that forms the cloud in the first place is also able to drive its inter-
nal turbulence and explain many of its internal properties (see Klessen &
Hennebelle, 2010; Goldbaum et al., 2011). As a consequence, the turbulent
cascade extends from global galactic scales all the way down to the dissipation
regime on sub-parsec scales (Section 4.3).
Much of the work that has been done to model the formation of molecular
clouds in converging flows has focused on the case where the flow is essentially
one-dimensional, with two streams of gas colliding head-on. However, in this
scenario, it is difficult to form very massive clouds, as a simple calculation
demonstrates. Suppose we have two flows of convergent gas, each of which has
a cross-sectional area A, an initial number density n0, and a length Lflow/2.
The total mass of the cloud that can be formed by the collision of these flows
is given approximately by
Mcloud ∼ µn0ALflow, (193)
where we have assumed that all of the gas in the flows becomes part of the
cold cloud, and µ= 1.26mH = 2.11×10−24 g typical for atomic gas. If the gas
in the flows is initially part of the warm neutral medium, then the number
density is n0 ∼ 0.5cm−3 (see Table 1), and
Mcloud ∼ 2300M
(
A
1000 pc2
)(
Lflow
150 pc
)
. (194)
If the flows together have a total length Lflow ∼ 150 pc that is comparable
to the molecular gas scale height of the Galactic disk (see Table 4), and a
cross-sectional area typical of a reasonably large GMC (Solomon et al., 1987),
then the total mass of the resulting cloud is only a few thousand solar masses,
much smaller than the mass of most GMCs.
There are several ways in which we might try to avoid this problem. First,
we can make Lflow larger. However, even if we make it comparable to the
atomic gas scale height, so that Lflow ∼ 1000 pc, the resulting cloud mass is
still small, Mcloud ∼ 15000 M. Second, we can make n0 larger. The value
that we have adopted above is typical of the stable WNM, but thermally un-
stable diffuse atomic gas could have a density that is an order of magnitude
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higher (see e.g. Dobbs et al., 2012). However, once again this does not increase
Mcloud by a large enough amount to explain how the most massive GMCs
form. Finally, we could make A larger. Simulations show that clouds formed
in one-dimensional flows tend to collapse gravitationally in the directions
perpendicular to the flow (see e.g. Burkert & Hartmann, 2004; Heitsch et al.,
2008; Vázquez-Semadeni et al., 2009). Therefore, it is reasonable to suppose
that the cross-sectional area of the flows involved in forming the cloud may
be much larger than the cross-sectional area of the final GMC. However, even
if we increase A by a factor of 20, so that the width and height of the flow
are comparable to its length, we again only increase Mcloud by an order of
magnitude. In addition, if all of the dimensions of the flow are similar, it is
unclear whether we should really think of it as a one-dimensional flow any
longer. In the end, what is needed in order to explain the formation of the
most massive GMCs in this model is a combination of these points. The flow
must consist of gas that is denser than is typical for the WNM, that has a
coherent velocity over a relatively large distance, and that either has a large
cross-sectional area or is actually inflowing from multiple directions simulta-
neously. How often these conditions are realized in the real ISM remains an
open question.
Another issue that is not yet completely settled is which of several dif-
ferent possible physical processes is primarily responsible for driving these
convergent flows of gas. One obvious possibility is that these flows are driven
by large-scale gravitational instability. Analysis of the behavior of small per-
turbations in a thin rotating gas disk shows that the key parameter that
determines whether or not they grow exponentially is the so-called Toomre
parameter (Toomre, 1964),
Q= cs,effκ
piGΣ
. (195)
Here, cs,eff is the effective sound-speed of the gas, which accounts not only
for the thermal sound speed, but also for the influence of the small-scale
turbulent velocity dispersion, κ is the epicyclic frequency of the disk, and
Σ is the surface density of the gas. A pure gas disk is unstable whenever
Q< 1. In the case of a disk that contains a mix of gas and stars, the analysis
is more complex (see e.g. Rafikov, 2001; Elmegreen, 2011), but the required
value of Q remains close to unity. Measurements of Q in nearby spirals and
dwarf galaxies suggest that in most of these systems, the gas is marginally
Toomre stable, even when the gravity of the stellar component is taken into
account (Leroy et al., 2008). However, this does not mean that gravitational
instability is unimportant in these systems, as simulations show that star
formation in disk galaxies tends to self-regulate so that Q∼ 1 (e.g. Krumholz
& Burkert, 2010; Faucher-Giguère et al., 2013). Briefly, the reason for this
is that if Q 1, the disk will be highly unstable and will form stars rapidly
(see e.g. Li et al., 2005, 2006). This will both deplete the gas surface density,
and also increase cs,eff , due to the injection of thermal and turbulent energy
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into the gas by the various stellar feedback processes discussed in Section 4.6.
These effects combine to increase Q until the disk becomes marginally stable.
Another mechanism that can drive large-scale convergent flows of gas in
spiral galaxies is the Parker instability (Parker, 1966). This is a magnetic
instability which causes a field that is stratified horizontally in the disk to
buckle due to the influence of magnetic buoyancy. Gas then flows down the
buckled magnetic field lines, accumulating near the midplane of the disk. The
characteristic length scale associated with this instability is a factor of a few
larger than the disk scale height. It therefore allows gas to be accumulated
from within a large volume, and is hence capable of producing even the most
massive GMCs (Mouschovias, 1974; Mouschovias et al., 1974). However, the
density contrasts produced by the Parker instability are relatively small (see
e.g. Kim et al., 1998, 2001; Kim et al., 2002) and so, although this instabil-
ity may play a role in triggering thermal instability in the galactic midplane
(Mouschovias et al., 2009), it seems unlikely to be the main mechanism re-
sponsible for GMC formation.
Finally, stellar feedback in the form of expanding Hii regions, stellar wind
bubbles, supernova remnants and super-bubbles may also drive converging
flows of gas in the ISM (see e.g. Ntormousi et al., 2011; Dobbs et al., 2012;
Hennebelle & Iffrig, 2014, for some recent examples). The idea that stellar
feedback may trigger cloud formation, and hence also star formation, has a
long history (see e.g. Elmegreen & Lada, 1977, for a seminal early study). At
first sight it has considerable observational support, since examples of spa-
tial associations between molecular clouds and feedback-driven bubbles are
widespread (e.g. Beaumont & Williams, 2010; Deharveng et al., 2010; Hou &
Gao, 2014). However, this is a case in which the observations are somewhat
misleading. The fact that a molecular cloud is associated with the edge of
a feedback-driven bubble does not necessarily imply that the bubble is re-
sponsible for creating the cloud, since the expanding bubble may simply have
swept up some dense, pre-existing structure (e.g. Pringle et al., 2001). Models
of cloud formation in a supernova-driven turbulent ISM without self-gravity
find that although some cold, dense clouds are formed in the expanding shells
bounding the supernova remnants, the total star formation rate expected for
these regions is only ∼ 10% of the rate required to produce the assumed su-
pernova driving (Joung & Mac Low, 2006). Recent efforts to quantify the
effectiveness of triggering in the LMC also find that no more than about
5–10% of the total molecular gas mass budget can be ascribed to the direct
effect of stellar feedback (Dawson et al., 2013). Therefore, although stellar
feedback clearly plays an important role in structuring the ISM on small
scales and contributes significantly to the energy budget for interstellar tur-
bulence (Section 4.6), it does not appear to be the main process responsible
for the formation of molecular clouds.
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6 Star formation
6.1 Molecular cloud cores as sites of star formation
In this Section, we focus on the small-scale characteristics of molecular clouds
and discuss the properties of the low-mass cores that are the immediate pro-
genitors of individual stars or binary systems. We begin with a discussion of
the core mass spectrum, and then turn our attention to the density, thermal,
chemical, kinematic, and magnetic field structure of individual cores. We dis-
tinguish between prestellar cores, which are dense cloud cores that are about
to form stars in their interior, but have not yet done so (or at least show no
detectable sign of stellar activity), and protostellar cores, for which we can
infer the presence of embedded protostars in the main accretion phase.
6.1.1 Mass spectrum of molecular cloud cores
In Section 4.1.2, we discussed the global statistical properties of molecular
clouds. While a complete structural decomposition of an entire cloud leads
to a power-law mass spectrum (equation 104), focusing on the densest parts
of the clouds, on the pre- and protostellar cores, yields a different picture.
As one probes smaller and smaller scales and more strongly bound objects,
the inferred mass distribution becomes closer to the stellar IMF. The first
large study of this kind was published by Motte et al. (1998), for a popula-
tion of submillimeter cores in ρ Oph. Using data obtained with the IRAM
30m-telescope8, they discovered a total of 58 starless clumps, ranging in mass
from 0.05 M to 3 M. Similar results have been obtained for the Serpens
cloud (Testi & Sargent, 1998), for Orion B North (Johnstone et al., 2001)
and Orion B South (Johnstone et al., 2006), and for the Pipe Nebula (Lada
et al., 2006). Currently all observational data (e.g. Motte et al., 1998; Testi &
Sargent, 1998; Johnstone et al., 2000, 2001, 2006; Nutter & Ward-Thompson,
2007; Alves et al., 2007; Di Francesco et al., 2007; Ward-Thompson et al.,
2007; Lada et al., 2008; Könyves et al., 2010) reveal a striking similarity to
the IMF. To reach complete overlap one is required to introduce a mass scal-
ing or efficiency factor of 0.2 to 0.5, depending on the considered region. An
exciting interpretation of these observations is that we are witnessing the di-
rect formation of the IMF via fragmentation of the parent cloud. However, we
note that the observational data also indicate that a considerable fraction of
the prestellar cores do not exceed the critical mass for gravitational collapse,
much like the clumps on larger scales. The evidence for a one-to-one mapping
between prestellar cores and the stellar mass, thus, is by no means conclu-
sive. For an extended discussion of potential caveats, see Clark et al. (2007)
or consult the Protostars and Planets VI review by Offner et al. (2014).
8 http://www.iram-institute.org/EN/30-meter-telescope.php
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6.1.2 Density structure
The density structure of prestellar cores is typically inferred through the anal-
ysis of dust emission or absorption using near-infrared extinction mapping of
background starlight, millimeter/submillimeter dust continuum emission, or
dust absorption against the bright mid-infrared background emission (Bergin
& Tafalla, 2007). A main characteristic of the density profiles derived with
the above techniques is that they require a central flattening within radii
smaller than 2500−5000AU, with typical central densities of 105−106 cm−3
(Motte et al., 1998; Ward-Thompson et al., 1999). A popular approach is to
describe these cores as truncated isothermal (Bonnor-Ebert) spheres (Ebert,
1955; Bonnor, 1956) that often (but not always) provide a good fit to the data
(Bacmann et al., 2001; Alves et al., 2001; Kandori et al., 2005). These are
equilibrium solutions for the density structure of self-gravitating gas spheres
bounded by external pressure. However, this density structure is not unique.
Numerical calculations of the dynamical evolution of supersonically turbu-
lent clouds show that the transient cores forming at the stagnation points of
convergent flows exhibit similar morphology despite not being in dynamical
equilibrium (Ballesteros-Paredes et al., 2003).
6.1.3 Kinematic stucture
In contrast to the supersonic velocity fields observed in molecular clouds,
dense cores have low internal velocities. Starless cores in clouds like Taurus,
Perseus, and Ophiuchus systematically exhibit spectra with close to thermal
linewidths, even when observed at low angular resolution (Myers, 1983; Jijina
et al., 1999). This indicates that the gas motions inside the cores are subsonic
or at best transsonic, with Mach numbers less than ∼2 (Kirk et al., 2007;
André et al., 2007; Rosolowsky et al., 2008). In addition, in some cores, inward
motions have also been detected. They are inferred from the observation of
optically thick, self-absorbed lines of species like CS, H2CO, or HCO+, in
which low-excitation foreground gas absorbs part of the background emission.
Typical inflow velocities are of order of 0.05− 0.1kms−1 and are observed
on scales of 0.05− 0.15pc, comparable to the total size of the cores (Lee
et al., 1999). The overall velocity structure of starless cores appears broadly
consistent with the structure predicted by models in which protostellar cores
form at the stagnation points of convergent flows, but the agreement is not
perfect (Klessen et al., 2005; Offner et al., 2008). Clearly more theoretical
and numerical work is needed. In particular, the comparison should be based
on synthetic line emission maps, requiring one to account for the chemical
evolution of the gas in the core and the effects of radiative transfer (e.g. Smith
et al., 2012, 2013; Chira et al., 2014). In addition, it is also plausible that the
discrepancy occurs because the simulations do not include all the necessary
physics such as radiative feedback and magnetic fields.
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Subsonic turbulence contributes less to the energy budget of the cloud
than thermal pressure and so cannot provide sufficient support against grav-
itational collapse (Myers, 1983; Goodman et al., 1998; Tafalla et al., 2006). If
cores are longer lasting entities there must be other mechanisms to provide
stability. Obvious candidates are magnetic fields (Shu et al., 1987). However,
they are usually not strong enough to provide sufficient support (Crutcher
et al., 1999; Crutcher & Troland, 2000; Bourke et al., 2001; Crutcher et al.,
2009a, 2010b). It seem reasonable to conclude that most observed cores are
continuously evolving transient objects rather than long-lived equilibrium
structures.
6.1.4 Thermal stucture
The kinetic temperature of dust and gas in a core is regulated by the interplay
between various heating and cooling processes. At densities above 105 cm−3
in the inner part of the cores, gas and dust are coupled thermally via collisions
(Goldsmith & Langer, 1978; Burke & Hollenbach, 1983; Goldsmith, 2001, and
see also Section 3.5). At lower densities, corresponding to the outer parts of
the cores, the two temperatures are not necessarily expected to be the same.
Thus, the dust and gas temperature distributions need to be independently
inferred from the observations. Large-scale studies of the dust temperature
show that the grains in starless cores are colder than in the surrounding lower-
density medium. Far-infrared observations toward the vicinity of a number
of dense cores provide evidence for flat or decreasing temperature gradients
with cloud temperatures of 15− 20K and core values of 8− 12K (Ward-
Thompson et al., 2002; Tóth et al., 2004; Launhardt et al., 2013). These
observations are consistent with dust radiative transfer modeling in cores
illuminated by interstellar radiation field (Langer et al., 2005; Keto & Field,
2005; Stamatellos et al., 2007). The gas temperature in molecular clouds and
cores is commonly infered from the level excitation of simple molecules like
CO and NH3 (Evans, 1999; Walmsley & Ungerechts, 1983). One finds gas
temperatures of 10−15K, with a possible increase toward the lower density
gas near the cloud edges. However, these measurements are difficult, since
as the density drops, the molecular emission can become sub-thermal, in
which case its excitation temperature no longer traces the kinetic temperature
of the gas (see the discussion in Section 3.1). In static prestellar cores (if
such things exist), the main heat source is cosmic ray ionization, while in
gravitationally collapsing cores, compressional heating and the dissipation of
turbulence can also make significant contributions to the total heating rate
(Glover & Clark, 2012a). Cooling in dense cores is dominated by molecular
line emission, particularly from CO, and by heat transfer from the gas to the
grains (Goldsmith & Langer, 1978).
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Fig. 1.—(a) Comparison of C18O integrated emission (contours) in B68 superposed on a map of visual extinction derived by ALL01 and convolvedJp 1–0
to the IRAM resolution. The C18O contours begin at 0.2 K km s and step in units of 0.1 K km s . The image is scaled from 0 to 27 mag. (b) Comparison"1 "1 AV
of N2H integrated emission (contours) and the visual extinction image. The N2H contours begin at 0.3 K km s and step in units of 0.2 K km s .! ! "1 "1Jp 1–0
These maps were referenced to a p 17h22m38s.2 and d p "23!49!34".0 (J2000). The peak is located 6" east and 12" south of this position.AV
Fig. 2.—(a) C18O integrated intensity as a function of visual extinction for the entire B68 dark cloud. The inset in the lower right-hand corner is aJp 1–0
similar plot for C17O. (b) N2H integrated emission as a function of visual extinction in B68. The inset in the lower right-hand corner shows the integrated! Jp 1–0
intensities (in units of K km s ) of the two N2H detections at the corresponding extinctions. In all the plots, the data are presented as open squares"1 ! Jp 3–2
with error bars, while the solid curves represent the emission predicted by a model combining chemistry with a Monte Carlo radiative transfer code (§ 3.2). To
create these figures, the visual extinction data were convolved to a angular resolution of 25" and sampled on the same grid as the molecular observations. For
N2H , the molecular data and model both have an angular resolution of 10".! Jp 3–2
parison with the visual extinction data using the techniques first
described in Lada et al. (1994). For C18O, there is little scatter,
with the main feature being a dramatic break in the linear rise
in CO emission with visual extinction at mag. This breakA ∼ 8V
is followed by a slow but systematic decrease in CO emission
at greater extinctions. As discussed by Lada et al. (1994), in
the absence of non-LTE excitation (as expected for C18O), a
linear correlation between integrated intensity and corre-AV
sponds to a constant abundance throughout the cloud. A break
in the correlation toward greater extinction could be the result
of either a decrease in molecular abundance or high opacity
saturating the molecular emission. However, the more optically
thin C17O emission ( ), shown as an inset in the lowert ∼ 0.4
right-hand corner of Figure 1b, displays similar behavior and
does not increase for mag, and we therefore interpretA 1 10V
the structure seen in Figures 1a and 2a as the result of CO
depletion. A similar conclusion, using 13CO and C18O data, has
been reached by Hotzel et al. (2002).
In Figure 2b, we present the N2H and! Jp 1–0 Jp 3–2
(two detections) integrated intensity as a function of . In Fig-AV
ure 1b, the N2H emission exhibits a local minima at the location!
of the peak. In Figure 2b, this minima is not clearly evident,AV
and the positions in the depression are located as a cluster of
points with K km s for mag. A defin-"1T dv ∼ 2.25 A 1 25∫ mb V
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the cloud is rela ed to the velo ity gradient and given by
vlsr ¼ v0 þ dv
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temic radial velocity of the cloud. To determine the magni-
tude of the velocity gradient, its direction on the sky and the
cloud’s systemic velocity, we have performed a least-squares
fit of a two-dimensional plane to the observed radial veloc-
ity d stributions of C18O and N2H+, simil r to the proce-
dure describ d by Goodman et al. (1993). For the C18Omap
w find the fitt d parameters to be dv=ds ¼ 2:25% 0:024 m
s&1 arcsec&1 (4.77 km s&1 pc&1 at 100 pc), VLSR ¼ 3:3614%
0:0009 k &1, and " ¼ 5=5% 1=2. For N2H+ these parame-
ters are found to be dv=ds ¼ 1:72% 0:09 m s&1 arcsec&1
(3.52 km s&1 pc&1 at 100 pc), VLSR ¼ 3:3722% 0:0018 km
s&1, an " ¼ 3:5% 1=2. The quoted uncertainties are 3 $
statistical uncertainties. Both the magnitude and direction
of the velocity gradients in the C18O and N2H+ maps differ
from each other. Differences in these quantities could
perhaps arise because of the opacity difference in the two
Fig. 1.—Deep optical image of the dark globule B68 (Alves et al. 2001) along with contour maps of integrated intensity from molecular emission lines of
N2H+, C18O, and CS. Differences in appearance of the molecular line maps are primarily due to the effect of increasing molecular depletion onto grains, with
N2H+ being the least depleted and CS the most depleted of these species in the cloud core (Bergin et al. 2002). Contour levels begin at 0.3, 0.2, and 0.15 K km
s&1 and increase in intervals of 0.2, 0.1, and 0.10 K km s&1 for N2H+, C18O, and CS, respectively.
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Fig. 1.—(a) Comparison f C18O integrat d emission (contours) in B68 superposed on a map of visual extinction derived by ALL01 and convolvedJp 1–0
to the IRAM resolution. The C18O contours begin at 0.2 K km s and step in units of 0.1 K km s . The image is scaled from 0 to 27 mag. (b) Comparison"1 "1 AV
of N2H integrated emissi n (contours) and the vi ual extinctio image. The N2H contours begin at 0.3 K km s and step in units of 0.2 K km s .! ! "1 "1Jp 1–0
These maps were referenced to a p 17h22m38s.2 and d p "23!49!34".0 (J2000). The peak is located 6" east and 12" south of this position.AV
Fig. 2.—(a) C18O integrated intensity as a function of visual ext nction for the entire B68 dark cloud. The inset in the lower right-hand corner is aJp 1–0
similar plot or C17O. (b) N2H integrated emission as a function of vi ual ex inction in B68. The inset in the lower right-hand corner shows the integrated! Jp 1–0
intensities (in units of K km s ) of the two N2H detections at the corre ponding extinctions. In all the plots, the data are presented as open squares"1 ! J 3–2
with error bars, whi e the solid curves represent the emission predicted by a model combining chemistry with a Monte Carlo radiative transfer code (§ 3.2). To
create the e figures, the visual extinction data wer convolved to a angu ar resolution of 25" and sampled on the same grid as the molecular observations. For
N2H , the molecular data and model both have an angular resolution of 10".! Jp 3–2
parison with the visual extinction data using the techniques first
described in Lada et al. (1994). For C18O, there is l ttle scatter,
with the main feature being a dramatic break in the linear rise
in CO emission with vis al extinction at mag. This breakA ∼ 8V
is followed b a slow but systemat c decrea e i C emission
at greater extinctions. As iscussed by Lada et al. (1994), in
the absence of non-LTE excitation (as xpec ed for C18O), a
linear correlation betw en integrated int nsity and corre-AV
sponds to a constant a undance through ut the cloud. A break
in the correlation toward greater xtinction could be the result
of eit r a decre se in molecular abundance or high opacity
saturating the molecular emissio . However, the ore optically
thin C17O emission ( ), shown as an inset in the lowert ∼ 0.4
right-hand corner of Figure 1b, displays similar behavior and
does not increase for mag, and we therefore interpretA 1 10V
the structure seen in Figures 1a and 2a as the result of CO
deple ion. A similar conclusion, using 13CO and C18O data, has
been reached by Hotzel et al. (2002).
In Figure 2b, we present the N2H and! Jp 1–0 Jp 3–2
(two detections) integrated intensity as a function of . In Fig-AV
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Fig. 17 Isolated preste lar molecular cloud cor B r ard 68. Upper p nel: Optical image
and exti ction ma of t bject ( e Alv s e al., 2001; imag s from ESO websi e). Lower
panel:Maps of molecular line emission from C18O, N2H+, and CS (images adopted from
Lada et al., 2003; see also see Bergin et al. 2002). The lower images illustrate the effects
of depletion onto grains in the high-density central region of the core. C18O is clearly
u derabundant in the central, high-density r gions of Barnard 68, while 2H+ traces
this egio v y well. CS i b igh es in the il tructure in he south-east cor er and
is highly deplet d i h co e c ter e lso Ber in & Tafalla, 2007).
6.1.5 Chemical stucture
Maps of integrated line intensity can look very different for different molec-
ular tracers. This is illustrated in Figure 17. It shows that the emission
from nitrogen-bearing species, such as N2H+, more closely follows the dust
emission, while emission f om carbon-bearing molecules, such as C18O or
CS, often appears s a “ ing-lik ” str cture arou th dust emissi n peak
(Bergin et al., 2002; Tafalla et al., 2002; L d t al , 2003; Maret et al.,
2007). The common theoretical interpretation of these data is that carbon-
bearing species freeze-out on the surfaces of cold dust grains in dense por-
tions of the cloud, while nitrogen-bearing molecules largely remain in the
gas phase. At the same time, chemical models of prestellar cores predict
that molecules in the envelope of the core are destroyed by the interstellar
UV field (Pavlyuchenkov et al., 2006; Aikawa et al., 2008). The resulting
chemical stratification significantly complicates the interpretation of molec-
ular line observations, and again requires the use of sophisticated chemical
models which have to be coupled to the dynamical evolution (e.g. Aikawa
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et al., 2008; van Weeren et al., 2009; Furuya et al., 2012). From the obser-
vational side, the freeze-out of many molecules makes it difficult to use their
emission lines for probing the physical conditions in the inner regions of the
cores. Nevertheless, modeling of the chemical evolution of the gas can pro-
vide us with important information on the cores. For example, the level of
CS depletion can be used to constrain the age of the prestellar cores, while
the deficit of CS in the envelope can indicate the strength of the external UV
field (Bergin & Tafalla, 2007). In any case, any physical interpretation of the
molecular lines in prestellar cores has to be based on chemical models and
should do justice to the underlying density and velocity pattern of the gas.
Fig. 18 Polarization vector map of the central region of the Serpens cloud core, super-
imposed on the total intensity images in logarithmic scaling. The area of the image is
220” × 220”. From Sugitani et al. (2010).
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6.1.6 Magnetic field structure
Magnetic fields are ubiquitously observed in the interstellar gas on all scales
(Crutcher et al., 2003; Heiles & Troland, 2005). However, their importance
for star formation and for the morphology and evolution of molecular cloud
cores remains a source of considerable controversy. A crucial parameter in
this debate is the ratio between core mass and magnetic flux. In supercritical
cores, this ratio exceeds a threshold value and collapse can proceed. In sub-
critical ones, magnetic fields provide stability (Spitzer, 1978; Mouschovias,
1991a,b). Measurements of the Zeeman splitting of molecular lines in nearby
cloud cores indicate mass-to-flux ratios that lie above the critical value, in
some cases only by a small margin, but very often by factors of many if non-
detections are included (Crutcher, 1999; Bourke et al., 2001; Crutcher et al.,
2009a, 2010a). The polarization of dust emission offers an alternative pathway
to studying the magnetic field structure of molecular cloud cores. MHD sim-
ulations of turbulent clouds predict degrees of polarization between 1% and
10%, regardless of whether turbulent energy dominates over the magnetic
energy (i.e. the turbulence is super-Alfvénic) or not (Padoan & Nordlund,
1999; Padoan et al., 2001). However, converting polarization into magnetic
field strength is very difficult (Heitsch et al., 2001b). Altogether, the current
observational findings imply that magnetic fields must be considered when
studying stellar birth, but also that they are not the dominant agent that
determines when and where star formation sets in within a cloud. It seems
fair to conclude that magnetic fields appear to be too weak to prevent grav-
itational collapse from occurring.
This means that in many cases and to a reasonable approximation purely
hydrodynamic simulations are sufficient to model ISM dynamics and stellar
birth. However, when more precise and quantitative predictions are desired,
e.g. when attempting to predict star formation timescales or binary proper-
ties, it is necessary to perform magnetohydrodynamic (MHD) simulations or
even to consider non-ideal MHD. The latter means to take ambipolar diffu-
sion (drift between charged and neutral particles) or Ohmic dissipation into
account. Recent numerical simulations have shown that even a weak magnetic
field can have noticeable dynamical effects. It can alter how cores fragment
(Price & Bate, 2007b, 2008; Hennebelle & Fromang, 2008; Hennebelle &
Teyssier, 2008; Hennebelle et al., 2011; Peters et al., 2011), change the cou-
pling between stellar feedback processes and their parent clouds (Nakamura
& Li, 2007; Krumholz et al., 2007b), influence the properties of protostellar
disks due to magnetic braking (Price & Bate, 2007a; Mellon & Li, 2009; Hen-
nebelle & Ciardi, 2009; Seifried et al., 2011, 2012a,b, 2013), or slow down the
overall evolution (Heitsch et al., 2001a).
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6.2 Statistical properties of stars and star clusters
In order to better understand how gas turns into stars, we also need to discuss
here some of the key properties of young stellar systems. We restrict ourselves
to a discussion of the star formation timescale, the spatial distribution of
young stars, and the stellar initial mass function (IMF). We note, however,
that other statistical characteristics, such as the binary fraction, its relation
to the stellar mass, and the orbital parameters of binary stars are equally
important for distinguishing between different star formation models. As the
study of stars and star clusters is central to many areas of astronomy and
astrophysics, there are a large number of excellent reviews that cover various
aspects of this wide field. For further reading on embedded star clusters, we
refer to Lada & Lada (2003). For the early evolution of young star clusters,
we point to Krumholz et al. (2014) and Longmore et al. (2014), as well as
to Kroupa (2005) and Portegies Zwart et al. (2010). More information on
the stellar IMF can be found in the seminal papers by Scalo (1986), Kroupa
(2002), and Chabrier (2003a), as well as in the reviews by Kroupa et al.
(2013) and Offner et al. (2014). General reviews of star formation are provided
by Mac Low & Klessen (2004), Ballesteros-Paredes et al. (2007), McKee &
Ostriker (2007), Krumholz (2014), or Zinnecker & Yorke (2007), with the
latter focusing specifically on the formation of high-mass stars.
6.2.1 Star formation timescales
The star formation process in molecular clouds appears to be fast (Hart-
mann et al., 2001; Elmegreen, 2007). Once the collapse of a cloud region
sets in, it rapidly forms an entire cluster of stars within 106 years or less.
This is indicated by the young stars associated with star-forming regions,
typically T Tauri stars with ages less than 106 years (Gomez et al., 1992;
Greene & Meyer, 1995; Carpenter et al., 1997), and by the small age spread
in more evolved stellar clusters (Hillenbrand, 1997; Palla & Stahler, 1999).
Star clusters in the Milky Way also exhibit an amazing degree of chemical
homogeneity (in the case of the Pleiades, see Wilden et al., 2002), imply-
ing that the gas out of which these stars formed must have been chemically
well-mixed initially, which could provide interesting pathways to better un-
derstand turbulent mixing in the ISM (see also de Avillez & Mac Low, 2002;
Klessen & Lin, 2003; Feng & Krumholz, 2014).
6.2.2 Spatial distribution
The advent of sensitive infrared detectors in the last decade or so allowed us
to conduct wide-area surveys. These have revealed that most stars form in
clusters and aggregates of various size and mass scales, and that isolated or
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widely distributed star formation is the exception rather than the rule (Lada
& Lada, 2003). The complex hierarchical structure of molecular clouds (see
e.g. Figure 10) provides a natural explanation for this finding.
Star-forming molecular cloud cores can vary strongly in size and mass.
In small, low-density clouds, stars form with low efficiency, more or less in
isolation or scattered around in small groups of up to a few dozen mem-
bers. Denser and more massive clouds may build up stars in associations and
clusters of a few hundred members. This appears to be the most common
mode of star formation in the solar neighborhood (Adams & Myers, 2001).
Examples of star formation in small groups and associations are found in
the Taurus-Aurigae molecular cloud (Hartmann, 2002). Young stellar groups
with a few hundred members form in the Chamaeleon I (Persi et al., 2000) or
ρ-Ophiuchi (Bontemps et al., 2001) dark clouds. Each of these clouds is at a
distance of about 130 to 160pc from the Sun. Like most of the nearby young
star forming regions they appear to be associated with a ring-like structure
in the Galactic disk called Gould’s Belt (Poppel, 1997).
The formation of dense rich clusters with thousands of stars is rare. The
closest region where this happens is the Orion Nebula Cluster (Hillenbrand,
1997; Hillenbrand & Hartmann, 1998). It lies at a distance of 410pc (Sand-
strom et al., 2007; Menten et al., 2007; Hirota et al., 2007; Caballero, 2008).
A rich cluster somewhat further away is associated with the Monoceros R2
cloud (Carpenter et al., 1997) at a distance of ∼ 830pc. The cluster NGC 3603
is roughly ten times more massive than the Orion Nebula Cluster. It lies in
the Carina region, at about 7kpc distance. It contains about a dozen O stars,
and is the nearest object analogous to a starburst knot (Brandl et al., 1999;
Moffat et al., 2002). To find star-forming regions building up hundreds of O
stars one has to look towards giant extragalactic Hii regions, the nearest of
which is 30 Doradus in the Large Magellanic Cloud, a satellite galaxy of our
Milky Way at a distance at 55kpc. The giant star-forming region 30 Doradus
is thought to contain up to a hundred thousand young stars, including more
than 400 O stars (Hunter et al., 1995; Walborn & Blades, 1997; Townsley
et al., 2006). Figure 19 shows that the star formation process spans many
orders of magnitude in spatial scale and mass, ranging from stellar groups
with no or only a few high-mass stars to massive clusters with several tens
of thousands of stars and dozens if not hundreds of O stars. This variety
of star-forming regions appears to be controlled by the competition between
self-gravity and opposing agents such as the turbulence in the parental gas
clouds, its gas pressure and magnetic field content.
6.2.3 Observations of the stellar IMF
Mass is the most important parameter determining the evolution of individual
stars. The luminosity L of a star scales as a very steep function of the massM .
The relation L ∝M3.5 provides a reasonable estimate except for very low-
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Fig. 19 Comparison of clusters of different masses scaled to same relative distance. The
cluster in the upper left corner is the Orion Nebula Cluster (McCaughrean, 2001) and
the one at the lower left is NGC 3603 (Brandl et al., 1999), both observed with the Very
Large Telescope at infrared wavelength. The large cluster in the center is 30 Doradus in
the LMC observed with the Hubble Space Telescope (courtesy of M. J. McCaughrean).
The total mass increases roughly by a factor of ten from one cluster to the other. Image
from Zinnecker & Yorke (2007).
mass stars and very massive ones (Kippenhahn, Weigert, & Weiss, 2012).
Stars on the main sequence generate energy by nuclear fusion. The total
energy available is some fraction of Mc2, with c being the speed of light.
Consequently, we can estimate the main sequence lifetime as t∝M/L or t∝
M−2.5. Massive stars with high pressures and temperatures in their centers
convert hydrogen into helium very efficiently. This makes them very luminous
but also short-lived. Conversely, low-mass stars are much fainter but long-
lived.
Explaining the distribution of stellar masses at birth, the so-called ini-
tial mass function (IMF), is a key prerequisite to any theory of star for-
mation. The IMF has three properties that appear to be relatively robust
in diverse environments (see Figure 20). These are the power law behavior
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Fig. 20 Stellar mass spec-
trum in different nearby clus-
ters (black symbols: Orion Neb-
ula Cluster, green: Pleiades,
blue: M35) and its description
by a three-component power
law (red lines with overall
uncertainties indicated by the
hatched region). From Kroupa
(2002).
dN/dM ∝M−α with slope α ≈ 2.3 for masses M above about 1M, origi-
nally determined by Salpeter (1955), the lower mass limit for the power law
and the broad plateau below it before the brown dwarf regime (Miller &
Scalo, 1979; Scalo, 1986), and the maximum mass of stars at around 100M
(Weidner & Kroupa, 2004, 2006; Oey & Clarke, 2005). Comprehensive re-
views of cluster and field IMFs may be found in Scalo (1986), Kroupa (2002),
Chabrier (2003a), Bastian et al. (2010), Kroupa et al. (2013), and Offner
et al. (2014).
There are two widely accepted functional parameterizations of the IMF.
The first one is based on the continuous combination of multiple power-
law segments. It was proposed by Kroupa (2001, 2002), and introducing the
dimensionless mass m=M/1M, it reads
f(m) =

Ak0m−0.3 for 0.01 <m < 0.08 ,
Ak1m−1.3 for 0.08 <m < 0.5 ,
Ak2m−2.3 for 0.5 <m ,
(196)
where A is a global normalization factor, and k0 = 1, k1 = k0m−0.3+1.31 , and
k2 = k1m−1.3+2.32 are chosen to provide a continuous transition between the
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power-law segments at m1 = 0.08 and m2 = 0.5. The quantity f(m)dm de-
notes the number of stars in the mass interval [m,m+ dm]. A method to
calculate ki is provided by Pflamm-Altenburg & Kroupa (2006); see also
Maschberger (2013a).
Another parameterization is suggested by Chabrier (2003a). It combines
a log-normal with a power-law,
f(m) =
Ak1m
−1 exp
[
−12
(
log10m− log10 0.079
0.69
)2]
for m < 1 ,
Ak2m−2.3 for m > 1 .
(197)
Again A is a global normalization factor, and k1 = 0.158 and k2 = 0.0443 pro-
vide a continuous connection at m= 1 (Chabrier, 2003b, 2005; Maschberger,
2013a). Equation (196) is easier to integrate than (197), as this does not in-
volve special functions. On the other hand it has several kinks. Both converge
to the Salpeter (1955) power law with a slope of −2.3 for large masses. They
differ by about a factor of 2 at low masses. However, within the observational
errors, both functional forms are more or less equivalent.
We need to point out that the observational knowledge of the IMF is quite
limited at the extreme ends of the stellar mass spectrum. Because massive
stars are very rare and short-lived, only very few are sufficiently near to
study them in detail and with very high spatial resolution, for example to
determine multiplicity (Zinnecker & Yorke, 2007). We do not even know what
is the upper mass limit for stability, both in terms of observations as well
as theoretical models (Massey, 2003; Vink et al., 2013). In addition, there is
evidence that the upper mass end of the IMF depends on the properties of the
cluster where it is measured. The upper mass limit in more massive clusters
seems to be higher than in lower-mass clusters, an effect that goes beyond the
statistical fluctuations expected for purely random sampling from a universal
distribution (see e.g. Weidner & Kroupa, 2004, 2006; Weidner et al., 2010).
At the other end of the IMF, low-mass stars and brown dwarfs are faint,
so they too are difficult to study in detail (Burrows et al., 2001). Such stud-
ies, however, are in great demand, because secondary indicators such as the
fraction of binaries and higher-order multiples as a function of mass, or the
distribution of disks around very young stars and possible signatures of accre-
tion during their formation are probably better suited to distinguish between
different star formation models than just looking at the IMF (e.g. Goodwin
& Kroupa, 2005; Marks & Kroupa, 2012).
6.3 Gravoturbulent star formation
The past decade has seen a paradigm shift in low-mass star formation theory
(Mac Low & Klessen, 2004; McKee & Ostriker, 2007; Offner et al., 2014).
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The general belief since the 1980’s was that prestellar cores in low-mass star-
forming regions evolve quasi-statically in magnetically subcritical clouds (Shu
et al., 1987). In this picture, gravitational contraction is mediated by ambipo-
lar diffusion (Mouschovias, 1976; Mouschovias, 1979; Mouschovias & Paleol-
ogou, 1981; Mouschovias, 1991a) causing a redistribution of magnetic flux
until the inner regions of the core become supercritical and go into dynami-
cal collapse. This process was originally thought to be slow, because in highly
subcritical clouds the ambipolar diffusion timescale is about 10 times larger
than the dynamical one. However, for cores close to the critical value, as is
suggested by observations, both timescales are comparable. Numerical simu-
lations furthermore indicate that the ambipolar diffusion timescale becomes
significantly shorter for turbulent velocities similar to the values observed in
nearby star-forming region (Fatuzzo & Adams, 2002; Heitsch et al., 2004; Li
& Nakamura, 2004). The fact that ambipolar diffusion may not be a slow pro-
cess under realistic cloud conditions, as well as the fact that most cloud cores
are magnetically supercritical (Crutcher et al., 1999; Crutcher & Troland,
2000; Bourke et al., 2001; Crutcher et al., 2009a) has cast significant doubts
on any magnetically-dominated quasi-static models of stellar birth. For a
more detailed account of the shortcomings of the quasi-static, magnetically
dominated star formation model, see Mac Low & Klessen (2004).
For this reason, star formation research has turned to considering super-
sonic turbulence as being one of the primary physical agents regulating stellar
birth. The presence of turbulence, in particular of supersonic turbulence, has
important consequences for molecular cloud evolution (see e.g. Padoan et al.,
2014; Dobbs et al., 2014). On large scales it can support clouds against con-
traction, while on small scales it can provoke localized collapse. Turbulence
establishes a complex network of interacting shocks, where dense cores form
at the stagnation points of convergent flows. The density can be large enough
for gravitational collapse to set in. However, the fluctuations in turbulent ve-
locity fields are highly transient. The random flow that creates local density
enhancements can disperse them again. For local collapse to actually result in
the formation of stars, high density fluctuations must collapse on timescales
shorter than the typical time interval between two successive shock passages.
Only then are they able to decouple from the ambient flow and survive sub-
sequent shock interactions. The shorter the time between shock passages, the
less likely these fluctuations are to survive. Hence, the timescale and effi-
ciency of protostellar core formation depend strongly on the wavelength and
strength of the driving source (Klessen et al., 2000; Heitsch et al., 2001a;
Vázquez-Semadeni et al., 2003; Mac Low & Klessen, 2004; Krumholz & Mc-
Kee, 2005; Ballesteros-Paredes et al., 2007; McKee & Ostriker, 2007), and ac-
cretion histories of individual protostars are strongly time-varying (Klessen,
2001a; Schmeja & Klessen, 2004).
Altogether, we propose an evolutionary sequence as outlined in Figure
21. Star cluster formation takes place in massive cloud cores of several 102
to 103 solar masses with sizes of a few parsecs and a velocity dispersion of
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Fig. 21 Cartoon picture of star cluster formation in a molecular cloud core. From
Klessen (2011).
about 1kms−1 (see also Table 3). In order to form a bound cluster, the po-
tential energy must dominate the energy budget, meaning that the entire
region is contracting. The cluster-forming massive cloud cores are still in the
supersonic range of the turbulent cascade (see Section 4.3), and as a conse-
quence they exhibit a high degree of internal substructure with large density
contrasts. Some of these density fluctuations are gravitationally unstable in
their own right and begin to collapse on timescales much shorter than the
global contraction time, as the free-fall time τff scales with the density ρ as
τff ∝ ρ−1/2.
Typically, the most massive fluctuations have the highest density and form
a protostar in their center first. This nascent star can accrete from the imme-
diate environment, but because it is located in a minimum of the cloud core’s
gravitational potential more gas flows towards it, and it can maintain a high
accretion rate for a longer time. In contrast, stars that form in lower-mass gas
clumps typically can only accrete material from their immediate surrounding
and not much beyond that (see e.g. Klessen & Burkert, 2000; Klessen et al.,
2000; Klessen & Burkert, 2001b; Bonnell et al., 2004). Because this prefer-
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entially happens in the cluster outskirts, these processes naturally lead to
mass segregation as we often observe in young clusters (see e.g. Hillenbrand,
1997; Hillenbrand & Hartmann, 1998, for the Orion Nebula Cluster). In very
dense clusters, there is the possibility that clumps merge while still accreting
onto their central protostars. These protostars now compete for further mass
growth from a common gas reservoir. This gives rise to collective phenomena
which can strongly modify the accretion behavior and hence influence the
resulting mass spectrum (see Section 6.4 below).
Once a star has reached a mass of about 10M, it begins to ionize its
environment. It carves out a bubble of hot and tenuous gas, which eventually
will expand and enclose the entire stellar cluster. At this point no new stars
can form and stellar birth has come to an end. We can observe the young
cluster at infrared or even optical wavelengths, as illustrated in Figure 19.
6.4 Theoretical models for the origin of the IMF
There are three principal pathways towards better understanding the ori-
gin of the IMF, depending on which aspects of gravitational collapse in the
turbulent ISM one decides to focus on. We begin by introducing the underly-
ing physical concepts behind the three different models in a qualitative way.
Then we follow a more rigorous approach and discuss the most popular the-
oretical models for the IMF in some mathematical detail. We point out that
the boundaries between these approaches are not clearly defined and that
numerous hybrid models have been proposed in the current literature.
It turns out that essentially all theoretical models that are able to repro-
duce the IMF rely on two basic ingredients. They propose that the stellar
mass spectrum is determined by a sequence of stochastic processes (such as
turbulence or the probabilistic nature of stellar encounters in dense clusters)
combined with scale-free physics (again, as provided by the power-law na-
ture of the turbulent energy cascade or by the simple distance dependence of
gravitational interactions). The former leads to a log-normal mass spectrum,
the latter to a power-law contribution. Put together, they constitute one of
the most popular parameterizations of the IMF (e.g. Chabrier, 2003a).
6.4.1 Basic concepts and caveats
Here we introduce the three basic physical concepts behind the IMF.
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Core accretion
This model takes as its starting point the striking similarity between the
shape of the observed core mass distribution and the IMF. It is based on
the assumption of a one-to-one relation between the two distributions, such
that the observed cores are the direct progenitors of individual stars or binary
systems. The factor of ∼3 decrease in mass between cores and stars is thought
to be the result of feedback processes, mostly protostellar outflows, that eject
a fixed fraction of the mass in a core rather than letting it accrete onto the
star (Matzner & McKee, 2000). This model reduces the problem of the origin
of the IMF to understanding the mass spectrum of bound cores. Arguments to
explain the core mass distribution generally rely on the statistical properties
of turbulence. Its scale-free nature leads to a power-law behavior for high
masses. The thermal Jeans mass in the cloud then imposes the flattening
and turn-down in the observed mass spectrum. For further discussion, see
Section 6.4.4.
Collective models
A second line of reasoning accounts for the fact that stars almost always form
in clusters, where the interaction between protostars, as well as between a
protostellar population and the gas cloud around it may become important.
In these collective models, the origin of the peak in the IMF is much the same
as in the core accretion model: it is set by the Jeans mass in the prestellar
gas cloud. However, rather than fragmentation in the gas phase producing
a spectrum of core masses, each of which collapses down to a single star or
star system, the final stellar mass spectrum in the collective accretion model
is the result of the mutual interaction between the protostars in a cluster
during their main accretion phase.
In the original competitive accretion picture (Bonnell et al., 2001a,b; Bon-
nell & Bate, 2002; Bate et al., 2003) protostars start out with roughly the
same small mass close to the opacity limit of fragmentation (Rees, 1976).
These protostars then compete with each other for mass accretion from the
same reservoir of gas. In a simple Bondi-Hoyle-Lyttleton accretion scenario
(e.g. Bondi, 1952), the accretion rate scales as the square of the protostellar
mass (dM/dt ∝M2). That means small initial differences in mass quickly
amplify and leads to a run-away growth of a few selected objects. The origi-
nal idea of putting roughly equal-mass protostellar seeds into an pre-existing
gas reservoir was later extended by taking the original cloud fragmentation
process into account (Klessen, Bate, Burkert, 1998; Klessen & Burkert, 2000,
2001b; Bate & Bonnell, 2005; Bonnell et al., 2006, 2008). The fragmentation
down to the local Jeans scale creates a mass function that lacks the power
law tail at high masses that we observe in the stellar mass function. This
part of the distribution forms via a second phase in which protostars with
Ralf Klessen & Simon Glover 125
initial masses close to the Jeans mass compete for gas in the center of a dense
cluster. The cluster potential channels mass toward the center, so stars that
remain in the center grow to large masses, while those that are ejected from
the cluster center by N -body interactions remain low mass (Bonnell et al.,
2004).
The fact that fragmentation and the formation of multiple protostars
strongly influence the subsequent accretion flow in the entire cluster also
allows for a different interpretation. Peters et al. (2010b) and Girichidis et al.
(2012b) point out that the processes described above limit the accretion of
gas onto the central protostars in a cluster. They find that the gas flowing to-
wards the potential minimum at the center of the cluster is efficiently accreted
by protostars that are located at larger radii. As a consequence, the central
region is effectively shielded from further accretion and none of the central ob-
jects can sustain its initially high accretion rate for a very long time. The fact
that the gas fragments into a cluster of stars limits the mass growth onto the
central object, which would otherwise have the available gas reservoir all for
itself (as in the core accretion model described before). The gas flow towards
the cluster center is reduced due to the efficient shielding by secondary pro-
tostars. Consequently, this process has been termed fragmentation-induced
starvation (Peters et al., 2010a; Girichidis et al., 2011, 2012a). In these col-
lective models, the apparent similarity between the core and stellar mass
functions is an illusion, because the observed cores do not map the gas reser-
voir that is accreted by the stars (Clark & Bonnell, 2006; Smith et al., 2008).
Importance of the thermodynamic behavior of the gas
One potential drawback to both the core accretion and collective models is
that they rely on the Jeans mass to determine the peak of the IMF, but do not
answer the question of how to compute it. This is subtle, because molecular
clouds are nearly isothermal but at the same time contain a very wide range
of densities. At a fixed temperature, the Jeans mass scales asMJ∝ ρ−1/2, and
it is not obvious what value of the density should be used to calculate MJ. A
promising idea to resolve this problem forms the basis for a third model of the
IMF. It focuses on the thermodynamic properties of the gas. The amount of
fragmentation occurring during gravitational collapse depends on the com-
pressibility of the gas (Li et al., 2003). For a polytropic equation of state
(215) with an index γ < 1, the gas reacts very strongly to pressure gradients.
Turbulent compression can thus lead to large density contrasts. The local
Jeans mass (equation 192) drops rapidly and many high-density fluctuations
in the turbulent flow become gravitationally unstable and collapse. On the
other hand, when γ > 1, compression leads to heating and turbulence can
only induce small density variations. As the gas heats up, the decrease in
the Jeans mass in the compressed gas is much smaller. Indeed, for γ > 4/3,
compression actually results in an increasing Jeans mass. In addition, Lar-
126 Star formation
son (2005) argues that γ = 1 is a critical value, because filaments in which
γ < 1 are unstable to continued gravitational collapse, while those with γ > 1
are stabilized against collapse and hence cannot decrease their Jeans mass
to very small values. In real molecular clouds, the effective polytropic in-
dex varies significantly as the gas density increases. At low densities, γ ≈ 0.7
(Larson, 1985; Larson, 2005; Glover & Clark, 2012a), but once the gas and
dust temperatures become thermally coupled at ncrit ≈ 105 cm−3 (see Figure
5 and the discussion in Section 3.5), one expects this value to increase, reach-
ing γ ≈ 1.1 at densities n ncrit (Banerjee et al., 2006). This suggests that
fragmentation will tend to occur at densities n ≈ ncrit, and that the Jeans
mass evaluated at this point sets the mass scale for the peak of the IMF.
In this model, the apparent universality of the IMF in the Milky Way and
nearby galaxies is then a result of the insensitivity of the dust temperature to
the intensity of the interstellar radiation field (Elmegreen et al., 2008). Not
only does this mechanism set the peak mass, but it also appears to produce
a power-law distribution of masses at the high-mass end comparable to the
observed distribution (Jappsen et al., 2005).
Caveats
Each of these models has potential problems. In the core accretion picture,
hydrodynamic simulations seem to indicate that massive cores should frag-
ment into many stars rather than collapsing monolithically (Dobbs et al.,
2005; Clark & Bonnell, 2006; Bonnell & Bate, 2006). The hydrodynamic sim-
ulations often suffer from over-fragmentation because they do not include
radiative feedback from embedded massive stars (Krumholz, 2006; Krumholz
et al., 2007a; Krumholz & McKee, 2008). The suggestion of a one-to-one
mapping between the observed clumps and the final IMF is subject to strong
debate, too. Many of the prestellar cores discussed in Section 6.1 appear to
be stable entities (Johnstone et al., 2000, 2001, 2006; Lada et al., 2008), and
thus are unlikely to be in a state of active star formation. In addition, the
simple interpretation that one core forms on average one star, and that all
cores contain the same number of thermal Jeans masses, leads to a timescale
problem (Clark et al. 2007; see also the discussion in the last paragraph of
Section 6.4.4). Its solution actually requires a difference between the core
mass function and the stellar IMF. We also note that the problems associ-
ated with neglecting radiative feedback effects also apply to the gas thermo-
dynamic idea. The assumed cooling curves typically ignore the influence of
protostellar radiation on the temperature of the gas, which simulations show
can reduce fragmentation (Krumholz et al., 2007a; Commerçon et al., 2011;
Peters et al., 2010b, 2011). The collective accretion picture has also been chal-
lenged, on the grounds that the kinematic structure observed in star-forming
regions sometimes appears inconsistent with the idea that protostars have
time to interact with one another strongly before they completely accrete
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their parent cores (André et al., 2007). For a comprehensive overview of the
big open questions in star formation theory, see Krumholz (2014).
6.4.2 IMF from simple statistical theory
In the previous section, we discussed various models for the origin of the stel-
lar mass function based on a range of different physical processes. Here we
approach the problem from a purely statistical point of view without speci-
fying up front which of these processes will become dominant. We consider
the distribution of stellar masses as the result of a sequence of independent
stochastic processes. Invoking the central limit theorem then naturally leads
to a log-normal IMF (for early discussions, see Zinnecker, 1984; Adams &
Fatuzzo, 1996). The key assumption is that the mass M of a star can be ex-
pressed as the product of N independent variables xj . At this point it is not
necessary to specify these variables, as long as they are statistically indepen-
dent and their values are determined by stochastic processes. We introduce
again the dimensionless mass variable m=M/(1M) and write
m=
N∏
j=1
xj . (198)
Taking the logarithm of this equation, the logarithm of the mass is a sum of
the random variables,
lnm=
N∑
j=1
lnxj + constant , (199)
where the constant term includes all quantities that are truly constant, e.g.
the gravitational constant G or Boltzmann’s constant kB or others. The cen-
tral limit theorem shows that the distribution of the composite variable lnm
always approaches a normal distribution as the number N of variables ap-
proaches infinity (Bronstein & Semendjajew, 1987). For the application of
the theorem, a transformation into normalized variables ξj is useful, which
are given by
ξj ≡ lnxj−〈lnxj〉 ≡ ln
(
xj
x¯j
)
. (200)
The angle brackets denote averages taken over the logarithm of the variables,
ln x¯j = 〈lnxj〉=
∫ ∞
−∞
lnxjfj(lnxj)d lnxj . (201)
Here, fj is the distribution function of the variable xj .The normalized vari-
ables ξj have zero mean and their dispersions σj are given by
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σ2j =
∫ ∞
−∞
ξ2j fj(ξj)dξj . (202)
We can define the new composite variable Ξ as
Ξ ≡
N∑
j=1
ξj =
N∑
j=1
ln
(
xj
x¯j
)
. (203)
It also has zero mean and, since the variables are assumed to be independent,
it follows that
Σ2 =
N∑
j=1
σ2j . (204)
For N →∞, the central limit theorem describes its distribution function as
being Gaussian with
f(Ξ) = (2piΣ2)−1/2 exp
(
−12
Ξ2
Σ2
)
, (205)
independent of the distribution fj of the individual variables xj . The mass
function (198) then can be expressed as
lnm= lnm0 +Ξ , (206)
with m0 being a characteristic mass scale defined by
lnm0 ≡
N∑
j=1
〈ln x¯j〉 . (207)
Combining the two equations (205) and (206), we can write the distribution
f of stellar masses in the form
lnf(lnm) =A− 12Σ2
[
ln
(
m
m0
)]2
, (208)
where A is a constant. This is the log-normal form of the IMF first introduced
by Miller & Scalo (1979). It fits very well the mass distribution of multiple
stellar systems in the solar vicinity with masses less than few solar masses
(e.g. Kroupa et al., 1990, 1991) and it is often used to describe the peak of
the single star IMF (Section 6.2.3).
6.4.3 IMF from stochastically varying accretion rates
To obtain the observed power-law behavior at the high-mass end of the IMF,
we need to add complexity to the model and extend this simple statistical
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approach. As a highly illustrative example, we follow the discussion provided
by Maschberger (2013b) and consider the case where the stellar mass is deter-
mined by accretion in a stochastically fluctuating medium. If we disregard the
fluctuating part for the time being, and if we assume that the accretion rate
depends on the mass to some power of α, then the growth of an individual
star can be described by the simple differential equation,
dm=mαAdt , (209)
where the constant A > 0 and the exponent α account for all physical pro-
cesses involved. For example, if the protostars move with constant velocity v
through isothermal gas with temperature T and sound speed cs = (kBT/µ)1/2
with Boltzmann constant kB and mean particle mass µ (in grams), we can
apply the Bondi-Hoyle-Lyttleton accretion formula (e.g. Bondi, 1952) to ob-
tain
A = 2piG
2ρ
(v2 + c2s )3/2
,
α = 2 .
Note that this is an approximate formula. Replacing the factor 2pi by 4pi gives
a better fit to the Hoyle-Lyttleton rate (Hoyle & Lyttleton, 1939), where
the object moves highly supersonically and we can neglect the contribution
of the sound speed. Detailed numerical simulations yield a more complex
parameterization of A, depending on the physical parameters of the system
(e.g. Ruffert & Arnett, 1994; Krumholz et al., 2006). What remains, however,
is the quadratic power-law dependence of the accretion rate on the mass.
Now assume that the star grows with a statistically fluctuating mass accre-
tion rate. This could be due to the stochastic nature of gas flows in turbulent
media, and/or due to N -body dynamics in dense embedded clusters (e.g.
Bonnell et al., 2001a,b; Klessen, 2001a), or due to other processes that lead
to stochastic protostellar mass growth. In this case, equation (209) turns into
a stochastic differential equation,
dm=mα(Adt+BdW ) , (210)
where Adt describes the mean growth rate and BdW the fluctuations
around this mean. Depending on the statistical properties of BdW the sum
Adt+BdW could become negative, which would imply mass loss and could
potentially lead to negative masses. In order to avoid that, it is often sensible
to restrict the stochastic variable BdW to positive values or to very small
amplitudes. For α 6= 1 (as well as for α 6= 0) we obtain the formal solution,
m(t) =
[
(1−α)
(
m1−α0
1−α +At+BW(t)
)] 1
1−α
, (211)
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where the integration constantm0 is the initial mass andW(t) =
∫ t
0 dW is the
integral of the stochastic variable. For Gaussian fluctuations, its distribution
has zero mean and variance t, as is well known from the random walk problem.
(For a more detailed discussion, see e.g. Øksendal, 2000). To get a mass
spectrum, many realizations of the random variable need to be considered.
For B = 0, equation (211) reduces to the solution of the deterministic growth
problem, which for α > 1 reaches infinite mass in the finite time
t∞ =
m1−α0
A(α−1) . (212)
For B 6= 0, the time t∞ no longer takes on a single value, but instead depends
on the stochastic path W(t). In reality, this solution is not desired, because
the mass of a cloud core is limited. In addition, once feedback from massive
stars sets in, the local reservoir of gas available for star formation is reduced
even further. Consequently, the solution (211) makes sense only for t t∞.
If we know the statistical properties of the random process W(t), we can
calculate the mass spectrum for an ensemble of stars. For Gaussian fluctua-
tions with zero mean and variance t, we obtain
f(m,t) = 1
(2pi)1/2
1
mα
n∞(t)
Bt1/2
exp
− 12B2t
(
m1−α−m1−α0
1−α −At
)2 , (213)
where f(m,t)dm gives the fraction of stars in the mass range m to m+
dm. The factor n∞(t) corrects for the possible contributions of stars with
masses approaching infinity for α > 1. It needs to be introduced to ensure
the normalization of f(m,t)dm as a probability distribution function at any
time t (for further details, see Maschberger, 2013b). For α < 1, we set n∞(t)
to unity. For α→ 1, i.e. for average exponential growth, we obtain the log-
normal distribution function motivated before (see equation 208),
f(m,t) = 1
(2pi)1/2
1
m
1
Bt1/2
exp
[
− 12B2t (logm− logm0−At)
2
]
, (214)
where the factor 1/m is due to the conversion from logm to m, as d logm=
dm/m. We plot the two cases α= 1 and α= 2.3 in Figure 22. The log-normal
distribution function (left) peaks at the mass m0. For all values α > 1 the
function f(m,t)dm (at the right) develops a power-law tail at large masses
m with slope α, reaches a maximum slightly below m0, and exhibits a sharp
decline for small masses. The case α = 2.3 is therefore very similar to the
observed stellar IMF, as discussed in Section 6.2.3. In short, the power-law
tail traces the accretion behavior, while the log-normal part of the spectrum
comes from the intrinsic stochasticity of the process.
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α→ 1 α= 2.3
Fig. 22 Mass distribution function (213) from stochastic accretion for α→ 1 (left) and
α = 2.3 (right). The parameters A, B, and m0 are all set to unity. As α approaches
unity, the mass function becomes log-normal. The case α= 2.3 develops a power law tail
at large m with slope α = 2.3 (as indicted by the long dashed line) and is very similar
to the observed IMF (Section 6.2.3). The dotted curved indicates a log-normal fit to the
peak of the mass distribution. Adopted from Maschberger (2013b).
6.4.4 IMF from turbulence statistics
Besides leading to stochastic variations in the protostellar accretion rate
(as discussed before in Section 6.4.3), interstellar turbulence can influence
the IMF by producing the clump structure within molecular clouds. These
clumps or cores define the mass reservoir available for the formation of in-
dividual stars and small-multiple stellar systems. As a start, let us assume
– most likely wrongly (see Section 6.4.1) – that each core forms exactly one
star with some fixed efficiency factor. If we furthermore assume that there
are no other stochastic processes at play, such as competitive accretion or
fragmentation-induced starvation (Section 6.4.1), then understanding the ori-
gin of the stellar IMF boils down to identifying the physical processes that
determine the clump mass function (CMF) in star-forming molecular clouds.
ISM turbulence is intrinsically a scale-free process as long as one stays
within the inertial range (Section 4.3). It is therefore conceivable that it
could play a key role in producing the power-law tail at the high-mass end
of the stellar mass distribution. Most analytic models that attempt to do
so involve the following four steps. First, they come up with a model that
relates key parameters of the turbulent ISM to the probability distribution
function (PDF) of gas density. Second, they relate the density PDF to the
clump mass spectrum. Third, they identify a set of criteria by which some of
these clumps go into gravitational collapse and begin to form stars. Typically,
these involve some kind of Jeans argument and give preference to the most
massive and densest clumps in the cloud. Fourth, they involve a mapping
procedure, which converts a certain fraction of the clump mass into the final
stellar mass.
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Density distribution function
As discussed at the end of Section 4.1.2, the PDF of column densities in
tenuous, non star-forming clouds is well approximated by a log-normal func-
tion. However, it develops a power-law tail at high column densities in more
massive and star-forming cloud complexes. This is a signpost of gravitational
contraction. A typical example for this case is the Orion A cloud. A map of
its integrated CO emission is shown in the top panel of Figure 11, and the
corresponding distribution function of column densities (derived from dust
emission measurements) is plotted at the bottom right of Figure 13.
In order to obtain an estimate of the three-dimensional density distribution
we need to convert the projected column density PDFs. Numerical simula-
tions show that the column density PDFs have a smaller width than the
density PDFs and can exhibit different shapes in the high- and low-density
regimes (Ostriker et al., 2001; Federrath et al., 2010). However, both gen-
erally show very similar statistical properties (Federrath & Klessen, 2012).
This can be used to derive an estimate of the three-dimensional density PDF
from the two-dimensional column density PDF (for further details, see Brunt
et al., 2010). The shape and width of the density PDF are governed by the
presence of compressive motions in the turbulent ISM. The medium is highly
compressive and locally convergent flows lead to spatially and temporally
confined regions of increased density. By the same token, expansion creates
lower-density voids. Consequently, the overall distribution of density in the
ISM is a sensitive function of the statistical properties of the underlying
turbulent flow, with key parameters being the effective Mach number, the
turbulent forcing scheme (i.e. the ratio between compressional and rotational
modes), the magnetic field strength, and the thermodynamic properties of
the gas. Magnetic field lines resist compression and distortion and therefore
reduce the compressibility of the gas. The competition between heating and
cooling processes in the ISM (see Section 3) can act both ways. This is best
seen when adopting a effective polytropic equation of state of the form
P ∝ ργ . (215)
If the gas heats up when being compressed (for γ > 1), then pressure dif-
ferences lead only to moderate density increase. However, when the gas gets
colder when compressed (in the case γ < 1), the same pressure gradient can
result in large density excursions.
Analytical theory as well as numerical simulations show that the distribu-
tion of the gas density in isothermal (γ = 1), non self-gravitating, and well
sampled turbulent media follows a log-normal distribution,
PDF(s) = 1√
2piσ2s
exp
(
− (s−s0)
2
2σ2s
)
. (216)
Here, we introduce the logarithmic density,
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s= ln(ρ/ρ0) , (217)
and ρ0 = 〈ρ〉 as well as s0 = 〈s〉 denote the corresponding mean values. For
a purely Gaussian distribution, the mean s0 is related to the variance σ2s of
the logarithmic density s via the equation
s0 =−12 σ
2
s . (218)
This results from the normalization and mass-conservation constraints of the
PDF (Vázquez-Semadeni, 1994; Federrath et al., 2008). In turn, we can relate
σs to the Mach number M, to the forcing parameter b, and to the ratio of
the thermal energy density to the magnetic energy density β,
σ2s = ln
(
1 + b2M2 β
β+ 1
)
. (219)
For further discussions, see Padoan & Nordlund (2011) or Molina et al.
(2012). The forcing parameter b varies from a value of approximately 0.3
for turbulence that is purely driven by solenoidal (divergence-free) modes
to b≈ 1 for purely compressive (curl-free) schemes. A natural mix of forcing
modes results in b≈ 0.4 (see e.g. Federrath et al., 2008; Federrath et al., 2010;
Schmidt et al., 2009; Seifried et al., 2011; Konstandin et al., 2012). The pa-
rameter β describes the ratio between thermal energy density and magnetic
energy density,
β = c
2
s
B2/8piρ = 2
c2s
v2A
, (220)
and can be expressed as the ratio between sound speed cs and Alfvén velocity
vA =B/
√
4piρ (equation 107).
As indicated by the column density PDF in nearby molecular clouds de-
picted in Figure 13, deviations from the pure log-normal behavior occur when
parts of the gas undergo gravitational collapse and form stars. The velocity
field, and as a consequence the density distribution, are no longer solely gov-
erned by turbulence statistics, but are also influenced by varying degrees of
self-gravity (Klessen, 2000; Dib & Burkert, 2005; Collins et al., 2011; Krit-
suk et al., 2011). Furthermore, Passot & Vázquez-Semadeni (1998) found
deviations of the log-normal behavior in simulations of non-isothermal gas.
Depending on the polytropic exponent γ in the equation of state (215), the
PDF develops a power-law tail at low densities for γ > 1 and at high den-
sities for γ < 1 (see e.g. Li et al., 2003). The latter effect is very similar
to gravitational collapse. In addition, the PDFs from hydrodynamic simu-
lations typically change with time as the overall cloud evolution progresses
(Ballesteros-Paredes et al., 2011; Cho & Kim, 2011). For example, Federrath
& Klessen (2013) quantify how the slope of the high-density tail of the PDF
in their numerical models flattens with increasing star-formation efficiency.
Girichidis et al. (2014) demonstrate analytically that free-fall contraction of
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a single core or an ensemble of collapsing spheres forms a power- law tail
similar to the observed PDFs.
Clump mass function
The next step in this sequence is to relate the density PDF to the clump
mass function (CMF). A first attempt to analytically derive the CMF from
turbulence properties goes back to Elmegreen (1993) and was then refined
by Padoan et al. (1997) and Padoan & Nordlund (2002). They argue that
high-density clumps are simply the shock-compressed regions that are the
natural outcome of supersonic turbulence. They then invoke the shock jump
conditions to calculate the achievable density contrast from the distribution
of Mach numbers in the flow. Because they consider magnetized media, they
base their considerations on the Alfvénic Mach number (MA = vA/cs), but
similar conclusions follow for purely hydrodynamic flows (Elmegreen, 2002b).
To get the number of cores at a given density and length scale they argue
that the flow is self-similar and that this quantity is simply determined by
the available volume compressed to the density under consideration. This
method has a number of shortcomings and we refer the reader to Krumholz
(2014) for a more detailed account.
More refined statistical approaches are based on the Press-Schechter (1974)
and excursion set (Bond et al., 1991) formalisms. These were originally intro-
duced to describe the stochastic properties of cosmological fluctuations and
quantify the behavior of random fields with structure over a wide range of
scales. In particular, they can be used to count the number of objects above
a certain density threshold for a given distribution function. This is exactly
what is needed to determine the CMF. The first to realize this and to employ
the Press-Schechter formalism to construct a model of the mass distribution
of clumps from ISM turbulence was Inutsuka (2001). This was later extended
by Hennebelle & Chabrier (2008, 2009, 2013). The Press-Schechter method,
however, gives rise to the so-called ‘cloud-in-cloud’ problem, which occurs be-
cause the same object may be counted several times at different spatial scales.
It can be resolved by introducing an appropriate correction factor (Jedamzik,
1995), but a better a approach is to resort to the excursion set formalism.
In essence, one computes a large number of Monte Carlo realizations of the
stochastic variable by performing a random walk in the available parameter
space. This allows one to determine the expected number of cores for a given
length scale and density (and thus mass) with high precision (for a more
detailed discussion, see Hopkins, 2012a,b, 2013b).
We would also like to mention that alternative statistical models have
been proposed that are based on stochastic sampling in fractal media (see
Elmegreen, 1996, 1997a,b, 1999, 2000a, 2002a).
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Collapsing cores
Once the CMF is obtained, the next step towards the stellar mass function is
to select the subset of clumps that are gravitationally unstable and that begin
to collapse in order to form stars. The most simple approach is to base the
selection of bound clumps on a thermal Jeans argument. Jeans (1902) studied
the stability of isothermal gas spheres. He found that the competition between
thermal pressure gradients and potential gradients introduces a critical mass,
MJ ∝ ρ−1/2(T/µ)3/2, as expressed by equation (192). The Jeans mass only
depends on the density ρ and the temperature T , as well as on the chemical
composition of the gas through the mean particle mass µ. If a clump is more
massive than MJ, then it will collapse; otherwise, it will expand.
This approach can be extended by including the effects of micro-turbulence
(von Weizsäcker, 1951; Chandrasekhar, 1951) and by considering the pres-
ence of magnetic fields (Mestel & Spitzer, 1956; Mouschovias & Spitzer, 1976;
Shu et al., 1987). For a more detailed account of the historic development of
star formation criteria, see Mac Low & Klessen (2004). Probably the most in-
tuitive approach to assess the stability of molecular cloud clumps is based on
the virial theorem, which relates the time evolution of the moment of inertia
tensor of an object to its volumetric energy densities and surface terms, and
allows us to take all physical processes into account that influence the dynam-
ical evolution of the system (e.g. McKee & Zweibel, 1992; Ballesteros-Paredes,
2006). For an application to star formation, see for example Krumholz & Mc-
Kee (2005).
The problem that arises from the turbulent compression (Padoan et al.,
1997; Padoan & Nordlund, 2002) or Press-Schechter approach is that it pro-
vides an estimate of the mass of a clump, but not of the density and of other
physical properties that allow us to calculate the stability of the clump. To
solve this problem, Padoan & Nordlund (2002), for example, take a typical
cloud temperature T (see Table 3) and pick a random density ρ from the
assumed density PDF (see above) for each clumpM in the CMF. With these
values they calculate the Jeans mass (Eq. 192). If the clump mass exceeds the
Jeans mass, M >MJ, the clump is considered to be gravitationally bound
and forming stars. If it is less massive than the Jeans mass, it is disregarded.
The probability for massive clumps to be unstable for randomly picked ρ and
T values is very high, and the mass spectrum of bound clumps is similar
to the CMF at high masses. However, for lower-mass clumps, the likelihood
of picking a combination of ρ and T such that the clump mass exceeds the
Jeans mass gets smaller and smaller. As a consequence, the mass spectrum of
bound clumps turns over towards smaller masses. This calculation becomes
somewhat easier in the excursion set approach. This is because the random
walk through parameter space provides both the length scale ` and the den-
sity ρ for each clump. If one picks a temperature T , one can calculate at each
step in the process whether the mass M ∼ ρ`3 of the clump under consider-
ation exceeds the Jeans mass. Objects on the largest scales ` with M >MJ
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are identified as giant molecular clouds and objects on the smallest scales `
with M >MJ as star-forming clumps or prestellar cores (Hopkins, 2012a,b).
This approach can readily be extended to include the stabilizing effects of
turbulence and magnetic fields (Krumholz & McKee, 2005; Hennebelle &
Chabrier, 2009, 2013; Hopkins, 2013a; Federrath & Klessen, 2012) or the in-
fluence of changes in the equation of state (Guszejnov & Hopkins, 2014). The
overall peak of the mass spectrum is most likely determined by the balance
between heating and cooling processes in the star-forming gas which sets a
characteristic range of values for MJ and its variants (Section 6.4.1).
Stellar IMF
Once an ensemble of collapsing cloud clumps is selected, as outlined above,
the stellar IMF is often determined by simply mapping the clump mass to
the stellar mass with some given fixed efficiency. Typical values are around
30% (see Section 6.4.1). As a result the IMF has the same functional form
as the mass function of bound cores (see Section 6.1.1). However, as out-
lined in Section 6.4.1, this simple approach has its problems. If indeed each
core only forms one star (or maybe a binary system), then it needs to have
about one Jeans mass. Otherwise the core is likely to fragment (Goodwin
et al., 2004a,b, 2006; Holman et al., 2013). Because MJ ∝ ρ−1/2 for a given
temperature T , high-mass clumps should be less dense than low mass ones.
This immediately leads to a timescale problem (Clark et al., 2007). Because
τff ∝ ρ−1/2, the collapse time scales linearly with the clump mass. The time it
takes to build up a star with 10M is sufficient to form ten stars with 1M.
As a consequence the resulting stellar IMF should be considerably steeper
than the CMF. In addition, high-mass clumps are not observed to be less
dense than low-mass ones. If anything, they tend to be denser, and they are
typically highly Jeans-unstable (Battersby et al., 2010; Ragan et al., 2012,
2013; Marsh et al., 2014).
A potential way out of this dilemma is to assume that high-mass clumps
are hotter. High mass stars can indeed heat up their surroundings quite con-
siderably (Section 6.5), since their luminosity L scales with stellar massM as
L∝M3.5 (e.g. Hansen & Kawaler, 1994). However, there are many low-mass
star-forming regions which show no signs of massive star formation (e.g. Tau-
rus or ρ-Ophiuchi) and where the temperatures inferred for prestellar cores
are uniformly low (Bergin & Tafalla, 2007).
In general there is thus no good reason to believe in a one-to-one mapping
between the core mass function and the stellar IMF. None of the current an-
alytic models for the IMF includes processes such as stellar feedback in form
of radiation or outflows, or fragmentation during core collapse and during the
accretion disk phase, in a realistic and consistent way. The same holds for
numerical simulations of star cluster formation. Altogether, it is likely that
the transition from core to stars follows a complicated and stochastic path-
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way that may change with varying environmental conditions. For a simple
cartoon picture, see Section 6.6.
6.5 Massive star formation
Because their formation time is short, of the order of 105 yr, and because
they grow while deeply embedded in massive cloud cores, very little is known
about the initial and environmental conditions of high-mass stellar birth. In
general, regions forming high-mass stars are characterized by more extreme
physical conditions than regions forming only low-mass stars, containing cores
of size, mass, and velocity dispersion roughly an order of magnitude larger
than those of cores in regions without high-mass star formation (e.g. Beuther
et al., 2007; Motte et al., 2008; Krumholz et al., 2014). Typical sizes of cluster-
forming clumps are about 1pc. They have mean densities of n ≈ 105 cm−3,
masses of ∼103M and above, and velocity dispersions ranging between 1.5
and 4kms−1. Whenever observed with high resolution, these clumps break
up into even denser cores that are believed to be the immediate precursors
of single or gravitationally bound multiple massive protostars.
Massive stars usually form as members of multiple stellar systems (Ho &
Haschick, 1981; Lada, 2006; Zinnecker & Yorke, 2007; Reipurth, 2014) which
themselves are parts of larger clusters (Lada & Lada, 2003; de Wit et al.,
2004; Testi et al., 1997; Longmore et al., 2014). This fact adds additional
challenges to the interpretation of observational data from high-mass star
forming regions as it is difficult to disentangle mutual dynamical interactions
from the influence of individual stars (e.g. Goto et al., 2006; Linz et al., 2005).
Furthermore, high-mass stars reach the main sequence while still accreting.
Their Kelvin-Helmholtz pre-main sequence contraction time is considerably
shorter than their accretion time. Once a star has reached a mass of about
10M, its spectrum becomes UV-dominated and it begins to ionize its en-
vironment. This means that accretion as well as ionizing and non-ionizing
radiation needs to be considered in concert (Keto, 2002; Keto, 2003, 2007;
Peters et al., 2010a; Peters et al., 2010b). It was realized decades ago that in
simple one-dimensional collapse models, the outward radiation force on the
accreting material should be significantly stronger than the inward pull of
gravity (Larson & Starrfield, 1971; Kahn, 1974), in particular if one accounts
for dust opacity. Since we see stars with 100M or even more (Bonanos et al.,
2004; Figer, 2005; Rauw et al., 2005; Bestenlehner et al., 2011; Borissova et
al., 2012; Doran et al., 2013), a simple spherically symmetric approach to
high-mass star formation must fail.
Consequently, two different models for massive star formation have been
proposed. The first one takes advantage of the fact that high-mass stars
always form as members of stellar clusters. If the central density in the cluster
is high enough, there is a chance that low-mass protostars collide and so
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successively build up more massive objects (Bonnell et al., 1998). As the radii
of protostars usually are considerably larger than the radii of main sequence
stars in the same mass range (Hosokawa & Omukai, 2009), this could be
a viable option. However, the stellar densities required to produce massive
stars by collisions are extremely high (Baumgardt & Klessen, 2011). They
seem inconsistent with the observed stellar densities of most Galactic star
clusters (e.g. Portegies Zwart et al., 2010, and references therein), but could
be reached in the central regions of the most extreme and massive clusters
in the Local Group (such as 30 Doradus in the LMC as shown in Figure 19;
see e.g. Banerjee et al. 2012).
An alternative approach is to argue that high-mass stars form like low-mass
stars by accretion of ambient gas that goes through a rotationally supported
disk formed by angular momentum conservation. Indeed, such disk structures
are observed around a number of high-mass protostars (Chini et al., 2004,
2006; Jiang et al., 2008; Davies et al., 2010). Their presence breaks any spheri-
cal symmetry that might have been present in the initial cloud and thus solves
the opacity problem. Radiation tends to escape along the polar axis, while
matter is transported inwards through parts of the equatorial plane shielded
by the disk. Hydrodynamic simulations in two and three dimensions focus-
ing on the transport of non-ionizing radiation strongly support this picture
(Yorke & Sonnhalter, 2002; Krumholz et al., 2009; Kuiper et al., 2010, 2011).
The same holds when taking the effects of ionizing radiation into account (Pe-
ters et al., 2010a; Peters et al., 2010b, 2011; Commerçon et al., 2011). Once
the disk becomes gravitationally unstable, material flows along dense, opaque
filaments, whereas the radiation escapes through optically thin channels in
and above the disk. Even ionized material can be accreted, if the accretion
flow is strong enough. Hii regions are gravitationally trapped at this stage,
but soon begin to rapidly fluctuate between trapped and extended states, as
seen in some Galactic massive star-formation regions (Peters et al., 2010a;
Galván-Madrid et al., 2011; De Pree et al., 2014). Over time, the same ul-
tracompact Hii region can expand anisotropically, contract again, and take
on any of the observed morphological classes (Wood & Churchwell, 1989;
Kurtz et al., 1994; Peters et al., 2010c). In their extended phases, expand-
ing Hii regions drive bipolar neutral outflows characteristic of high-mass star
formation (Peters et al., 2010a).
Another key fact that any theory of massive star formation must account
for is the apparent presence of an upper mass limit at around 100−150M
(Massey, 2003). It holds for the Galactic field, but in dense clusters, appar-
ently higher-mass stars have been reported (e.g. Crowther et al., 2010; Doran
et al., 2013). If this mass limit holds, then purely random sampling of the
initial mass function (IMF) (Kroupa, 2002; Chabrier, 2003a) without an up-
per mass limit should have yielded stars above 150M (Weidner & Kroupa
2004; Figer 2005; Oey & Clarke 2005; Weidner et al. 2010; see however, Sel-
man & Melnick 2008). Altogether, the situation is not fully conclusive. If
indeed there is an upper mass limit, it raises the question of its physical ori-
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gin. It has been speculated before that radiative stellar feedback might be
responsible for this limit (for a detailed discussion see e.g. Zinnecker & Yorke,
2007) or alternatively that the internal stability limit of stars with non-zero
metallicity lies in this mass regime (Appenzeller, 1970b,a, 1987; Baraffe et al.,
2001). However, fragmentation could also limit protostellar mass growth, as
suggested by the numerical simulations of Peters et al. (2010b). The likeli-
hood of fragmentation to occur and the number of fragments to form depends
sensitively on the physical conditions in the star-forming cloud and its initial
and environmental parameters (see e.g. Girichidis et al., 2012b). Understand-
ing the build-up of massive stars therefore requires detailed knowledge about
the physical processes that initiate and regulate the formation and dynami-
cal evolution of the molecular clouds these stars form in (Vázquez-Semadeni
et al., 2009).
Peters et al. (2010b, 2011), Kuiper et al. (2011), and Commerçon et al.
(2011) argue that ionizing radiation (see also Krumholz et al., 2014), just like
its non-ionizing, lower-energy counterpart, cannot shut off the accretion flow
onto massive stars. Instead it is the dynamical processes in the gravitationally
unstable accretion flow that inevitably occurs during the collapse of high-mass
cloud cores that control the mass growth of individual protostars. Accretion
onto the central star is shut off by the fragmentation of the disk and the
formation of lower-mass companions which intercept inward-moving material.
Peters et al. (2010b, 2011) call this process fragmentation-induced starvation
and show that it occurs unavoidably in regions of high-mass star formation
where the mass flow onto the disk exceeds the inward transport of matter
due to viscosity only and thus renders the disk unstable to fragmentation
(see also Section 6.4.1).
As a side note, it is interesting to speculate that fragmentation-induced
starvation is important not only for present-day star formation but also in the
primordial universe during the formation of metal-free Population III stars.
Consequently, we expect these stars to be in binary or small number multiple
systems and to be of lower mass than usually inferred (Abel et al., 2002;
Bromm et al., 2009). Indeed, current numerical simulations provide the first
hints that this might be the case (e.g. Clark et al., 2011; Greif et al., 2011;
Stacy & Bromm, 2013).
6.6 Final stages of star and planet formation
Here, we summarize again the main phases of the star and planet formation
process. The entire sequence is illustrated in Figure 23. It begins with the
formation of molecular cloud complexes in the turbulent multi-phase ISM of
the Galaxy (as we discuss in Section 4.1.2), and continues (a) with supersonic
turbulence generating high density clumps with a wide range of densities
and sizes (Section 6.1). (b) Some of these density fluctuations may become
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Fig. 23 Schematic view of the star and planet formation process. (a) Prestellar cores
form by turbulent compression inside larger molecular clouds. (b) Some become grav-
itational unstable and begin to collapse. During the main accretion phase, the young
protostar in the center experiences rapid mass growth. This is the class 0 phase of proto-
stellar evolution. (c) Because of angular momentum conservation, the infalling material
settles into a protostellar / protoplanetary disk. Magnetically launched outflows begin
to disperse the infalling envelope. This is the class 1 phase. (d) The central protostar
becomes visible as more and more of the envelope is removed. This is the class 2 phase.
(e) The envelope is removed, and the central star becomes fully visible. Only a rem-
nant disk remains in which planet formation continues. Low mass stars are still on the
Kelvin-Helmholtz pre-main sequence contraction phase. (f) Finally, the original gas and
dust disk is cleared and what remains is a central star with a planetary system, such as
we observe in our solar system. Note that the cartoon picture describes the situation for
isolated low-mass stars. For high-mass stars, the situation is more complicated, because
the disk is likely to fragment into a binary or higher-order stellar system during the
main accretion phase.
gravitationally unstable and begin to collapse. The central density increases
until the compressional heat generated by the contraction can no longer be
radiated away efficiently. A quasi-hydrostatic object then forms in the center
of the core. This protostar continues to grows in mass by accreting material
from the infalling envelope. In the class 0 phase of protostellar evolution,
the mass budget is still dominated by the enclosing envelope. It is optically
think and absorbs the accretion luminosity generated as the infalling material
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comes to a halt at the protostellar surface. The spectral energy distribution
(SED) of the system is thus dominated by the reprocessed emission from the
cold envelope radiating mainly at sub-mm wavelengths.
Due to the conservation of angular momentum, most of the infalling matter
will not directly end up in the central protostar, (c) but instead it will build up
a rotationally supported accretion disk. If the mass load onto this disk during
the main accretion phase exceeds its capability to transport material inwards
by gravitoviscous processes, then the disk becomes unstable and will fragment
into a binary or higher-order multiple stellar system. This is very likely to
happen for high-mass stars, but occurs less frequently for low-mass objects, as
indicated by the strong mass dependence of the stellar multiplicity fraction
(Lada, 2006). Molecular cloud cores are magnetized. The magnetic field is
compressed and amplified by dynamo processes during the contraction, and
eventually the accretion disk is able to launch a magnetically driven outflow
along the rotational axis of the system (for a summary, see Pudritz et al.,
2007). The outflow begins to disperse the remaining envelope material. First
this happens along the polar axis, but later on larger and larger volumes
are affected. This affects the observed SED. As more and more of the inner
regions of the disk become visible, the peak of the emission moves towards
infrared wavelengths. Favorable viewing angles even permit us to look down
onto the protostellar photosphere, which contributes to the emission at near
infrared and optical wavelengths. (d) Clearing the infalling envelope and the
corresponding changes in SED mark the transition from class 1 to class 2
objects. In this T Tauri phase of protostellar evolution, most of the mass
is already assembled in the central star with the remaining accretion disk
contributing only a few percent to the overall matter budget. Nevertheless,
this is where planets begin to form.
At some point, (e) the envelope is completely removed (or accreted by the
disk), and the central star becomes fully visible. Only a debris disk remains
in which planet formation continues. The central protostar is expected to be
fully convective and the energy loss due to the emission of radiation at its sur-
face is compensated by the release of gravitational energy. It slowly contracts
and by doing so becomes hotter and denser. This is the classical Kelvin-
Helmholtz contraction phase of pre-main sequence evolution. For solar-type
stars it lasts about 20− 30 million years. Finally, the central conditions are
right for nuclear fusion to set in. The star enters the main sequence and
settles into a quasi-equillibrium state, where its radiative energy losses are
compensated by nuclear burning processes converting hydrogen into helium.
(f) After some time, the remaining debris disk is also cleared away and we
are left with the central star, most likely being surrounded by a planetary
system, such as we see in our own solar system or as we observe around other
nearby stars.9
9 The latest updates and findings of the research activities on extrasolar planets can be
found at the following websites: www.exoplanet.eu and www.exoplanets.org.
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7 Summary
In these lecture notes, we have made an attempt to identify and characterize
the key astrophysical processes that provide the link between the dynami-
cal behavior of the interstellar medium and the formation of stars. We hope
that we have made it clear that one part cannot be understood without solid
knowledge of the other. Both are connected via a number of competing feed-
back loops. We have argued that the evolution of the galactic ISM on large
scales depends on the detailed microphysics in very complicated and often
counter-intuitive ways. Conversely, global dynamical processes set the initial
and boundary conditions for the formation of dense clouds on small scales
and the birth of stars in their interior. Altogether, ISM dynamics spans an
enormous dynamic range, from the extent of the galaxy as a whole down to
the local blobs of gas that collapse to form individual stars or binary systems.
Similarly, it covers many orders of magnitude in time, from the hundreds of
millions of years it takes to complete one galactic rotation down to the hun-
dreds of years it takes an ionization front to travel through a star-forming
cloud. Improving our understanding of the interstellar medium and its ability
to give birth to new stars is a complex multi-scale and multi-physics prob-
lem. It requires insights from quantum physics and chemistry, and knowledge
of magnetohydrodynamics, plasma physics as well as gravitational dynam-
ics. It also demands a deep understanding of the coupling between matter
and radiation, together with input from high-resolution multi-frequency and
multi-messenger astronomical observations.
After a brief introduction to the field in Section 1, we began our discussion
in Section 2 with a detailed account of the main constituents of the interstel-
lar medium. These are gas, dust, the interstellar radiation field, and cosmic
rays. Next, we turned our attention to the various heating and cooling pro-
cesses that govern the thermodynamic behavior of the ISM. In Section 3, we
introduced the microphysical processes that regulate the coupling between
matter and radiation as well as between the different matter components.
We identified the observed interstellar turbulence as a key agent driving the
dynamical evolution of the Galactic ISM. These turbulent flows play a dual
role. As we discussed in Section 4, turbulence can prevent or delay collapse
on large scales, but on small scales it may actually trigger local compression
and star formation. In addition, we showed that ISM turbulence dissipates
quickly and needs to be continuously replenished for a galaxy to reach an
approximate steady state. This led to a critical comparison of the various
astrophysical processes that have been proposed to drive interstellar turbu-
lence in galaxies such as our Milky Way. Because star formation is always
found to be associated with molecular clouds, we discussed the physical (and
chemical) processes that govern the formation of these densest and coldest
components of the ISM in Section 5. We paid special attention to the chem-
ical reactions that lead to the formation of H2 and to its most important
tracer CO. We found that dust attenuation plays a key role in this process,
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and we discussed molecular cloud formation in the context of global ISM
dynamics on galactic scales. Finally, in Section 6 we zoomed in on smaller
and smaller scales, and summarized the properties of molecular cloud cores
as the direct progenitors of individual stars and stellar systems. Furthermore,
we motivated and described the current statistical and theoretical models of
stellar birth and tried to explain the seemingly universal observed distribu-
tion of stellar masses at birth, the initial mass function (IMF), as the result
of a sequence of stochastic events mostly governed by the interplay between
turbulence and self-gravity in the star-forming gas.
We hope that we have illustrated in these lecture notes that the question
of stellar birth in the multi-phase ISM of our Milky Way and elsewhere in the
universe is far from being solved. On the contrary, the field of ISM dynamics
and star formation is rapidly evolving and has gone through a significant
transformation in recent years. We acknowledge that scientific progress in
this area requires the concerted and combined efforts of theory, observations,
as well as laboratory experiments. We notice a general trend away from only
taking isolated processes and phenomena into account and towards a more
integrated multi-scale and multi-physics approach in today’s theoretical mod-
els and computer simulations. Observational studies now regularly attempt
to accumulate and combine information from as many different wavebands
as possible, and to cover as large an area on the sky with as much detail
and resolution as possible. New large facilities such as ALMA on the ground
or Gaia in space have the potential for real scientific breakthroughs.10 All
our theoretical and observational efforts would be in vain without comple-
mentary laboratory studies that provide fundamental information and cross
sections for molecular and ionic reactions as well as transition frequencies
and data on dust physics, that constitute the physical and chemical basis of
our understanding of the ISM.
We end this summary with a list of questions, which we think are amongst
the most important open problems in the field of ISM dynamics and star
formation studies. We note that these questions are closely related to each
other, and that the answer to one question may hold the key to resolving
another.
What drives interstellar turbulence? Observations show that turbulence in
molecular clouds is ubiquitous. With the exception of the dense cores dis-
cussed in Section 6.1, it seems to follow a universal relationship between
velocity dispersion and size (Larson’s relation, see Section 4.1). Even extra-
galactic molecular clouds exhibit similar behavior. In addition, there are few
variations in the turbulent properties between molecular cloud regions with
ongoing star formation and those without. This seems to argue in favor of
a galaxy-scale driving process (Section 4.5). On the other hand, there are
also no systematic variations in GMC properties within a galaxy or between
10 Information about the Atacama Large Millimeter/Submillimeter Array (ALMA) and
about the Gaia satellite can be found at www.almaobservatory.org and sci.esa.int/gaia/.
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galaxies, which would seem to argue that internal processes must be impor-
tant as well (Section 4.6). What is the relative importance of internal and
external forcing mechanisms in driving ISM turbulence? Does the answer de-
pend on the length scales that one examines, or on the place where one looks?
So far, the ‘smoking gun’ to answer these questions, both observationally or
theoretically, remains to be found.
How is the star formation process correlated with galaxy properties? And how
can we best study that problem? On large scales, star formation appears to
follow a fairly universal scaling behavior. This holds for galaxies that range
from being mildly dominated by atomic hydrogen (such as the Milky Way) to
those that are strongly dominated by molecular hydrogen (such as local star-
bursts). Does the presence or absence of a significant atomic phase play an
important role in regulating star formation, either directly (e.g. by limiting
the amount of molecular gas available for star formation) or indirectly (e.g.
by driving turbulent motions via thermal instability)? How does the star for-
mation process change, if at all, in galaxies such as dwarfs that contain very
little molecular gas? On the observational side, one of the key questions is
whether and to what extent commonly used observational tracers of the star
formation rate (SFR), such as Hα, 24µm dust emission, or [Cii] fine structure
emission, can reliably recover the true rates? Accurate measurements of the
SFR in galaxies are of great importance for many different fields of astro-
physical research, and yet remain difficult to carry out. In nearby molecular
clouds, counts of young stellar objects can give a direct measurement of the
SFR, but this technique cannot be used in extragalactic systems where indi-
vidual objects cannot be detected and resolved. Instead, indirect indicators
of the SFR must be used, such as the Hα luminosity or the total far-infrared
emission. A central assumption underpinning these methods is that the en-
ergy radiated by these tracers comes primarily from newly-formed massive
stars. If this is not the case, then these tracers will give a misleading view
of the SFR. Answering these questions requires both dedicated observations
and numerical models that allow us to explore the conditions in which the
different tracers of the SFR can be used safely, and to understand when and
why they fail. These can then also address the question of the scale over
which the above correlations hold. Do we still see a good correlation between
the tracers and the SFR on small scales (tens of parsecs or less), or only when
we average on scales of hundreds of parsecs?
What are the best observational tracers to study ISM dynamics and molecular
cloud assembly? We know that dense molecular clouds must be assembled
from gas that is initially in a more diffuse state (Section 5), but whether
this process is driven primarily by turbulence or by gravity is unclear. At
the present time, we are not even sure what we should observe in order to
best distinguish between these two models. It seems likely that CO forms in
significant quantities only once a large fraction of the cloud mass is already
assembled, since it resists photodissociation only in regions with relatively
Ralf Klessen & Simon Glover 145
high extinctions (Section 5.2), and so CO observations are unlikely to provide
strong constraints on the assembly process. Hi 21 cm observations may be
better suited for this purpose, but only if the inflowing gas is primarily atomic.
If, instead, it is largely composed of H2, then chemical tracers of this phase
(e.g. HD or HF) may be more useful. Fine structure emission from [Cii] or
[Oi] may also trace the inflowing gas, but only if it is warm enough to excite
the lines. Addressing this issue requires us to perform dedicated numerical
simulations coupled with a time-dependent chemical network and to produce
synthetic observations in the tracers of interest in a post-processing step,
which then can be compared one-to-one with real observational data.
Which observational diagnostics are best suited to recover the true physical
properties of the ISM? Our knowledge of physical cloud properties (such as
mass or spatial extent) often relies on indirect measurements, particularly
in extragalactic systems. For example, it is often assumed that all molecular
clouds are in virial equilibrium, which allows us to estimate their masses from
the observed CO linewidths. In the Milky Way, we can hope to benchmark
this approach by using more direct measurements of cloud masses, as derived
from e.g. dust extinction. However, this can be done easily only for nearby
clouds, meaning that the range of environments in which these estimates can
be directly tested is quite limited. Besides better and more detailed obser-
vations, progress will require us to examine the performance of the different
available measures of cloud mass in dedicated numerical simulations for a
wide variety of different physical environments. Only these calculations pro-
vide full access to the six-dimensional phase space, and by doing so enable
us to figure out which measures are the least biased and potentially also to
derive correction factors to improve the observational estimates.
What physical processes determine the distribution of stellar masses at birth?
How reliable are observations that suggest that the stellar IMF and binary
distribution at the present day are similar in different galactic environments?
In particular, in rich (and more distant) clusters, our observational basis needs
to be extended to lower masses. The same holds for variations with metallicity
as can be traced in the Local Group. Is the IMF in the Large Magellanic
Cloud (with a metal abundance of about half of the solar value) and the
Small Magellanic Cloud (with a metal abundance of about one fifth solar or
less) really similar to the Milky Way? On the theoretical side, what processes
are responsible for the (non-)variation of the IMF? The critical mass for
gravitational collapse can vary enormously between different environments.
Yet the IMF in globular clusters, for example, appears to be the same as in
regions of distributed star formation such as Taurus. How can the statistical
theoretical models introduced in Section 6.4 be extended to address these
questions? Better understanding the physical origin of the IMF will remain
a key driver of star formation research for a long time to come.
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