Understanding the physics of complex system plays an important role in selection of data for training intelligent computing models. Based on the physics of the wave transmission of Horizontally Interlaced Multilayer Moored Floating Pipe Breakwater, a laboratory experiment carried out at Department of Applied Mechanics, National Institute of Technology Surathkal, India, authors felt that relative depth of water (d/L) may have effect on the performance of intelligent computing models. In the present paper, d/L is taken as one of the inputs to study the performance of ANN and Genetic Algorithm based Support Vector Machine Regression (GA-SVMR) model which was ignored by the authors in their previous studies. The performances of present ANN-1 and GA-SVMR-1 models are compared with the previous ANN and GA-SVMR models. The results revealed that there is a slight improvement in the performance of present ANN-1 and GA-SVMR-1 models in terms of Correlation Coefficient.
INTRODUCTION
Floating breakwaters are well accepted in recent years because of their basic advantages, such as, flexibility, easy mobilization, installation, and retrieval. In past four decades several researchers have carried out experimental, theoretical and numerical investigations on different types of floating breakwaters, such as horizontal, sloping, A-type, Y-type, Cage, pontoon, tires, pipes etc., [Homma et al.(1964) , Brebner and Ofuya (1968) , Harris and Webber (1968) , Kennedy and Marsalek (1968) , Chen and Weigel (1970) , Ito and Chiba (1972) , Adee and Martin (1974) , Seymour (1976) , Arunachalam and Raman (1980) , Yamamoto et al. (1980) , Bishop (1982) , Leach et al. (1985) , Sastry et al. (1985) , Muralikrishna et al. (1987) , Mani and Venugopal (1987) , Harms (1979) , Mani (1991) , Williams et al. (1991) , Murali and Mani (1997) , Williams and Azm (1997) , Sannasiraj et al. (1998) , Rao (2000) , Briggs et al. (2002) , Hermanson (2003) , Liang et al. (2003) , Sundar et al. (2003) , Stiassnie and Drimer (2003) , Li et al. (2005) , Loukogeorgaki and Angelides (2005) Ruol et al. (2008) ]. However, it is noticed that theoretical determination of transmission coefficient for a typical floating structure with all its coastal boundary and depth variation is extremely difficult. This is because of complexity and non-linearity associated with wave-structure interaction. Similarly for floating pipe breakwaters the energy dissipation process depends on various factors like pipe interference effect, the spacing between the pipes and number of layers. As the effect of all these factors on transmission is not clearly understood, it is extremely difficult to quantify them mathematically. Still it is a complex problem.
Intelligent computing (IC) techniques, such as Artificial Neural Network (ANN), Fuzzy Logic (FL), Support Vector Machines (SVM), Genetic Programming (GP) are efficaciously used in almost all aspects of coastal engineering associated with complexity and vagueness. However, earlier works on ANNs in ocean engineering overviewed by Jain and Deo (2006) may be referred for completeness in this subject. In past, authors [Patil et al. (2011 [Patil et al. ( , 2012 ] have developed ANN, Adaptive Neuro Fuzzy Inference System (ANFIS) and Genetic Algorithm Based Support Vector Machine (GA-SVMR) for predicting wave transmission of Horizontally Interlaced Multilayer Moored Floating Pipe Breakwater (HIMMFPB). They used input parameters, such as relative spacing of pipes (S / D), relative breakwater width (W / L), ratio of incident wave height to water depth (H i / d), and incident wave steepness (H i /L) which influence the wave transmission (K t ) of HIMMFPB. K t predicted by their ANN, ANFIS and GA-SVMR models have shown good agreement with the experimental values. GA-SVMR with b-spline kernel function has performed better than ANFIS with correlation coefficient (CC train = 0.9897 and CC test = 0.9741).
According to Drimer et al. (1992) , the transmitted energy flux associated with long waves is almost uniform with water depth and to achieve good protection from long waves one should block substantial part of the water depth. Further they revealed that intermediate water depth provide good protection against waves of wavelength ranging up to few times the width of the structure. Many researchers [Neelamani and Rajendran (2002) , Sundar et al. (2003) , Wang et al. (2006) , Neelamani and Gayathri (2006) , Hegde et al. (2007) , Teh et al. (2010) ] have carried out experimental investigation to study the performance of floating breakwater in terms of hydrodynamic coefficients. One of the main parameters used in their study was relative depth of water (d / L). Koraim (2013) studied the efficiency of new type of floating pipe breakwater which consists of one or more rows of half pipes suspended on supporting piles. He studied the physical model in terms of wave transmission, reflection and energy dissipation characteristic and he reported that K t decreases with increase in d / L, whereas, dissipation coefficient (K d ) increases with increase in d / L. Performance of IC models depends on better selection and preprocessing of the data used in training the models. Understanding the physics of the complex system plays an important role in selection of the data for training the models. Based on the physics of the wave transmission of HIMMFPB, a laboratory experiment carried out at Department of Applied Mechanics, National Institute of Technology (NITK) Surathkal, India, authors felt that relative depth of water (d / L) may have effect on the performance of IC models. Previous experimental investigation proved that d / L has some effect on hydrodynamic performance of floating breakwater. This has motivated us to use as one of the input in developing IC models.
In the present paper, performance of ANN and GA-SVMR models are studied by considering as one of the input parameter which was neglected by authors [Patil et al. (2011 [Patil et al. ( , 2012 ] in their previous studies. The paper is organized as follows. Section 1 describes literature associated with floating breakwaters and applications of soft computing techniques in coastal engineering. Section 2 details about experimental HIMMFPB model and data used. Section 3 describes brief overview of ANN and GA-SVMR structure. Results and discussions are described in section 4. Conclusion and acknowledgment are followed in section 5 and 6 respectively.
ABOUT EXPERIMENTAL HIMMFPB MODEL
A pictorial representation of the experimental model of HIMMFPB conducted at NITK Surathkal in plan and sectional view is shown in Figure 1 . The breakwater consisted of PVC (polyvinyl chloride) circular pipes of 32 mm inner diameter and 0.75 mm thick wall. The pipes were placed parallel to each other with centre-to-centre spacing (S) between them in each layer. Spacing's between the pipes of 2D, 3D, 4D and 5D were considered. In the flume, longitudinal pipes were placed along the direction of propagation of waves. The transverse pipes were placed perpendicular to longitudinal pipes and tied to them by binding wire of mild steel. The length of the longitudinal pipes defines the width of the floating breakwater. Both ends of the breakwater were tied with multi strand steel cables of nominal diameter 1.7 mm as moorings. The model was kept in position by means of moorings with zero initial force (no tension) at a distance 28 m from the wave maker. All the experiments were conducted in water depths of 0.40 m, 0.45 m and 0.50 m.
Experimental Details of HIMMFPB
The experiments conducted on HIMMFPB models with five layers of pipes with relative spacing's of 2, 3, 4, and 5 (Magadum, 2005; Deepak, 2006; Jagadisha, 2007) are discussed in this section. The width of the breakwater model was varied from 1.65 m to 5.44 m for each case. These constitute 208 numbers of floating pipe breakwater model configurations. Each of these configurations was tested in 0.40 m, 0.45 m and 0.50 m depths of water, wave heights ranging from 0.030 m to 0.18m, and wave periods ranging from 1.2 sec to 2.2 sec. The widths of the breakwater were decided by varying the W / L values from 0.4 to 2.65. The transmitted wave heights on the leeside of the breakwater was measured using wave probes and the peak mooring forces in seaside and leeside has been measured using load cells. Table 1 shows details of wave-specific and structure-specific parameter considered. 
to study the performance of ANN-1 and GA-SVMR-1 models. These experimental data are divided into two sets, one for training and other for testing the ANN-1 and GA-SVMR models ( Table 2) . Table 2 . Input parameters and data used to train and test ANN-1 and GA-SVMR-1 models
ABOUT INTELLIGENT COMPUTING
A comprehensive description of IC techniques such as ANNs, GA based SVMR is beyond the scope of this paper, nevertheless authors felt that it is useful to provide a brief overview and methodology used in present investigation. However, earlier works by [Patil et al. (2011 [Patil et al. ( , 2012 ] may be referred for completeness in this subject.
Brief Overview of ANN
A neural network is a network of interconnected neurons, inspired from the studies of the biological nervous system. In other words, neural network function in a way is similar to the human brain.
In the present research work, feed forward back-propagation neural network is used. The typical back-propagation network has one input layer, one output layer and one hidden layer. There is no theoretical limit on the number of hidden layers but typically, there is just one or two. Each layer is fully connected to the succeeding layer, as shown in Figure 2 . Mathematically, the feed forward artificial neural network is expressed as:
( 1) (2) Where x is input value from 1 to n, W ji are the weights between input layer and hidden layer nodes and W kj are the weights between hidden layer and output layer nodes. b ji and b ko are bias values at hidden and output layer respectively. m is the number of hidden layer nodes and T r (y) is transfer function. This transfer function allows a non-linear conversion of summed inputs. A non-linear transfer function is applied between input nodes and hidden nodes. In the present research work, Tansig is used as transfer function, which is expressed as:
y is the summation of input values with weights and biases. The transfer function improves the network generalization capabilities and speeds up the convergence of the learning process. The bias values for both hidden layer and output layer get adjusted at each time of iterations. The weights between hidden and output layers are calculated using updated Levenberg-Marquardt algorithm. In the present research work, the linear transfer function purelin is applied between hidden layer and output layer, and it is expressed as:
The overall objective of training algorithm is to reduce the global error, E, defined as: Where, p is the total number of training patterns, d kp is the desired value of the k th output and the p th pattern, o kp is the actual value of the k th output andpattern. Here, Levenberg-Marquardt (LM) updated algorithm (Wilamoski et al, 2001 ) is used to train the network.
Brief
Overview of GA-SVMR 3.2.1 Theoretical background of SVMR The SVM regression function is expressed as:
Where ϕ i (x) is the non-linear function in feature of input x, and both w i and b are coefficients, which are estimated by minimizing the regularized risk function as expressed below:
where;
(8)
The first term in eqn. 7 is called regularized term, measures the flatness of the function. The second term is the empirical error measured by the ε -insensitive loss function, which is defined as eqn. 8. C and ε are user determined parameters, d i is the actual value at period i, y i is the forecasted value at period i, and C is a weighing parameter considered to specify the trade-off between the empirical risk and model flatness. Eqn. 8 defines a range where the loss will be zero if the forecasted value is within the ε -tube (eqn. 8). However, if the value is out of the ε -tube then the loss is the absolute value, which is the difference between forecasted value and ε. Introducing two positive slack variables ζ and ζ * i in eqn. 8, it is possible to transform it into a primal objective function given by:
(9) subject to the constraints; ζ and ζ * i represents the distance from the actual values to the corresponding boundary values of -tube.
The key idea is to construct the Lagrange function from the primal objective function and corresponding constraints by introducing the dual set of variables,
,....., .
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Eqn. 10 is minimized with respect to primal variables w i , b, ζ, ζ * and maximized with respect to nonnegative Lagrangian multipliers α i , α i * , β i and β * i . Finally, Karush-Kuhn-Tucker conditions are applied to the regression, and eqn. 10 thus yields the dual Lagrangian,
subject to the constraints;
In eqn. 11, α i and α i * are called Lagrangian multipliers that satisfy equalities, α i × α i * = 0. After calculating α i and α i * , an optimal desired weights vector of the regression hyper-plane is represented as:
Therefore, the regression function is expressed as:
Here, K(x i , x j ) is called the kernel function. The value of the kernel equals the inner product of two vectors x i and x j in the feature space ϕ(x i ) and ϕ(x j ), i.e., K(
In the present paper we have experimented with two kernel functions (Table 3) . Linear, polynomial, rbf and erbf kernel functions are neglected due to poor performance in comparison to spline and bspline kernel function as reported by Patil et al. (2012) .
, , , , , , 1 2 Step 1. (Initialization): In the present paper initial population of chromosomes is generated randomly. Population size is set to 50. The chromosomes are real coded string, consist of SVMs parameters C, and kernel parameter (d).
Step 2. (Evaluating fitness): In this step fitness of each chromosome is evaluated. In the present paper, a negative normalized mean square error is used as the fitness function, which is defined as:
Where, N is the total number of data in the test set, d i is the mean of the actual value, d i is the actual value and y i is the predicted value.
Step 3. (New population): In this step new population is created by repeating the following steps until the new population is complete i) [Selection]: In the present study, two parent chromosomes from a population are selected according to fitness function (eqn. 14). The roulette wheel selection principle (Holland, 1975 ) is used to select chromosomes for reproduction ii) [Crossover]: Here with crossover probability crossover of the parents is done to form new offspring's (children). In cross over, chromosomes are paired randomly. The intermediate crossover principle is used and offspring's are produced according to the following rule:
Where α is the scaling factor chosen uniformly at random over an interval [-d, 1+d ]. In the present study, d is chosen as 0.25.
iii) [Mutation]: After cross over operation is performed the string is subjected to mutation operation. This is done to prevent falling all solutions of the population into local optimum of solved problem. The variable in the string to be mutated is selected randomly, where incremental operator is used. The rate of crossover and mutation is determined by probabilities. In the present paper, the probabilities of crossover and mutation are set to 0.8 and 0.05 respectively. iv) [Accepting]: Accept and place new offspring in the new population.
Step 4. (Replace): Here, new generated population is used for a further run of the algorithm.
Step 5. (Stop condition): If the end condition is satisfied, stop, and return the best solution in current population. Otherwise,
Step 6. (Loop): Go to step 2.
Proposed GA-SVMR model
In the present study, MATLAB support vector machine toolbox (Gunn, 1998) is interfaced with genetic algorithm to optimize the SVMs and kernel parameters simultaneously for better generalization of the proposed GA-SVMR model. Two GA-SVMR models were developed by using two kernel functions (Table 3 ). In order to study, the performance of each kernel in predicting wave transmission of HIMMFPB, GA-SVMR is trained by applying these kernel functions. Figure 3 illustrates the proposed GA-SVMR-1 model.
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RESULTS AND DISCUSSION
To study the effect of (d / L) on the performance of ANN-1 and GA-SVMR-1 models in predicting (K t ), statistical measures such as Correlation Coefficient (CC), Root Mean Square Error (RMSE) and Scatter Index (SI) are used which are defined as:
Where K tmi and K tpi represent the measured and predicted wave transmission coefficient, respectively, K tm and K tp are the mean value of measured and predicted observations, N is the number of observations. Statistical measures computed for ANN-1 and GA-SVMR-1 are shown in Table 4 and Figure 4 -6. These values are compared with previous ANN and GA-SVMR models (Patil et al. 2012) . In comparison to previous ANN and GA-SVMR models, present models ANN-1, GA-SVMR-1(spline) and GA-SVMR-1(bspline) has shown slight improvement in predicting coefficient of transmission for HIMMFPB. These models were developed by replacing incident wave steepness (H i / L) with relative depth of water (d / L). This clearly proves that relative depth of water (d / L) has effect on the performance of ANN-1 and GA-SVMR-1 models. CC test for ANN-1 has enhanced from 0.9488 to 0.9504, whereas there is decrease in RMSE and SI from 0.05395 to 0.05007 and 0.09625 to 0.08932 respectively. Similar trend is shown in GA-SVMR-1(spline) and GA-SVMR-1(bspline) as shown in Table 4 . In comparison to all models GA-SVMR-1 model with b-spline kernel function has shown better generalization capability than other models. The performance of these models depends on better selection of SVM and kernel parameters. The optimal parameters obtain by GAs are shown in Table 5 . Number of support vectors (nsv) used in previously developed models (Patil et al. 2012 ) and presently developed models are 100% (Table 5 ). This clearly proves that there is no noise in the training data sets; however there is non-linearity and complexity associated in mapping input and output relationship of HIMMFPB. A GA-SVMR and GA-SVMR-1 model with spline kernel function has same optimal SVM and kernel parameters. However, the generalization capability of GA-SVMR-1 with spline kernel function is much better than GA-SVMR model which clearly indicates the effect of (d / L) on performance of these models. GA-SVMR-1 model with b-spline kernel function has shown better CC (CC Test = 0.9749) in predicting K t with optimal C =350 and d =1 in comparison to GA-SVMR with b-spline kernel.
CONCLUSIONS
In the present paper performance of ANN-1 and GA-SVMR-1 models are studied by considering d / L as one of the input parameter which was neglected by authors [Patil et al. (2011 [Patil et al. ( , 2012 Presently developed models ANN-1 and GA-SVMR-1 with spline and b-spline kernel function has shown better generalisation capability than ANN and GA-SVMR models.
Replacing incident wave steepness (H i / L) with relative depth of water (d / L) has improved the performance of ANN-1 and GA-SVMR-1 models.
It is also observed that input parameter selection in developing ANN and GA-SVMR models has a significant effect on the performance.
The performance of intelligent compoting models depends on choice of kernel function and good setting of SVM and kernel parameters. The b-spline kernel function performed better than other kernel function.
