ABSTRACT. We review recent progress in potential theory of second-order elliptic operators and on the metastable behavior of Markov processes.
POTENTIAL THEORY
We present in this section a brief historical introduction to the Dirichlet principle. The interested reader will find in Kellogg's book [22] a full account and references. From Newton's law of universal gravitation to Laplace's equation. In 1687, Newton enunciated the Law of universal gravitation which states that "every particle of matter in the universe attracts every other particle with a force whose direction is that of the line joining the two, and whose magnitude is directly as the product of their masses, and inversely as the square of their distance from each other". The magnitude F of the force between two particules, one of mass m 1 situated at x ∈ R 3 and one of mass m 2 situated at y ∈ R 3 is thus given by
where (z 1 , z 2 , z 3 ) = z 2 1 + z 2 2 + z 2 3 stands for the Euclidean distance, and κ for a constant which depends only on the units used. In order to avoid the constant κ we choose henceforth the unit of force so that κ = 1.
Once Newton's gravitation law has been formulated, it is natural to calculate the force exerted on a particle of unit mass by different types of bodies. Consider a body B occupying a portion Ω of the space R 3 . Assume that its density ρ at each point z ∈ Ω is well defined and that it is continuous and bounded as a function of z. By density at z we mean the limit of the ratio between the mass of a portion containing z and the volume of the portion, as the volume of the portion vanishes. By (1.1), the force at a point x ∈ R 3 is given by
(1.2) 1 Note that the force is well defined in Ω because x → x −2 is integrable in a neighborhood of the origin and we assumed the density ρ to be bounded. Equation (1.2) defines, therefore, a vector field F = (F 1 , F 2 , F 3 ) : R 3 → R 3 . The force field F introduced in (1.2) turns out to be divergence free in Ω c :
where ∂ xj represents the partial derivative with respect to x j . It is also conservative: Fix a point x ∈ R, and let γ : [0, 1] → R 3 be a smooth, closed path such that γ(0) = γ(1) = x. The integral of the force field along the cycle γ is given by
As the force field is conservative and the space is simply connected [any two paths with the same endpoints can be continuously deformed one into the other], we may associate a potential V : R 3 → R to the vector field F . Fix a point x 0 ∈ R 3 and a constant C 0 , and let
where γ is a continuous path from x 0 to x. The potential V is well defined because the force field is conservative, and it is unique up to an additive constant. By requiring it to vanish at infinity, it becomes which is known as Laplace's differential equation. This last identity provides an alternative way to compute the force field induced by a body whose density is unknown. Let B be a body occupying a portion Ω of the space R 3 . Assume that Ω c is a domain [open and connected] which has a smooth, simply connected boundary, denoted by ∂Ω. Assume, further, that the force field F exerted by the body B can be measured at the boundary of Ω. Fix a point x 0 ∈ ∂Ω, set V (x 0 ) = 0, and extend the definition of V to ∂ Ω through equation (1.4) . By (1.7), the potential V solves the equation (∆W )(x) = 0 , x ∈ Ω c , W (x) = V (x) , x ∈ ∂Ω .
(1.8)
To derive F , it remains to solve the linear equation (1.8) and to retrieve F from V by (1.6).
The problem of proving the existence of a function satisfying (1.8) or of finding it when it exists is known as the Dirichlet problem, or the first boundary problem of potential theory. Dirichlet's principle. In 1850, Dirichlet proposed the following argument to prove the existence of a solution to (1.8) . It is simpler to present it in the context of masses distributed along surfaces. If mass points disturb, on may think in terms of charges since, according to Coulomb's law, two point charges exert forces on each other which are given by Newton's law with the word mass replaced by charge, except that charges may attract or repel each other.
Consider a bounded domain Ω whose boundary, represented by ∂Ω, is smooth. Let ζ be a surface density on ∂Ω. By (1.5), the potential associated to this mass distribution is given by
where σ(dz) stands for the surface measure. The surface density can be recovered from the potential. By Theorem VI of Chapter VI in [22] , 9) where n + , resp. n − , represents the outward, resp. inward, pointing unit normal vector to ∂Ω.
Denote by E(ζ) the potential energy of the mass distribution ζ. It corresponds to the total work needed to assemble the distribution from a state of infinite dispersion, and it is given by
Since, by (1.9), the surface density can be expressed in terms of the potential, we may consider the energy as a function of the potential. After this replacement, as the potential satisfies Laplace's equation (1.7) on (∂Ω) c , applying the divergence theorem, we obtain that
It is a principle of physics that equilibrium is characterized by the least potential energy consistent with the constraints of the problem. Thus, to prove the existence of a solution of the differential equation (1.8), Dirichlet proposed to consider the variational problem
where the infimum is carried over all smooth functions f :
Mathematicians objected to the argument at an early date, pointing that the infimum might not be attained at an element of the class of functions considered. Weierstrass gave an example showing that the principle was false, and in 1899, Hilbert provided conditions on the surface, the boundary values and the class of functions f admitted, for which the Dirichlet principel could be proved. Condenser capacity. In electrostatics, the capacity of an isolated conductor is the the total charge the conductor can hold at a given potential.
Let Ω 1 ⊂ Ω 2 be bounded domains with smooth boundaries represented by Σ 1 , Σ 2 , respectively. Assume that the closure of Ω 1 is contained in Ω 2 . Consider the potential which is equal to 1 at Ω 1 , 0 at Ω c 2 , and which satisfies Laplace's equation
c , this potential can be obtained from a surface distribution concentrated on Σ 1 ∪ Σ 2 . The total mass [charge] on Σ 1 is given by
where the last identity follows from (1.9) and from the fact that the inward derivative vanishes because V is constant in Ω 1 . The condenser capacity of Ω 1 relative to Ω 2 is given by
10)
The measure ν = − (1/4π) (∂V /∂n + )(x) σ(dx) on Σ 1 is called the harmonic measure.
The capacity of Ω 1 is obtained by letting Ω 2 increase to R d . As the potential V is equal to 1 on Ω 1 and 0 at Σ 2 , we may insert V (x) in the previous integral, add the integral of the same expression over Σ 2 , and then use the divergence theorem and the fact that V is harmonic on the annulus R = Ω 2 \ Ω 1 to conclude that the previous expression is equal to
where the infimum is carried over all smooth functions f such that f = 1 on
This latter formula provides a variational formula for the capacity defined by (1.10), called the Dirichlet principle.
In the next section, we present two variational formulae for the capacity induced by a second-order elliptic operator which is not self-adjoint with respect to the stationary state [as it is the case of the Laplace operator with respect to the Lebesgue measure]. We then present some applications of the formulae.
DIRICHLET AND THOMSON PRINCIPLES
In this section, we extend the notion of capacity to the context of general second order differential operators not necessarily self-adjoint. We then provide two variational formulae for the capacity, the so-called Dirichlet and Thomson principles. We will not be precise on the smoothness conditions of the functions and of the boundary of the sets. The interested reader will find in the references rigorous statements.
To avoid integrability conditions at infinity, we state the Dirichlet and the Thomson principles on a finite cube with periodic boundary conditions. Fix d ≥ 1, and denote by
Denote by a(x) a uniformly positivedefinite matrix whose entries a i,j are smooth functions: There exist c 0 > 0 such that for all
where η · ξ represents the scalar product in
Generator. Denote by L the generator given by
2)
is a smooth vector field. By modifying the drift b we could assume the matrix a to be symmetric. We will not assume this condition for reasons which will become clear in the next sections. There exists a unique Borel probability measure such that µL = 0. This measure is absolutely continuous, µ(dx) = m(x)dx, where m is the unique solution to
where a † stands for the transpose of a. For existence, uniqueness and regularity conditions of solutions of elliptic equations, we refer to [17] . Let V (x) = − log m(x), so that m(x) = e −V (x) . For such a set A, denote by µ A (dx) the measure m(x)σ(dx) on ∂A, where σ(dx) represents the surface measure. Hence, for every smooth vector field ϕ,
where n A represents the inward normal vector to ∂A. We may rewrite the generator L introduced in (2.2) as
This implies that the operator c · ∇ is skew-adjoint in L 2 (µ): for any smooth functions f , g : 6) and that for any open set D with a smooth boundary,
In view of (2.
where a s stands for the symmetrization of the matrix a:
Capacity. Recall that A, B are closed sets satisfying (2.4). Let
.
Denote by h = h A,B , resp. h * = h * A,B , the unique solutions to the linear elliptic equations
where χ C , C ⊂ T d , represents the indicator function of the set C. The functions h, h * are called the equilibrium potentials between A and B. A function f such that (Lf )(x) = 0 is said to harmonic at x. If it is harmonic at all points in some domain Ω, it is said to be harmonic in Ω.
By analogy to the electrostatic definition (1.10) of the capacity of a set, define the capacity between the sets A, B of T d as
Since h = 1 at ∂A and h = 0 at ∂B, we may insert h in the integral and add the surface integral of the same expression over ∂B. Applying then the divergence theorem, we obtain that
As ∇h vanishes on A ∪ B, we may extend the integrals to T d . The integrand in the second term can be written as h [Lh − c · ∇h]. Since c · ∇ is skew-adjoint and h is harmonic on (∂A ∪ ∂B) c , we conclude that
In the previous formulae, we may replace a, a † by their symmetric part a s , and we may restrict the integrals to Ω.
Lemma 2.1. Let A, B be two closed subsets satisfying the conditions (2.4). Then,
Moreover,
The proof of (2.12) is similar to the one which led from the definition of the capacity to (2.11).
One has just to recall from (2.5) that ∇ · (e −V c) = 0. We turn to the proof that cap(A, B) = cap * (A, B) It relies on the claim that
To prove this claim, repeat the calculations carried out to derive (2.12) to conclude that
Since ∇h vanishes on A ∪ B, we may carry the second integral over T d . This proves the first identity of the claim because the first term on the right hand side is equal to the capacity between A and B.
The same computation inverting the roles of h and h * gives that
Compare this identity with the previous one. The left-hand sides coincide. As c·∇ is skewadjoint, the second terms on the right-hand sides are also equal. Hence, cap(A, B) = cap * (A, B) because the first term on the right-hand side of the penultimate equation is cap(A, B). The previous identity together with the fact that cap * (A, B) = cap(A, B) yields the second identity of the claim.
Considering L * in place of L we obtain from the previous lemma that
Variational formulae for the capacity. Let F be the Hilbert space of vector fields ϕ : Ω → R d endowed with the scalar product ·, · given by:
Let F γ , γ ∈ R, be the closure in F of the space of smooth vector fields ϕ ∈ F such that
Let C α,β , α, β ∈ R, be the space of smooth functions f : Ω → R such that f ≡ α on A and f ≡ β on B. For f ∈ C α,β define
Lemma 2.2. For every ϕ ∈ F γ and f ∈ C α,0 we have that
Writing a † ∇f · ∇h as ∇f · a∇h, and integrating by parts, since f = α on ∂A and f = 0 on ∂B, the previous term becomes
By definition, the last integral is the capacity between A and B, while the expression involving f is equal to −f Lh. This expression vanishes because h is L-harmonic in Ω.
Hence, since h = χ A on ∂A ∪ ∂B, by an integration by part, the previous expression is equal
By (2.14), this expression is equal to γ + α cap(A, B), as claimed.
Theorem 2.3 (Dirichlet principle). Fix two disjoint subsets
and the infimum is attained for
Proof. Fix f ∈ C 1,0 and ϕ ∈ F 0 . By Lemma 2.2, applied with γ = 0 and α = 1, and by Schwarz inequality,
By (2.15), the last term is equal to
Recall from the statement of the theorem the definition of h ⋆ and ϕ ⋆ . Since
Therefore, to complete the proof of the theorem, it remains to check that h ⋆ belongs to C 1,0 , and ϕ ⋆ to F 0 . It is easy to check the first condition. For the second one, observe that
This expression vanishes on Ω by the harmonicity of h, h * and in view of (2.5). On the other hand,
By Lemma 2.1 and identity (2.13), the previous expression is equal to (1/2){cap * (A, B)− cap(A, B)} = 0, which completes the proof of the theorem.
Theorem 2.4 (Thomson principle). Fix two disjoint subsets
Moreover, the infimum is attained at
Proof. Fix ϕ in F 1 and f in C 0,0 . By Lemma 2.2 (applied with α = 0 and γ = 1), by Schwarz inequality, and by (2.15),
, so that by (2.15),
It remains to check that h ⋆ ∈ C 0,0 , and ϕ ⋆ ∈ F 1 . It is easy to verify the first condition. For the second one, observe that
By Lemma 2.1 and (2.13), the right-hand side is equal to cap(A, B) + cap * (A, B) = 2 cap(A, B). This proves that ϕ ⋆ belongs to F 1 , and completes the proof of the theorem.
Reversible case. In the reversible case, c = 0, a symmetric, the optimal flow ϕ in the Dirichlet principle is the null one, so that
In the last identity we used the fact that Φ f = Ψ f = a∇f . We thus recover the Dirichlet principle in the reversible context. Similarly, in the reversible case, the optimal function f in the Thomson principle is the null one, so that
which is the Thomson's principle in the reversible case. We conclude this subsection comparing the capacity induced by the generator L with the one induced by the symmetric part of the generator, L s given by (2.8). Fix two disjoint subsets A, B satisfying (2.4). Denote by cap s (A, B) , the capacity between A and B induced L s . Since h belongs to C 1,0 , by (2.11) and (2.16),
In the case of Markov chains taking value in a countable state-space, it is proved in Lemma 2.6 of [16] that if the generator satisfies a sector condition with constant C 0 ,
The operators L and L * are generators of Markov processes on T d with invariant measure µ. More precisely, L is the generator of the solution of the stochastic differential equation
where W t is a standard d-dimensional Brownian motion, √ 2a s represents the symmetric, positive-definite square root of 2a s , and ∇ · a is the vector field whose j-th coordinate is
endowed with the topology of locally uniform convergence. Let {P x : x ∈ T d }, resp. {P * x : x ∈ T d }, be the probability measures on C([0, +∞); T d ) induced by the Markov process associated to the generator L, resp. L * , starting from x. Denote by H C , C a closed subset of T d , the hitting time of C:
Lemma 2.5. Let C be the closure of an open set with smooth boundary. Consider two continuous functions b, f :
Then, u is the unique solution to
This result provides a stochastic representation for the harmonic functions h = h A,B , h * = h * A,B introduced previously:
. Harmonic measure. In view of the definition (2.10) of the capacity, define the probability measure ν ≡ ν A,B as the harmonic measure on ∂A ∪ ∂B conditioned to ∂A as
Proposition 2.6. For each continuous function f :
Proof. Fix a continuous function f , and let
Denote by u the unique solution of the elliptic equation (2.18) with C = B, b ≡ 0. In view of Lemma 2.5 and by definition of the harmonic measure ν, the left hand side of (2.19) is equal to
The integral of the same expression at ∂B vanishes because u vanishes on ∂B. Hence, by the divergence theorem, this expression is equal to
Since the equilibrium potential h * is harmonic on Ω, the previous equation is equal to
Consider the first term. Since ∇h * vanishes on A, we may extend the integral to
By the divergence theorem and since the equilibrium potential h * vanishes on ∂B, this expression is equal to
As Lu = −f on Ω B , this expression is equal to
Since the equilibrium potential h * vanishes on B, we may replace Ω B by T d in the last integral.
Up to this point we proved that the left-hand side of (2.19) is equal to
Since ∇h * vanishes on A ∪ B and h * on B, we may extend the last two integrals to T d . By (2.6), the sum of the last two terms vanishes, which completes the proof of the proposition. Proposition 2.6 is due to Bovier, Eckhoff, Gayrard and Klein [9] for reversible Markov chains. A generalization to non-reversible chains can be found in [5] . A Dirichlet principle, as a double variational formula of type inf f sup g involving functions, was proved by Pinsky [31, 32, 33] in the context of diffusions. It has been derived by Doyle [12] and by Gaudillière and L. for Markov chains [16] . The Dirichlet principle, stated in Theorem 2.3, appeared in [16] for Markov chains and is due to L., Mariani and Seo [27] in the context of diffusion processes. The Thomson principle, stated in Theorem 2.4, is due to Slowik [36] in the context of Markov chains and appeared in [27] for diffusions.
RECURRENCE OF MARKOV CHAINS
The capacity is an effective tool to prove the recurrence or transience of Markov processes whose stationary state are explicitly known.
Consider the following open problem. Let X = {(X k , Y k ) : k ∈ Z}, be a sequence of independent, identically distributed random variables such that P [(X 0 , Y 0 ) = (±1, ±1)] = 1/4 for all 4 combinations of signs. Given a random environment X consider the discretetime random walk on Z 2 whose jump probabilities are given by
Denote by Z t = (Z 1 t , Z 2 t ) the position at time t ∈ Z of the random walk. Equation (3.1) states that in the horizontal line {(p, q) : q = k} Z only jumps from (j, k) to (j + Y k , k) for all j. In other words, on each horizontal line the random walk is totally asymmetric, but the direction of the jumps may be differ from line to line. Similarly, on the vertical lines {(p, q) : p = j} the random walk is totally asymmetric and only jumps from (j, k) to (j, k + X j ). It is not known if this random walk is recurrent or not [almost surely with respect to the random environment].
Fix an environment X, and let P X (j,k) be the distribution of the random walk Z which starts at time t = 0 from (j, k). Denote by H 
where M represents the stationary state of the Markov chain and H B , resp. H + A , the hitting time of the set B, resp. the return time to the set A.
By the previous identity, the right-hand side of (3.2) can be rewritten as
where M X represents the stationary state of the random walk. It is easy to show that M X does not depend on the environment and is constant, M X (z) = 1 for all z ∈ Z 2 . In view of the Dirichlet principle, to prove that the random walk is recurrent, one needs to find a sequence of functions f N in C This has not been achieved yet. However, this is the simplest way to prove that the symmetric, nearest-neighbor random walk on Z 2 is recurrent [p((j, k), (j, k±1)) = p((j, k), (j± 1, k)) = 1/4]. In this case also M (z) = 1 for all z ∈ Z 2 . Consider B N = {−(N − 1), . . . , N −1} 2 , and set ϕ N = 0, f N (x) = 1−log |x| m / log N , x ∈ B N , where |0| m = 1, |(j, k)| = max{|j|, |k|}. For these sequences,
where {e 1 , e 2 } stands for the canonical basis of R 2 and C 0 for a finite constant independent of N . This proves that the 2-dimensional, nearest-neighbor, symmetric random walk is recurrent.
EYRING-KRAMERS FORMULA FOR THE TRANSITION TIME
We examine in this section the stochastic differential equation (2.17) as a small perturbation of a dynamical systemẋ(t) = F (x(t)), by introducing a small parameter ǫ > 0 in the equation.
To reduce the noise in (2.17), we substitute √ 2 a s in the second term of the right-hand side by √ 2 ǫ a s . At this point, to keep the structure of the equation, we have to replace in the first term a by ǫ a. To avoid the term − a † ∇V to become small, we change V to V /ǫ. After these modifications the equation (2.17) becomes
The diffusion X ǫ t is a small perturbation of the dynamical systemẋ(t) = − [a † ∇V ](x(t))+ c(x(t)). For the equilibrium points of this ODE to be the critical points of V , we require V to be a Lyapounov functional. This is the case if c · ∇V = 0 on T d . The generator of the diffusion X ǫ t , denoted by L ǫ , is given by
Let µ ǫ be the probability measure given by
where Z ǫ is the normalizing constant, Z ǫ := T d exp{−V (x)/ǫ} dx. We have seen in the previous section that µ ǫ is the stationary state of the process X 
Assume without loss of generality that V (m 2 ) ≤ V (m 1 ), so that m 2 is the global minimum of the potential V in G. Denote by Ω the level set of the potential defined by saddle point, Ω = {x ∈ G : V (x) < V (σ)}. Let V 1 , V 2 be two domains with smooth boundary containing m 1 and m 2 , respectively, and contained in Ω: 
The term p is called the prefactor. It can be understood as the first-order term in the expansion in ǫ of the exponential barrier. Let E The proof of this theorem in the case c = 0 and a independent of x, a(x) = a, can be found in [27] . Uniqueness of local minima and of saddle points connecting the wells is not required there. The same argument should apply to the general case under the hypotheses (2.1), (4.3), but the proof has not been written.
The 0-th order term in the expansion, Λ, can be obtained from Freidlin and Wentzell large deviations theory of random perturbations of dynamical systems [15] . The pre-factor p has been calculated rigorously for reversible diffusions by Sugiura [37, 38] [based on asymptotics of the principal eigenvalue and eigenfunction for a Dirichlet boundary value problem in a bounded domain], and independently, by Bovier, Eckhoff, Gayrard and Klein [10] [based on potential theory]. We refer to [6] for a recent review.
In the context of chemical reactions, the transition time E ǫ m1 [H V2 ] corresponds to the inverse of the rate of a reaction. The so-called "Arrenhuis law" relates the rate of a reaction to the absolute temperature. It seems to have been first discovered empirically by Hood [19] . van't Hoff [18] proposed a thermodynamical derivation of the law, and Arrhenius [1] physical arguments based on molecular dynamics. In the self-adjoint case, the pre-factor p first appeared in Eyring [14] and in more explicit form in Kramers [23] . Bouchet and Reygnier [8] derived the formula in the non-reversible situation.
METASTABILITY
We developed in these last years a robust method to prove the metastable behavior of Markov processes based on potential theory. We report in this section recent developments which rely on asymptotic properties of elliptic operators.
We first define metastability. Let Z ǫ (t) be a sequence of Markov processes taking values in some space E ǫ . Let {E 1 ǫ , . . . , E n ǫ , ∆ ǫ } be a partition of the set E ǫ , and set
Fix a sequence of positive numbers θ ǫ , and denote by Z ǫ (t) the process Z ǫ (t) speededup by θ ǫ : Z ǫ (t) = Z ǫ (t θ ǫ ). Denote by P ǫ,x , x ∈ E ǫ , the distribution of the process Z ǫ (t) starting from x. Let S = {1, . . . , n}, S 0 = {0} ∪ S, and let Υ ǫ : E ǫ → S 0 be the projection given by
Note that points in ∆ ǫ are mapped to 0. Denote by z ǫ (t) the S 0 -valued process defined by
The process z ǫ (t) is usually not Markovian.
Definition 5.1.
[Metastability]. We say that the process Z ǫ (t) is metastable in the time scale θ ǫ , with metastable sets E 1 ǫ , . . . , E n ǫ if there exists a S-valued, continuous-time Markov chain z(t) such that for all x ∈ E ǫ the P ǫ,x -finite-dimensional distributions of z ǫ (t) converge to the finite-dimensional distributions of z(t).
The Markov chain z(t) is called the reduced chain. Mind that the reduced chain does not take the value 0. The sojourns of Z ǫ (t) at ∆ ǫ are washed-out in the limit. Of course, the same process Z ǫ (t) may exhibit different metastable behaviors in different time-scales or even different metastable behaviors in the same time-scale but in different regions of the space, inaccessible one to the other in that time-scale.
In some examples [20, 21, 2] the set S may be countably infinite. In these cases Υ ǫ is a projection from E ǫ to a finite set S ǫ ∪ {0}, where S ǫ increases to a countable set S, and we require #E ǫ /#S ǫ → 0.
In the remaining part of this section we prove that under certain hypotheses the diffusion X ǫ t is metastable. Some of these conditions are not needed, but they simplify the presentation. The reader will find in the references finer results.
We assume from now on that the potential V fulfills the following set of assumptions.
There exists an open set G of T d such that (H1') The function V has a finite number of critical points in G. The global minima of V are represented by m 1 , . . . , m n . They all belong to G and they are all at the same height: V (m i ) = V (m j ) for all i, j. The Hessian of V at each of these minima has d strictly positive eigenvalues. (H2') Denote by {σ 1 , . . . , σ ℓ } the set of saddle points between the global minima. Assume that all saddle points are at the same height and that the Hessian of V at these points has exactly one strictly negative eigenvalue and (d − 1) strictly positive eigenvalues.
Denote by Ω the level set of the potential defined by the height of the saddle points:
. . , W p be the connected components of Ω. Assume that each of these sets contains one and only one global minima, so that p = n. Denote by V 1 , . . . , V n domains with smooth boundaries satisfying (4.4) for 1 ≤ i ≤ n, and let
Recall from (4.5) the definition of Λ. Denote by X ǫ t the process X ǫ t speeded-up by θ ǫ = e Λ/ǫ . This is the diffusion on
induced by the diffusion X ǫ t , resp. X ǫ t , starting from x. Expectation with respect to P ǫ x , is represented by E ǫ x . Let S = {1, . . . , n}, S 0 = {0} ∪ S. Denote by Υ : T d → S 0 the projection given by (5.1) with E j ǫ replaced by V j , and let x ǫ (t) be the S 0 -valued process defined by
Note that x ǫ (t) is not Markovian. The proof of the metastable behavior of the diffusion X ǫ t is divided in four steps. We first show that in the time scale θ ǫ the process X ǫ t spends a negligible amount of time in the set ∆. Then, we derive a candidate for the S-valued Markov chain which is supposed to describe the asymptotic behavior of the process among the wells. In the third step, we prove that the projection of the trace of X ǫ t on V converges to the S-valued Markov chain introduced in the second step. Finally, we show that the previous results together with an extra condition yield the convergence of the finite-dimensional distributions of x ǫ (t).
Step 1: The set ∆ is negligible. We first examine in the next lemma the time spent on the set ∆.
Proof. Here is a sketch of the proof of this result which highlights the relevance of the variational formulae for the capacity. Denote by cap ǫ (A, B) the capacity between two disjoint subsets A, B with respect to the diffusion X ǫ t . Fix 1 ≤ j ≤ n and assume that x belongs to V j . The time scale θ ǫ is of the order of the transition time HV j , where theV j has been introduced in (5.2). The expectation appearing in the statement of the lemma is therefore of the same order of
where last step follows from Proposition 2.6. It would be an identity if we had the harmonic measure in place of the Dirac measure concentrated on x, but these expectations should not be very different because x belongs to the basin of attraction of m j . Since µ ǫ (∆) → 0, the proof is completed if we can show, using the variational principles, that θ ǫ cap ǫ (V j ,V j ) converges to a positive value.
Step 2: The reduced chain. The time-scale θ ǫ at which the process X ǫ t evolves among the wells should be of the order of the transition time E 
Since m j is a global minimum of V , the last integral is of order 1 because the harmonic function h Vj ,V * j is equal to 1 at V j . We conclude that the time-scale θ ǫ should be of the
It is proved in [3, 5] , in the context of Markov chains taking values in a countable state space, that under certain assumptions
represents the holding time at j of the reduced chain. Moreover, in the reversible case, the jump rates r(j, k) of the reduced chain are given by
In the non-reversible case, the jump rates are more difficult to derive. By [5, Proposition 4.2] , still in the context of Markov chains taking values in a countable state space,
where P ǫ mj represents the distribution of the process in which the well V j has been collapsed to the point m j . Estimates on the harmonic function appearing on the right-hand of this equation are obtained by showing that this function solves a variational problem, similar to the one for the capacity, and then that to be optimal, a function has to take a precise value at the set V j . We refer to [24, 28] for details, where this program has been successfully undertaken for two different models.
Assume that one can compute the asymptotic jump rates through the previous formulae or that one can guess by other means the jump rates of the reduced chain. Denote by L the generator of the S-valued continuous-time Markov chain induced by these jump rates. Let D(R + , E), E a metric space, be the space of E-valued, right-continuous functions with left-limits endowed with the Skorohod topology, and let Q j , j ∈ S, the measure on D(R + , S) induced by the Markov chain with generator L starting from j.
Step 3: Convergence of the trace. We turn to the convergence of the trace process. Recall that X ǫ t represents the process X ǫ t speeded-up by θ ǫ . Denote by T V (t), t ≥ 0, the total time spent by the diffusion X ǫ on the set V in the time interval [0, t]:
Denote by {S V (t) : t ≥ 0} the generalized inverse of T V (t):
Clearly, for all r ≥ 0, t ≥ 0,
It is also clear that for any starting point
Therefore, the random path {Y ǫ (t) : t ≥ 0}, given by Y ǫ (t) := X ǫ (S V (t)), is well defined for all t ≥ 0 and takes value in the set V. We call the process Y ǫ (t) the trace of X ǫ t on the set V.
The process Y ǫ (t) is Markovian provided the initial filtration is large enough. Indeed, denote by {F
. Fix x 0 ∈ V and denote by {F t : t ≥ 0} the usual augmentation of {F 0 t : t ≥ 0} with respect to P ǫ x0 . We refer to Section III.9 of [34] for a precise definition, and to [29] for a proof of the next result which relies on the identity (5.4).
Lemma 5.3. For each t ≥ 0, S V (t) is a stopping time with respect to the filtration {F t }.
As S V (t) is a stopping time with respect to the filtration {F t }, Y ǫ (t) is a V-valued, Markov process with respect to the filtration G t := F S(t) . Let Ψ : V → S be the projection given by
and denote by y ǫ (t) the S-valued process obtained by projecting Y ǫ (t) with Ψ:
Note that the process y ǫ (t) is not Markovian.
Denote by Q ǫ x , resp. Q ǫ x , x ∈ V, the probability measure on D(R + , V), resp. D(R + , S), induced by the process Y ǫ (t), resp. y ǫ (t), given that Y ǫ (0) = x. Fix j ∈ S, x ∈ V j . As usual, the proof that Q ǫ x converges to Q j is divided in two steps. We first show that the sequence Q ǫ x is tight and then we prove the uniqueness of limit points. Lemma 5.4. Assume that conditions (5.3) is in force. Suppose, furthermore, that
Then, for every 1 ≤ j ≤ n, x 0 ∈ V j , the sequence of measures Q ǫ x0 is tight. Moreover, every limit point Q * of the sequence Q ǫ x0 is such that Q * {x : x(0) = j} = 1 and Q * {x : x(t) = x(t−)} = 0 (5.6) for every t > 0.
A proof of this result for one-dimensional diffusions is presented in [29, Lemma 7.5] . Condition (5.5) asserts that in the time-scale θ ǫ , the process X ǫ t may not jump instantaneously from one well to the other. We show in Section 8 of this article that the probability P ǫ x [ H(V j ) ≤ r θ ǫ ] is bounded by the capacity between two sets for an enlarged process. The proof of this lemma is thus reduced to an estimate of capacities.
The proof of uniqueness relies on the characterization of continuous-time Markov chains as solutions of martingale problems. One needs to show that
is a martingale under Q for all functions F : S → R and all limit point Q of the sequence Q ǫ x0 . We proved in [3, 5] that this property is in force in the context of countable state spaces provided the mean jump rates converge and if each well V j has an element z j such that
The point z j is not special. Typically, if (5.8) holds for a point z j in the well, it holds for all the other ones. We refer to [3, 5] for details. Condition (5.8) has been derived for Markov processes which "visit points", that is, for Markov processes which visit all points of a well before reaching another well. This is the case of condensing zero-range processes [4, 24] , random walks in potential fields [26, 28] , one-dimensional diffusions [29] , and for all processes whose wells are reduced to singletons, as the inclusion processes [7] .
We present here an alternative method to deduce (5.7) which relies on certain asymptotic properties of the elliptic operator L ǫ . Fix a function F : S → R, let G = LF , and let g :
Assume that there exists a sequence of function g ǫ : T d → R such that (P1) g ǫ vanishes on V c and converges to g uniformly on V;
d has a solution denoted by f ǫ . Moreover, there exists a finite constant C 0 such that
The natural candidate for g ǫ in conditions (P1) and (P2) is the function g itself. However, as the process is ergodic, the Poisson equation L ǫ f = b has a solution only if b has mean zero with respect to µ ǫ . We need therefore to modify g to obtain a mean-zero function. Denote by π the stationary state of the Markov chain whose generator is L. We expect µ ǫ (V i ) to converge to π i . Hence,
A reasonable candidate for g ǫ is thus g − r(ǫ) χ V1 , where r(ǫ) = E µǫ [g]/µ ǫ (V 1 ).
Properties (P1), (P2) have been proved in [13, 35] for elliptic operators on R d of the form L ǫ f = e V /ǫ ∇ · (e −V /ǫ a∇f ) and in [29] for one-dimensional diffusions with periodic boundary conditions. It is an open problem to prove these conditions in the context of interacting particle systems.
Lemma 5.5. Fix 1 ≤ j ≤ n and x 0 ∈ V j . Assume that conditions (P1) and (P2) are in force. Let Q * be a limit point of the sequence Q ǫ x0 satisfying (5.6). Then, for every F : S → R, (5.7) is a martingale under the measure Q * .
Proof. Fix 1 ≤ j ≤ n, x 0 ∈ V j and a function F : S → R. Let f ǫ : T d → R be the function given by assumption (P2). Then,
is a martingale with respect to the filtration F t and the measure P ǫ x0 . Since {S V (t) : t ≥ 0} are stopping times with respect to F t ,
is a martingale with respect to the filtration G t . Since g ǫ vanishes on V c , by a change of variables,
Hence,
is a {G t }-martingale under the measure Q ǫ x0 . By (P1) and (P2), g ǫ , resp. f ǫ , converge to g, resp. f , uniformly in V as ǫ → 0. Hence, since Y ǫ (s) ∈ V for all s ≥ 0, we may replace in the previous equation g ǫ , f ǫ by g, f , respectively, at a cost which vanishes as ǫ → 0. Therefore,
is a {G t }-martingale under the measure Q ǫ x0 . Since f and g are constant on each set V i , f (Y ǫ (t)) = F (y ǫ (t)), g(Y ǫ (t)) = G(y ǫ (t)). By the second condition in (5.6), Q * is concentrated on trajectories which are continuous at any fixed time with probability 1. We may, therefore, pass to the limit and conclude that F (y(t)) − t 0 (LF )(y(s)) ds is a martingale under Q * .
Theorem 5.6. Assume that conditions (P1), (P2), (5.3), (5.5) are in force. Fix j ∈ S and x 0 ∈ V j . The sequence of measures Q ǫ x0 converges, as ǫ → 0, to the probability measure Q j .
Proof. The assertion is a consequence of Lemma 5.4, Lemma 5.5 and the fact that there is only one measure Q on D(R + , S) such that Q[x(0) = j] = 1 and such that (5.7) is a martingale for all F : S → R.
Step 4: The finite-dimensional distributions. By [25, Proposition 1.1], the finite-dimensional distributions of x ǫ (t) converge to the finite-dimensional distributions of y(t) if the process y ǫ (t) converges in the Skorohod topology to y(t) This completes the argument. The convergence of the finite-dimensional distributions of X ǫ t and sharp asymptotics for the transition time in the context of diffusions were first obtained by Sugiura [37, 38] . The approach presented in this section to prove the metastable behavior of a Markov process has been proposed by Beltrán and L. [3, 5] . It has been successfully applied to many models quoted in this section. For further reading on metastability, we refer to the books by Olivieri and Vares [30] and Bovier and den Hollander [11] .
