We study Kazhdan-Lusztig cells and corresponding representations of right-angled Coxeter groups and Hecke algebras associated with them. In case of the infinite groups generated by reflections of hyperbolic plane in the sides of right-angled polygons we obtain a complete explicit description of the left and two-sided cells. In particular, it appears that there are infinitely many left cells but they all form only three two-sided cells.
Introduction
A Coxeter group is said to be right-angled if for any two distinct simple reflections their product has order 2 or ∞. Due to their nice special properties and reach structure right-angled Coxeter groups often arise in different geometric and algebraic problems. In a sense, the most interesting right-angled Coxeter groups are those which can be presented as groups generated by reflections in hyperbolic spaces. Examples of geometric applications of such groups can be found in [D] , [MV] , [BGI] . It is also known that this groups can be considered as Weyl groups of certain Kac-Moody Lie algebras [KP] . We are interested in the representations of right-angled Coxeter groups and corresponding Hecke algebras.
An important difference between hyperbolic reflection groups and affine or finite Coxeter groups is that the former usually do not have a local system of generators in the sense of [OV] . In particular, the groups P n (see 3.1), that are generated by reflections of hyperbolic plane in the sides of right-angled n-gons, can be called antilocal since only adjacent generators in the canonical system of the simple reflections do commute. This means that we can hardly hope to construct the representations of this groups inductively using the approach suggested in [OV] . The same time, we can still use the global methods of [KL] and try to describe the Kazhdan-Lusztig cells in our groups. It appears, that certain symmetries of the initial groups are reflected in the structure of the partitions into cells making the cells trackable. Our main results concern the groups P n but the methods can be applied to the other right-angled Coxeter groups as well.
We obtain, that the partition of the group P n (n ≥ 5) into left cells consists of infinitely many elements and give an explicit description of the cells. The same time, all these left cells form precisely three two-sided cells (one of which is, of course, the trivial cell). We also discuss the corresponding representations of the group and its Hecke algebra in terms of W -graphs.
While working on this paper, I enjoyed the hospitality of the MPIM in Bonn. I wish to thank A. Vershik for several very helpful discussions. V. Ostrik have read an early version of the paper and gave me some important suggestions.
Preliminaries
We recall some well-known facts about Coxeter groups and Hecke algebras associated with them. The basic reference is the fundamental paper [KL] . All the material cited here can be also found in the book [H] .
2.1. Let W be a Coxeter group and let S be the corresponding set of simple reflections. With some ambiguity of language we shall also call by Coxeter group the Coxeter system (W, S). The Hecke algebra H over the ring A = Z[q 1/2 , q −1/2 ] of Laurent polynomials in q 1/2 is defined as follows. As an A-module, H is free with basis T w (w ∈ W ), the multiplication is defined by
where l(w) is the length of w in (W, S).
It will be also convenient to define
2.2. Let a → a be the involution of the ring A defined by q 1/2 = q −1/2 . This extends to an involution h → h of the ring H defined by
Let ≤ be the Bruhat order on W (see [H] , Ch. 5.9). Denote, as usual, q w = q l(w) , ǫ w = (−1) l(w) for all w ∈ W . In [KL] it was shown that for any w ∈ W there exists a unique element element C w ∈ H such that
where P y,w ∈ A is a polynomial in q of degree ≤ 1 2 (l(w) − l(y) − 1) for y < w, and P w,w = 1.
Elements C w form a basis (called C-basis) of H as an A-module. This basis and the polynomials P y,w (called Kazhdan-Lusztig polynomials) turn out to be of fundamental interest in the representation theory of Coxeter groups and Hecke algebras.
2.3. Given y, w ∈ W , we write y ≺ w if y < w and P y,w is a polynomial in q of degree exactly 1 2 (l(w) − l(y) − 1) (which is, of course, possible only if l(w) − l(y) is odd). In this case the coefficient of the highest power of q in P y,w is denoted µ(y, w). It is a non-zero integer. If w ≺ y, we set µ(w, y) = µ(y, w). We write y − w if either y ≺ w or w ≺ y.
For any w ∈ W define subsets of S:
Now define y ≤ L w to mean that there is a chain x = x 0 , . . . , x n = w such that x i − x i+1 and L(x i ) ⊂ L(x i+1 ) for 0 ≤ i < n. Similarly, say that y ≤ R w if y −1 ≤ L w −1 . Finally, define y ≤ LR to mean that there exists a chain x = x 0 , . . . , x n = w such that for each i < n either
Let ∼ L , ∼ R , ∼ LR be the equivalence relations associated to the preorders ≤ L , ≤ R , ≤ LR , respectively. The corresponding equivalence classes are called left, right and two-sided cells of W .
2.4. We shall often make use of the following properties of the defined relations.
Lemma. Let x, y ∈ W and x < y. (This statement can be found in the proof of Theorem 1.3 in [KL] , it follows from the formula for the action of the elements T s on the basis {C w | w ∈ W } of H and the definition of C w .)
Corollary.
(To prove the corollary it is enough to consider the case x − y with L(x) ⊂ L(y), details can be found in [KL] .) 2.5. The main purpose of the partitions of a Coxeter group into cells is that each cell defines a representation of the Hecke algebra H and the Coxeter group W . It is convenient to define these representations using W -graphs. Let X be a left cell in W . Consider a graph with the set of vertices X, the set of edges {(x, y) ∈ X × X | µ(x, y) = 0} labelled with the integers µ(x, y), and subsets I x = L(x) ⊂ S associated to each vertex x ∈ X. This graph is called a W -graph associated to the left cell X.
Let E be the free A-module with basis X. For any s ∈ S, let τ s be the Aendomorphism of E defined by
for x ∈ X. Then the map s → τ s extends uniquely to an A-linear representation of H on E.
Specializing q to 1 we obtain the integral representation of the Coxeter group W in the free Z-module E with the basis X and W -action on E defined bŷ
for all s ∈ S, x ∈ X.
Entirely similar construction for the right cells gives right H-modules, details about the W -graphs corresponding to the two-sided cells can be found in [KL] .
Right-angled Coxeter groups
3.1. Recall that Coxeter group (W, S) is called right-angled Coxeter group if for any s = t in S the product st has order 2 or ∞. The Coxeter graph of W has only edges labelled via ∞ (see examples on Figure 1 ).
The simplest example of a right-angled Coxeter group is the infinite dihedral group D ∞ = < s 1 , s 2 | s 2 1 = s 2 2 = 1 >. We are mainly interested in right-angled Coxeter groups generated by reflections in hyperbolic n-space. The important example for us will be the groups P n having representations P n = < s 1 , s 2 , . . . , s n | s 2 i = 1, (s j s j+1 ) 2 = 1, (s n s 1 ) 2 = 1 >, where i = 1, . . . , n; j = 1, . . . n − 1. If n ≥ 5, the group P n can be presented as a group of isometries of hyperbolic plane generated by reflections in the sides of a right-angled hyperbolic n-gon (for more information about this and other geometric facts mentioned here we refer the reader to [VS] ).
If a Coxeter group (W, S)
is presented by isometries of hyperbolic space, then it gives rise to a tessellation of the space by the fundamental chambers of the group. The dual graph G of this tessellation endowed with the standard graph metric reflects the structure of the initial group: fixing a vertex e ∈ G, which will correspond to the identity element of W , and labelling all the edges with corresponding simple reflections from S we can associate to a word w ∈ W a geodesic path starting from e in G. Two paths starting from e define the same word if and only if they have the same ends. Reduced expressions in W correspond to the shortest geodesics in G. The graph G is called Cayley graph of (W, S), this graph can be defined for an arbitrary group with a fixed system of generators, an example of Cayley graph for the group P 5 is given on Figure 2. 3.3. Let (W, S) be an arbitrary Coxeter group. We call by lines words w ∈ W that have unique reduced expressions. By a subword of a word w = s 1 . . . s n , s i ∈ S we mean any expression of the form s i . . . s j , 1 ≤ i ≤ j ≤ n. A subword u ∈ W of a word w = w 0 uw 1 is called segment of w if u is a maximal line such that any reduced expression of w has the form w ′ 0 uw ′ 1 with w 0 = w ′ 0 , w 1 = w ′ 1 as the elements of the group W (here "maximal" means that u is not contained in any other subword with the same properties).
Lines are exactly the unique shortest geodesics of Cayley graph that start from e. The same way, segments of a word w correspond to the (maximal) geodesics of Cayley graph that are contained in any shortest geodesic corresponding to w. The only segment of a line is the line itself.
Let us now give a characterization of the lines and segments in a right-angled Coxeter group.
Proposition. Let (W, S) be a right-angled Coxeter group. Then (i) a word w = s 1 . . . s k is a line in W if and only if for any i = 1, . . . , k − 1 the product s i s i+1 has order ∞; (ii) a subword u of w = w 0 uw 1 is a segment if and only if u is a minimal line such that |R(w 0 )| = 1 and |L(w 1 )| = 1 (here "minimal" means that u does not contain any proper subword with the same property).
(Proof easily follows from the definitions.) 
Distinguished Involutions
We recall some definitions and results from [L2] , [L3] . As in Section 2 we fix a Coxeter group (W, S) and denote by H the corresponding Hecke algebra over A = Z[q 1/2 , q −1/2 ]. For any x, y, z ∈ W define elements f x,y,z , g x,y,z , h x,y,z in A so that:
To go further we need the following assumptions about the Coxeter group: -(W, S) is crystallographic, which means that for any s = t in S the product st has order 2, 3, 4, 6 or ∞; -(W, S) is bounded, which means that there exists an integer N ≥ 0 such that q N/2 f x,y,z ∈ A + for all x, y, z ∈ W , or equivalently, q N/2 h x,y,z ∈ A + for all x, y, z ∈ W . Properties of a(z): 
where δ(z) is the degree of P e,z as a polynomial in q.
It can be shown that d 2 = e for any d ∈ D. The elements of D are called distinguished involutions of W . The following theorem was proved in [L3] :
Theorem. Any left cell contains a unique d ∈ D.
In the next section we shall use this powerful result to distinguish left cells of the groups P n .
Cells and representations
We mainly consider left cells and corresponding left H-modules. The results concerning right cells are entirely similar. Two-sided cells and H-bimodules are obtained via combination of the left and right-sided ones.
Let us first suppose that (W, S) is an arbitrary Coxeter group. We shall always use s, t (possibly with subscribed indexes which will be not connected with the initial ordering of generators in the case of the group P n ) to denote the elements from S. 5.1. Let w 1 , w 2 ∈ W . We say that w 1 and w 2 belong to the same left precell and write w 1 ∼ lp w 2 if there exists w L = 1 such that w 1 , w 2 have reduced expressions w ′ 1 w L , w ′ 2 w L , respectively, and (a) if l(w L ) > 1 then w ′ 1 , w ′ 2 are either trivial or segments in w 1 , w 2 , resp.; (b) if l(w L ) = 1 then w 1 and w 2 are lines (with R(w 1 ) = R(w 2 ) = w L ). Let us also suppose 1 ∼ lp 1.
Proposition. Relation ∼ lp has the following properties:
(i) it is an equivalence relation on W ;
(ii) each left precell Γ contains a unique shortest element w
Proof. To prove (i) we need only to check the transitivity of ∼ lp . Suppose
then we have
as in the definition of ∼ lp . We want to show w 1 ∼ L w 3 and we can suppose that w 1 , w 2 , w 3 are all unequal since otherwise it is trivial. We now need to do some routine case by case considerations: 1) l(w L1 ) = 1. Then w 2 is a line, so w ′′ 2 can not be its proper segment, consequently we have only two possibilities:
is a segment in w 3 but this is impossible by the definition of segment since w 2 is a line.
2) The case l(w L2 ) = 1 is entirely similar. 3) l(w L1 ) > 1, l(w L2 ) > 1. There are again two possibilities:
We have either w ′′ 2 = 1 which follows w 3 ∼ L w 1 , or w ′′ 2 is a segment in w ′′ 2 w L2 which leads to a contradiction with the definition of segment. b) w ′ 2 is a segment in w 2 then either w ′ 2 = w ′′ 2 and w 3 ∼ L w 1 or w ′′ 2 = 1;
which is impossible by the definition of segment. So in all the possible cases we obtain w 1 ∼ L w 3 .
To prove (ii) we can take for w L (any) shortest element of the equivalence class Γ, then any w in Γ will have the required form by the definition and the uniqueness of w L follows. It is also possible to deduce the existence and uniqueness of w L from the proof of (i).
The existence of the canonical representatives w L of the left precells implies that the following definitions make sense:
Dimension of a non-unit left precell Γ dim(Γ) = |L(w L )|, since l(w L ) ≥ 1 we have dim(Γ) ≥ 1. Given two left precells Γ 1 , Γ 2 we say that Γ
and w L (Γ 1 ) ∼ L w L (Γ 2 ) respectively. We also define L(Γ) = L(w L (Γ)) and R(Γ) = R(w L (Γ)).
Lemma.
A left cell in W is a union of the left precells which are ∼ L -equivalent to each other.
Proof. By Lemma 2.4 if w 1 ∼ lp w 2 then w 1 ∼ L w 2 . The corresponding chains x 0 − x 1 − · · · − x k , joining w 1 (w 2 ) with w L and having property L(x i ) ∩ L(x i+1 ) = ∅ for any i (which is actually stronger than it is required for ∼ L ), are obtained from the lines w ′ 1 (w ′ 2 ) defined in Proposition 5.1 by the rule
Since both ∼ L and ∼ lp are the equivalence relations the remaining part of the statement follows easily.
The language of precells seems to be very appropriate for the description of the cells of right-angled Coxeter groups. We shall consider in details the case W = P n . Similar methods can be applied to the other right-angled Coxeter groups as well, we are going to study these cases elsewhere.
5.3.
Theorem. The non-unit left cells of the group P n (n ≥ 5) are:
(i) n cells corresponding to the 1-dimensional left precells of P n defined by the generators of P n ; (ii) infinitely many cells which are equivalence classes of the left precells with the canonical representatives Γ(w L ), such that w L = t 1 t 2 w ′ L with t 1 t 2 = t 2 t 1 (t 1 , t 2 ∈ S) and w ′ L is a segment in w L .
Proof. 1) We first show that each left precell of P n belongs to an at least one left cell defined in the statement. If dim(Γ) = 1 then l(w L (Γ)) = 1 (as it is easily follows from the definitions of the precell and w L ), so Γ is one of the 1-dimensional precells from (i). By the definition of the group P n the dimensions of its left precells are not greater then 2 (this also follows from the representation of P n as a group of isometries of the hyperbolic plane), thus it remains to consider a left precell Γ with dim(Γ) = 2. Let w L = w L (Γ), we have w L = t 1,1 . . . t 1,n1 u 1 t 2,1 . . . t 2,n2 u 2 . . . t k,1 . . . t k,n k u k , where for any admissible i, j the subwords u i are segments in w L , n i ≥ 2 and t i,j t i,j+1 = t i,j+1 t i,j . Define two elementary moves between reduced words:
A: t 1 t 2 t 3 x → t 2 t 3 x for t 1 t 2 = t 2 t 1 , t 2 t 3 = t 3 t 2 and arbitrary subword x; B: s 1 s 2 ut 1 t 2 x → t 1 t 2 x for t 1 t 2 = t 2 t 1 , s 1 s 2 = s 2 s 1 , u is a segment or u = 1 and arbitrary x.
By applying this elementary moves to w L one can obtain the word t k,n k −1 t k,n k u k (u k is a segment) which defines a canonical precell in (ii). We shall show that the moves produce ∼ L -equivalent words.
The equivalence w = t 1 t 2 t 3 x ∼ L w 0 = t 2 t 3 x is easy: we have w = t 1 w 0 , L(w 0 ) = {t 1 , t 2 }, L(w) = {t 2 , t 3 } and t 3 = t 1 (because all the expressions are reduced), so w ≻ w 0 , L(w 0 ) ⊂ L(w) and L(w) ⊂ L(w 0 ).
To prove that move B is a left equivalence we shall use a supplementary construction. Having w = s 1 s 2 ut 1 t 2 x, w 0 = t 1 t 2 x, define w * = t 1 u −1 s 1 s 2 ut 1 t 2 x. Note, that u is a segment in w implies u −1 and u are segments in w * . We are going to show the following relations:
where w i+1 is obtained from w i by adding at the left the next letter of w * and w * j+1 is obtained from w * j by deleting a letter at the left. The difficult part is to prove w 0 ≤ L w * since all the other chains are just of the form x − y with |l(x) − l(y)| = 1 and so satisfy the definitions (one can also note that w * ∼ lp w).
Denote u = u 1 . . . u k , with u i ∈ S. We need to show that the coefficient µ(w 0 , w * ) of the q (l(w * )−l(w0)−1)/2 = q k+1 in P w0,w * is not 0. Let us make use of the following formula for the polynomials P y,w obtained in the proof of existence of the C w -basis in [KL] :
where w = sv with l(w) = 1 + l(v), c = 1 if sy < y, c = 0 if sy > y and P x,v = 0 unless x ≤ v.
We have:
µ(t 2 x, v) = 0 because L(v) = u k ∈ L(t 2 x) since u is a segment in w, and so by Lemma 2.4 P t2x,v has the maximal possible degree (= k + 1) if and only if u −1 s 1 s 2 ut 1 t 2 x = u k t 2 x which is impossible. Consider the second term:
defining for i = 1, . . . , k :
(with the conventions that u k−i+2 . . . u k = 1 for i = 1 and u k−i . . . u 1 = 1 for i = k).
The remarkable point is that the coefficients of q k−i+2 in qP i and Σ i−1 for i = 1, . . . , k are equal! Really, consider the sum Σ i . We have L(v i ) = u k−i ∈ L(z) (since u k−i+1 ∈ L(z) and it does not commute with u k−i ) so by Lemma 2.4 z ≺ v i
In this case we have P yi,z = P yi,vi+1 = P yi+1,vi+1 (the last equality is the consequence of L(y i ) = u k−i+2 = u k−i+1 = L(v i+1 )) and so Σ i = qP i+1 . It remains to check that if µ(y i+1 , v i+1 ) = 0 then the equality ( * ) holds, which can be easily done by supposing in the contrary that u k−i−1 = u k−i+1 and applying Lemma 2.4.
The case of Σ 0 should be considered separately, of course, but appears to be very similar.
So the leading terms of qP i and Σ i−1 do repetitively cancel each other and we finally obtain that the coefficient of q k+1 in P w0,w * is equal to the leading coefficient of q k+1 P u1y k ,v k , which is equal to 1 because u 1 y k < v k and l(v k ) − l(u 1 y k ) = 2.
This proves w 0 ≺ w * with µ(w 0 , w * ) = 1.
2) It remains to show that the cells defined in the statement do not intersect. We shall use the distinguished involutions.
For the non-unit elements z ∈ P n we have a(z) ∈ {1, 2}. If z is in a cell of type (i) then there exists s ∼ L z and by the properties 4.3 a(z) = a(s) = 1. Now let z is in a cell of type (ii). Using Moves A, B from the first part of this proof and their right-side analogs we see that z belongs to the same two-sided cell as st (s, t ∈ S, (st) 2 = 1). It is easy to show that a(st) = 2 (take x = y = st in the definition of the function a), so again by 4.3 a(z) = 2.
It immediately follows from the definitions that s i ∈ D, i = 1, . . . , n so we have the distinguished involutions for each of the cells of type (i). Now consider a cell of type (ii) with the represenative Γ(w L ) as in the statement of the theorem. An element z = w ′ L −1 t 1 t 2 w ′ L ∈ Γ(w L ) is an involution, we shall see that z ∈ D. Supposing w ′ L = u 1 . . . u k , all u i ∈ S we have P e,z = P e,u k ...u1t1t2u1...u k = P u k ,u k ...u1t1t2u1...u k .
After denoting u k by t 1 we see that the argument, which was used to show that w 0 ≤ L w * in part (1) of this proof, works without any changes in this case either, giving deg(P e,z ) = k. So l(z) − 2δ(z) = 2k + 2 − 2k = 2 = a(z) and z ∈ D by the definition. It remains to apply Theorem 4.4 to destinguish all the left cells.
5.4. It was pointed out to me by V. Ostrik that the cells of type (i) were previously considered in [L1] . There the cells and corresponding representations were constructed for an arbitrary Coxeter group and then studied in the finite and affine cases.
The canonical representatives of the cells of type (ii) of the group P n can be easily seen on Cayley graph defined in Section 3.2: these words look like baloons on the tight lines; if the line has a freedom to oscillate then it is not a line in our precise sense and it does not define a cell, the baloons themselves are the pairs of the commuting simple reflections.
Below we give several corollaries that follow from Theorem 5.3 and its proof. 5.5. Corollary. The distinguished involutions of the group P n are D = {1} ∪ {s 1 , . . . , s n } ∪ {ustu −1 | (st) 2 = 1, u is a segment in ustu −1 }.
The distinguished involutions are related with algedra J defined in [L3] which may be regarded as an asymptotic version of Hecke algebra H. Using the methods from [L3] this corollary can be applied to retrieve a partial structure information about algebra J of the group P n . 5.6. Corollary. W -graphs associated to the left cells of type (i) are infinite rooted trees (binary trees for the group P 5 , see Figure 3 ), while the W -graphs associated to the type (ii) cells admit infinetely many different cycles.
One can see, that in fact all the W -graphs corresponding to the cells of type (i) of the group P n are isomorphic, with the isomorphisms defined by the cyclic permutations of the simple reflections s i ∈ S. We suppose that the graphs corresponding to the cells of type (ii) are also all isomorphic but this does not readily follow from our arguments. Figure 3 . Example of a W -graph corresponding to a left cell of type (i) of the group P 5 (all µ(x, y) = 1, the vertices are represented by circles with the corresponding subsets of S inside). 5.7. Corollary. The partition of the group P n (n ≥ 5) onto two-sided cells consits of 3 elements:
-the unit cell corresponding to the trivial representation of H; -the union of the left cells of type (i) (a 1-dimensional cell), the corresponding W -graph is an infinite tree; -the union of the left cells of type (ii) (a 2-dimensional cell), the corresponding W -graph admits infinitely many different cycles.
The remarkable point about this corollary is that to establish it we actually need only the Moves A, B from the proof 5.3 with their right-side analogs, and so we do not use part (2) of the argument which relies on certain very strong results about distinguished involutions.
