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Conditions invariantes sur les syst\‘emes d’\’equations
aux d\’eriv\’ees partielles et probl\‘eme de Cauchy
Jean VAILLANT
Dans ce r\’esum\’e, nous voulons rappeler les conditions invariantes sur les syst\‘emes que
nous avons d\’efinies [16] [17] [18] [19] [20] et donner l’essentiel des m\’ethodes qui permettent
de montrer que ces conditions sont n\’ecessaires et suffisantes pour que le probl\‘eme de Cauchy
soit bien pos\’e dans les classes de fonctions ind\’efiniment diff\’erentiables ou de Gevrey, lorsque
l’op\’erateur est \‘a multiplicit\’e constante et sa partie principale est hyperbolique [16] [12] [20].
$0$ . Notations
$\mathrm{x}\in\Omega,$ $\Omega$ voisinage ouvert de $0$ dans $\mathrm{R}^{\mathrm{n}+1}$ ; (les conditions peuvent aussi s’\’ecrire
dans le cas holomorphe que nous ne traiterons pas ici). $\mathrm{h}$ est un op\’erateur diff\’erentiel lin\’eaire
d’ordre 1, matriciel $\mathrm{m}\cross \mathrm{m}$ \‘a coefficients analytiques (les conditions pour un op\’erateur $\mathrm{d}_{\mathrm{o}\mathrm{r}}’ \mathrm{d}\mathrm{r}\mathrm{e}$
$\mathrm{t}$ sont \’ecrites dans [20] ; les d\’emonstrations des th\’eor\‘emes sont de m\^eme nature, mais un peu
plus longues).
On note $\mathrm{a}$ la partie principale de l’op\’erateur, d’ordre 1 et $b$ sa partie d’ordre $0$ , de sorte
que: $\mathrm{h}=\mathrm{a}+b$ . On note $\xi$ la variable duale de $\mathrm{x}$ et on consid\‘ere le determinant
$\mathrm{c}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{c}\iota\acute{\mathrm{e}}\mathrm{r}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{q}\mathrm{u}\mathrm{e}:$ d\’et $\mathrm{a}(\mathrm{x},\xi)$ ; on peut d\’ecomposer $\det$ $\mathrm{a}$ en facteurs irr\’eductibles dans $\Theta[\xi]$
anneau des polyn\^omes en $\xi$ \‘a coefficients les germes de fonctions analytiques \‘a $1^{1}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{i}\mathrm{n}\mathrm{e}$ ; pour
simplifier les notations, nous supposerons qu’il $\mathrm{n}’ \mathrm{y}$ a $\mathrm{q}\mathrm{u}^{\uparrow}\mathrm{u}\mathrm{n}$ facteur multiple $\mathrm{H}$ de multiplicit\’e
$\mathrm{m}_{1}$ , de sorte que:
$\det \mathrm{a}=\mathrm{H}^{\mathrm{m}_{1}}\mathrm{K}$
HK est un produit de facteurs irr\’eductibles distincts.
Pour un op\’erateur diff\’erentiel ou pseudo-diff\’erentiel analytique classique (d\’eveloppable
en symboles homog\‘enes), matriciel ou scalaire $\Lambda’(\mathrm{x}, \mathrm{D})\mathrm{d}’ \mathrm{o}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}\leq\mu$ , on notera: A $(\mathrm{x}, \xi)=$
$\mathrm{o}_{\mu}(\Lambda^{1})$ le symbole d’ordre $\mu$ \’egal \‘a la partie principale de $\Lambda^{\mathrm{t}}$ si celle-ci est d’ordre $\mu$ , \‘a $0$
sinon. Inversement \‘a une matrice A $(\mathrm{x}, \xi)$ de polyn\^omes ou de symboles homog\‘enes $\mathrm{d}^{\uparrow}\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}$
$\mu$ , on associera des op\’erateurs matriciels not\’es $\Lambda’(\mathrm{x}, \mathrm{D})$ , de sorte que: $\mathrm{o}_{\mu}(\Lambda’)=\Lambda$ . On
posera: $\mathrm{s}=\mathrm{d}\mathrm{e}\mathrm{g}\mathrm{r}\acute{\mathrm{e}}$ de $\mathrm{H}$ , $\chi=\mathrm{d}\mathrm{e}\mathrm{g}\mathrm{r}\acute{\mathrm{e}}$ de K. Ainsi on notera: $\mathrm{H}’(\mathrm{x}, \mathrm{D})$ tel que: $\mathrm{o}_{\mathrm{S}}(\mathrm{H}’)=\mathrm{H}\mathrm{I}$ , I
matrice unit\’e de dimension $\mathrm{m}$ et $\mathrm{K}^{1}(\mathrm{x}, \mathrm{D})$ tel que: $\sigma_{\chi}(\mathrm{K}^{\mathrm{t}})=\mathrm{K}\mathrm{I}$ .
Nous nous proposons de d\’efinir des conditions sur $1^{\dagger}\mathrm{o}\mathrm{p}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}\mathrm{h}$ qui expriment son
comportement relatif \‘a H.
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On note A la matrice des cofacteurs de $\mathrm{a}$ de sorte que:
a $\mathrm{A}=\mathrm{A}a=\det$ $\mathrm{a}$ $\mathrm{I}=\mathrm{H}^{\mathrm{m}_{1}}$ KI
On consid\‘ere $1^{\dagger}\mathrm{a}\mathrm{n}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{u}$ localis\’e [16] de l’anneau $\mathfrak{G}[\xi]$ par rapport \‘a l’id\’eal premier
d\’eflni par $\mathrm{H};\mathrm{c}^{1}\mathrm{e}\mathrm{S}\mathrm{t}1’ \mathrm{a}\mathrm{n}\mathrm{n}\mathrm{e}\mathrm{a}\mathrm{u}$ des fractions construites \‘a partir de $\mathfrak{G}[\xi]$ et dont le d\’enominateur
n’est pas divisible par H.
Cet anneau est pincipal et dans cet ameau $\mathrm{a}$ est \’equivalent \‘ala matrice diagonale:
diag $[\mathrm{H}^{\mathrm{p}}$ , $\mathrm{H}^{\mathrm{q}_{1}}$ ,..., $\mathrm{H}^{\mathrm{q}_{k}}$ , 1 ,..., $1]$ ,
o\‘u les entiers $\mathrm{p},$ $\mathrm{q}_{1}$ ,..., $\mathrm{q}_{X}$ sont tels que:
$\mathrm{p}\geq \mathrm{q}_{1}\geq\ldots\geq \mathrm{q}_{X}>0$ ; $\mathrm{p}+\mathrm{q}=\mathrm{m}_{1}$ , o\‘u $1^{\mathrm{t}}\mathrm{o}\mathrm{n}$ a pos\’e:
$\mathrm{q}=\mathrm{q}_{1^{+}}\ldots+\mathrm{q},f$ .
D\’efinition 1: On appelle type de l’op\’erateur la suite:
$(\mathrm{p}, \mathrm{q}_{1} ,..., \mathrm{q}_{\ell},)$
A est divisible par $\mathrm{H}^{\mathrm{q}}$ dans $\mathfrak{G}[\xi]$ ; on pose:




On note $\gamma=\mathrm{s}+\chi-1$ , $\mu_{\mathrm{o}}=\mathrm{p}\mathrm{s}+\chi-1=\mathrm{d}\mathrm{e}\mathrm{g}\mathrm{r}\acute{\mathrm{e}}$ de $\ovalbox{\tt\small REJECT}$
$\mu_{\mathrm{j}}=\mu_{\mathrm{o}}+\mathrm{j}\gamma+(\sum_{1\leq \mathrm{k}\leq \mathrm{j}}\mathrm{q}_{\mathrm{k}}-\mathrm{j})\mathrm{s}$ , pour: $0\leq \mathrm{j}\leq k$
$\mu_{\mathrm{j}}=\mu_{\mathrm{o}}+\mathrm{j}\gamma+(\mathrm{q}-,l)\mathrm{s}$ , pour: $k+1\leq \mathrm{j}$
1. . Conditions L-On les d\’efinit par r\’ecurrence.
Condition $\mathrm{L}_{1}$ -n existe des op\’erateurs diff\’erentiels 4’, $\mathrm{H}’,$ $\mathrm{K}^{\mathrm{t}}$ et un polyn\^ome $\Lambda_{1}(\mathrm{x}, \xi)$
homog\‘ene en $\xi$ \‘a coefficients matriciels, de degr\’e $\mu_{1}$ , $\mathrm{o}\mathrm{u}_{\vee}$ nul tels que :
$\mathrm{S}_{\mathrm{O}}\equiv 4\mathrm{o}_{\mu_{0}}(\mathrm{h}4^{\dagger}-\mathrm{H}|\mathrm{P}\mathrm{K}^{\uparrow})=\mathrm{H}^{\mathrm{p}-\mathrm{q}_{1}}\Lambda 1$ .
132
On a alors :
a $\Lambda_{1}=\mathrm{H}^{\mathrm{q}_{1}}\mathrm{K}\sigma\mu_{\circ}(\mathrm{h}4’-\mathrm{H}^{\mathrm{p}_{\mathrm{K}’}}’)$
On suppose $\mathrm{L}_{1}$ r\’ealis\’ee, 4’, $\mathrm{H}^{\mathrm{t}},$ $\mathrm{K}^{\mathrm{t}}$ et $\Lambda_{1}$ choisis.
Condition $\mathrm{L}_{2}$ : $\mathrm{n}$ existe un op\’erateur diff\’erentiel $\Lambda_{1}|$ et un polyn\^ome $\Lambda_{2}$ homog\‘ene en $\xi$ de
degr\’e $\mu_{2}$ ou nul, tels que :
$\mathrm{S}_{1}\equiv 4\sigma_{\mu_{1}}(\mathrm{h}\Lambda_{1}^{1}-\mathrm{h}4^{\dagger}\mathrm{H}’ \mathrm{q}_{1}\mathrm{K}’+\mathrm{H}^{\dagger \mathrm{P}}\mathrm{K}|\mathrm{H}^{\mathrm{q}_{1}}’ \mathrm{K}^{\mathfrak{j}})=\mathrm{H}^{\mathrm{p}-\mathrm{q}_{2}}\Lambda 2$
Condition $\mathrm{L}_{l}$ : $\mathrm{n}$ existe un op\’erateur diff\’erentiel $\Lambda_{\mathrm{t}-1}^{1}$
,
et un polyn\^ome $\Lambda_{\ell}$, tels que:
$\mathrm{S}_{\ell-1},\equiv \mathrm{d}\mathrm{o}_{\mu_{l-1}}(\mathrm{h}\Lambda_{\ell}^{1}.-1-\mathrm{h}\Lambda,|\ell-2\mathrm{H}’ \mathrm{q}_{f},-1\mathrm{K}^{\dagger}+\ldots$
$+(-1)^{l1}-\mathrm{h}\phi|\mathrm{H}\iota \mathrm{q}_{1}\mathrm{K}’ \mathrm{H}^{\mathrm{q}_{2}}|\mathrm{K}^{\iota}\ldots \mathrm{H}^{\mathrm{q}}\dagger,\ell-1\mathrm{K}^{\mathrm{t}}$
$+(-1)^{\chi}\mathrm{H}^{\mathrm{p}}’ \mathrm{K}^{\dagger}\mathrm{H}^{\mathrm{q}_{1}}\dagger \mathrm{K}’\ldots \mathrm{H}^{\mathrm{q}_{l-1_{\mathrm{K})}}}’\dagger=\mathrm{H}^{\mathrm{p}-\mathrm{q}_{\ell}}\Lambda_{\ell}$
,





$\mathrm{S}_{\chi}\equiv A\mathrm{o}_{\mu_{k}}(\mathrm{h}\Lambda^{1},-\ell \mathrm{h}\Lambda_{\chi_{-1}^{\mathrm{t}}}\mathrm{H}^{\mathrm{q}_{\ell}}’\prime \mathrm{K}^{1}+\ldots+(-1)^{\ell}\prime \mathrm{h}4’ \mathrm{H}^{\mathrm{q}_{1}}\dagger \mathrm{K}’\ldots \mathrm{H}^{\mathrm{q}_{\ell}}$
”
$\mathrm{K}^{\mathrm{t}}$
$+(-1)l\ell+1\mathrm{H}^{\mathrm{p}}’ \mathrm{K}^{\mathfrak{l}}$ . $\mathrm{H}^{\mathrm{q}_{1}}’ \mathrm{K}’\ldots \mathrm{H}^{\mathrm{q}_{\chi}}’ \mathrm{K}^{\mathrm{t}}$ ) $=\mathrm{H}^{\mathrm{p}-1}\Lambda x+1$ .










De’finition 2 : $\mathfrak{R}^{1}$ est le plus petit entier tel que toutes les conditions $\mathrm{L}_{\mathrm{m}_{1}^{||}}$ , $\mathrm{m}_{1}^{||}>\mathfrak{R}^{1}$ soient
des cons\’equences de $\mathrm{L}_{1}$ ,..., $\mathrm{L}_{\mathrm{m}_{1}}|$
Remarque: les conditions $\mathrm{L}$ sont \’evidemment invariantes.
Proposition 1 -Les conditions $\mathrm{L}$ ne d\’ependent pas du choix des op\’erateurs
$\mathrm{H}’,$ $\mathrm{K}^{\dagger},$
$4^{\mathrm{t}}$ ,..., $\Lambda_{\mathrm{m}_{1^{-}}^{\mathrm{t}}1}^{\mathrm{t}}$ .
Cons\’equence-On peut les \’ecrire explicitement \‘a $1^{\mathfrak{l}}\mathrm{a}\mathrm{i}\mathrm{d}\mathrm{e}$ des coefficients de $\mathrm{h}$ .
2. - Hypoth\‘ese d’hyperbolicit\’e de multiplicit\’e constante.
On suppose que HK est strictement $\mathrm{h}_{\mathrm{V}\mathrm{o},--}\mathrm{e}\mathrm{r}\mathrm{b}\mathrm{o}\mathrm{l}\mathrm{i}\mathrm{o}_{-}\mathrm{u}\mathrm{e}$ par rapport \‘a un champ de vecteurs
que $1’ \mathrm{o}\mathrm{n}$ peut prendre de valeur: $($ 1, $0$ ,..., $0)$ ; les coordonn\’ees de $\mathrm{x}$ sont:
$\mathrm{x}=(\mathrm{x}_{\mathrm{O}},\mathrm{X})\mathfrak{l}=(\mathrm{x}_{\mathrm{O}}, \mathrm{x}_{1} ,..., \mathrm{x}_{\mathrm{n}});\xi=(\xi_{\mathrm{O}}, \xi|)=(\xi_{\mathrm{O}}, \xi_{1} ,..., \xi_{\mathrm{n}})$ ; $1’ \mathrm{h}\mathrm{y}\mathrm{p}\mathrm{o}\iota \mathrm{h}\grave{\mathrm{e}}$se exprime que :
HK $(\mathrm{x}, \xi_{\circ}, \xi|)=0$
a $\mathrm{s}+\chi$ z\’eros distincts en $\xi_{\mathrm{o}},$ $\forall \mathrm{x},$ $\xi^{\mathrm{t}}\neq 0$ ; les hyperplans: $\mathrm{x}_{\mathrm{O}}=\underline{\mathrm{x}_{\mathrm{O}}}$ ne sont caract\’eristiques
en aucun point.
3. On a r\’esum\’e [12] [20] dans chaque cas de multiplicit\’e $\leq 5$ les calculs qui montrent
$1^{\mathrm{t}}\mathrm{e}\mathrm{X}\mathrm{i}\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ de $\mathrm{m}_{1}^{1}$ , voir aussi le cas g\’en\’eral: $\mathrm{p}=\mathrm{m}_{1}$ dans [16], le cas g\’en\’eral $(\mathrm{p}, 1,\ldots, 1)$
dans [13].
Les conditions $\mathrm{L}\mathrm{s}^{1}\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{r}\mathrm{i}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{t}$ par $1^{\mathrm{t}}\mathrm{a}\mathrm{n}\mathrm{n}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ de $\mathrm{N}(\mathrm{m}_{1}^{\dagger})$ germes \‘a $1^{\iota}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{i}\mathrm{n}\mathrm{e}$ de
fonctions analytiques.
D\’efinition 3: On note $l\ell=\mathrm{J}\uparrow(\mathrm{m}_{1}, \mathrm{p}, k)1^{1}\mathrm{e}\mathrm{n}\mathrm{S}\mathrm{e}\mathrm{m}\mathrm{b}\mathrm{l}\mathrm{e}$ des points $(\mathrm{n}_{1}, \mathrm{n}_{2})$ de coordonn\’ees
enti\‘eres du quart de plan $(\mathrm{E}^{+})^{2}$ , tels que:
$0<\mathrm{n}_{1}\leq \mathrm{m}_{1}$ ; $0<\mathrm{n}_{2}\leq \mathrm{r}$ ; $\mathrm{p}\mathrm{n}_{2}\leq(\mathrm{P}^{-1})\mathrm{n}_{1}$ . On a pos\’e: $\mathrm{r}=\mathrm{m}_{1}-,\ell-1$ ;
On note $\mathrm{c}=\mathrm{c}(\mathrm{m}_{1}, \mathrm{p}, A)$ le nombre de ces points.
Proposition 2-Pour $\mathrm{m}_{1}\leq 5$ , $\mathrm{N}(\mathrm{n}_{\mathrm{b}^{\mathrm{I}})}=\mathrm{c}$
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4. - Remarques sur les conditions $\mathrm{L}$
1) Si $\mathrm{p}=\mathrm{q}_{1}=\ldots=\mathrm{q}_{\ell},=1$ , les conditions $\mathrm{L}$ sont vides, $1_{\mathrm{o}\mathrm{p}\acute{\mathrm{e}}}’ \mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$ est fortement
hyperbolique [15] [1]
2) Si $\mathrm{p}=\mathrm{q}_{1}$ , par exemple, la condition $\mathrm{L}_{1}$ est vide et d\’efinit $\Lambda_{1}$ ; si $\mathrm{p}\neq \mathrm{q}_{2}$
.
la premi\‘ere
condition sera donc $\mathrm{L}_{2}$
3) Si $\mathrm{p}=\mathrm{m}_{1}$ les conditions sont \’etudi\’ees en d\’etail dans [16] (voir aussi [4] [6] [10])
4) Si le type est $(\mathrm{p}, 1,\ldots, 1)$ , les conditions sont \’etudi\’ees dans [13]
5) Si $\mathrm{m}_{1}=\mathrm{p}=2$ , les conditions $\mathrm{L}$ se r\’eduisent \‘a $\mathrm{L}_{1}$ . Notons $\mathrm{S}$ la matrice sous
caract\’eristique ([14], [1] par exemple) et $\{$ , $\}$ le crochet de Poisson. $\mathrm{L}_{1}$ \’equivaut \‘a la condition
suivante:
A. $\mathrm{S}.\mathrm{A}$ . $+ \frac{1}{2}$ A. $\{\mathrm{a}, \mathrm{A}\}$
est divisible par H.
Si $\mathrm{m}_{1}=3,$ $\mathrm{p}=2$ , les conditions se r\’eduisent \‘a $\mathrm{L}_{1}$ et $\mathrm{L}_{2}$ , voir [1] pour des expressions
de ces conditions \‘a $1^{\mathrm{t}}\mathrm{a}\mathrm{i}\mathrm{d}\mathrm{e}$ du sous caract\’eristique et de crochets de Poisson.
6) Dans le cas $\mathrm{d}^{\dagger}\mathrm{u}\mathrm{n}\mathrm{e}$ matrice $\mathrm{d}^{\mathrm{t}}\mathrm{o}\mathrm{p}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}\mathrm{S}\mathrm{d}_{0}^{\dagger}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}\mathrm{t}$ , si $\mathrm{m}=1$ , (cas scalaire), les conditions $\mathrm{L}$
\’equivalent \‘a la condition de bonne d\’ecomposition de l’op\’erateur.
5. - Th\’eor\‘eme $(\mathrm{m}_{1}\leq 5\rangle$
Une condition n\’ecessaire et suffisante pour que le probl\‘eme de Cauchy soit localement
bien pos\’e est que les conditions $\mathrm{L}$ soient satisfaites.
6. Toutes les preuves utilisent $\mathrm{d}^{\dagger}\mathrm{a}\mathrm{b}\mathrm{o}\mathrm{r}\mathrm{d}$ une r\’eduction microlocale de l’op\’erateur $\mathrm{h}$ que nous
allons bri\‘evement d\’ecrire.
a) $\mathrm{H}\mathrm{K}=(\xi_{\mathrm{O}^{-}1^{)}}\lambda\ldots(\xi \mathrm{O}^{-\lambda}\mathrm{s})(\xi 0-\lambda \mathrm{S}+1)\ldots(\xi \mathrm{o}^{-\lambda}\mathrm{s}+\chi)$ .
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$\Delta$ d\’esigne un op\’erateur pseudodiff\’erentiel analytique d’ordre $0$ elliptique dans un
voisinage conique. Par conjugaison par $\Delta$ , ($\mathrm{c}^{\mathrm{t}}\mathrm{e}\mathrm{s}\mathrm{t}-\text{\‘{a}}$-dire en consid\’erant $\Delta^{-1}\mathrm{h}\Delta$), $\mathrm{h}$ est r\’eduit
microlocalement, modulo un op\’erateur $\mathrm{d}|\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}-\infty$ , \‘a la forme:
diag $[\tilde{\mathrm{h}}_{1}$ ,..., $\mathrm{E}_{\mathrm{j}}$ ,..., $\mathrm{E}_{\mathrm{s}}$ ,..., $\mathrm{h}_{\mathrm{s}+\chi}]$
o\‘u: $\mathrm{E}_{\mathrm{j}}$ est une matrice $\mathrm{m}_{1}\cross \mathrm{m}_{1}$ , $\tilde{\mathrm{h}}_{\mathrm{S}+}\chi^{1}$ est scalaire [16]
$\tilde{\mathrm{h}}_{\mathrm{j}}=\tilde{\mathrm{a}}_{\mathrm{j}}+H_{\mathrm{j}}$ ; $\mathrm{j}\leq \mathrm{s}$
$\mathrm{a}_{\mathrm{j}}\sim=[\mathrm{D}_{\mathrm{O}^{-\lambda_{\mathrm{j}}}}(\mathrm{x}, \mathrm{D}’)]$ I $+\mathrm{a}_{\mathrm{j}}\sim(\mathrm{x}, \mathrm{D}’)$ ,
$[\mathrm{a}_{\mathrm{j}}\sim(\mathrm{x}, \xi^{t})]^{\mathrm{p}}=0$ ; $\det \mathrm{a}_{\mathrm{j}}\sim(\mathrm{x}, \xi’)=[\xi_{\mathrm{O}}-\lambda_{\mathrm{i}}(\mathrm{x}, \xi’)]^{\mathrm{m}_{1}}$
$b_{\mathrm{j}}^{\sim}$ est $\mathrm{d}^{\mathrm{t}}\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}0$ .
On montre que, dire que $\mathrm{h}$ v\’erifie les conditions $\mathrm{L}$ , $\acute{\mathrm{e}}\mathrm{q}\mathrm{u}\mathrm{i}\mathrm{v}\mathrm{a}\mathrm{u}\iota$ \‘a dire que les
microlocalis\’es $\tilde{\mathrm{h}}_{\mathrm{j}}$ v\’erifient les conditions $\mathrm{L}$ correspondantes.
Nous omettrons (abusivement) de r\’ep\’eter les tildas et indices $\mathrm{j}$ et noterons $\tilde{\mathrm{h}}_{\mathrm{j}}=\mathrm{h}$
b) On utilise le th\’eor\‘eme d’Egorov et $\mathrm{h}$ devient:
$\mathrm{h}=\mathrm{a}(\mathrm{x}, \mathrm{D})+b(\mathrm{x}, \mathrm{D}^{\mathrm{t}})$ ; matrice $\mathrm{m}_{1}\cross \mathrm{m}_{1}$ ;
$\det \mathrm{a}(\mathrm{x}, \xi)=\xi^{\mathrm{m}_{1}}0$ ;
$\mathrm{a}(\mathrm{x},\xi)=\mathrm{I}\xi_{\mathrm{O}}+\mathrm{a}(\mathrm{x}, \xi^{\mathrm{t}})$ ; $\mathrm{a}^{\mathrm{p}}=0$
Les conditions $\mathrm{L}$ pour $1^{\mathrm{t}}\mathrm{o}\mathrm{p}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$ initial et $1’ \mathrm{o}_{\mathrm{P}^{\acute{\mathrm{e}}\mathrm{r}}}\mathrm{a}\iota \mathrm{e}\mathrm{u}\mathrm{r}$ transform\’e sont \’equivalentes.
c) $\mathrm{a}$ \’equivaut dans un anneau localis\’e naturel convenable, apr\‘es les transformations, \‘a :
diag $[\xi_{\mathrm{O}}^{\mathrm{p}},$ $\xi_{\mathrm{o}}^{\mathrm{q}_{1}}$ ,..., $\xi^{\mathrm{q}}\mathrm{O}’\ell,$ $1$ ,..., $1]$ ;
$\mathrm{q}=\mathrm{q}_{1}+\ldots+\mathrm{q}_{\chi}$ ; $\xi^{\mathrm{q}}$ est la plus haute puissance de $\xi_{\mathrm{o}}$ qui divise A $(\mathrm{x}, \xi_{\mathrm{o}}, \xi^{\mathrm{t}});\mathrm{A}=\xi_{\mathrm{o}}^{\mathrm{q}}A$
$\mathrm{n}$ peut exister des points $(\mathrm{x}, \xi|)$ tels que: $A(\mathrm{x}, 0, \xi^{\dagger})=0$ ; en ces points le rang varie; plus
g\’en\’eralement, on a le m\^eme ph\’enom\‘ene pour les mineurs d’ordre $\mathrm{m}-2,$ $\mathrm{m}-3,\ldots$ ; on dira que
le rang g\’en\’eralis\’e peut varier. En dehors $\mathrm{d}^{\dagger}\mathrm{u}\mathrm{n}\mathrm{e}$ surface analytique en $(\mathrm{x}, \xi|):\Sigma_{1}$ , le rang
g\’en\’eralis\’e [16] est constant et le type de $1^{\mathrm{t}}\mathrm{o}\mathrm{p}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$ , pour chaque $(\mathrm{x}, \xi|)$ est encore
$(\mathrm{p}, \mathrm{q}_{1},\ldots, \mathrm{q}_{\chi})$ .
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Dans ces conditions, on peut effectuer une r\’eduction suppl\’ementaire [10] [16] [6] et,
sans changer de notation, on a finalement:
$\mathrm{h}(\mathrm{x}.\mathrm{D})=\mathrm{I}\mathrm{D}_{\mathrm{O}}+\mathrm{J}|\mathrm{D}^{\mathrm{t}}|+b(\mathrm{x}.\mathrm{D}^{\mathrm{t}})$ ;





est la matrice de Jordan de dimension $\mathrm{q}_{\mathrm{k}}$ ; $b$ ala forme normale d’Amold.
Les conditions $\mathrm{L}$ sont invariantes dans cette r\’eduction.
7. l\‘ere m\’ethode de preuve [20]
Pour obtenir que les conditions $\mathrm{L}$ sont suffisantes pour que le probl\‘eme de Cauchy soit
bien pos\’e dans $\mathrm{C}^{\infty}$ , on construit des param\’etnixes microlocales de la forme :
$\int \mathrm{e}^{\mathrm{i}\mathrm{x}’.\eta}’[\mathrm{Y}_{\mathrm{O}}(\mathrm{X},\eta^{\dagger})+\ldots+\mathrm{Y}_{\mathrm{k}}(\mathrm{x},\eta’)]\mathrm{u}\mathrm{A}(\underline{\mathrm{x}_{\mathrm{O}}}, \eta’)\mathrm{d}\eta^{\mathrm{I}}$ ,
$\underline{\mathrm{x}_{0}}$ valeur initiale, le A est la transformation de Fourier par rapport aux variables $\mathrm{y}’$ . Les
conditions $\mathrm{L}$ permettent d’obtenir des d\’eveloppements non triviaux et en revenant \‘a $1^{\mathrm{t}}0_{\mathrm{P}}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$
initial de v\’erifier les donn\’ees de Cauchy, par un calcul de d\’eterminant de Vandemonde. On
utilise aussi les utiles remarques de [6] [7] [8] pour prolonger les majorations obtenues en
dehors de $\Sigma_{1}$ et $\mathrm{d}^{\mathrm{t}}\mathrm{u}\mathrm{n}$ ensemble $\Sigma_{2}$ analogue.
Pour obtenir la condition n\’ecessaire, on utilise comme usuellement le th\’eor\‘eme du
graphe ferm\’e et on construit des $\mathrm{d}\acute{\mathrm{e}}\mathrm{v}\mathrm{e}\mathrm{l}\mathrm{o}_{\mathrm{P}}\mathrm{p}\mathrm{e}\mathrm{m}\mathrm{e}\mathrm{n}\mathrm{t}\mathrm{s}$asymptotiques de la forme:
$\exp[\mathrm{i}\mathrm{o}$)
$6\mathrm{x}’.\eta’+\ldots+\omega^{1/\mathrm{d}_{\psi_{1\mathrm{j}}]\sum}}\mathrm{k}\mathrm{Y}_{\mathrm{k}}(\mathrm{x})0)-\mathrm{k}/\mathrm{d}$
’ ; $\mathrm{d},$ $\mathrm{d}^{\mathrm{t}}\in \mathrm{Q}^{+},$ $\mathrm{k}\in \mathrm{R}$
en bref on proc\‘ede par l’absurde ; si une condition $\mathrm{L}_{\mathrm{j}}\mathrm{n}^{\dagger}\mathrm{e}\mathrm{s}\mathrm{t}$ pas v\’erifi\’e, on peut calculer un
d\’eveloppement non trivial et le th\’eor\‘eme du $\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{h}\mathrm{e}$ f
$|\backslash$
em\’e n’est pas v\’erifi\’e.
Cette m\’ethode directe a \’et\’e v\’erifi\’ee jusqu a $\mathrm{m}_{1}=7$ et d\’etaill\’ee dans $[20]\mathrm{j}\mathrm{u}\mathrm{s}\mathrm{q}\mathrm{u}’\grave{\mathrm{a}}\mathrm{m}_{1}=5$ .
Elle a $1^{\mathrm{t}}\mathrm{a}\mathrm{v}\mathrm{a}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{g}\mathrm{e}$ de donner aussi des r\’esultats dans les $\mathrm{c}\mathrm{I}\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{s}$ de Gevrey, comme nous
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$1^{\mathrm{t}}\mathrm{e}\mathrm{x}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{q}\mathrm{u}\mathrm{e}\mathrm{r}\mathrm{o}\mathrm{n}\mathrm{s}$dans la suite ; elle met en \’evidence la dualit\’e llalg\acute brique entre les conditions $\mathrm{L}$
et les d\’eveloppements asymptotiques.
8. - $2\grave{\mathrm{e}}\mathrm{m}\mathrm{e}$ m\’ethode de preuve [12]
Matsumoto [6] a d\’efini des op\’erateurs elliptiques de changement d’ordre $\mathrm{M}$ de
symbole:
diag $[|\xi^{\mathrm{t}}|^{\mathrm{O}} ,..., |\xi’|^{\mathrm{O}}, 1 ,..., 1]$ , $\mathit{0}\in \mathbb{Z}$
Par de tels op\’erateurs, on peut r\’eduire $1^{\mathrm{t}}\mathrm{o}\mathrm{p}\text{\’{e}}_{\mathrm{r}\mathrm{a}}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$ microlocal $\mathrm{h}$ au type $(\mathrm{m}_{1},0 ,..., 0)$ ,
$\mathrm{c}^{\mathrm{t}}\mathrm{e}\mathrm{S}\mathrm{t}-\text{\‘{a}}$-dire:
$\mathrm{h}=\mathrm{I}\mathrm{D}_{\mathrm{o}}+\mathrm{J}_{\mathrm{m}_{1}}|\mathrm{D}’|+b(\mathrm{x}, \mathrm{D}^{\mathrm{t}})$ ;
$\mathrm{J}$ est la forme de JORDAN de dimension $\mathrm{m}_{1}\cdot$ . Par [12], on montre que, si $1^{\dagger}\mathrm{o}\mathrm{p}\text{\’{e}} \mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$ initial $\mathrm{h}$
est de type $\mathrm{p},$ $\mathrm{q}_{1},\ldots,$ $\mathrm{q}_{\chi}$ , son transform\’e $\mathrm{h}$ par conjugaisons par des op\’erateurs $\mathrm{M}$ est de
type $(\tilde{\mathrm{p}}_{1},\tilde{\mathrm{q}}_{1} ,..., \tilde{\mathrm{q}}_{X})$, les conditions $\mathrm{L}$ pour $1_{\mathrm{o}\mathrm{p}}’\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\iota \mathrm{e}\mathrm{u}\mathrm{r}\mathrm{h}$ sont \’equivalentes aux conditions $\mathrm{L}$
pour l’op\’erateur transform\’e. En ordonnant les types $(\mathrm{p}, \mathrm{q}_{1} ,..., \mathrm{q}_{\ell},)$ , on peut donc se ramener
aux conditions du cas $(\mathrm{m}_{1},\ldots, 0)$ pour lequel les r\’esultats sont connus.
Cette m\’ethode a \’et\’e utilis\’ee pour $\mathrm{m}_{1}\leq 5$ et aussi dans le cas $[\mathrm{p},$ $1$ ,..., 1 $]$ , [13].
9. Pour d\’emontrer la condition suffisante, dans $1^{\mathrm{t}}\mathrm{o}\mathrm{p}\iota \mathrm{i}\mathrm{q}\mathrm{u}\mathrm{e}$ de se rapprocher du cas scalaire, on
peut aussi diagonaliser $1^{\dagger}\mathrm{o}\mathrm{p}\acute{\mathrm{e}}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{u}\mathrm{r}$et montrer que si les conditions $\mathrm{L}$ sont v\’erifi\’ees, l’op\’erateur
diagonalis\’e est bien d\’ecomposable.
Plus pr\’ecis\’ement soit $\mathrm{h}$ sous la forme microlocale:
$\mathrm{h}=\mathrm{a}+b=\mathrm{I}\mathrm{D}_{\mathrm{O}}+\mathrm{a}+b$ ;
$\det \mathrm{a}=\xi_{\mathrm{O}}^{\mathrm{m}_{1}}$ ;
le type de $\mathrm{h}$ est: $(\mathrm{p}, \mathrm{q}_{1} ,..., \mathrm{q}_{I})$ ; $\mathrm{A}=\xi_{)}^{\mathrm{q}}4$
On cherche un op\’erateur $\mathrm{Q}$ tel que :
(1) $\mathrm{h}\circ \mathrm{Q}=\mathrm{I}\mathrm{D}+X\mathrm{D}+\mathrm{O}\mathrm{m}_{1}10+A\mathrm{m}_{1}-1\ldots$ ;
$\mathrm{m}_{1}$
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o\‘u les op\’erateurs 2 sont pseudo diff\’erentiels $\mathrm{d}_{\mathrm{o}\mathrm{r}}’ \mathrm{d}\mathrm{r}\mathrm{e}0$ . On choisit, en fait, la partie principale
de $\mathrm{Q}$ de la forme :
4 $\xi^{\mathrm{q}}$
Les conditions $\mathrm{L}$ permettent de choisir les op\’erateurs 2 et les termes d’ordre inf\’erieur
de $\mathrm{Q}$ de sorte que la formule 9.1 soit v\’erifi\’ee. On peut alors construire une param\’etrixe de
$\mathrm{h}_{0}\mathrm{Q}$ et $\mathrm{p}\mathrm{a}\acute{\mathrm{r}}$ suite de $\mathrm{h}$ .
10. Dans le paragraphe 3, nous avons d\’efini le diagramme $\#$ dont le nombre de points $\mathrm{c}$ est
\’egal au nombre de conditions scalaires ind\’ependantes L.
On ordonne les demi-droites $6_{\mathrm{d}}$ passant par $0$ et contenant un point du diagramme par
la d\’ecroissance de leur pente not\’ee $1/\mathrm{d}$ .
Exemple [20]: $\mathrm{m}_{1}=5,$ $\mathrm{p}=3;\mathrm{q}_{1}=2$ ; on a $\mathrm{d}\mathrm{o}\mathrm{n}\mathrm{c}:.t\ell=1$ ; $\mathrm{r}=2;\mathrm{c}=8$ ; les demi-droites ont pour
pente : 2/3, 3/5, 1/2, 2/5, 1/3, 1/4 et 1/5. $\mathrm{d}$ prend les valeurs: 3/2, 5/3, 2, 5/2, 3, 4, 5. De
fa\caon g\’en\’erale, $\mathrm{d}$ prend les valeurs :
$(\mathrm{d}_{1}$ ,..., $\mathrm{d}_{\mathrm{k}}$ ,..., $\mathrm{d}_{\mathrm{g}})\mathrm{v}$
A chaque ensemble $(\mathrm{d}_{1}$ ,..., $\mathrm{d}_{\mathrm{k}})$ on associe un ensemble de conditions invariantes not\’e
$(\mathrm{L}\mathrm{G})_{\mathrm{d}_{\mathrm{k}}}$ .
$(\mathrm{L}\mathrm{G})_{3}/2:\mathrm{L}1$ n’est pas v\’erifi\’ee;
$(\mathrm{L}\mathrm{G})_{5/}3:\mathrm{L}_{1}$ est v\’erifi\’ee, $\mathrm{L}_{21}\mathrm{n}^{\mathrm{t}}\mathrm{e}\mathrm{s}\mathrm{t}$ pas v\’erifi\’ee o\‘u $\mathrm{L}_{21}$ exprime que $\mathrm{S}_{1}=\mathrm{H}\Lambda_{1}$ .
Remarque : Dans le cas d’un op\’erateur scalaire, ces conditions correspondent \‘a l’indice
d’ini\’egularit\’e de [2] [5]
11. On obtient les th\’eor\‘emes [20] $\mathrm{m}_{1}\leq 5$ .





Th\’eor\‘eme 2: Nous rappelons seulement le type $(3,2)$ .
Le probl\‘eme de Cauchy est bien pos\’e dans la classe: $\oint^{\mathrm{t}}$ , $\mathrm{d}^{\dagger}\leq \mathrm{d}$
(a) Si $\mathrm{L}_{1}$ est v\’erifi\’ee, $\mathrm{d}=\frac{5}{3}$
(b) Si $\mathrm{L}_{1}$ et $\mathrm{L}_{21}$ sont ve’rifi\’ees, $\mathrm{d}=2$
(c) Si $\mathrm{L}_{1}$ et $\mathrm{L}_{2}$ sont v\’erifi\’ees et si $\mathrm{L}_{12}$ ne $1^{\dagger}\mathrm{e}\mathrm{S}\iota$ pas, $\mathrm{d}=\frac{5}{2}$
(d) Si ($\mathrm{L}_{12}\mathrm{n}’ \mathrm{e}\mathrm{s}\mathrm{t}$pas v\’erifi\’ee et si $\mathrm{L}_{1},$ $\mathrm{L}_{2}$ et $\mathrm{L}_{(4)2}$ sont v\’erifi\’ees) ou ($\mathrm{L}_{12}$ et $\mathrm{L}_{3}$ sont
v\’erifi\’ees), $\mathrm{d}=3$
(e) Si ($\mathrm{L}_{12}\mathrm{n}^{\mathrm{t}}\mathrm{e}\mathrm{S}\mathrm{t}$ pas v\’erifi\’ee $\mathrm{L}_{1},$ $\mathrm{L}_{2}$ et $\mathrm{L}_{3}$ sont v\’erifi\’ees) ou ($\mathrm{L}_{12},$ $\mathrm{L}_{3}$ et $\mathrm{L}_{4}$ sont
v\’erifi\’ees), $\mathrm{d}=4$
($\mathrm{f}\gamma$ Si ($\mathrm{L}_{12}$ n’est pas v\’erifi\’ee $\mathrm{L}_{1},$ $\mathrm{L}_{2},$ $\mathrm{L}_{3}$ et $\mathrm{L}_{4}$ sont v\’erifi\’ees) ou ($\mathrm{L}_{12},$ $\mathrm{L}_{3},$ $\mathrm{L}_{4}$ et $\mathrm{L}_{6}$
sont v\’erifi\’ees), $\mathrm{d}=5$
(g) Si les conditions $\mathrm{L}$ sont v\’erifi\’ees, $\mathrm{d}$ est quelconque.
12. La preuve utilise des d\’eveloppements de symboles analogues aux d\’eveloppements
asymptotiques utilis\’es dans la condition n\’ecessaire au paragraphe 7. Plus pr\’ecis\’ement on a des
param\’etrixes de la forme
$\int \mathrm{e}^{\mathrm{i}\mathrm{X}^{1\mathfrak{j}}}\eta+\psi(\mathrm{x},\eta’)[\mathrm{Y}_{\mathrm{O}}(_{\mathrm{X},\eta^{\mathrm{t}}})+\ldots+\mathrm{Y}_{\mathrm{k}}(\mathrm{x},\eta’)+\ldots]\mathrm{u}(\underline{\mathrm{X}_{\mathrm{O}}},\eta)\mathrm{A}\mathrm{t}\mathrm{d}\eta^{1}$ .
$\psi$ est une somme finie de symboles $\mathrm{d}^{\dagger}\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{r}\mathrm{e}$ fractionnaire; l’ordre de $\backslash _{\tau^{1\mathrm{f}}}$ est $\frac{1}{\mathrm{d}}$ ; les $\mathrm{Y}_{\mathrm{k}}$ sont des
symboles fractionnaires d’ordre d\’ecroissant.
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