Abstract-In this paper we propose an optimal deployment and distributed packet scheduling of multi-sink Wireless Sensors networks (WNSs). This work is devoted to computing the optimal deployment of sinks for a given maximum number of hops between nodes and sinks. We also propose an optimal distributed packet scheduling in order to estimate the minimum energy consumption. We consider the energy consumed due to reporting, forwarding and overhearing. In contrast to reporting and forwarding, the energy used in overhearing is difficult to estimate because it is dependent on the packet scheduling. In this case, we determine the lower-bound of overhearing, based on an optimal distributed packet scheduling formulation. We also propose another estimation of the lower-bound in order to simulate non interfering parallel transmissions which is more tractable in large networks. We note that overhearing largely predominates in energy consumption. A large part of the optimizations and computations carried out in this paper are obtained using ILP formalization.
I. INTRODUCTION
The monitoring and the control of physical environments is becoming a major feature of the technology landscape. Consequently, a large number of companies are proposing new small devices which can monitor various physical parameters such as temperature, humidity, vibration, pressure,etc. These devices, called sensors, can be deployed to build a Wireless Sensor Network (WSN). In this case, in addition to the detection capability, the sensors should be able to communicate between each other in order to propagate event notifications. Basically, when an event is detected, each sensor sends a message to one specific base station. This station called the "sink" is in charge informing the user-application that an event has occurred. Over the last decade, Wireless Sensor Networks (WSN) have generated considerable enthusiasm among the networking research community. Many studies have been carried in order to apply WSN to a wide range of applications, such as: environmental monitoring, military target tracking, weather forecast, home automation, intrusion detection, etc [1] .
Recent research in WSN has mainly focused on several networking issues, such as routing, MAC, data gathering and dissemination mechanisms. Nevertheless, few studies have been achieved regarding the WSN deployment problem. Among existing studies achieved regarding the wireless sensor network deployment problem, the majority are focusing on the problem of minimizing the number of deployed sensors while maximizing the area coverage (also referred as quality of monitoring). The area coverage can be defined as the percentage of the area, or a finite set of points within the area, in which an event can be monitored by at least one sensor (expressed as 1-coverage). A more general definition was proposed in the literature (denoted as k-coverage), in which the objective is to achieve more redundancy and reliability, and thus requires that each point within the region of interest is monitored by at least k sensors. On the other hand, other works focused on the problem of sinks deployment. Some of the proposed solutions compute the optimal sinks locations using optimal formalization. However, the majority of the solutions proposed aim to incorporate energy or delay in the optimization problem [2] [3], which highly reduce the scale of the considered problems. We believe that a simple formalization of the problem based only on the number of hops could provide good performances. Other approaches, use iterative techniques. In [4] , the locations of the sink nodes are found using the well known k-means clustering algorithm. Finally, some of the previous studies assume mobile sinks [5] [6] . The main weakness of this approach is that sinks movement is not considered for the energy consumption computation.
The performance metric that is most often considered in WSN deployment is the network lifetime. Indeed, a WSN can only fulfill its purpose as long as it is considered as "alive". It is therefore an indicator for the maximum utility a sensor network can provide. In general way, network lifetime can be defined as the time span from the deployment of the wireless sensor network until the time where the network can be considered as inoperative, which strongly dependent on the targeted application. The problem of maximizing network lifetime has been largely addressed in many works with different approaches, such as: energy based routing protocols, energy-based MAC protocols, etc. However, few studies were conducted on enhancing energy consumption only by finding the most appropriated topology [7] , [8] .
In this paper, we are interested in minimizing the energy consumption of a wireless sensor network, when multiple sinks are deployed in the area. It is clear that the energy cost is highly dependent on the topology of the network, which itself depends on the localization and the number of sinks deployed. Thus, we start this work by computing the optimal number of sinks that should be deployed according to a given maximum number of hops allowed in the area. This is done by formulating the problem as a set-covering problem. It is clear that this problem is NP-hard, however we have been able to resolve the problem for quite a large number of sensors. After deploying the sinks, we propose a computation model of the energy consumed by each sensor in the network. In addition to the energy consumed in the Idle mode, we consider both the energy consumption caused by packets reporting, forwarding and finally, overhearing. The main difficulty is related to the overhearing mode, as for the packet reporting and forwarding, the energy can be deduced analytically, based on the topology of the network. However, for the overhearing the amount of energy consumed by each node greatly depends on the packet scheduling in the network. We propose to derive the lower bound of the energy consumed due to the overhearing phenomenon. This lower bound is difficult to estimate. To overcome this difficulty, we propose a distributed packet scheduling algorithm based on an ILP formalization of the problem.
The remainder of this paper is organized as follows: In section II we define our network model, including the targeted application and the medium access control protocol. In section III we show how we compute the optimal number of sinks that should be deployed according to a given maximum number of hops allowed in the area. In section IV we detail the energy consumption computation. The results are given in section V. Finally, in section VI we conclude the paper, and we suggest future research directions.
II. NETWORK MODEL
In this paper, we consider that we have access to a 2D-geographical map denoted as A. For simplicity, but without loss of generality, we suppose that A is a square area. In order to reduce the computational complexity of the problem, this area is discretized into cells of square units. A unit is defined as a normalized physical distance. Thus, the area A is a square with a side equal to n units. To simplify the analysis, in the rest of the paper we refer to each square unit (cell) of A by its barycenter point. In other words, when a sensor is deployed at point p ∈ A then this means that a sensor is placed at the barycenter of the cell containing p. Moreover, we consider that a set of connected sensors, denoted by S, is already deployed within A and according to homogeneous Poisson point process [9] [10] . In addition to the sensors, we assume that a set of sinks, denoted by K, are also deployed in A, in such a way that each sensor is at most h hops from the nearest sink. The number and the position of the sinks are given in the next section. In addition, we consider a reporting application, where the sensor nodes sense their environment and report it to the nearest sink, using a shortest path as routing strategy. We assume that all the sensors do the sensing process simultaneously and periodically. We denote this period by T , which defines the interval of time separating two reporting packets. Finally, we also consider that all the reporting packets for all the sensors have the same size denoted by d. Finally, to avoid collisions, we assume Time Division Multiple Access (TDMA) as medium access control protocol. The wireless channel is subdivided into slots, and each sensor can send only one packet within a slot. We also introduce the notion of round, denoted by R, as the period of time where the reporting packets generated by all the sensors are received by the sink. For the simplicity of the analysis we consider that T ≥ R.
III. SINK DEPLOYMENT PROCEDURE
As mentioned above, our first objective is to deploy the minimum number of sinks, denoted as K * , in such a way that for each sensor s there a sink k, where the distance in terms of the minimum number of hops to reach s from k is less than or equal to h. This problem can be formulated as a set covering problem and could be defined as follows: Given a finite set of points Ω, the main purpose is to find a family S = {s 1 , s 2 , .., s N } of subsets of Ω (i.e. s i ∈ Ω, j = {1, .., N }) with a minimum cardinality such that
One classical approach to resolving this problem is to use an Integer Linear Program -ILP formulation. In this case the problem can be formulated as follows:
where x j and a ij are zero-one variables. The decision variable x j is equal to 1, if the subset s j is chosen in the optimal solution, 0 otherwise and a ij is equal to 1, if the point i is covered by the subset s j , 0 otherwise.
Adapting this last formulation to our problem implies that the set Ω corresponds to the set of sensors S already deployed in the targeted area. The variable x j , j ∈ {1, .., n × n}, is a binary variable that indicates whether a sink is deployed at point j. Precisely, x j is equal to 1 if and only if a sink is positioned at point j, 0 otherwise. And finally, each variable a ij , ∀i ∈ S and ∀j ∈ {1, .., n × n}, is equal to 1 if the sensor i is within the h hop coverage area of a sink positioned at the point j. In order to compute the distance in terms of hops between a sensor i and a sink deployed at point j, we apply the shortest path strategy for the undirected graph G j = (V j , E j ), where V j is a set of vertices including all the sensors and the sink positioned at j (i.e. V j = S ∪ {j}) and E j is the set of undirected edges denoting the possibility of a communication link between nodes. More precisely, we consider the existence of a link between two nodes, one of which may be the sink, if and only if both nodes are within the transmission range of each other. In the following, we consider that all the network nodes have the same transmission range denoted by r. Given the parameters defined above, the multi-sink deployment problem can be defined as following:
Based on this last formulation, we can derive the optimal set K * of sinks that should be deployed in order to guarantee that each node is at most h hops from a sink. Thus, we can model the underlying network as an undirected graph G = (V, E), where each network node (i.e. sensor or sink) is represented by a vertex v ∈ V (where V = K * ∪ S) and E is the set of undirected edges denoting the communication links. From the previous graph G we derive a new graph G = (V , E ), by adding a new virtual vertex representing a single super sink which is directly connected to all the sinks belonging to the set K * . Thus, V = V ∪ {k } and E = E ∪ {(n, k )|∀n ∈ K * }. The main idea behind this graph transformation is to be able to derive the routing strategy adopted in our network by applying a classical Shortest Path Tree or a Minimum Spanning Tree algorithm, which require a single source. Since we fix the same weight for all the edges, thus computing the shortest path from any of the network sensors to the closest sink leads to computing the shortest path from the same sensor to the super sink. From these considerations, we can then define the set P as the set of shortest paths for all v in {V − K * }. We also define P (v) and P (e) as the subsets of P , where the node v, respectively the edge e is present.
IV. ENERGY COMPUTATION
In a general way, network lifetime can be defined as the time span from the deployment of the wireless sensor network until the time where the network becomes inoperative. It is clear that considering a network to be inoperative is strongly dependent on the targeted application. For example, one can consider the percentage or the number of alive nodes, the area coverage, the connectivity of the network, or some specific applicationbased quality of service requirements. In this paper, we assume that the sensor network is considered to be inoperative when the first sensor runs out of energy. As we are considering a reporting application, we can make the assumption that the sensor energy consumption is mainly affected by the communications function, since the energy consumed by the CPU is relatively the same for all nodes and can be considered to be constant. Finally, in order to compute the network lifetime, we consider that the energy consumption at each node can be computed as the sum of the energy used when of: 1.) Periodic packet reporting, 2.) Packet forwarding, 3.) Packet overhearing and finally, 4.) Idle mode. In the following we detail each case independently.
A. Reporting Energy computation
In this paper, we consider in this paper, that each sensor periodically sends packets to the sink. The amount of energy consumed by the sensor is dependent to the sampling process and the transmission of the sampled data. The energy consumed by a sensor v, for reporting each measurement can be formulated as follows:
where d is the packet size, E sampling is the energy used for event detection and finally E tx is the energy consumed due to the packet transmission. In the following, we assume that the sampling energy is negligible compared to the transmission energy (i.e. E sampling = 0) and that all the sensors generate packets of the same size.
B. Forwarding Energy computation
The packet forwarding procedure is divided into two phases: a first phase of packet reception and a second phase of packet transmission, after identifying the next hop. In this case, the forwarding energy consumption for a given node v is equal to the energy spent for receiving a packet plus the energy spent for sending a packet that we multiply by the number of paths where the node v is present, exempt the path where the node v is as a source. Formally, E f orwarding (v) can be formulated as follows:
where E rx (d) corresponds to the energy consumed by a sensor for the reception of a packet of size d. P (v) is the subsets of P , where the node v is present.
C. Overhearing Energy computation
In addition to the packet reporting and the forwarding procedure, sensor nodes may see their energy decreasing because of the overhearing phenomenon. Because of the broadcast nature of wireless channels, sensors may overhear the packet sent by other sensors in their vicinity even if they are not the intended recipients of these packets. Unfortunately, this packet overhearing can result in unnecessary expenditure of battery energy. One solution to decrease the overhearing impact is to consider sensors with the ability of on-the-fly header packet decoding. This mechanism allows a sensor to know if it is the intended destination of the packet and thus shutting the radio off if not. This mechanism requires sophisticated electronics which leads to high prices and complexity in current market sensors. In this paper, we take into consideration the overhearing phenomenon and we model the energy consumed by each node. More precisely, we derive the lower bound of energy consumed due to overhearing.
The lower bound corresponds to the optimistic case, by achieving the maximum number of parallel communication allowed. Indeed, since overhearing is due to the fact that a sensor can hear other sensor transmissions, one way to reduce the overhearing effect is to maximize parallel packet transmissions and thus reduce the period of overhearing for each sensor. This leads to computing the lower bound overhearing energy consumptions for each sensor. In the following, we present an Integer Linear Programming formulation of the lower bound computation problem of the overhearing effects. Our problem can be formulated as an integrated task scheduling problem, where each packet transmission can be considered as a task and our objective is to minimize the overall completion time of all the tasks.
We start by considering K sinks deployed in the area. The set V can be subdivided into K independent sets (i.e. clusters) of a given number of nodes, such as
In what follows, we sometimes use the notation u k for a node u that is associated to the sink k. We consider the binary variable s t , that identifies the usage of the slot t. More precisely, s t is equal to 1 if a packet is transmitted during the slot t and 0 otherwise. Similarly, we define f t (u, v) as a binary variable that represents the state of the directed link (u, v) at slot t. In this case, f t (u, v) is equal to 1, if the node u sends a packet to node v in slot t, and 0 otherwise. We also define p t (v) as the number of packets pending at node v at the end of slot t. Finally, we consider T max as the maximum number of time slots to complete the transmission of all packets of all the sensors to the sink. Accordingly, we can formulate our problem as follows:
As indicated in the problem formalization, the objective is to minimize 1≤t≤Tmax s t , which identifies the total number of time slots required to complete the delivery of all packets to the sinks. The first two constraints initialize the number of packets generated by each sensor u to n u and guarantees that this number can never be less than zero. The next constraint (5d) is for flow conservation. More precisely, this constraint guarantees that the number of packets present at a node for a given time t slot is equal to the number of packets pending at the end of the previous time slot, to which we add/subtract packet sent/received to/from the neighbor nodes. The constraint (5e) ensures that all packets generated by a node are delivered to the corresponding sink. The constraint (5f) states that a node u can send a packet if and only if there is more than one packet pending at the node u. The constraint (5g) states that a node transmits to at most one neighbor, and the next constraint restricts nodes from both transmitting and receiving packets within the same slot. Similarly, the constraint (5i) indicates that at most one neighbor of a node can transmit in a slot. This will guarantee that two nodes, which are within overhearing range of each other, cannot use the same slot. The constraint (5j) states that if the slot t is used, this means that at least one link is active. Finally, the last constraint guarantees that the slots used are contiguous. The resolution of the last problem provides the minimum number of slots in order to complete the packet delivery from the sensors to the sinks. Moreover, we can derive, for each slot, which node is sending a message, which node is receiving this message and finally, which nodes are overhearing it.
D. Idle Mode Energy computation
Finally, the last mode that we consider in this paper is the idle mode. In this state, the sensors have to continue listening to the wireless channel by keeping their radios in receive mode, which is also energy consuming. Since, we know the reporting period R, and according to the above formulations where we derive the periods where the node is sending, receiving and overhearing packets, thus we can easily deduce the portion of time where the state of the sensor is idle.
V. RESULTS
We start by evaluating the optimal sinks deployment procedure that we propose in section III . The main objective is to evaluate the ILP limitations in terms of scalability. In Figure 1 we show the sinks deployment for an homogeneous Poisson point process with an average of λ = 300 sensors on a tore of n × n (n = 50) and for a maximum number of hops equal (h) to 5. The optimal number of sinks obtained is equal to 5 sinks. We can notice from this first result that the ILP scheme that we use to compute the deployment is efficient to find an optimal solution. Indeed, we were able to compute the solution for λ = 300 sensors and for a number of possible sink locations of (n 2 − λ). The average time required to perform this computation on a standard PC is shown in Figure 2 ; we notice that this time is a decreasing function of h. In fact the problem complexity depends more on the area size than the number of sensors. Taking only the sensor locations as possible sink positions could further reduce this complexity. Figure 3 provides the average number of sinks versus the maximum number of hops h. We observe that this number is very stable as shown by the error-bars. This number is decreasing more quickly than 1 h and less quickly than After deploying the sinks, we start the investigation of the energy consumption. In the following, we consider the sensors energy consumption values of the CC2420 family [11] , which have been used in many sensor platforms. We assume that the transmission power is independent on the path loss. Figure 4 shows the energy consumption in a small network of 16 sensors with only one sink in the center and for a maximum number of hops is equal to 2. The choice of a small network is justified by the computational complexity of estimating the lower bound of the energy used in overhearing. Indeed, the optimization problem proposed in the last section is not scalable in nature and could be solved only for small scale network. As shown in figure 4 , overhearing predominates in the energy consumption. In addition the the lower bound, we also computed the upper bound. The upper bound corresponds to the case where each sensor listens to the transmission of all packets in its neighborhood. The upper and lower bounds, which are close, demonstrate that, even in the best cases, overhearing is by far the most energy consuming process in the network. Finally, figure 5 illustrates the energy consumption in a larger network (λ = 300 sensors). We have presented an upper bound for the overhearing and another estimation of lower-bound overhearing based on simple graph coloring techniques. The main idea is to assign colors to the nodes (sensors) of the overhearing graph so that no two adjacent nodes have the same color. In other words, two nodes with the same color can transmit data during the same slot. In this case, we could increase the number of parallel packet transmissions. We assume that the amount of overhearing in a real network would be between these two values. Here again we note that overhearing predominates in the energy consumption.
VI. CONCLUSION
In this paper, we propose focuses on multi-sink Wireless Sensors networks deployment and packet scheduling in order to reduce the energy consumption related to the overhearing. The main objective is to be able, for a given number of sensors and a given maximum number of towered hops, to: i.) Compute the optimal number of sinks to deploy and ii.) Estimate the lower-bound energy consumption. We formulate the problem of deployment of an optimal number of sinks as an ILP problem. The results obtained show that this approach could be used for a relatively large number of sensors. Then, we estimate the energy consumption of the network obtained. We focuses our analysis on the computation of lower and upper bounds for overhearing which is by far the most energy consuming process. Unlike the upper bound, which is easy to derive, the lower bound is difficult to estimate. Therefore, we propose an ILP formalization of the problem, that could be solved only for a small network. We also propose an approximation of the lower-bound overhearing based on simple graph coloring technique. We show that overhearing is the process which consumes the most energy in both small and large networks.
