Bernays–Gödel type theory  by Butz, Carsten
Journal of Pure and Applied Algebra 178 (2003) 1–23
www.elsevier.com/locate/jpaa
Bernays–G&odel type theory
Carsten Butz∗
Department of Mathematics and Statistics, Burnside Hall, McGill University, 805 Sherbrooke Street
West, Montreal, Que., Canada H3A 2K6
Received 21 November 1999; received in revised form 3 April 2001
Communicated by P. Johnstone
Dedicated to Saunders Mac Lane, on the occasion of his 90th birthday
Abstract
We study the type-theoretical analogue of Bernays–G&odel set-theory and its models in cate-
gories. We introduce the notion of small structure on a category, and if small structure satis5es
certain axioms we can think of the underlying category as a category of classes. Our axioms
imply the existence of a co-variant powerset monad on the underlying category of classes, which
sends a class to the class of its small subclasses. Simple 5xed points of this and related monads
are shown to be models of intuitionistic Zermelo–Fraenkel set-theory (IZF).
c© 2002 Published by Elsevier Science B.V.
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0. Introduction
The foundations of mathematics accepted by most working mathematicians is
Zermelo–Fraenkel set-theory (ZF). The basic notion is that of a set, the abstract model
of a collection. There are other closely related systems, like for example that of Bernays
and G&odel (BG) based on the distinction between sets and classes: every set is a class,
but the only elements of classes are sets. The theory (BG) axiomatizes which classes
behave well, that is, are sets. In fact, the philosophy of Bernays–G&odel set-theory is
that small classes behave well.
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The aim of this paper is to develop an analogue of BG set-theory in the framework
of category theory. We will start with a category R, and think of it as a category
of classes. Our basic assumption is that this category R of classes is regular, which
provides us with some basic operations on classes, notably products, equalizers, and
images of maps between classes. Small structure on such a regular category consists
of a family of subobjects S(X ) of X , for each object X of R, singling out those
classes which are sets. There are not enough subobjects to develop a decent theory,
and so we axiomatize families of small subobjects. We consider reformulations of
standard axioms of BG set-theory, like (Replacement), (Pairing), (Union), (Powerset),
(Separation), etc.
The most important axiom says that the small structure is representable, which means
that for each class X of R the class P(X ) of all small subclasses of X exists. It comes
equipped with a membership relation  ,→ X × P(X ). This allows to reformulate our
axioms in terms of the internal logic of R, and we almost recover the basic axioms
of BG.
Finally, we show that if there is an object U which is isomorphic to P(U ), then U
can be equipped with a new membership relation j ,→ U × U such that (U; j) is a
model of intuitionistic ZF set-theory (without (j-Induction) and (In5nity), which can
easily be added).
The programme of this paper is not new. It was carried out in great detail in [7,8] by
Joyal and Moerdijk, see also the recent paper by Simpson [11]. The research presented
here originates in our eIorts to understand and apply the techniques and results of [8]
to other set-theories, like for example Aczel’s set-theory of non-well-founded sets [1],
or Church’s set-theory with a universal set [4].
Joyal and Moerdijk start with a Heyting pretopos, which is to be considered a
category of classes. Instead of axiomatizing families of subobjects they axiomatize
maps f:X → Y between classes which have small 7bers, which means that f−1(y)
is a set for each y∈Y . Their axioms, though many, are very natural axioms on such
maps, and include a representability axioms which states that there is a universal map
with small 5bers. From this data, Joyal and Moerdijk construct the co-variant powerset
functor, which sends a class X to the class P(X ) of its small subclasses. The book [8]
contains the results that if U ∼= P(U ) then U is a model of (IZF), and also contains
many existence theorems for such isomorphisms.
There are a couple of diIerences between our approach and that of [8]. We favour
families of small subobjects over maps with small 5bers. In the presence of suMciently
strong axioms, both approaches are equivalent, that is, the classes of families of small
subobjects, and of maps with small 5bers determine each other uniquely. To study
models of set-theories diIerent from ZF set-theory we need a clear understanding of
the various closure properties of the class of small subobjects. It seems to us that our
approach is better suited for 5ne control of properties of classes of small subobjects than
the original approach in [8]. Moreover, we favour (Replacement) over (Collection).
(Replacement) is more natural in our framework and was in fact the 5rst axiom we
isolated.
It turns out that the only diIerences between our axioms and those of [8] are
their stronger representability axiom, and their collection axiom, which we replace by
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(Replacement). We prove that our underlying category is a Heyting category with a
subobject classi5er and with 5nite stable and disjoint coproducts, which is only slightly
weaker than the assumption of a Heyting pretopos.
A diIerent approach was taken by Simpson [11]. He uses, as Joyal and Moerdijk,
maps with small 5bers, but starts with only 5ve axioms on a regular category, equiva-
lent to our axioms (Union), (Separation), (Singleton), (Powerset), and (Representabil-
ity), and proves results similar to ours. Simpson’s starting point was the observation
that this small set of axioms suMces to de5ne small structure on a category. In ad-
dition, [?] contains two interesting completeness theorems for intuitionistic set-theory
with and without the axiom of foundations. We advise the reader to consult that paper
for further results, and for comments on the relationship between Heyting pretoposes
and Heyting categories with stable and disjoint coproducts.
The reader will notice that most of our proofs are omitted. The reason is that most
of them are absolutely elementary.
Our paper is structured as follows: We 5rst remind the reader of regular categories
and regular logic. We then introduce in Section 2 our basic notion, that of small
structure on a regular category, and derive some easy consequences. In Section 3 we
discuss representable small structures for which classes of small subclasses exist. In
Section 4 we discuss the monad structure on the underlying regular category, and in
Section 5 we show that our axioms force the underlying category to be a Heyting
category with a subobject classi5er. Section 6 contains a 5rst summary, where we
rephrase our axioms using the internal 5rst-order theory of the underlying category.
Those reformulations already have a strong set-theoretical Navour. Finally we show
in Section 7 how simple algebras for the powerset monad give rise to models of
intuitionistic set-theory.
Our presentation is driven by an approach where we determine exactly how our
axioms formulated in the language of category theory determine properties of simple
algebras for the powerset monad. As opposed to Simpson, our primary goal is not to
get away with the smallest set of axioms.
1. Preliminaries
1.1. Regular categories
We recall that a category R is called regular if it has 5nite limits, if coequalizer
of kernel pairs exist, and if regular epimorphisms are stable under pullbacks. In a
regular category for each object X , the collection Sub(X ) of subobjects of X is a meet
semi-lattice (with largest element), and pullback along a map f:X → Y is a morphism
of semi-lattices f−1: Sub(Y )→ Sub(X ).
Every arrow f:X → Y in R can be factored as a regular epimorphism followed by
a monomorphism, X  ∃fX ,→ Y , and this gives, for each arrow f, a monotone map
∃f: Sub(X ) → Sub(Y ), left-adjoint to f−1, satisfying in addition Frobenius identity
∃f(U∧f−1(V ))=∃f(U )∧V for all U in Sub(X ) and all V in Sub(Y ). Moreover, for a
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pullback square
Y ′
q−−−−−→ Y
g

 f
X ′ −−−−−→
p
X
the Beck–Chevalley conditions f−1∃f =∃qg−1 and p−1∃f =∃gq−1 hold. We refer the
reader to [2,3,5] for more details.
Regular categories have just enough structure to support regular logic, which is
the ∃-∧-fragment of 5rst-order logic, and we will make extensive use of this fact.
For example, the graph of an arrow f:X → Y is the subobject graph(f) = {(x; y) |
f(x) = y} of X × Y .
We will also use Kripke–Joyal forcing (see for example [11]) to determine truth
of formulae. Recall that for a formula ’(x) of the internal logic of R with x:X a
variable of type X , and for a:A → X a generalized element of X (at stage A), we
say that A forces ’(a), and write A  ’(a), if a factors through {x |’(x)} ,→ X . This
forcing relation has the usual properties of forcing in categories, like monotonicity and
local character with respect to regular epimorphisms. As well, A  ’(a)∧  (a) if and
only if A  ’(a) and A   (a), and A  ∃y’(y; a) if and only if there is a regular
epimorphism p:B A and a generalized element b:B → Y such that B  ’(b; a  p).
We refer the reader to [3] for detailed proofs.
1.2. The indexed subobject functor
Let R be a category with 5nite limits. An I -indexed family of subobjects of X is
a subobject S  I × X , and we think of it as picking for each i∈ I the ‘subobject’
{x | (i; x)∈ S} of X . This gives the indexed subobject functor
Sub(−)(−): Rop ×Rop → Set;
whose value on objects is SubI (X ), the set of I -indexed families of subobjects of X ,
and whose value on arrows is given by pullback.
As the notation SubI (X ) suggests the role of the indexing object I and that of X
are quite diIerent. In this paper we will always write the indexing object 5rst, and we
will often use the notation S  I × X → I to emphasize this distinction.
If the category R is regular there is also a covariant action in both variables. For
example, a map f:X → Y sends the family of subobjects S  I × X → I to the
family of subobjects {(i; y) | ∃x:f(x)=y∧ (i; x)∈ S} I ×Y → I , which is the image
of S under the map I × f, also called the 7berwise image of f.
2. The basic axioms
In this section we introduce the central notion of this paper, that of small structure
on a regular category. We state the basic axioms, and discuss some consequences.
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2.1. Small structure
Let R be a regular category. As said before we are interested in axiomatizing prop-
erties of indexed families of small subobjects. The basic axiom refers to an I -indexed
family of subobjects S  I × X → I of X , and to an arbitrary map : J → I .
If we write S intuitively as
∑
i Si for Si = {x | (i; x)∈ S} we get the re-indexing
pullback square
Clearly, if S  I × X → I is an I -indexed family of small subobjects of X then
−1(S)  J × X → J should be a J -indexed family of small subobjects of X . The
converse should be true provided that  is a ‘surjection’, which here means a regular
epimorphism. This is exactly the content of the axiom (Independence): 1
(I) (Independence) For every arrow : J → I and every I -indexed family of subobjects
S  I × X → I of X , if S is an I -indexed family of small subobjects of X then
−1(S) is a family of small subobjects too. If  is a regular epimorphism and
−1(S) is a J -indexed family of small subobjects of X then S is a family of small
subobjects.
Denition. Small structure S on a regular category R is a class of indexed families of
subobjects, referred to as families of small subobjects, such that axiom (Independence)
is satis5ed.
We write SI (X ) for the set of I -indexed families of small subobjects of X . We
say that a map f:X → Y has small 7bers if its graph is a Y -indexed family of small
subobjects of X , that is, if graph(f)  Y × X → Y is in SY (X ). An object X is
called small if !X :X → 1 has small 5bers.
2.2. Induced small structure
For each object R of R there is an induced small structure S=R on the slice category
R=R de5ned as follows: for objects x:X → R and i: I → R we say that S  I×RX → I
(over R) is an i-indexed family of small subobjects of x if S  I ×R X  I × X → I
is in SI (X ).
1 Thus the axiom (Independence) ensures that we axiomatize small subobjects of X , and smallness of
families of subobjects of X does not depend on the indexing object, but is a property of the 5bers.
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Lemma. For each object R of R the structure S=R is small structure on the slice
category R=R.
Proof. For : J → I (Independence) follows from the diagram below, where all top
squares are pullback squares.
2.3. The basic axioms
For small structure on a regular category we consider the following additional
axioms:
(B1) (Replacement) For every arrow f:X → Y and every S in SI (X ); the object
{(i; y) | ∃x:f(x) = y ∧ (i; x)∈ S} is in SI (Y ).
(B2) (Singleton) For every X , the diagonal X :X  X × X 1−→ X is in SX (X ).
(B3) (Union) For every family I  J × Y → J of small subobjects of Y and every
I -indexed family A  I × X → I of small subobjects of X , the J -indexed
family of subobjects of X , {(j; x) | ∃y:(j; y)∈ I ∧ (j; y; x)∈A} is a family of
small subobjects of X .
(B4) (Emptyset) For every family S  J × X → J of small subobjects of X and
every monomorphism J ,→ I , the I -indexed family S  J × X  I × X is a
family of small subobjects, that is, in SI (X ).
(B5) (Pairing) For every object X , every two elements of SI (X ) have a join in
Sub(I × X ), and this join is in SI (X ). Moreover, re-indexing preserves this
structure.
(B6) (Separation) For every X , the class of I -indexed families of subobjects is closed
under subobjects, that is, for every X and every I , the class SI (X ) is an
order-ideal in Sub(I × X ).
(B7) (Powerset) For every family of small subobjects S  I ×X → I , there exists an
arrow (unique up to isomorphism in the slice category R=I) qS :QS → I which
classi5es small subfamilies of S. That is, for every : J → I there is a bijection
between those small subobjects of ∗(X ) contained in ∗(S), and arrows (in
R=J ) 1→ ∗(qS), natural in J .
We think of R as a category of classes, and families of small subclasses are families
of sets.
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Axiom (Replacement) says that the image of any family of small subobjects under a
map between classes is again a family of small subobjects. (Singleton) requires for each
x∈X the subclass {x} to be small. The main use of this axiom is to ensure that every
x∈X is contained in some small subclass. For (Union), the data are for each j∈ J a
small subobject Yj of Y , and for each j and each y∈Yj a small subobject Xj;y of X . The
axiom simply says that for each j∈ J the subobject ⋃y∈Yj Xj;y ,→ X is small. Axiom
(Emptyset) says that we can extend a given family of small subobjects by adding empty
5bers, thereby making the empty subclass of X small. (Pairing) states that (external)
binary unions of small sets exist. Modulo the other axioms, (Pairing) is equivalent
to say that for x1; x2 ∈X , the class {x1; x2} exists and is small. The formulation of
(Separation) is obvious, and for (Powerset) the idea is that QS = {(i; U ) |U ⊆ Si},
so that for each (small) Si ,→ X the class {U |U ⊆ Si} exists and is small. Our
formulations of (Pairing) and (Emptyset) do not exactly reNect their set-theoretical
counterpart, but are natural replacements in the language of category theory.
Lemma. Each of the axioms is separately stable under slicing, that is, if the small
structure S on R satis7es one of these axioms, so does the induced small structure
S=R for each object R of R.
The reader might miss (Extensionality), (Foundation), and (In5nity). We get (Ex-
tensionality) from axiom (Representability) to be discussed in the next section. (Rep-
resentability) states that for each X in R, the class P(X ) of all small subclasses of X
exists. The assignment X → P(X ) then extends to a co-variant functor, the powerset
functor, which is part of a monad on R. Later we will construct (in R) models of
intuitionistic set-theory as simple algebras of the powerset monad on R, and the mod-
els constructed this way will satisfy the (Foundation). For (In5nity) we will need the
extra assumption that R has a natural numbers object N and that N is small.
Proposition. Let S be small structure on R.
(i) (Singleton) and (Union) imply (Replacement).
(ii) (Singleton), (Union), and (Separation) imply (Emptyset).
Later we will see that for representable small structures (Pairing) is also redundant.
Proof. To show the 5rst part let f:X → Y be arbitrary. We 5rst apply (Singleton)
and pull Y  Y ×Y back along f×Y to deduce that {(x; f(x)) | x∈X } is in SX (Y ).
If S ∈SI (X ) is arbitrary we apply axiom (Union) to this family and to the family
{(i; x; f(x)) | (i; x)∈ S} S × Y → Y , to deduce that
{(i; y) | ∃x:(i; x)∈ S ∧ y = f(x)} I × Y
is in SI (Y ).
For the second part we will only sketch a proof. (Union) implies that unions along
maps with small 5bers exists, so that (Emptyset) is a consequence of (Union) and the
fact that monomorphisms have small 5bers (a property called (Subsingleton) in the
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next section), applied to
The fact that monomorphisms do have small 5bers is an easy consequence of (Sin-
gleton) and (Separation).
2.4. Further axioms
The following is a (non-exhaustive) list of other interesting axioms one might wish
to consider, each of which can be derived from axioms (B1)–(B7) above.
(C1) (Absoluteness) If S is in SI (X ) and E ,→ X is a monomorphism then S∧(I×E)
is in SI (E).
(C2) (Subsingleton) Every monomorphism has small 5bers.
(C3) (Strength) For every S in SI (X ) and every map ": I → Y , the I -indexed family
{(i; x; "(i)) | (i; x)∈ S} I × (X × Y ) is in SI (X × Y ).
(C4) (Products) If S is in SI (X ) and T is in SJ (Y ) then S × T is a (I × J )-indexed
family of small subobjects of X × Y , that is, in SI×J (X × Y ).
(C5) (Omega) Every I -indexed family of subobjects of 1 is a family of small subob-
jects, that is, SI (1) ∼= Sub(I × 1) for all I .
(C6) (Meets) Every SI (X ) is closed under binary meets.
(Absoluteness) should not be confused with (Separation), which has the same as-
sumptions. Axiom (Subsingleton) is called ‘separation’ in [8], and indeed, together
with (Union) and (Replacement) it implies (Separation).
In the next section, we will discuss representable small structures, which are small
structures such that for each object X the class P(X ) of its small subobjects exists
in the underlying category. (Replacement) makes P into an endo-functor on R, and
(Strength) is equivalent to a tensorial strength for this functor, see [9,6]. (Omega)
makes P(1) into a subobject classi5er.
For the rest of this section we mention some of the dependencies between our
axioms, and show in particular that (C1)–(C6) are indeed consequences of our basic
axioms.
Lemma. (i) (Emptyset) and (Singleton) imply (Subsingleton).
(ii) (Absoluteness) and (Singleton) imply (Subsingleton).
(iii) (Union), (Replacement), and (Subsingleton) imply (Separation).
(iv) (Union) and (Subsingleton) imply (Emptyset) and (Absoluteness).
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(v) (Strength) implies that S ∈SI (X ) if and only if S is a small subobject of I∗(X )
in R=I . The converse holds under the additional assumption (Replacement).
(vi) (Singleton) and (Products) imply (Strength).
(vii) (Union) and (Strength) imply (Products).
(viii) (Singleton), and (Union) imply (Strength), and thus also (Products).
(ix) (Singleton) and (Separation) imply (Omega).
(x) (Separation) implies (Meets).
Our axioms for small structure are closely modeled after the axioms of BG set-theory.
Instead, one might wish to start with axioms on a regular category which relate to
the regular structure (terminal object, 5nite products, equalizers/monomorphisms, and
regular epimorphisms). This suggests to start with the axioms
(i) 1 1× 1→ 1 is small;
(ii) (Products);
(iii) (Absoluteness);
(iv) (Replacement);
or maybe a weakening of (Absoluteness) to regular monomorphisms. Except the 5rst,
all other three axioms are stable under slicing, and it is exactly (Singleton) which
makes the 5rst axiom stable. Another desirable property is that S is in SI (X ) if and
only if S ,→ I∗X is a small subobject in R=I for the induced structure S=I on R, the
latter being equivalent to axiom (Strength).
We might call a small structure on a regular category satisfying (Singleton), (Prod-
ucts), (Absoluteness), and (Replacement) a regular small structure. On top of this we
have axioms of regular nature, like (Union), axioms of coherent nature, like (Empty-
set) and (Pairing), and axioms of 5rst-order or higher-order character, like (Omega)
and (Powerset).
3. Representable small structure
In this section we introduce the axiom (Representability) and collect 5rst conse-
quences, the next section is then devoted to (Representability) in connection with
(Replacement), (Singleton), and (Union).
3.1. The axiom (Representability)
The last axiom we consider states that for each object X the collection P(X ) of its
small subobjects exists.
Denition. Small structure S on a regular category R is said to be representable
if for each object X of R, the contravariant functor S(−)(X ) is representable. The
representing object is denoted P(X ).
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Explicitly this means that for each X there exists a universal P(X )-indexed family
of small subobjects of X ,  P(X ) × X → P(X ), called the membership relation.
We write x  U instead of (U; x)∈ for x of type X and U of type P(X ). A family
of subobjects S  I × X → I is in SI (X ) if and only if there is a (unique) arrow
$S : I → P(X ) that 5ts into a pullback square
We write [x | (i; x)∈ S] for $S(i). The brackets [−|−] behave like ordinary set-forming
brackets, since we have x′  [x | (i; x)∈ S]↔ (i; x′)∈ S.
3.2. Extensionality
Every representable small structure satis5es extensionality.
Proposition. Let S be a representable small structure. For generalized elements U;U ′:
A  P(X ) we have U = U ′ if and only if A  ∀x(x  U ↔ x  U ′). If the underlying
regular category has implications between subobjects and universal quanti7cation then
this is equivalent to R satisfying ∀U∀U ′(U = U ′ ↔ ∀x(x  U ↔ x  U ′)).
3.3. The order on P(X )
Axiom (Meets) gives a meet operation on each P(X ), which can be used to inter-
nalize the order on each SI (X ). Recall that (Meets) is a consequence of (Separation).
Lemma. For a representable small structure S on R axiom (Meets) is equivalent to
the existence of maps ∧: P(X )×P(X )→ P(X ) satisfying x  (U ∧V )↔ x  U ∧ x  V .
It follows that the external order on each SI (X ) can be internalized, by 6 being
the equalizer
6 ,→ P(X )× P(X ) 1
∧
P(X ):
Corollary. For generalized elements U;U ′:A  P(X ) the order on P(X ) is charac-
terized by U6U ′ if and only if A  ∀x(x  U → x  U ′).
Of course, the order can also be derived from axiom (Pairing), which gives each
P(X ) the structure of a join-semi-lattice.
Lemma. Axiom (Pairing) is equivalent to the existence of natural maps ∨: P(X ) ×
P(X )→ P(X ) making each P(X ) into a join-semi-lattice.
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Using axiom (Singleton) we get back the standard pairing map as the composite
X × X %×%−→ P(X )× P(X ) ∨−→ P(X ), sending (x; y) to [x; y].
3.4. Stability under slicing
Our axioms are strong enough to ensure that each small structure S=R is repre-
sentable. In this small section we will assume that each P(X ) is ordered, a consequence
of either (Meets), (Pairing), or (Separation).
Lemma. Let S be a representable small structure on a regular category R satisfying
(Replacement), (Singleton), (Strength). Then for each R in R the induced small struc-
ture S=R on R=R is representable, and the canonical regular functor R∗:R → R=R
satis7es PS=R(R∗(X )) ∼= R∗(P(X )) for all X in R.
Proof. It is quite obvious what the representable structure should be: Given :
X → R in R=R the (total space of) PS=R() should be {(r; U ) | r:R;U : P(X );
x  U → (x) = r}, so we de5ne (the total space of) PS=R() as the object in the
following pullback square
which makes the lemma straightforward. To prove that the pullback functor R∗:R →
R=R preserves classes of small subobjects we consider 1:R× Y → R for Y arbitrary.
Then
PS=R(1) = {(r; V )∈R× P(R× Y ) | 1(V )6 [r]};
which comes equipped with the canonical map PS=R(1) ,→ R×P(R×Y )R×P(2)−→ R×P(Y ).
For the inverse we note that there is a map
R× P(Y )→ R× P(R× Y ); (r; U ) → (r; [(r; y) |y U ]);
which can be de5ned using the tensorial strength. Since 1[(r; y) |y U ]6 [r] this map
factors through ¿P(R), and induces a map R × P(Y ) → PS=R(1) which is inverse to
PS=R(1)→ R× P(Y ).
4. Replacement, singleton, and union
In this section we focus on the three axioms (Replacement), (Singleton), and (Union)
for a representable small structure S on a regular category R. (Recall that (Singleton)
and (Union) imply (Replacement).) Axiom (Replacement) makes P into a contravariant
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functor P :R→ R, which is the underlying functor of a monad on R, a consequence
of (Singleton) and (Union). In fact, the unit of this monad (at X ) is the singleton map
%X :X → P(X ), and multiplication is given by union
⋃(X ) : PP(X ) → P(X ). It should
be noted that %X and
⋃(X ) can be completely described using regular sequents of the
internal logic of R, i.e., by sequents of the form ’ →  where ’ and  are regular
formulae. The same is true for P(f): P(X ) → P(Y ) for f:X → Y an arrow in R.
Thus these axioms are of true regular nature (as opposed to, for example, (Pairing),
which is a coherent axiom).
4.1. Replacement
Axiom (Replacement) induces for each (5xed) f:X → Y and each index object
I a map R(I;P(X )) → R(I;P(Y )), natural in I , and hence a map P(f): P(X ) →
P(Y ). By the de5nition of this map we have P(f)(U ) = [y | ∃x:x  U ∧f(x) = y]. The
converse is also true: if there are maps P(f) satisfying the regular sequent above, then
they internalize the direct image functor and the representable small structure satis5es
(Replacement).
Lemma. A representable small structure satis7es (Replacement) if and only if for
each f:X → Y there is a map P(f): P(X ) → P(Y ) such that y  P(f)(U ) ↔
∃x:x  U ∧ f(x) = y. Thus P becomes a covariant functor P :R→ R.
4.2. Singleton
Lemma. A representable small structure satis7es (Singleton) if and only if there are
maps %X :X → P(X ) such that x′  %X (x) ↔ x′ = x. (Replacement) makes %X natural
in X .
Proof. R satis5es the regular sequent x′  %X (x)↔ x′= x if and only if the top square
in
is a pullback square, from which the equivalence of x′  %X (x) ↔ x′ = x and axiom
(Singleton) follows using the universal property of .
The map %X is called the singleton map.
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4.3. Union and the monad structure on P
Lemma. If a representable small structure on a regular category R satis7es (Union)
then there are maps
⋃(X ) : P(P(X ))→ P(X ) satisfying
x 
⋃(X )
A↔ ∃U : P(X ):U A ∧ x  U
for all A: PP(X ) and all x:X . (Replacement) makes
⋃(X ) natural in X .
Proof. For X , the map
⋃
: P(P(X )) → P(X ) is de5ned as follows. A map i: J →
P(P(X )) corresponds to a family I  J × P(X )→ J of small subobjects of P(X ), and
the composite I  J ×P(X )→ P(X ) corresponds to a family A I ×X → I of small
subobjects of X . By (Union) the J -indexed family {(j; x) | ∃A: P(X ):(j; U )∈ I ∧x  U}
is small, and corresponds to a map J → P(X ). This construction is natural in J and
de5nes
⋃
with the property that x 
⋃
A↔ ∃U : P(X ):U A ∧ x  U . Naturality of the
union operations is straightforward.
Proposition. For a representable small structure on a regular category R satisfying
(Singleton) and (Union), the triple (P; %(−);
⋃(−)) is a monad on R.
Proof. For the monad identities we argue in R: The map P(%X ): P(X ) → P(P(X ))
sends U to [[x] | x  U ]. By de5nition of ⋃(X ), x′  ⋃(X ) [[x] | x  U ] if and only if there
is some x  U so that x′  [x], i.e., if x′ = x for some x  U , and P(%X )(U ) = U for all
U ∈P(X ).
Even simpler, %P(X ): P(X )→ P(P(X )) sends U to [U ], and x′ 
⋃(X ) [U ] if and only
if x′  U so that
⋃(X ) %P(X )(U ) = U for all U ∈P(X ).
Associativity of
⋃(X ) is proved in a similar way.
Algebras for this monad are objects A equipped with a map
∨
: P(A)→ A satisfying
the equations
∨
[a] = a and
∨⋃
A=
∨[∨
U |U A
]
for all a:A and all A: P(P(A)). Such algebras are called small-complete sup-lattices
(see [8]). A morphism between such algebras (A;
∨
) and (B;
∨
) is a map h:A → B
preserving small suprema in the sense that h
∨(A) U = ∨(B) h(U ) for all U of type
P(A). Here h(U ) stands for P(h)(U ) = [h(a) | a  U ], and the notation is justi5ed since
P internalizes the direct image.
For each object X of R, (P(X );
⋃(X )) is the free small-complete sup-lattice generated
by X along the inclusion %X :X → P(X ). If :X → P(Y ) is an arbitrary map to the
small-complete sup-lattice P(Y ) then its extension Q: P(X )→ P(Y ) is the unique map
satisfying y  Q(U )↔ ∃x:x  U ∧ (x) = y.
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4.4. Families of small subobjects versus maps with small 7bers
Although we think that our axiomatization is closer to the spirit of set-theory nothing
is lost if one prefers maps with small 5bers over families of small subobjects, as in
[8,11].
Proposition. (Singleton) and (Union) imply that S  I × X → I is in SI (X ) if and
only if S → I is a map with small 7bers, that is, if S  I × S → I is in SI (X ).
Proof. If S → I has small 5bers we use the diagram
and (Replacement) to show that S ∈SI (X ). For the other direction we use (Singleton)
and (Union) applied to the families S  S × S → S and S  I × X → I to deduce
that the family {(i; s) | ∃x:(i; x)= s}= {(i; x) | i=1(s)} is in SI (S), that is, that S → I
has small 5bers.
4.5. Local replacement
We will need the following strengthening of (Replacement) to get a complete char-
acterization of (Singleton) and (Union) in terms of regular sequents.
(B1*) (Local Replacement) If S  I × X → I is a family of small subobjects and
g: S → Y is arbitrary, then {(i; y) | ∃x:(i; x)∈ S ∧ g(i; x) = y} is in SI (Y ).
Lemma. (Singleton) and (Union) imply (Local Replacement).
Proof. Given S  I × X → I in SI (X ) we know that S  I × S → I is in SI (S),
and we can apply (Replacement), a consequence of (Singleton) and (Union).
Lemma. If (Replacement) holds and if S ∈SI (X ) implies that S → I has small 7bers,
then (Local Replacement) holds. The converse is also true.
Proof. If S  I × X → I and f: S → Y are given, then S  I × S → I is a family
of small subobjects of S, and the result follows from (Replacement).
Conversely, for (Replacement), if f:X → Y is arbitrary and if S is in SI (X ), then
we take g: S ,→ I×X → X → Y and apply (Local Replacement). If S is in SI (X ) then
(Local Replacement) applied to idS : S → S shows that {(i; s) | ∃x:(i; s)∈ S∧(i; x)=s}
I × S → I is in SI (S), but this family is S  I × S.
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4.6. The complete characterization
As promised at the beginning of this section we are now able to prove a com-
plete characterization of (Replacement), (Singleton), and (Union) in terms of regular
sequents.
Proposition. A representable small structure satis7es (Singleton) and (Union) if and
only if S ∈SI (X ) implies that S → I has small 7bers, and if there are maps
P(f): P(X )→ P(Y ) for each f:X → Y in R, %X :X → P(X ),
⋃(X ) : PP(X )→ P(X )
for X ∈R, satisfying
• y  P(f)(U )↔ ∃x:x  U ∧ f(x) = y;
• x′  %X (x)↔ x′ = x;
• x  ⋃(X ) A↔ ∃U:U A ∧ x  U ;
for all x:X , U : P(X ), and A: PP(X ).
Proof. We veri5ed that (Singleton) and (Union) imply the regular sequents of the
proposition, and (Singleton) and (Union) imply (Local Replacement), and thus if
S ∈SI (X ) then S → I has small 5bers.
Conversely, the second and third regular sequent imply (Singleton) and (Replace-
ment), and we have in addition (Local Replacement). To show (Union) it is enough
to prove that the regular version of union and (Replacement) imply that we have
unions along maps with small 5bers: if then S  I × X → I and I  J × Y → J
are given in SI (X ) and SJ (Y ), then I → J has small 5bers and we deduce that
{(j; x) | ∃i:2(i) = j ∧ (i; x)∈ S}  J × X is a J -indexed family of small subobjects
of X .
So assume the regular version of union and (Replacement), and take S ∈SI (X )
arbitrary and : I → J a map with small 5bers. The characteristic map of graph() is
a: J → P(I), j → [i | (i) = j]. If we write $S : I → P(X ) for the characteristic map of
S then the composite
J a−→ P(I) P($S )−→ PP(X )
⋃(X )
−→ P (X )
sends j successively to [i | (i)= j], [Si | (i)= j], and to [x | ∃i:(i)= j∧ (i; x)∈ S].
5. Separation and powerset
In this section we show how our basic axioms imply that the underlying category
of classes is not just regular, but a Heyting category with a subobject classi5er.
5.1. The subobject classi7er
Recall that (Singleton) and (Separation) imply (Omega).
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Lemma. For a representable small structure axiom (Omega) is equivalent to 
P(1)× 1 ∼= P(1) being a subobject classi7er.
Note that this subobject classi5er has not only the structure of a meet semi-lattice
(with a largest element), but there is also an operation ‘implication’ uniquely deter-
mined by p ∧ q6 r if and only if p6 q → r. Indeed, we can construct the subobject
{(p; q) |p6 q} ) × )
as the equalizer of the 5rst projection and ∧:)×) → ). The classifying map for this
subobject de5nes the implication operation on ).
Lemma. Let C be a category with 7nite limits and a subobject classi7er ). Then )
(and every collection Sub(X ), for X in C) has implications, and pullback preserves
implication between subobjects.
To appreciate the strength of axiom (Omega) we mention that not much more is
needed to force a regular category with a subobject classi5er to be a Heyting category 2 .
Proposition. Let R be a regular category with a subobject classi7er ) and suppose
that universal quanti7cation over ) is de7ned. Then R is a Heyting category.
Proof. We already know that implication is de5ned. It follows that ) (and thus
every collection Sub(X ) of subobjects) is a Heyting algebra with ⊥ =∀t:)t and
p∨q=∀t:)[(p → t)∧ (q → t)]→ t]. Moreover, universal quanti5cation along projec-
tions is de5ned using existential quanti5cation and universal quanti5cation over ) as
∀x:X’(x) = ∀t:)[∃x:X (’(x)↔ t)→ (t ↔ )]. Finally, universal quanti5cation along
maps is de5ned using universal quanti5cation along projections and implication.
5.2. Separation
Axiom (Separation) is a strong axiom. As we saw above it implies (together with
(Singleton)) the existence of a subobject classi5er.
Lemma. Axiom (Separation) implies that for all small S and all I , SI (S) =
Sub(I × S).
Proof. Since S is small the canonical map !S : S → 1 has small 5bers, or equivalently,
S = graph(!S) ,→ 1× S is in S1(S). By pullback stability it holds that I × S ∈SI (S)
for all I , so that the lemma follows.
Assuming in addition (Representability) we show that universal quanti5cation along
small objects is de5ned: if S is small and X is arbitrary, we de5ne for A  X × S,
the subobject ∀1 (A) of X to be the equalizer of $A:X → P(S) and $X×S :X → P(S).
Note that even without (Separation) this de5nes a monotone map SX (S)→ Sub(X ).
2 Freyd and Scedrov [5] call this a logos.
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Proposition. The map ∀1 : Sub(X × S) → Sub(X ) is right-adjoint to the pullback
functor −11 : Sub(X×S)→ Sub(X ), and therefore the family of these de7nes universal
quanti7cation over the small object S.
Proof. Let S ,→ X be small with classifying map $S : 1 → P(S). If A ,→ X × S is
arbitrary with classifying map $A:X → P(S) then x∈∀1 (A) if and only if $A(x) =
[s | s∈ S], that is, if [s | (x; s)∈A] = [s | s∈ S], from which adjointness follows.
5.3. The powerset axiom
We remind the reader that each P(X ) is ordered, provided that we assume (Meets),
(Pairing), or (Separation).
Lemma. Let S be small representable structure on R such that each P(X ) is ordered.
Then (Powerset) is equivalent to {(U; V ) |U¿V} ,→ P(X ) × P(X ) 1−→ P(X ) being
a family of small subobjects of P(X ) for each object X of R.
Instead of this family we will use the induced map ↓ : P(X )→ P(P(X )), which is,
in the presence of (Union), right-adjoint to
⋃(X ).
Proof. To de5ne the map ↓ take $U : I → P(X ) arbitrary. For simplicity we work in
R=I , thus U : 1 → P(X ). Clearly {V |U¿V} → 1 classi5es small subobjects of X
contained in U , so {V |U¿V} is small. (Replacement) implies that {V |U¿V} ,→
P(X ) is a small subobject of P(X ), and it de5nes a global element 1→ P(P(X )). This
construction is natural in I and de5nes ↓ : P(X ) → P(P(X )) with the property that
V  ↓ U if and only if U¿V for all U; V of type P(X ).
Conversely, (working in R=I), if U ∈P(X ) is given then {V |U¿V} is small and
classi5es those small subobjects of X contained in U , and (Powerset) is satis5ed.
Lemma. (Powerset) and (Singleton) imply that P(1) is small.
Proof. The class P(1) is ordered and has a maximal element 1→ P(1) corresponding
to 1  1 × 1 → 1. Using (Replacement) and (Powerset) we deduce that {V | 1¿V}
is small, which is P(1) because 1 is maximal.
6. A rst summary
Before proving that 5xed-points of the powerset monad are models of intuitionistic
set-theory we pause and gather what we have proved so far in previous sections. The
next theorem and the following proposition were obtained independently by Simpson
[11].
Theorem. Let S be a representable small structure on a regular category R satis-
fying (B1)–(B7) except (Pairing). Then R is a Heyting category with a subobject
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classi7er ,→ P(1). The same applies to every slice category R=R. Moreover, R and
each R=R have binary coproducts which are stable and disjoint.
Proof. We have proved everything except the statement about coproducts. For every
object X there is a canonical family of small subobjects, namely ⊥ 1 × X → 1,
corresponding to ∅: 1→ P(X ). We can use the standard method from topos theory and
de5ne X  Y to be
{〈[x]; ∅〉 | x∈X } ∪ {〈∅; [y]〉 |y∈Y} P(X )× P(Y );
which is {(U; V ) | (∃x:U = [x]∧ V = ∅)∨ (U = ∅ ∧ ∃y:V = [y])}. It is immediate from
this de5nition that this de5nes the coproduct in R which is stable and disjoint. The
same argument applies to each slice category.
Proposition. The axioms (Replacement), (Emptyset), and (Pairing) are redundant for
a representable small structure.
Proof. It remains to verify that (Pairing) can be derived. The underlying category has
binary coproducts which are stable, so that (Union) and (Singleton) (and (Replace-
ment), a consequence of these two axioms) imply that P(X )× P(Y ) ∼= P(X  Y ), the
isomorphism sending the small U ,→ X and V ,→ Y to U  V ,→ X  Y . To prove
(Pairing) we apply (Replacement) to the co-diagonal X  X → X and get the pairing
map as the composite P(X )× P(X ) ∼= P(X  X )→ P(X ).
Theorem. Let S be a representable small structure on a regular category. Then the
axioms (B1)–(B7) and (Extensionality) are satis7ed if and only if the underlying
category is Heyting and if the following hold for x; x′ of type X , U;U ′; V of type
P(X );A of type P(P(X )), and w of type W :
(C1) ∀U [∀x  U∃!w-(x; w)→ ∃V∀x  V-(x; w)],
for every formula - of the internal language of R;
(C2) ∀x∃U:x  U ;
(C3) ∀A∀x:x  ⋃A↔ ∃U (x  U ∧ U A);
(C4) ∃U:U = U ;
(C5) ∀x∀x′∃U:x  U ∧ x′  U ;
(C6) ∀U∃U ′∀x:x  U ′ ↔ x  U ∧ -;
for every formula - of the internal language of R;
(C7) ∀U∃A∀V:V A↔ V 6U ,
where V 6V abbreviates ∀x:x  V → x  U ;
(C8) ∀U∀V:U = V ↔ ∀x(x  U ↔ x  V ).
Proof. Assume (B1)–(B7) and (Extensionality). Then R is a Heyting category by the
previous theorem. (C8) is (Extensionality), (C7) is mainly a consequence of (Power-
set), (C5) follows from (Pairing). For (C4) we saw that ⊥ 1×X → 1 is small, and
$⊥ = ∅: 1→ P(X ) is a global section of P(X ). (C3) follows from (Union), (C2) from
(Singleton).
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Statement (C6) is an immediate consequence of (Separation), so that it remains to
prove (C1). Let Y be given, and U :A → P(Y ) a generalized element of P(Y ) at stage
A so that A  ∀y∃!w-(y; w), that is, in R=A we have that U : 1 → P(Y ) is a global
element of P(Y ) and R=A |= ∀y∃!w-(y; w). Since R=A is regular there is a unique
arrow f:Y → W such that R=A |= ∀y-(y; f(y)). Let V be f(U )∈P(W ), which exists
by (Replacement). Then R=A |= ∃V∀y U∃w  V:-(y; w), and (C1) follows since Y and
U :A → P(Y ) were arbitrary.
For the converse assume that R is Heyting and satis5es (C1)–(C8). We will argue
informally in R. If S ∈P(X ) and f:X → Y are arbitrary we consider -(x; y) ≡
f(x)=y. Then ∀x∃!y-(x; y) and certainly ∀x  S∃!y-(x; y). By (C1) there is V ∈P(Y )
so that ∀x  S∃y  Vf(x)=y, that is, ∀x  Sf(x)  V . We use (C6) to form V ′={y |y  V∧
∃x:f(x) = y}. Then V ′ ∈P(Y ) and V ′ = f(S). This proves (Replacement). Note that
(C1) implies in fact (Local Replacement).
For (Singleton) we use again (C6), this time together with (C2), and (Union) follows
from (C3) and (C1). (Emptyset) is a consequence of (C4) and (C6), (Pairing) follows
from (C5) and (Union), and (C6) implies (Separation).
Finally, if S  I ×X → I is a family of small subobjects of X then we de5ne QS =
{(i; U ) | i∈ I; U ∈P(X ); U  ↓ $S(i)}, for $S : I → P(X ) the characteristic function of S.
The map 1:QS → I classi5es small subfamilies of S, and we proved (Powerset).
7. Intuitionistic Zermelo–Fraenkel set-theory
By intuitionistic Zermelo–Fraenkel set-theory (IZF) we mean the following one-
sorted set-theory formulated in intuitionistic 5rst-order logic (we favour (Replacement)
over (Collection)):
(Z1) (Extensionality)
x = x′ ↔ ∀y:y j x ↔ y j x′);
(Z2) (Pairing)
∃ z: x z ∧ x′ j z;
(Z3) (Union)
∃y∀z: z jy ↔ ∃w (z jw∧; w j x);
(Z4) (Separation)
∃y∀z: z jy ↔ z j x ∧ ’, for every formula ’;
(Z5) (Powerset)
∃y∀z: z jy ↔ z ⊆ x),
where z ⊆ x abbreviates ∀w: w j z → w j x;
(Z6) (Replacement)
∀y jx ∃!w’ → ∃ z∀y jx ∃w jz’,
for every formula ’;
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(Z7) (j-Induction)
∀x(∀y jx ’(y)→ ’ (x))→ ∀x ’(x),
for every formula ’;
(Z8) (In5nity)
∃ x(∅j x ∧ ∀y j x: y ∪ {y} j x),
where ∅ stands for the emptyset, and ∪ for (binary) union.
We will not treat the case of atoms, but refer the reader to [8,11].
7.1. Simple algebras as models
Let S be representable small structure on a regular category R. Let U be an object
of R such that d:U
∼=−→ P(U ) with inverse c. Intuitively, c codes small subclasses as
elements of U .
Example. Let R is Set, the category of sets, and let 1 be an inaccessible cardinal. If
small means having cardinality less than 1, then families of small subobjects satisfy
all our axioms including (In5nity) to be discussed below. The powerset functor P61
is the functor sending a set X to the set of its subsets of cardinality strictly less than
1, and a function f:X → Y is sent to
P61(f): P61(X )→ P61(Y ); S → f(S):
If U is the set V1, the set at the 1th stage of the von Neumann hierarchy, then there
are isomorphisms P61(V1) ∼= V1.
If 1 = !, then the same construction will give a representable small structure
satisfying (B1)–(B7), but not (In5nity).
De5ne a binary relation j on U , called membership, by
x jy if and only if x  d(y);
where   U × P(U ) is the membership relation obtained from small structure.
Proposition. If the small structure satis7es (B1)–(B8) then (U; j) is a model of (Z1)
–(Z6).
Proof. As an example we treat (Z1), i.e., (Extensionality). We know that (U;  ) sat-
is5es ∀U∀U ′(U = U ′ ↔ ∀y: y  U ↔ y U ′). Since y U if and only if y j c(U ) we
can write x= c(U ), x′ = c(U ′), and (U; j) satis5es ∀x∀x′(x= x′ ↔ ∀y:y j x ↔ y j x′).
The other cases are similar.
By transfer of structure, U is a small-complete sup-lattice, with supremum given by
∨
: P(U )→ U; S → d
⋃
[c(s) | s∈ S]
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and c and d are isomorphisms of small-complete sup-lattices. We call the algebra
(U;
∨
) simple (or, to be more precise, c%-simple), if U has no subalgebra V such that
the restriction of c%:U → P(U )→ U to V factors through V → U .
We note that many simple algebras arise as initial algebras of monads. If R is locally
presentable and if P is accessible then small-complete sup-lattices (A;
∨
: P(A) → A)
together with a monotone (inNationary, etc.) endomap A → A are algebras for another
monad P′. Initial algebras for these monads are simple in our sense. For the existence
of such simple algebras we refer the reader to [8, Chapters 3 and 4].
Proposition. If U is simple then (U; j) satis7es (Z1)–(Z7).
Proof. It remains to verify (j-Induction). As above we write j for the membership
relation on U , that is, x jy if and only if x  d(y). Let ’(y) be any formula. For
simplicity we assume that ’(y) has no other free variables. Otherwise we will work
in an appropriate slice category of R. Suppose that U |= ∀x(∀y j x’(y)→ ’(x)) and
let
V = {x∈U |’(x) ∧ ∀y j x:’(y))}:
We will show that V is a subalgebra of U , and that c%  V factors though V . Since
U is simple we deduce that V = U , and in particular ∀x’(x).
To show that V is a subalgebra of U we have to show that P(V ) → P(U ) → U
factors though V ,→ V . Take S ∈P(V ) arbitrary and let u = ∨(U ) S = c⋃ P(d)S. We
will 5rst verify ∀y j u:’(y). If y j u then y  du = ⋃ P(d)S, so there is some s  S
such that y  d(s), or y j s. Because S ⊆ V we know that ’(s) and since y j s we also
know that ’(y), which proves the claim.
To check that ’(u) holds it is enough to verify that ∀y j u:’(y), which we just did.
Thus V is a subalgebra of U .
The map c% sends v∈V to c[v] in U . To show that c%(v) is an element of V it is
enough to show that ∀y j c%(v):’(y). But if y j c%(v) then y  %(v), so that y= v and
’(y) clearly holds.
7.2. The axiom (In7nity)
Recall that a natural numbers object in a category C with 5nite products is an
object N together with maps 0: 1→ N (zero), and s:N → N (successor) such that for
arrows f: I → X and g: I × X → X in C there is a unique arrow h: I × N → X for
which
I × 1 I×0−−−−−→ I × N I×s−−−−−→ I × N
∼=

 (2 ;h)
 h
I −−−−−−−→
f
I × X −−−−−−−→
g
X
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commutes. Without parameters this means that for all z: 1→ X and all maps g:X → X
there is a unique map h such that
h(0) = z and f(s(n)) = g(h(x))
for all n∈N .
If C has 5nite limits so has the slice category C=C for each C ∈C, and N is a
natural numbers object if and only if for each object C, (C∗(N ); C× 0; C× s) satis5es
the ‘parameter free’ version of the axiom.
Let S be small structure on a regular category R with a natural numbers object N .
The axiom of in5nity reads as follows:
(B9) (In5nity) The natural numbers object N is small.
Lemma. Let S be a representable small structure on a coherent category satisfying
(Replacement) and (In5nity). If 1 x0−→ X g−→ X are arbitrary arrows then R satis7es
∃V : P(X )(∀x(x  V ↔ x = x0 ∨ ∃y:y  V ∧ g(y) = x)):
The lemma also holds for maps f: I → X and g: I × X → X . Note that we require
the underlying category to be coherent to be able to talk about joins of subobjects.
Proof. By the recursion principle there is a map h:N → X such that
commutes. Since N is small there is the global element N : 1 → P(N ), and we let
V = P(h)(N ): 1→ P(X ). Then U satis5es
x  V ↔∃m:h(m) = x
↔ x = h(0) ∨ ∃n:h(s(n)) = x:
But h(0) = x0 and h(s(n)) = g(h(n)), from which the lemma follows.
Let again d be an isomorphism U → P(U ) with inverse c, and de5ne the membership
relation x jy by x  d(y).
Theorem. Let S be a representable structure on a regular category R satisfying (B1)
–(B9). Then (U; j) is a model of (Z1)–(Z6) and (Z8). So if U is simple, then (U; j)
is a model of IZF set-theory.
Proof. It remains to verify (Z8). We 5rst note that the empty set is given by
∅: 1 ⊥−→ P(X ) c−→ X
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and that there is the map − ∪ {−}:X → X de5ned by X → X × X d×%−→P(X ) ×
P(X ) ∨−→P(X ) c−→X . This map has the usual property, namely y j x ∪ {x} ↔ y j x ∨
y = x, where {−} = c%:X → P(X ) → X is the singleton function of X satisfying
y∈{x} ↔ y = x.
We apply the previous lemma to these two maps, and 5nd that U satis5es the
5rst-order sentence
∃z : P(X )(∀x: x  z ↔ x = ∅ ∨ ∃y:y  z ∧ x = y ∪ {y}):
If we write Qz for cz then this translates into ∃ Qz(∀x:x j Qz ↔ x=∅∨∃y:y j Qz∧x=y∪{y}),
in particular (Z8).
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