We present simulations of blood and cancer cell separation in complex microfluidic channels with subcellular resolution, demonstrating unprecedented time to solution, performing at 65.5% of the available 39.4 PetaInstructions/s in the 18, 688 nodes of the Titan supercomputer.
INTRODUCTION
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Microfluidic devices exploit the functional properties of fluids confined in microscopic channels to perform tasks such as blood separation, detection of circulating tumor cells, and molecular recognition with high sensitivity and specificity [59, 10] . However, the acquisition of information of the fluid micro-rheology, including phenomena such as cell merging, lysis [45] and biochemical signaling [69] remains a formidable task [52] . Without such information, the unique, and often unexpected, properties of fluids at the micro-scale can be a hindrance for new designs while complex prototypes may be impossible to manufacture at an economy of scales. Fast turnaround times for design are essential for the evolving technologies (3D printing, liquid biopsies, organ-on-a-chip) of microfluidic chips that can assist medical analysis and drug development [57, 43, 12] . Predictive simulations are becoming an invaluable tool in accelerating the design cycle for microfluidics [33] .
Today, the majority of simulations for microfluidic systems employs continuum models. Grid based and Boundary Integral solvers of the linear viscous Stokes equations can handle the geometries of the microfluidic channels but they have limited capabilities in resolving essential sub-micron flow biophysics [18] . Continuum models cannot be readily extended to capture cell topological changes, membrane transport and electrochemical interactions between the channel and the fluid constituents. Such processes are essential for important microfluidic applications ranging from drug delivery and immunoassays [10] to micro-robotics for noninvasive surgery [46] .
Mesoscale models, such as Lattice Boltzmann (LB) [9] and Stochastic Particle Methods (SPM) ( [20, 34] and references therein), use discrete particles to represent flows in microfluidic channels. They overcome the limiting assumptions of continuum models at the expense of requiring larger numbers of computational elements to resolve sub-micron scales and processes. LB methods have been ported to supercomputing architectures to simulate blood flows [6] and protein crowding phenomena [7] . The LB kernel is memory intensive and although very amenable to parallel processing, it hardly achieves a significant percentage of the peak performance on most modern computing platforms [8] . Similar to continuum models, LB approaches need the a priori specification of the diffusion constant. Moreover, their accuracy decreases rapidly and their computational cost increases as the Reynolds number approaches zero, thus limiting their applicability to microfluidics.
Dissipative Particle Dynamics (DPD) [27] is a SPM that bridges the gap between Molecular Dynamics and Navier Stokes equations [13] . It has been used extensively to model complex fluids such as colloidal suspensions, emulsions and polymers [26] and has become a key method for the study of the blood microrheology [55, 70] . DPD resolves cells at a sub-micron scale to simulate microfluidic [60] and drug delivery systems [44] , reaching time scales that have been previously accessible only to Navier-Stokes solvers [18] . State of the art DPD solvers are based on extensions of Molecular Dynamics (MD) software packages such as LAMMPS [54] and HOOMD-Blue [3] targeting both CPU-only and GPUaccelerated supercomputers. The DPD is a consistent coarse graining of Molecular Dynamics (MD) [25] , accessing continuum time scales with sub-micron resolution. However, while MD and DPD share similarities as particle based solvers, the physics represented by their interaction potentials have significant differences [34] . These differences translate into a number of challenges for the effective parallelisation of DPD. As an example, in DPD the overall exposed instruction-level parallelism (ILP) is higher than in MD and it can be extracted by the current CPU and GPU microarchitectures.
GPU-accelerated supercomputers exhibit significant differences from those based solely on CPUs in terms of throughput and latencies of the different instructions. On the CPU, integer instructions are usually the fastest, while double precision (DP) instructions are among the most expensive and single precision (SP) instructions have twice the throughput of the DP instructions. In contrast, on the GPUs of current supercomputers, SP instructions are the fastest. These SP instructions take just one cycle and the throughput imbalance between SP and DP instructions is 3:1, instead of the more common 2:1. Furthermore, on GPUs, many integer instructions are as expensive as the DP ones.
These imbalances indicate that GPUs in current supercomputer have been designed to process SP instructions more efficiently than any other instructions. This leads to rather counter-intuitive observations regarding the "traditional" performance metrics in supercomputing. For example, a compute kernel featuring exclusively DP instructions that is capable of achieving 100% of the nominal DP peak performance, is actually performing at 1/3 of the potential compute power offered by the GPU. This challenges metrics based on DP, since the performance achieved by such a DP kernel is arguably 33% of the nominal throughput. Hence, in this work we use the vector instruction per second [I/s] and instruction per cycle [I/c] (or IPC) as performance metrics.
We present a high-throughput software for DPD simulations based on thoroughly optimized kernels for GPUs. Our code simulates for the first time blood flow and circulating tumor cells in realistic geometries of complex microfluidic channels at sub-micron resolution and times that are relevant to clinical applications. The software maps effectively the DPD method to the 18,688 GPUs of the Titan supercomputer by overcoming the following challenges:
• The irregular computational patterns inherent to DPD are not readily data-parallel. These irregularities prevent the simulations from reaching high fractions of the peak performance.
• DPD involves particle interactions that require hundreds of instructions. This is an order of magnitude more instructions than Lennard-Jones interactions in MD simulations.
• DPD accesses time scales that are several orders of magnitude larger than those accessible by MD. At the same time, in DPD simulations, the particle neighborhood changes practically at each time step. Hence during the evaluation of the interactions around 80% of the instructions are spent in identifying possible neighbors.
• The DPD thermostat (dissipative and random forces) is the most expensive part in the computation of DPD interactions. It consists mostly of integer instructions which do not map efficiently on current GPUs.
• DPD implies challenging inter-node communication patterns. It requires non-trivial CPU-GPU cooperations to pack/unpack messages, and hundreds of MPI pointto-point communications per rank and time step. Message sizes are not known a-priori, preventing a straightforward Computation/Transfer (C/T) overlap.
The present DPD solver effectively exploits the capabilities of the Titan supercomputer and allows for simulations at spatiotemporal scales that are impossible for MD, while maintaining molecular level details that are inaccessible to continuum solvers. The goal of the present effort is to accelerate the design and testing of microfluidics devices by an order of magnitude while resolving phenomena at submicron scales. The target time-to-solution for simulations of a full microfluidic device is in the range of 2-6 hours, implying 10 6 − 10 7 iterations. This goal is met by the present code.
Contributions of this paper.
The present work redefines the frontiers of simulations for microfluidic devices by improving by two orders of magnitude the geometrical detail as well as the number of cells previously resolved using continuum solvers. We present a tool which uses the most accurate and experimentally validated [16, 14] , deformable models for red blood cells (RBC), white blood cells (WBC) and circulating tumor cells (CTC) and can perform, for the first time in-silico, cell separation in microfluidic devices that have been previously tested only in-vitro.
Our software outperforms state of the art DPD solvers, deployed on GPU based supercomputers, by up to 45X. The software enables unprecedented simulations of cell separation in two different microfluidic devices [32, 42] with submicron resolution. In addition to the unprecedented geometric complexity afforded by our code, these simulations provide a three orders of magnitude improvement over the current state of the art in terms of numbers of RBCs and time-to-solution.
The paper is structured as follows: in Section 2 we give a brief overview of the current state of the art for DPD software and simulations related to microfluidics and in Section 3 we introduce the mathematical framework for DPD. We describe the computing platforms we used for our simulations in Section 4 while in Section 5 and Section 6 we report details of the design and development of the present software. In Section 7 we present the results of our simulations. Finally, we present our performance results in Section 8 and provide conclusions in Section 9.
CURRENT STATE OF THE ART
DPD on supercomputers.
The computational complexity of DPD has hindered its use for large-scale simulations for time scales relevant to engineering designs. Accurate DPD models require at least 500 elements to represent the dynamics of a RBC [53] , hence for simulating RBC separation in a blood sample of 1mm 3 with a hematocrit of 45% over 10 9 particles are required. To the best of our knowledge, there has never been a simulation of blood flow in complex 3D microfluidics chip with subcellular-level resolution, reaching spatiotemporal scales of realistic devices as shown in this study.
Currently, software for DPD deployed on supercomputers is based on extensions of code originally developed for MD, such as LAMMPS [54] and HOOMD-Blue [3] . LAMMPS (Large-Scale Atomic/Molecular Massively Parallel Simulator) was originally developed for MD simulations on distributed memory architectures with CPUs featuring Single Instruction Multiple Data (SIMD) [54] . LAMMPS is one of the six projects selected from the Center for Accelerated Application Readiness by the Oak Ridge Leadership Computing Facility (OLCF) and has been extended to perform DPD simulations on Titan [47] . The largest LAMMPS/DPD simulation reported 32-256K particles per node. They simulated 256 Million particles on 1024 Titan nodes with a throughput of 5 -7.6 Million Particles per second [MP/s] [47] . We demonstrate that our implementation of DPD outperforms this Titan optimized version of LAMMPS by up to 45X.
HOOMD-Blue [3] aims at taking advantage of the compute capabilities offered by Single Instruction Multiple Thread (SIMT) architectures [19] and has also been extended to support DPD simulations [51] . The fastest HOOMD-Blue/DPD simulation reported throughput 1.85 [MP/s] on a GeForce GTX 480 [51] , which, projected on a Titan node, would correspond to 6.7 [MP/s]. However, in its current version, HOOMD-Blue is not capable of large-scale simulations using more than 124 Million particles (see also the Performance Section).
The largest and fastest DPD simulations so far, had been performed with USER-MESO, a LAMMPS fork by Tang and Karniadakis [62] . These simulations employed 1 Billion particles on 1024 Titan nodes with reported throughput of 10 − 30 [MP/s] per node, for the simulation of spontaneous vesicle formation.
Blood flow simulations.
The first large-scale simulations of RBCs were performed by Rahimian et al. [56] . They used a boundary integral solution of the continuum linear Stokes equation to simulate 262 Million RBCs, each discretized with 84 vertices, totaling 88 billion unknowns. In terms of throughput, they measured about 290 Million unknowns/s, leading to a theoretical throughput of about 2.6 Billion RBC unknowns/s on Titan.
Lattice Boltzmann simulations of the blood flow into a coronary arteries network employed 450 Million non-deformable RBCs observed a throughput of 540 Million unknowns/s and 1 PFLOP/s in double precision on Tsubame [6] . Xu et al. [68] performed blood flow simulations with 50,000 RBCs at the exceptional resolution of 3,300 vertices per RBC. Large-scale rheological simulations, albeit with nondeforming RBCs, have reached 4 Millions RBCs [31] .
The first DPD simulations of RBCs transiting in small microfluidics channels [55] predicted the strong dependency between temperature and the dynamics of a RBC due to changes in the membrane viscosity. Methodological improvements and increased resolution enabled DPD to predict, for the first time, the blood viscosity as a function of the shear rate and hematocrit level [16] . These simulations involved about 200 RBCs and provided insight on the magnitude of the adhesive forces acting between cells. In the last few years the use of DPD has burgeoned for the study of cellular systems and in particular for the study blood flow in microfluidic devices. These studies include the first ever combination of experiments and DPD simulations to examine large deformations of RBCs in microfluidic devices [55] and the identification of the governing mechanisms for increased blood viscosity in sickle cell anemia [37] .
CTC models and microfluidics devices.
The detection of CTCs in the blood is one of the most potent methods for the early diagnosis of cancer [2] and a key target of liquid biopsies [49] . However, with 1 CTC present for every 10 9 RBCs, this detection is equivalent to finding a "needle in a flowing haystack". This challenge has led to a wealth of activity in developing microfluidic devices for high throughput cell separation. At the same time, our understanding of flow mediated interactions between CTCs, blood and microfluidic devices is hindered by the lack of detailed experimental information [35] . The rational design of such devices based on simulations is at its infancy. The Volume of Fluid method was employed to model a CTC passing through a narrow channel [70] while a CTC membrane model based on the LB approximation investigated microfluidics devices exerting large cell deformations [24] . Other studies include flows of suspended RBCs and WBCs past an array of displaced circular obstacles [65] , DPD simulations of the bead assay problem [60] and in-vitro and in-silico studies of a passive hydrodynamic cell sorter for leukocyte enrichment [11] .
The CTC-iChip [32] , arguably one of the most effective microfluidic device to date to separate CTCs from RBCs was designed with the assistance of a Finite Element solver of the continuum Stokes equations. The simulations were used to investigated the shape of a simplified array of obstacles that lead to cell separation by exploiting the concept of the Deterministic Lateral Displacement [28] . The resulting optimal "egg-looking" shape has been used as a building block in the first compartment of the CTC-iChip microfluidics device. This compartment, in its full geometric complexity, is one of the devices studied in the present work.
NUMERICAL METHODS
The method of Dissipative Particle Dynamics (DPD) [27, 22] employs discrete particles interacting through pairwise forces. The force Fi acting on particle i consists of three additive parts:
which are non-zero within a cutoff radius (Rc = 1). The conservative force F C ij is a soft repulsion force, acting along the vector between particles i and j. The dissipative force F D ij depends on the relative velocity of the particles and models friction effects, while the random force F R ij represents the effect of the suppressed degrees of freedom in the form of thermal fluctuations. The parameters of the random and dissipative forces are related through a fluctuation-dissipation theorem [13] . The time evolution of this N-body problem is described by Newton's equations of motion and a leap-frog algorithm is used to advance the system in time.
We emphasize that, unlike most mesoscale particle methods, the DPD is rigorously derived from MD through the Mori-Zwanzig coarse-graining procedure [25] . DPD models explicitly the hydrodynamics forces in the solvent and entails an accurate kinematic description of the flow [13, 17] . The complex interaction between fluids, cells and walls, are modeled with appropriate DPD parameters. DPD is an inherently multiscale particle method, well suited to simulating microfluidics devices allowing for sub-micron resolution and accessing continuum time scales. The computational stages involved in one time step of a DPD flow simulation involving suspended RBCs and CTCs is shown in Figure 2 .
Walls and microscale geometries.
The boundaries of the microfluidic channels are discretized by first equilibrating a homogeneous DPD fluid and then freezing particles which are inside the wall geometry. The channel wall geometry is represented implicitly by a Signed Distance Function (SDF) allowing for domains with very high geometric complexity. Boundary conditions are enforced through DPD interactions between wall and solvent particles and a bounce-back mechanism after the update of the particle positions [63] .
Cell Modeling.
The RBC membrane has two main components: an elastic spectrin network and an incompressible lipid bilayer. When relaxed, the membrane assumes a biconcave shape with a diameter of D = 7.6µm (for humans). In this work, the RBC membrane is modeled as a mesoscopic viscoelastic membrane. The model adopted here was proposed by Li et al. [39] and later extended by viscous membrane forces [48] . This model is intensively used to study the mechanical properties of individual RBCs [55, 38, 50] as well as blood flows in various conditions [37, 16, 15] .
The RBC membrane is discretized on a mesh as depicted in Figure 1 . There are three types of bonded forces on each vertex of the mesh: pairwise interactions for all incident edges (black edge, F bond ), angle forces for all incident triangles (red triangle, F triangle ), dihedral forces for all pairs of adjacent incident triangles (orange triangles, F dihedral1 ), and dihedral forces for pairs of adjacent triangles where one triangle is incident to the vertex (yellow triangles, F dihedral2 ) [14] . The number of vertices per membrane should be chosen Figure 1 : An RBC membrane model discretized by 500 vertices (left) and the bonded force types acting on it (right).
according to the required level of details. For the present numerical investigations we consider a discretization involving 500 vertices.
The modeling of WBCs and CTCs employs a recently proposed, experimentally validated, extension of a RBC model [15] . We remark that there is a wide variety of CTC types with disparate diameters ranging from 10 µm to 24 µm and with significantly different mechanical properties [23, 29, 40] . Here we consider MCF-7 breast cancer cells with a diameter of 14 µm by using 2484 vertices as well as RT4 bladder cancer cells with diameter 20 µm and 5220 vertices. 
TARGET PLATFORMS
The present simulation software was developed targeting two supercomputers: Titan, the fastest supercomputer available at the present time, from Oak Ridge National Laboratory; and Piz Daint, the fastest supercomputer in Europe, from the Swiss National Supercomputing Centre (CSCS). These supercomputers have a nominal aggregate CPU-GPU peak rate of 39 and 12 normalized 1 PetaInstructions/s respectively (see Table 1 ).
The per-node performance for Titan and Piz Daint is primarily attributed to the NVIDIA K20X GPU, a SIMT architecture which dispatches the computation to its 14 Streaming Multiprocessors (SMX), each containing 192 CUDA cores. The K20X exhibits a 3-to-1 throughput imbalance of DP versus SP instructions. We remark that in terms of throughput, integer instructions are 1.2X -6X slower than SP instructions. These observations suggest that the K20X was designed to aggressively process SP instructions, over any other instructions.
SIMT advantages for DPD.
The irregular computational patterns of DPD exhibit a massively parallel, fine-grained heterogeneous workload. This heterogeneity leads to a number of control flow exceptions that is excessively large to be effectively handled explicitly on SIMD architectures. Even if masking instructions alleviate this problem, the burden of dealing with masks inadvertently impairs both coding productivity and kernel performance.
Furthermore, compared to SIMD architectures, SIMT provides a number of unmatched advantages, starting with the ability to discover vectorization at runtime. The detection of exceptional cases in the computation (such as data boundaries, misalignment, etc.) is delegated to the hardware. This dramatically increases the readability of the code and the productivity of the programmer. A second advantage is the ability of scattering/gathering data to/from arbitrary locations in the shared memory. These operations enable effectively to "homogenize" the irregular DPD workload into data-parallel-ready computation. Finally, with control flow instructions at warp-level, the cooperation among the threads within a warp can be dynamically adjusted to the available workload so as to minimize the overhead or the intra-warp imbalance.
DESIGN
The complexity of flows involving RBCs and CTCs in microscale geometries impacts adversely the performance of the simulations. In turn, this poses significant challenges in mapping effectively the computational patterns onto GPU accelerated supercomputers.
A number of design choices have been made in order to significantly improve the performance:
• Computation is performed in single precision • Avoid global particle ids • Neighbor lists are not stored in off-chip memory • Fast Random Number Generator (RNG)
• Each kernel operates at most on two particle types Time steps in DPD simulations are usually between 10 −3 -10 −2 , while the magnitude of the forces rarely exceed 10 2 . In these units it takes hundreds of thousands of time steps to resolve one cycle of the tumbling of a single RBC. This suggests that the single precision mantissa is large enough (10 6 ) to capture the difference in the orders of magnitudes across the unknowns of the simulation. This observation renders the vast majority of the DPD computational patterns amenable for SP computation, which in turn accelerates up to 3X the time-to-solution.
A global particle id may simplify the management and diagnostics of the simulation. However, it represents an unnecessary overhead when involved in the computation of the forces or the dynamic creation of new solvent particles as well as new RBCs or CTCs. Similarly, the overhead of keeping a per-particle neighbor list is hardly amortized if we consider that high flow strain rates impose a complete reconstruction of the neighbor lists at every time step. Furthermore, the cost of the DPD interactions can be straightforwardly hidden by the irregular work required for producing the neighbor list.
The random force of the DPD interactions requires a computationally efficient random number generator (RNG). Some of the algorithmically most efficient RNGs are those based on the Tiny Encryption Algorithms (TEA) [66] , such as the SARU algorithm [1] . For the K20X, a performance issue of the TEA-based RNGs is that they mostly feature integer instructions. As described below, we have developed a novel RNG based on the Logistic map which features exclusively FMA instructions.
In order to achieve high performance in the compute kernels we restrain them to operate concurrently on just two particle types. This enables us to apply type-specific optimizations when computing the interactions.
Most of the workload imbalance is expected to come from the irregularity of the microscale geometry. Since the geometry is known a priori, we introduce a pre-processing step to provide an optimized rank-to-node mapping to the application-level placement scheduler. The reordering assigns an heterogeneous number of MPI tasks to each node so as to equalize the per-node workload.
Memory layout.
The domain of the present simulations is decomposed in a cartesian fashion in parts of equal size and shape. We employ an Array-of-Structure (AoS) format that provides us Figure 3: The separation of the temporal scales between solvent and cells allows us to consider multi-timesteps algorithms [58] .
with the best tradeoff between spatial locality and effective memory access for DPD simulations. This layout is also reasonably efficient when packing/unpacking MPI messages containing particle information.
The representation of the wall geometry is entirely local to its respective subdomain. Once created the wall data are immutable objects. Hence, after the wall creation the associated information can be exchanged only once across neighboring MPI tasks, in a fashion similar to a halo exchange. This renders the handling of collisions between walls and DPD fluid as well as cells entirely local to each MPI task.
Cluster-level optimizations.
The design choices at this level aim to minimize the amount of communication and achieve maximum C/T-overlap. For the computation of the forces within the solvent, C/T-overlap is achieved by exchanging messages of a predefined size. After packing the messages on the GPU, each MPI task performs non-blocking point-to-point communication with its 26 surrounding tasks while computing the local DPD forces. Since the force evaluation takes 1 − 10 ms and the communication takes 0.01 − 0.1 ms, we expect the messages to arrive before the local computation has been completed. We then compute the inter-node DPD interactions by fetching directly the MPI messages from the GPU using zero-copy memory.
In certain cases the number of solvent particles to be communicated exceeds what can be held by a single message. These cases are safely detected and handled by sending a second message in a blocking fashion, whereas the C/T-overlap may be decreased for that timestep.
Node-level optimizations.
At node-level, the simulation code employs multiple CUDA streams to coordinate the execution of the different compute kernels. We rely both on the operating system and MPS to effectively run multiple MPI tasks with heterogeneous workloads on the node. We exploit the separation of the temporal scales between the solvent and the RBC membrane, since the viscosity of the latter is 10 − 100 times larger. Our time scales separation approach is similar to the one discussed by Schlick [58] . Since the computation of the membrane forces is relatively inexpensive (1% − 5% of the total workload), we are able to increase the DPD time step by a factor of 10 and updating just the cells at substeps of 1/10 of a time step. As illustrated in Figure 3 , for a coarse time step, we first calculate the total external forces (from the solvent and wall particles) on the cells, and then evolve the cells by adding Figure 4 : The workload of a cell is mapped to a warp so as to decrease warp divergence and work imbalance. Firstly, the particle count of the surrounding cells is fetched, then the prefix sum is computed.
internal forces of the cells to the external ones and integrating at finer time steps. These finer steps are entirely local to the node and do not require any MPI communication.
GPU-level optimizations.
The most time consuming kernels are the ones computing the interaction forces, namely: DPD, FSI and walls. The DPD kernel computes the DPD interactions within each subdomain. The FSI kernel computes the interactions between the solvent particles and the particles representing the suspended cells. The Wall kernel is responsible for computing the interactions between the DPD particles and the wall particles. These kernels take advantage of Newton's 3rd law and work cooperatively on the cell-lists, minimizing warp divergence and maximizing temporal and spatial locality. Figure 4 depicts how the computation of a cell list entry is mapped to a warp. A reindexing of the workload is performed through the shared memory. The reindexing consists of a prefix sum of the cell count of the 27 surrounding cells. The result is then shared across the CUDA threads, which are organized into an interaction matrix (16x2 in the case of Figure 4 ). For every thread, the corresponding source particle is found by performing a trinary search of the prefix sum.
All compute-bound kernels were subject to a "floatization" process, where integer instructions are replaced by FP instructions. This is implemented by reinterpreting integer variables as denormalized SP numbers and perform SP operations at full precision. The correctness of such operations is guaranteed by using inline PTX assemblies with explicit rounding and flushing modifiers.
We propose a novel stateless RNG that consumes mostly FMA instructions by using the Logistic map [21, 64] , a nonlinear chaotic recurrence relation defined for real numbers. The series Xn+1 = 4Xn(1 − Xn), Xn ∈ [0, 1] maps the interval [0, 1] onto itself with a probability density function
The recurrence relation is chaotic and hence generates unpredictable sequences after sufficiently large number of iterations. The distribution is symmetric on [0, 1] with a mean of 1 2 and a variance of 1 8 . A random number sequence of zero mean and unit variance can thus be obtained by shifting and scaling Xn.
We introduce Algorithm 1 for generating a unique sequence of random numbers for each pair of interacting particles. The algorithm combines a time-dependent global seed with particle indices into pairwise-unique seed values, which then get crunched through the Logistic pipeline for further randomization. A serial high quality RNG, in our case KISS [41] , generates the global seed since only one value is used for each time step.
Algorithm 1 Logistic based parallel RNG for DPD.
// k = k(t) is a time-dependent global random number sequence // G is the golden ratio
The generator passes 158 out of 160 tests in BigCrush [36] with 18 Logistic iterations and achieves zero mutual information across sequences for different particle pairs.
SOFTWARE
The development of the present software 2 started on July 2014. Four main developers were involved for approximately 24 man-months. During this time our team followed the Extreme Programming principles developed by Kent Beck [5] , including small releases, continuous integration, and testdriven development. The software is written in CUDA and MPI; it targets NVIDIA GPUs with compute capability 3.5 or higher. The resulting software consists of about 80,000 lines of code. Approximately 10,000 lines of code involve Object-Oriented programming and carry out the CPU-GPU coordination and MPI communication. The cell membrane model code takes about 15,000 lines of code, the code for the optimized DPD interactions takes about 5,000 lines of code and makes heavy use of PTX intrinsics. The remaining 50,000 lines of code consist of unit tests and proof-ofconcepts.
The software implements Lustre-aware parallel I/O for data dumps, whose formats are compliant to ParaView [4] . The mesh data generated by the present simulations was rendered with the Mitsuba Renderer [30] .
LARGE-SCALE SIMULATIONS
We demonstrate the capabilities of our software to perform simulations of cells separation in complex geometries, under different conditions by examining two devices: (I) the CTC-iChip [32] and (II) the Funnel Ratchets [42] .
Device I: CTC-iChip.
In this work as a proof of the capabilities of our software we simulate flows of RBCs and CTCs in the CTC-iChip [32] . The CTC-iChip is a microfluidics system, with two modules, that has shown great potential for blood separation and capture of CTCs. The one-to-one geometric correspon-2 https://github.com/rossinelli/uDeviceX dence between the CTC-iChip and the geometries studied herein, allows us to confirm these features.
In this work we focus on the first compartment of the device (CTC-iChip1), which separates CTCs and WBCs from RBCs by taking advantage of the deterministic lateral displacement effect [28] . The size of the CTC-iChip1 device is 150 µm tall, ∼ 750 µm wide and at least 3.8 mm long. Pillared obstacles form a microarray of 13 rows and at least 118 posts along the module, as illustrated in Figure 6 (top). The cross section of the posts is "egg"-shaped of size 17 µm along the X-direction and 24 µm in the Y-direction. This microarray is characterized by a gap of 32 µm between the rows, 15 µm between the columns and a 1.7
• slope with respect to X-axis. This geometry affects the deflection of particles larger than 4 µm [28] . A blood sample is injected into the lower rows of the CTC-iChip1 together with a buffer injected in the top part with mass flow rates of 120 ml/min and 630 ml/min, respectively. The filtered product is extracted downstream at the device outlet.
The domain size is 1872µm × 816µm × 144µm with an array of 767 (59 × 13) obstacles (see Figure 6 , top). The computational box is bounded in the Y and Z directions by flat walls, with periodic boundary conditions applied in X direction . The flow is driven by a uniform pressure gradient along the X-direction.
We initialize 200, 000 RBCs at uniformly random positions in the leftmost part of the domain with respect to Y direction ( Figure 5 ). We insert among the RBCs a single CTC with a diameter of 14 µm. The simulation entails for 3×10 6 timesteps during which the CTC traversed the whole domain in the whole device ∼ 7.5 times. We observe that RBCs were primarily located around the obstacles at the bottom in accordance with the experimental snapshot, as depicted in Figure 7 . In Figure 8 Device II: Funnel ratchets.
Here we focus on a functional stage of a device that sorts cells according to their deformability as well as size, by transporting them through funnel ratchets as discussed by McFaul et al. [42] . The asymmetric design of the device renders the cell-sorting irreversible, and is capable of reaching throughput of 9, 000 cells per hour without clogging.
The device consists of microscale ratchets arranged in a 2D array of 12 rows having 128 funnels each ( Figure 9 ). The funnel pore size is constant in each row and decreases by 1 µm starting at 14 µm, reaching 2 µm along the Y-axis of the device.
The filtering of CTC's involves three steps. Firstly, the cell sample is infused into the device from the left (see Figure  6 , bottom, arrow 1). Then the oscillatory flow is applied along the Y axis of the device (arrow 2). This procedure is repeated several times (2 to 20) with a pressure difference across the device of 7 − 51 kPa. Due to the asymmetric shape of the funnels, the cells get trapped between certain rows depending on their size and deformability (see Figure 7 , right). To finally collect the separated cells, a flow parallel to the X-axis is applied until the cells leave the device (arrow 3, right).
We perform a numerical investigation of this problem by discretizing the domain into 1152 × 3072 × 48 length units. Shape and separation of the tapers are exactly as they appear in the experiment. The box is bounded by flat walls in the Z direction, while periodic boundary conditions are applied in X and Y directions. This simulation does not involve RBCs, it is used to further isolate CTCs from WBCs [42] .
In the simulation we initialize ∼ 70 cells of two different types uniformly along the X direction in front of the first row of obstacles. Cells of type 1, mimicking WBCs, have a diameter of 14 µm, while cells of type 2, corresponding to CTCs, have a diameter of 20 µm. Type 2 cells are about 20% stiffer than type 1 cells.
In the simulation, the period of the oscillations is 1500 DPD time units and the positive force is maintained for 1125 time units, while the remaining 325 time units the force is reversed. We run 2.9M timesteps which corresponds to 9 full oscillatory cycles.
We observe cell separation even after the first cycle as illustrated in Figure 8 (right), even though irreversibility is achieved only after the fifth cycle. Interestingly, due to the flow properties and random initial conditions, type 2 cells end up getting trapped between the funnels as shown in Figure 9 . 
PERFORMANCE RESULTS
The present software and simulations have enabled the following achievements:
• Peak performance: our software reaches 65.5% of the nominal peak for the most computationally-intensive kernel and 34% overall nominal peak performance considering the aggregate CPU and GPU.
• Time-to-solution: our software outperforms the current, leading, state-of-the-art software LAMMPS 3 by a factor of up to 45X.
• Throughput: we simulate 1.8 Billion cells/s and 1.55 × 10 13 unknowns/s, a three orders of magnitude improvement over state-of-the-art blood flow simulations [56] .
• Complexity: Simulations considered microfluidic devices with a volume of 132 mm 3 with at sub-micron resolution, handling up to 1.43 Billion deforming RBCs (0.15 -0.29 ml of blood for 80%-40% hematocrit respectively), each discretised with 500 elements. To the best of our knowledge, there have never been such large-scale simulations of blood flow in realistic geometries of microfluidic channel, at sub-micron resolution, accessing continuum time scales. These results were collected on Titan with simulations at full scale and include I/O time. The performance was measured throughout the simulation with high-resolution timers and hardware counters with nvprof. More precisely, the overall aggregate IPC was measured by counting the total number of executed vector instructions over hundreds of timesteps, divided by the wall-clock time. The profiling was performed in the middle of the simulation. Table 2 shows the comparison of our code with LAMMPS for a plane Poiseuille flow. The test case consisted of running 10 4 time steps of DPD solvent in a periodic domain with the number density of 4. We have varied the number of nodes, ranks per node and particles per rank as well as the frequency NR of rebuilding neighbor lists in LAMMPS. The parameter NR depends on the problem, e.g. flow problems exhibiting high shear strain rates and large time steps require NR = 1. We observed a consistent improvement of time to solution with respect to LAMMPS of up to 45X.
3 LAMMPS GPU package, compiled for SP arithmetic. We benchmarked HOOMD-Blue 4 against the same flow problem. The current version HOOMD-Blue is not capable of large-scale simulations using more than 124 Million particles. Therefore the benchmark is limited to a maximum of 280 nodes for a constant workload of at least 442,368 particles per rank. Under this limitation, we report a constant gain from 3X to 4X over HOOMD-Blue. Table 3 shows the peak performance of our code in terms of instructions and unknowns throughput. Our software reaches 65% of the nominal IPC peak performance of Titan. This leads to a rate of 13.4 PetaInstructions/s, effectively solving 15.5 · 10 12 [Unknowns/s]. A close-to-perfect weak scaling of our software is depicted in Table 4 . As the number of ranks per node increases, we observe an excellent weak efficiency of more than 98% on the 18, 688 nodes of Titan. Table 5 reports a 94% strong scaling efficiency on Piz Daint from 625 nodes to 5000 nodes. Table 6 shows a summary of a series of large-scale simulations performed on Titan. The four cases considered are simulations involving solvent, RBCs and CTCs in complex geometry with volumes of up to 150 mm 3 and 1.43 Billion deforming cells, where we observe a computational throughput of 1.8 Billion cells/s.
GPU kernels.
We carried out a detailed analysis of the four most demanding CUDA kernels which take approximately 85% of the execution time on GPU (Figure 10 ). The analysis is based on the event counters and metrics supported by nvprof.
The DPD kernel computes the interactions and accounts 4 HOOMD-Blue was compiled for SP arithmetic. Figure 10 : Distribution of the GPU execution time. for 35% of the total GPU time. The kernel reaches an executed IPC of 2.7, corresponding to 45% of the nominal GPU peak performance. The kernel performance limiters are instruction level parallelism and texture fetch latency. The execution dependency and texture fetch account for 33% and 25% of the latencies, respectively. The FSI kernel computes the interactions between cells and solvent particles and accounts for 17% of the total GPU time. The IPC for this kernel is 2.5, corresponding to 43% of the nominal GPU peak performance. The performance limiter here is memory and texture bandwidth, the kernel exhibits 300 [GB/s] and 200 [GB/s] of L2 cache and texture bandwidth, respectively.
The computation of the interactions between the DPD particles and the wall achieves an IPC of 3.2, corresponding to 53% of the nominal peak. The performance of this computational stage is latency-bound. Latencies are significant due the irregularities of the wall geometry, even if the occupancy is above 84%. About 40% of stall reasons are attributed to memory dependencies due to the indirect access to the wall particles.
Time scales separation.
Taking advantage of the separation of the temporal scales within the simulation leads to a 5.5X gain in time-to-solution. The secondary benefit of time scales separation is an increase in the GPU utilization: the IPC is observed to increase up to 40% of the nominal peak performance overall.
CONCLUSIONS
We present a software for large-scale simulations of flows in complex geometries of microfluidic devices involving RBCs, CTCs and WBCs. The software is based on the DPD method to simulate microscale flow phenomena at sub-cellular resolution and accesses time scales that so far have been accessible only by continuum solvers. In terms of time-to-solution, we outperform the current state-of-the-art DPD solvers by 38X-45X. The software demonstrates the potential to accelerate by an order of magnitude the design cycle for microfluidic systems for medical diagnosis and drug design.
Despite the irregular nature of the computational patterns involved in DPD simulations, the SIMT architecture was shown to deliver a significant performance gain. We describe a set of strategies and techniques to map DPD simulations on GPU-accelerated supercomputers with unprecedented efficiency. The unique features of the present software lead to full-scale simulations reaching peaks of up to 65%, and 34% in average, of aggregated nominal CPU-GPU peak performance. The present software redefines the frontier capabilities of simulations using multiscale particle based methods.
With the present software we were able to consider flow simulations involving up to 1.43 Billion deformable RBCs at sub-micron resolution. Domain sizes up to tens of cubic millimeters were simulated covering the entire functional compartments of microfluidics devices. We considered in particular two microfluidics devices: the CTC-iChip, which isolates CTCs from hundreds of thousands RBCs, and the funnels ratchet, which sorts CTCs from WBCs according to their size and deformability. Our simulations confirm experimental findings and help assess the operational efficiency of the two devices.
Ongoing work in with the present in-silico Lab-on-a-Chip includes shape optimization to improve the effectiveness of devices targeting the isolation of CTCs. Such optimizations are complemented with experiments and uncertainty quantification studies to obtain predictive simulations for a wide range of cell types. We believe that the present software can help revolutionise the rational design of devices critical to medical analysis and pharmaceutical research.
