ABSTRACT. This study has proposed and investigated a novel input variable selection method for nonlinear modelling based on principle component analysis (PCA) and cluster analysis. The proposed approach was applied to daily rainfall-runoff modelling of the Brue catchment of the United Kingdom using wavelet based hybrid forms of two nonlinear models, Artificial Neural Networks (ANNs) and Local Linear Regression (LLR), to identify meaningful wavelet decomposed sub-series. The homogenous group formation capability of cluster analysis and redundancy assessment capability of PCA were applied effectively in this study to solve input selection uncertainties associated with wavelet based hybrid models. Though this concept has been represented in the selection of effective wavelet decomposed subseries in runoff modelling, the application has gotten wider implications in time series modelling with highly redundant and large input space. The study revealed the weakness of conventional forms of cross-correlation analysis and also suggested that input selection could be improved by making sufficient natural clusters (equal to the desired number of input data series) of input space and restricting the search within each cluster according to silhouette or correlation value. The study also highlighted the higher modelling capability of ANN over traditional LLR models in rainfall-runoff modelling of the Brue catchment.
Introduction
Artificial Intelligence (AI) based techniques are part of many popular data-driven models that have been used extensively in the past couple of decades in stream flow forecasting and rainfall-runoff modelling. A comprehensive review by the ASCE Task Committee on Application of ANN in Hydrology (2000) shows the acceptance of ANN techniques among hydrologists. The major criticism against AI techniques in hydrology is their limited ability to account for any physics of the hydrological processes in a catchment. That concern was partially ruled out by Jain et al. (2004a) who proved that the distributed structure of the ANN is able to capture certain physical properties. The physics involved in the ANNs ability to express physical processes in a watershed through proper training have been investigated by several recent studies (e.g., Sudheer et al., 2002; Jain et al., 2004; Sudheer and Jain, 2004) . Wavelet analysis is a well-defined concept with increasing applications to the quantitative explanation of time-series and is a useful tool for analysing both rainfall and runoff time-series (Lane, 2007) . By combining these AI techniques with one another or with other dynamic predicttive models, the individual strengths of each approach can be exploited in a synergistic manner for the construction of powerful intelligent systems (Nayak et al., 2004; Sudheer, 2005; Nourani et al., 2009; Krishna et al., 2012; Krishna, 2014; Budu, 2014) .
The added advantage of wavelet transforms (in comparison to the classical Fourier analysis) in the analysis of time series signals to detect detailed temporal patterns has attracted many researchers to apply this technique in various aspects of hydrology including rainfall runoff modelling (Kisi, 2008; Remesan et al., 2009; Nourani et al., 2011) , precipitation forecasting, water level forecasting (Kisi, 2009 ) and sediment estimation (Partal and Cigizoglu, 2009) . Recently, Sang et al. (2012) performed trend in the hydrological time series using wavelets. See Maheswaran and Khosa (2012) for a review of application of wavelets in hydrology. Nourani et al. (2014) has provided an extensive review of wavelet based hybrid wavelet modelling existing in hydrology. Despite the application of many wavelet based hybrid models in conjunction with AI techniques, the determination of effective wavelet components still remains a dilemma. The cross-correlation method is the conventional approach which is used to identify effective and useful 'detail sub-series' for modelling to overcome issues such as redundancy and overtraining.
In the data-based artificial intelligent model development, the selection of an appropriate subset of variables from the available set of potential input variable space plays a vital role. Real-world modelling of hydrological processes ideally requi-res a complex input structure and very lengthy training data to represent inherently complex dynamic systems. In hybrid environmental modelling, data sets of redundant variables can be discarded without the loss of much information. Modelling with a large number of the available inputs can lead technical issues such as computational complexity and lack of memory. The chances of such issues arising are elevated in rainfall runoff modelling using antecedent information as such models possess high nonlinearity and may have a large number of parameters. Therefore, there is a need to identify techniques which adequately reduce the number of inputs in nonlinear models. Despite successful applications of AI techniques in hydrology, there are still many unsolved issues, particularly in the selection of training data length and data structure (Bowden et al., 2005) . Maier and Dandy (2000) reviewed more than 43 journal papers in hydrology and pointed out that, in most cases, the inputs were chosen arbitrarily without scientific reasoning and some studies used trial and error approach or validation data. The Gamma Test (GT) by Stefánsson et al. (1 997) can successfully overcome these issues and has been demonstrated in water level and flow modelling of the River Thames (Durrant, 2001) , daily solar radiation prediction (Remesan et al., 2008) and monthly stream flow prediction (Noori et al., 2011) . GT helps to identify the best embedded structure and data length for training any smooth model prior to modelling. Research by Ahmadi et al. (2009) explored data selection capabilities of different approaches including the Gamma test, entropy theory, AIC (Akaike's information criterion) and BIC (Bayesian information criterion) in the context of solar radiation modelling and highlighted the merits and demerits associated with those approaches.
Studies (e.g., Ssegane et al., 2012; Ganti and Jain, 2011) have also shown the capabilities of principal components analysis (PCA) to discard redundant data variables and data. Procrustes analysis and a measure of similarity are also used to identify the redundancy in the data sets used in modelling. King and Jackson (1999) used both procrustes analysis and principal components to identify redundant variables from a dataset consisting of 36 meteorological variables spanning 37 years. Their approach used a measure of similarity and bivariate plots to assess the success of the alternative variable selection methods. Back and Trappenberg (1999) proposed an algorithm for model free input variable selection, called independent component analysis, which allows a straightforward statistical test to identify the redundant data from available input pool. Cluster Analysis is another excellent statistical tool for multivariate segmentation and could be used as a useful tool to drive the model development process through effective use of variable section. Zhi-hang (2009) identified and discussed its competency to act as an aid in modelling in the context of its application in analytical modelling in service Industries. Noori et al. (2011) have applied PCA, Gamma test (GT), and forward selection (FS) techniques to reduce the number of input variables in the monthly stream flow prediction utilizing ANNs and Support Vector Machines (SVMs). Levi and Rasmussen (2014) have applied an iterative principal component analysis for predicting physical soil properties in in a semiarid ecosystem. Caraway et al. (2014) have applied cluster analysis and k-nearest neighbour time series resampling for multisite, stochastic weather generator for hydrologic simulation Advent of conjunctive application of wavelets in data based models created a general trend among researchers to decompose each and every original data series to an acceptable number of sub-series and then to use all these subseries as model inputs of databased methodical models. Inclusion of large number of these extra input variables (sub series) is growing as one of the main concerns in wavelet based hybrid modelling process. Situation further complicates in typical case studies like rainfall runoff modelling such hydrological system considers several meteorological variable time series at various antecedent time steps as original input series. There is high possibility that wavelet procedure complicates the model structure further without adding to the predictive accuracy if we consider all detail subseries of all antecedent information indiscriminately. Cross-correlation approach is the most commonly adopted approach to identify effective sub-series but often it is meaningless to check correlation of 'high frequency and low scale' information in the actual series with predictand data. Considering these facts, the aim of this paper is to introduce an alternative approach in input data series selection combining use of PCA and cluster analysis that could be adopted in hydrological time series modelling. We present this approach along with two alternative data-driven hybrid models for rainfall-runoff modelling based on wavelet transform methodology in conjunction with ANNs and LLR. This article explores the capabilities of cluster analysis and PCA to identify the effective decomposed subseries when used in conjuncttion. The Silhouette values based approach and traditional cross-correlation analysis was used to check the authenticity of this procedure. The performance of the proposed hybrid wavelet models were compared with that of traditional Local Linear Regression (LLR) and ANNs to assess the improvements in prediction.
Materials and Methods

Data Sets and Study Area
The River Brue catchment, located in Somerset, south west England, UK, was selected for the analysis. The Brue catchment is the one of the best representative catchments to express hydrological responses in the England due to its long series of high data quality data. This catchment has been extensively used for research weather radar, quantitative precipitation and flood forecasting and rainfall-runoff modelling (Bell and Moore, 2000) . The catchment has a well maintained dense rain gauge network and is covered by three weather radars. The River Brue catchment was the site of the Natural Environment Research Council (NERC) funded HYREX (Hydrological Radar Experiment) project from 1993 to 1997. The catchment has a drainage area of 135 square kilometres and an elevation range between 35 metres to 190 metres above mean sea level. The catchment is located at 51.075 o North and 2.58 o West; the location map of the catchment is shown in Figure 1 . The river gauging point at the catchment is located at Lovington. An automatic weather station (AWS) and automatic soil water station (ASWS) recorded global solar radiation, net radiation and other weather parameters including wind speed, wet and dry bulb temperatures and atmospheric pressure at hourly intervals. Six years of daily rainfall-runoff data from the Brue catchment, spanning from 1993 to 2000, was used in this study. Three step antecedent runoff values (Q(t-1), Q(t-2), Q(t-3)), one step antecedent rainfall (P(t-1)) and the current rainfall information (P(t)) were used for hybrid modelling as recommended by Remesan et al. (2009) for this study area. Remesan et al. (2009) identified that 1056 data points are sufficient to make a reliable rainfall-runoff data model for the current study area on this particular data set. We have used 1056 data points for training and remaining data out of total 2240 data points were used as the validation data set. 
Approaches and Models
The aim of this study is to predict the 1-day-ahead runoff in Brue catchment employing essential sub-series components obtained using discrete wavelet transforms (DWT) on the original data. Selection of appropriate and effective subseries from the decomposed details (D) and approximations (A) is a challenging issue in DWT modelling in hydrology and related fields. The existing methodology is based on correlation coefficients to choose effective detail (D) subseries and use it along with the final approximation subseries. There is not much evidence in the literature of studies which test whether the adopted resolution level is suitable for modelling or of whether it adds more redundancy through extra decomposition. However, in this study we have adopted the equation INT (log n) as a thumb rule for quick estimation of resolution. In the above equation INT stands of integer part, n stands for data length of the series, and log is common logarithm (Wang and Ding, 2003) . The study used a combined application of cluster analysis and PCA for identification of effective wavelet decomposed subseries for rainfall-runoff modelling. The overall procedure adopted in this study is shown in the Figure 2 .
The methodology adopted in this study can be summarized as follows:
1. Using DWT, the three step antecedent runoff values (Q (t-1), Q(t-2), Q(t-3)), one step antecedent rainfall (P(t-1)) and current rainfall information (P(t)) were decomposed [3 detail series and 3 approximation series from each antecedent data series (a total of 30 wavelet decomposed subseries)]. 2. Then we have used the capabilities of principal component analysis (PCA) in redundancy analysis on the 30 decomposed sub series to identify the minimum number of subseries required for building a model of the desired accuracy. 3. Cluster analysis was used to identify required clusters (2-12 constructed) and effective subseries in each cluster were identified using silhouette values and cross-correlation values.
4. These sub-series selected by both methods were modelled separately (for all 2-12 clusters) using neuro-wavelet (NW) and wavelet local linear regression (W-LLR) hybrid models.
5. Their performance was compared using statistics obtained in both training and validation, and the authenticity of combined use of PCA and cluster analysis checked. Whether the number of subseries suggested by the PCA could produce reasonable modelling results in comparison to other input combinations was evaluated.
6. The results obtained using the subseries suggested by [PCA + cluster analysis] were compared with traditional ANN and LLR to assess improvements in the modelled results.
7. The hybrid modelling results obtained using the subseries recommended by the [PCA + cluster analysis] were also compared with neuro-wavelet (NW), and wavelet local linear regression (W-LLR) considering reconstructed series constituted by adding effective sub series (Approximation and Detail series). Pre-processing of raw data is performed in this modelling phase before choosing them as input space for NW and W-LLR model. The reconstructed series was constituted without the ineffective components. Correlation coefficients between decomposed sub series and the 'time series to be modelled' were used as an indicator to filter out ineffective components.
Items 1 to 5 shown above are denoted as Method 3 in the methodology and Figure 2 , whilst items 6 and 7 correspond to Method 1 and Method 2, respectively, in Figure 2 .
Implementation of Principal Component Analysis
The basic background of PCA can be explained as follows: assume an event for which p variables (attributes) i X are being measured sequentially through time for n instances. The corresponding dataset , , ,
is a column vector which contains the n measurements of the variable i X (where i x includes a univariate time series). Each row of X corresponds to the measurements of all variables at a specific time instance. Therefore, each row of X can be considered as a point in p-dimensional space. PCA derives a new set of orthogonal and uncorrelated composite variates ( ) j Y , which are called principal components:
where j a are a related eigenvectors and i X are input variables. The PCA information can be achieved by solving Equation 2:
In the above equation, R is the variance-covariance matrix and λ are the eigenvalues. The I matrix is a unit matrix (Davis, 1986; Manly, 1986) .
We have used MATLAB Statistics Toolbox for PCA application and plotted fraction of cumulative Variance associated with each principal component. This study uses the variable reduction and redundancy assignment capability of principal component analysis in nonlinear modelling. PCA is useful to assess the redundancy due to the possible correlation of one input to another in a modelling data set with large number of input data series. PCA could be used to reduce the data input series into a smaller number of principal components (artificial variables) that will account for most of the variance in the actual data. The first principal component is a combination of original data series used in the study which explains the greatest amount of existing variation. The second principal component defines the next largest amount of variation and is independent of the first principal component. These sets of uncorrelated variables (principal components) can be ordered by reducing variability and the last few items of these variables can be removed with minimum loss of real data. In this study, PCA was carried out for both the correlation matrix and the covariance matrix to see the possible differences in both approaches.
Implementation of Cluster Analysis
Cluster analysis is an investigative data analysis tool widely used for solving classification problems in different scientific fields. We used the k-means algorithm with different distances and similarities measures for the comparative study. There are many commonly used algorithms in hierarchical clustering which differ in the way that similarity or distance between an element and a group of elements is defined and which consequently produce different results using the same data. Hierarchical methods require input such as how similar or different objects are in order to identify different clusters. One could use Matlab to calculate a measure of (dis)similarity by estimating the distance between elements. Elements with smaller distances between one another are more similar, whereas objects with larger distances are more dissimilar. For example, in Matlab pdist( ) D X  computes the Euclidean distance between pairs of objects in m-by-n data matrix X. Rows of X correspond to observations, and columns correspond to variables. D is a row vector of length m(m-1)/2, corresponding to pairs of observations in X. The distances are arranged in the order (2, 1), (3, 1), ..., (m, 1), (3, 2), ..., (m, 2), ..., (m, m-1)). D is commonly used as a dissimilarity matrix in clustering or multidimensional scaling.
The k-means clustering follows an entirely different concept to the hierarchical methods. It is not based on distance measures but uses the within-cluster variation as a measure to segmenting the data in such a way that the within-cluster variation is minimized. The clustering process starts by randomly assigning elements to a number of clusters. The elements are then successively reassigned to other clusters to minimize the within-cluster variation, which is basically the (squared) distance from each observation to the center of the associated cluster. If the reallocation of an object to another cluster decreases the within-cluster variation, this element is reassigned to that cluster. Therefore, the approach is non-hierarchical. We have used MATLAB for clustering purpose. kmeans function in MATLAB uses an iterative algorithm that minimizes the sum of distances from each object to its cluster centroid, over all clusters. This algorithm separate objects between clusters until the sum cannot decrease further. To get an idea of how well the clusters or each element in the clusters are separated, we can use silhouette plot. The silhouette plot displays a measure of how close each point in one cluster is to points in the neighbouring clusters. The silhouette value S(i) was defined as the indicator of dissimilarity between clusters. Assume any object i in the dataset belong to cluster A. If cluster A contains objects apart from i, we calculate a(i) as the average dissimilarity of i to all other objects of A. Now assume a cluster C, and we can calculate d(i, C), the average dissimilarity of i to all objects in the cluster C. After calculating, d(i,C) for all clusters . C A  Now consider an another term b(i); which can be defined as:
Using a(i) and b(i), the silhouette value S(i) can be defined as follows:
The silhouette value ranges between -1 and +1. If the value is +1 the element is distinct from other clusters, and 0 means the element is not distinctly in one cluster or another. If silhouette value -1 indicates that element is most probably in wrong cluster.
Implementation of Wavelet Hybrid Models
The study used two wavelet based hybrid models, neurowavelet (NW) and wavelet-Local Linear Regression combining discrete wavelet transforms (DWT) with ANNs and LLRs respectively. Wavelet transform theory and its application to multi-resolution signal decomposition has been thoroughly developed and well documented (e.g., Daubechies, 1988; Daubechies, 1992) . Daubechies (1988) introduced the concept of orthogonal wavelet; generally referred to as Daybecies wavelet. Stream flow and precipitation time series are generally discrete in nature and, for analysing such series, discrete wavelet transforms (DWT) are more suitable. Thus for a discrete stream flow or precipitation time series xi, the DWT is defined as follows:
In the above equation, , a b W is DWT coefficient for scale a and time shift b, in which a and b are positive integers. N is the data length of the time series. Mallat (1989) proposed an efficient way of decomposing the time series into 'approximations' (As) and 'details' (Ds) wavelet components/subtime series. The approximation series shows slowly changing information in the actual time series whereas the detail time series is the rapidly changing information in the time series. In other words, 'Approximation series' is 'low frequency and high scale' information and 'Detail series' is 'high frequency and low scale' information in the actual series.
The study has used 4 major antecedent information of runoff and rainfall series [three steps antecedent runoff values (Q (t-1), Q(t-2), Q(t-3)), one step antecedent rainfall, P(t-1)] and the rainfall information, P(t) for modelling. For wavelet hybrid modelling the antecedent and current input series were decomposed into three resolution levels and these decomposed subseries of the antecedent runoff and rainfall information were used to estimate the present value of runoff. A total of 30 subseries were obtained after decomposition, including the approximation subseries in these three resolution levels. We have used MATLAB for the wavelet application. The above [(Q(t-1), Q(t-2), Q(t-3)), P(t-1) and P(t)] are decomposed (i.e. the runoff and rainfall time series of 2-day mode
and the approximate mode, 2-day mode
, where q denotes runoff, p denotes rainfall and i and j denote the number of antecedent data sets of rainfall and runoff respectively. The wavelets decomposed the input data into three wavelet decomposition levels (2-4-8) is shown in Figures 3 and 4 . These figures show detailed coefficient series and the first approximate series of the original runoff and rainfall data ).
Hybrid Neuro-Wavelet (NW) Model
In this study, a multi-layer feed-forward network type of ANN and DWT models were combined together to obtain a neuro-wavelet (NW) model. The discrete wavelet transfer model is functioned through two set of filters viz. high-pass and low-pass filters which decompose the signal into two sets of series namely detailed coefficients (D) and approximation (A) sub-series, respectively. In the proposed NW model, these decomposed sub series obtained from DWT on the original data directly are used as inputs to the ANN model. The study established a three-layer feed forward neural network (one input layer, one hidden layer, and one output layer), because of its proven ability in modelling many real-world functional problems. In this study, the Hecht-Nielsen (1990) approach has been adopted for the selection of hidden neurons in ANN modelling (i.e. number of hidden nodes set to be twice the input layer dimension plus one). To crosscheck the authenticity of this approach, we have performed some trial and error analysis before proceeding to actual modelling. The Levenberg-Marquardt training algorithm was used to adjust the weights of the feed forward neural network. The sigmoid and linear activation functions were employed for the hidden and output layers, respectively.
Implementation of Wavelet Local Linear Regression (W-LLR)
The nonparametric model, LLR, has been considered in this study along with traditional ANN and hybrid NW model for the estimation and comparison of the time series responses in hybrid rainfall runoff modelling. The LLR model has gained great acceptance among time series modellers because of its positive modelling abilities in low-dimensional forecasting problems. The LLR technique does not require a long time series for the development of a predictive model, in comparison to various statistically and analytical methods including neural network modelling. In fact, the LLR technique can make a prediction once three representative data points are available. Deciding the size of max p (the number of near neighbours to be included for the local linear modelling) is the delicate phase in LLR based time series modelling.
Given a neighbourhood of max p points, we must solve a linear matrix equation:
where
are the nearest neighbour points, y is a column vector of length max p of the corresponding outputs, and m is a column vector of parameters that must be determined to provide the optimal mapping from X to y, such that: 
The rank r of the matrix X is the number of linearly independent rows, which will affect the existence or uniqueness of the solution for m.
If the matrix X is square and non-singular then a unique solution to Equation (8) is -1 .  m X y If X is not square or singular, we should find a vector m which minimises:
where the unique solution to this problem is provided by m = # X y where # X is a pseudo-inverse matrix. In this study, the wavelet decomposed subseries were used as inputs to the LLR model. To differentiate this model from the traditional LLR with usual inputs, we called it wavelet-LLR (W-LLR)
Statistical Indices for Comparison
The study has employed the correlation coefficient (CO-RR), root mean squared error (RMSE) and mean bias error (MBE) for comparison of the models in both training and validation phases. These statistical terms can be defined as follows: Coefficient of determination, Q is the average of the observed runoff, and N is the number of observations.
Result and Discussion
Input Selection Using PCA and Cluster Analysis
This study has adopted a new approach (combining PCA and cluster analysis) for the selection of effective inputs (wavelet decomposed subseries in this case study). The first sub-section shows how PCA was used to identify the relevant proportion of data sets in the total decomposed subseries and thus permitted the removal of redundant series. In the subsequent section, cluster analysis was used to spot effective subseries which are essential to make a meaningful hybrid model. The representative subseries in each cluster were identified based on silhouette value and later this subseries selection was compared with the cross-correlation method before being used in the final modelling with NW and W-LLR.
Application of PCA on the Decomposed Subseries
The main purpose of applying PCA to the whole data was to establish the predominant variations among different data series and to discover whether these variations were linked in some way to select better inputs for the modelling. Principal component analysis was performed using the covariance matrix and then again with the correlation matrix for each of the available 30 data series. High redundancy due to correlation of some decomposed data series was anticipated, due to the presence of approximation subseries in all three resolution levels in the whole data pool. The covariance matrix and correlation matrix based PCA analysis results on the decomposed daily rainfall runoff data at the Brue catchment are shown in Table 1 . The comparison of the results offered no insight for establishing the significance of the correlation over the covariance matrix (or vice versa), since none of the scenarios analysed displayed any noteworthy difference. Analysis was conducted using both normalised and non-normalised data with no significant difference in the result.
From the analysis results, in an ideal scenario, 15 components out of 30 are required to express almost 100% of the information contained in the whole data sets used in the study. The remaining components have percentage variances of either zero or very close to zero. Comparing results obtained using the covariance matrix (in non-normalized data) with those of the correlation matrix, one can see that the variance contained in the first principal component produced by the covariance matrix was nearly 48%, which means a suitably selected single data at out of 30 can explain 48% of the whole information in the data series. It is also evident from Table 1 that six principal components can explain nearly 90% of the information in the whole data and seven principal components can explain 91% of the information. This indicates that around only six or seven of the components contained the significant information which in turn implies a large redundancy if we use all available 30 inputs. The analysis with PCA has found that out of 30 data series, six or seven data series can effectively make a model without any redundancy transferring more than 90% of the information inherent in the whole series. So the next step is the identifycation of these six subseries inputs precisely.
Clustering of Decomposed Subseries to Select Effective Inputs
Cluster analysis was used to identify which six inputs out of the 30 available inputs would be the most suitable. For this purpose, the study has applied both hierarchical clustering and k-means clustering to identify the natural clusters in the available 30 wavelet decomposed data series. However, the hierarchical clustering was not as effective as k-mean clustering since it always made separate clusters for natural groups details (D) and approximation (A) (those results are not included in this paper). Because of this limitation, the study concentrated on the use of k-means clustering and the representative elements in each cluster were identified using the silhouette values (S). The k-means clustering technique was applied to the decomposed subseries of daily rainfall runoff information from the Brue catchment, to get clusters from two to six. The clustering details are shown in Figure 5 . In Figure 5 , the data series 1-6 is a decomposed sub series of the present value of rainfall information, P(t) (the first three are details and the rest are approximation series). The data series 7-12 is t-1 antecedent rainfall information, P(t-1) (the first three are details and the rest are approximation series). The data series 13-18 is t-1 antecedent runoff information, Q(t-1) (the first three are details and the rest are approximation series). The data series 19-24 is t-2 antecedent runoff information, Q(t-2) (the first three are details and the rest are approximation series). The data series 25-30 is t-3 antecedent runoff information, Q(t-3) (the first three are details and the rest are approximation series). The dark colour corresponds to the decomposed approximation subseries and light colour is for the decomposed detailed subseries. In the 2-clustering, the approach made the two natural clusters with all details in one cluster and all approximation subseries in the other cluster. The S value indicates that the series number 26 (2 nd detail sub series of the Q(t-3)) and 17 (2 nd approximation of Q(t-1)) are the best series for modelling. The 3-clustering identifies the data series number 26 (2 nd detail sub series of the Q(t-3)), 17 (2 nd approximation of Q(t-1)) and 21(3 rd details sub series of Q(t-3)) based on the silhouette values. In the case of 3-clustering, the middle cluster in Figure 5 was a composite type containing data series from both details and approximations.
In the case of 4-clustering and 5-clustering each cluster was made from the natural groups without any composite cluster. The silhouette values obtained for the 4-cluster identified series 27, 25, 23 and 6; this corresponds to 3 rd detail of Q(t-3), 1 st detail of Q(t-3), 2 nd approximation of Q(t-2) and 3 rd approximation of P(t) respectively. In the case of 5-clustering the elements 13, 14, 15, 23 and 6 had the higher values for silhouette parameter in each clusters; these elements correspond to 1 st detail of Q(t-1), 2 nd detail of Q(t-1), 3 rd detail of Q(t-1), 2 nd approximation of Q(t-3) and 3 rd approximation of P(t) respectively. The PCA results showed 6 components can convey 90% of the information contained in the whole data where as and 15 or 16 sub-series components can convey 100% of the information. We are also aware that there are at least 10 redundant approximation subseries as the study has used all three approbation series for modelling. So the study is more interested in the finding from the 6-clustering. The silhouette values of each 6-clusters suggest that the sub-series 13, 14, 15, 6, 11, and 29 could convey 90% of the formation contained in (t-3) . This shows that in wavelet hybrid modelling, different input series requires decomposition in different resolution levels. So the proposed methodology could be used as a guideline for making decisions regarding the extent of decomposition of inputs using wavelets. However, it is always appropriate to check the credibility of this finding through a full comparison with any conventional approaches and controlled modelling experiments before making a final conclusion. Abrahart and See (2007) have argued the need to have consistent measures of merit and trust in hydrological modelling. The study has identified that proper controlled experiments are inevitable for more authenticity and before acceptance of any model or approach. Thus, the study has performed a cross-check applying a cross-correlation analysis to the same cluster element.
Cross Correlation Analysis on Decomposed Subseries to Select Effective Inputs
The study has performed cross correlation analysis of the entire above mentioned cluster elements with the desired current runoff information, Q(t). The analysis results are shown in Figure 6 . The numbering details of each subseries used in this analysis are the same as that in Figure 5 . The elements in Figure 6 are arranged in terms of increasing cross correlation value. It has been found that there is a considerable difference in the findings of both approaches. The cross correlation approach identified elements 15 (3 rd detail of the Q(t-1)) and 17 (2 nd approximation of Q(t-1)) as the best sub-series; whereas the k-mean clustering based on silhouette values identified 26 (2 nd detail sub-series of the Q(t-3)) and 17 (2 nd approximation of Q (t-1) ). In the case of 3-clusters, the cross correlation values were higher for elements 15 (3 rd detail of the Q(t-1)), 12 (3 rd approximation of the Q(t-1)) and 17 (2 nd approximation of Q(t-1)). At the same time the elements 26, 11 and 17 had the higher silhouette values.
The cross-correlation analysis found the elements 15, 9, 17, and 5 in the case of 4-clusters; these elements correspond to 3 rd detail of Q(t-1), 3 rd detail of P(t-1), 2 nd approximation of Q(t-1) and 2 nd approximation of P(t). In the case of 5 clusters the cross correlation identified the elements 3, 14, 15, 17 and 6; whereas the corresponding elements as per silhouette values were 13, 14, 15, 17 and 6. In the case of 6-clusters the cross correlation identified elements like 3 (3 rd detail of P(t)), 4 (1 st approximation of P(t)), 6 (3 rd approximation of P(t)), 15 (3 rd detail of Q(t-1)), 11(2 nd detail of Q(t-1)) and 17 (2 nd approximation of Q(t-1)) where as the silhouette values identified 13, 14, 15, 6, 11 and 29. These subseries 13, 14, 15, 6, 11 and 29 correspond to 1 st detail of Q(t-1), 2 nd detail of Q(t-1), 3 rd detail of Q(t-1), 2 nd approximation of P(t-1) and 2 nd approximation of Q(t-3) respectively. Both approaches have their own scientific base. So it is essential to use each set of suggested inputs in turn, during the modelling phase, so as to assess the credibility of these two approaches.
Modelling for Comparison of Silhouette and CrossCorrelation Approaches
To find the reliability of the decomposed sub-series inputs selected by the cross-correlation method and silhouette values, modelling using hybrid forms of both LLR and ANN models with wavelet decomposes subseries as inputs (W-LLR and NW models) was performed. Table 2 shows the modelled results up to cluster 6 and indicates that any combination lesser than PCA suggested combination producing better results.
In the case of 2-clusters the inputs suggested by crosscorrelation performed better than those based on the Silhouette value. In most cases the ANN models performed better or equally well than the LLR model. One should note from Table  2 that in the case of 4-clusters the models performance was quite low (even lower than 3-cluster and 2-clusters) in both the models because both the Silhouette value approach and the correlation approach failed to select proper and influential inputs. There was no detailed information from the runoff data in any of the input combinations suggested by the two approaches for 4-clusters. The 6-cluster with six inputs showed better performance than all other cases. The Silhouette value based approach succeeded to select major detail inputs like 13 (1 st detail of Q(t-1)), 14 (2 nd detail Q(t-1)), and 15 (3 rd detail of Q (t-1)) in both 5-cluster and 6-cluster analysis. But the crosscorrelation method failed to choose the inputs which account for sudden variations in the data spectrum. The comparison of cross correlation and Silhouette value based selection shows that in most cases the model inputs selected by Silhouette value performed better. However, in the case of 2-cluster and 4-cluster the performance of inputs selected by cross correlation outperformed that selected by Silhouette value. Even though the approach explained is in the context of selection of wavelet decomposed sub series, it could be used effectively in modelling cases where numbers of data series are available as inputs. The variation of modelled outputs (in terms of CORR) in training and validation phase using inputs obtained from different inputs (up to 12 clusters) are shown in Figure 7 (a) and Figure 7 (b). Figure 7(a) shows the modelled variations obtained from NW model based on inputs suggested by silhouette values and cross correlation analysis; whereas corresponding variations during training and validation phase of W-LLR model is given in Figure 7 (b). The statistical indices were declining with further increase in input space in both training and validation phase. In the case of W-LLR model (using inputs obtained from silhouette values), there was sudden deterioration in statistical indices and CORR value in the validation phase when the input space increase above 7. A similar, though smaller, trend was observed in the case of W-LLR model when using inputs obtained from the cross correlation analysis.
Model Comparison with Traditional LLR and ANNs
The study has made a comparison of the hybrid LLR and ANN with wavelet decomposed inputs with traditional LLR and ANN with the unaltered antecedent information [i.e. three Sub-series 1-6 denotes 1st 2nd and 3rd details series and 1st 2nd 3rd approximation series of P(t), Sub-series 7-12 denotes 1st 2nd and 3rd details series and 1st 2nd 3rd approximation series of P(t-1), Sub-series 13-18 denotes 1st 2nd and 3rd details series and 1st 2nd 3rd approximation series of Q(t-1), Sub-series 19-24 denotes 1st 2nd and 3rd details series and 1st 2nd 3rd approximation series of Q(t-2), Sub-series 25-30 denotes 1st 2nd and 3rd details series and 1st 2nd 3rd approximation series of Q(t-3) Figure 6 . The cross-correlation analysis results on the clusters of wavelet decomposed daily rainfall runoff sub-series at the Brue catchment. (t-2) , and Q (t-3)), one step antecedent rainfall (P(t-1)) and current rainfall information (P(t))]. The analysis results are shown in Table 3 in terms of different statistical indices. The performances of these models are presented in Table  3 Figures10 (a) and (b) . From the MBE value one can deduce that incorporation of wavelets has added more bias to the prediction during both training and validation phase.
In Table 3 , we have also presented the results from another modelling scheme, in which model inputs are reconstructed series constituted from sub-series excluding ineffective components. We identified sub-series with cross correlations of less than 0.1 as ineffective subseries. It can be seen from the (Table 3) . It should be also mentioned that, although the performance of both hybrid models is satisfactory with reconstructed input series, better statistical indices are associated with Silhouette [i.e. PCA + cluster] based modelling scheme. The results indicated that the selected subseries by [PCA + cluster] method improved the modelling performance in comparison to traditional models and hybrid models with reconstructed inputs. However, showed better performance by the NW model than the LLR model when using all available decomposed sub-series. But in this study, when the number of sub-series is lesser and representative, both LLR and its hybrid form have shown better performance than ANN and NW for all three modelling schemes shown in Table 3 . The modelling and training time were less in this study when we used six effective subseries. This comparative study has once again confirmed that the wavelet decomposing would help model performance with less complexity if one could select effective subseries intelligently using suitable approaches.
A novel 'PCA conjunctive clustering analysis input variable pre-processing method' is explored and, subsequently, we have experimented its effect on the wavelet based hybrid LLR and the neural network models. The modelling results have shown that the proposed method provides more accurate performance on daily simulation in comparison to the input selection by cross correlation. Even though the present study is to identify better sub-series for modelling, this approach has wider implycations in selecting suitable input time series in en- vironmental modelling scenarios with numerous input-spaces. In such cases PCA method reduces the number of input variables without fully eliminating them, then K-means clustering approach can identify the suitable input series for modelling with help of Silhouette plot. Albeit, in this particular case study, the input variables for pre-processing/selection by means of PCA and k-means clustering techniques gave better simula- tion for two data based approaches, the performance may be different depending on number of inputs, training data length (Han et al., 2007) . The cross-correlation method is a linear approach and is unlikely to be very useful for nonlinear systems. In this study, we have used the first 1056 data points in the training data but the result could be different for a different set of data for training (e.g., last or somewhere in the middle). PCA is a versatile linear transformation tool as it is completely reversible to generate the actual data from principal components. Just a word of caution even though the PCA clustering combination is suitable for better inputs selection, the modeller needs to be aware that the PCA will not properly deal with data lying on nonlinear manifolds. One of the major disadvantages of this input selection approach is that, in some cases, the PCA could not capture even simplest invariance unless the training data explicitly provides this information. This may cause unpredictable results. Brosse et al. (2001) noted that the PCA provided irrelevant ecological input information for some of their cases because of underlined linear principles in the PCA methods. The relationships between environmental variables are highly nonlinear so modellers should be cautious while using the PCA in environmental modelling. We reduced the input dimension from 30 to 6, achieving a 90% cumulative variance. Due to negative impacts of PCA method, there is a possible chance of compromise between the computation and accuracy in a given modelling technique.
Conclusions
Due to availability of better computational facilities, it is a general practice in neural network based modelling to assume that having more information or datasets is always better than having less. This study aimed to highlight the problem of selecting the redundant input variables for a prediction model. The study proposed a new approach which combined the PCA and cluster analysis to select parsimonious sets of inputs for prediction models. This approach was established to choose effective wavelet sub-series that could be used for hybrid rainfall runoff modelling. The main advantage of the proposed approach is that it gives an idea about how many, or the proportion of, redundant inputs that exist in the whole available input pool with the help of PCA. The study has identified that 6 of 60 sub-series can provide more than 90% of the information inherent in the system. The K-means clustering with the help of silhouette value identified the best and useful subseries from the input space. This approach has provided guidelines to modellers on the number of decomposition resolution levels to be adopted in each input series in wavelet hybrid modelling. The comparison with traditional cross-correlation approach has shown that the inputs selected by both the proposed approaches have only 40% similarity. The extensive modelling with selected subseries with both approaches has confirmed the advantage of the silhouette value in identifying the effective input in a natural cluster. What is an acceptable level of variance explained by the model? This question remains as a pivotal problem in PCA based data reduction procedures which decide the number of principal components we consider for case studies. We acknowledge that limiting the total variance value to 90% could be considered as a drawback of principal component analysis in this study. Nevertheless, this method is observed useful to identify effective inputs if the modelling problem constrained by large number of linear and nonlinear inputs with hidden redundancy.
Even though the study deals with the subseries selection in hybrid modelling, the precise input identification capability of this approach makes it viable for input selection in largescale hydrological time series modelling problems. The authors urge further research on this approach including controlled experiments with different data sets (e.g., MOPEX dataset) and comparisons to alternate input selection methodologies such as entropy and mutual information.
