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Abstract 
We consider a modification of the classical flow shop problem with infinite buffer capacities. 
The processing times on various machines are variable: the more one delays the beginning of an 
operation, the longer is its processing time. There are many industrial applications for this 
model, for instance in the planning of machine maintenance or service and in steel production 
where the material will cool during the waiting periods and has to be reheated for the 
subsequent process. The problem turns out to be already NP-hard in the strong sense for two 
processors, and in general the optimal schedule is not a permutation schedule. In the literature, 
a restricted problem is considered where one wants to determine the optimal release times for 
the jobs, once their order is given. We shall solve this m-machine flow shop problem by a greedy 
placement algorithm. For the two-machine case, where also the optimal order of the jobs has to 
be determined, several approximate solution methods are analyzed. 
Keywords: Flow shop scheduling; Makespan minimization; Variable processing times; Greedy 
algorithm 
1. Introduction 
We are interested in scheduling problems with variable processing times. An 
extensive literature exists for the one-machine case [l, 8, 163. There the processing 
times are linear or nonlinear functions that increase, because of job deterioration, with 
the length of time, elapsed since the release into the system. In [S], a parallel machine 
system is considered, where the processing times depend on the number of jobs in 
operation. This model has been formulated in [ 151, in a broader context, as a schedul- 
ing problem with an additional continuous resource. 
As far as dedicated machines are concerned, several articles study resource- 
dependent processing times [4,10,1 l-131; an overview can also be found in the books 
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[2, 3, Chapter 71. The variant of the classical flow shop problem, to be considered in 
this article, is an extension of [6] and has originally been introduced in [17] and was 
continued by Wagneur and Sriskandarajah [l&20]. The processing times of the jobs 
on the various machines are also state-dependent, but their durations depend on the 
length of time the jobs spend in the system. The processing times increase with an 
increase of these waiting times. Many industrial applications are mentioned for this 
model, for instance in the planning of machine maintenance or service, in the 
production of steel, in the plastic molding industry and in chemical or pharmaceutical 
industries. 
Wagneur and Sriskandarajah report complexity results in [18] that show similarit- 
ies to the resource-constrained models [4, 12, 131. They propose heuristics, including 
Johnson’s method [14] and Gilmore and Gomory’s algorithm for the no-wait case 
[7]. In [19], they analyze the two-machine problem and provide a generalization to 
m machines in [20]. Their main approach is to determine, for a given job sequence, an 
optimal control vector, specifying the job release times. 
The two-machine model is described in detail in Section 2. Instead of concentrating 
on the control vector, we shall define in Section 3 an equivalent problem which gives 
an easier access to the optimal schedule and greatly facilitates the calculations. Based 
on this insight, new heuristics are proposed and numerical results are given in Section 
4. We then present in Section 5 two different m-machine models for which the 
fixed-sequence problem is solved by a greedy placement algorithm. 
2. Two-machine flow shop model 
We describe this particular type of two-machine flow shop model from [19]. There 
are two basic sets: the set of machines (or processors) A4 = {M,, M2} and the set of 
n tasks (or jobs) T = { T1, T2, . . . , T,). Each task Tj is a sequence of two operations 
T,j, T,j to be processed in this order in nonoverlapping time intervals on machines 
Ml, Mz. 
The processing time for task Tj is state dependent. Let rj be the release time of 
Tj into the shop. Then the first operation T,j is carried out on machine M1 without 
delay. Its processing time is constant and equal to tij for all j = 1, 2, . . . ,n. The 
duration of the other operation T,j depends on its starting time on machine M2 (Fig. 1). 
More precisely, if d,j is the time difference between the termination of T,j and the 
start of T,j, the duration of T,j is of the form 
tzj + G,j (dzj); j = 1, 2, . . . ,n 
where G,j is a nondecreasing continuous function of A,j; A,j 2 0; with G,j(O) = 0. 
We may distinguish the following special cases: 
(a) the linear case: Gzj(AZj) = g2j A,j where all g2j are nonnegative constants; 
(b) the uniform case: linear and all gzj = g. 
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Fig. 1. Placement and processing times of a task Tj. 
There is a slightly different interpretation. Let us consider the total time in-process 
52,j of Tj since its release time rj, before beginning the execution of TZj One may also 
define the processing time of Tzj as function of fiZj. Both standpoints are of course 
equivalent since Qzj = rrj + Azj and trj is constant. However, these two versions give 
rise to different m-machine models which shall be analyzed in Section 5. 
Consider a feasible schedule S and let Cj denote the completion time of task Tj, 
which is meant to be the finishing time of the last operation T,j on machine Mz. Let S’ 
be a further schedule with completion times c>. Then a performance criterion R(cI, 
c2, . . . , c,) is called regular if R is a nondecreasing function of the completion times, i.e. 
R(cI, c2, . . . ,c,) G R(c;, c;, . . . , ch) whenever Cj 6 c> for all j. We shall be concerned 
not only with the schedule length or makespan R = C,,, = max {Cj}, but also with 
other regular criteria, for instance lateness I,,,, and tardiness T,,,. 
We want to consider permutation schedules, for which the order of the operations is 
the same on the two machines. This leads to the following problems: 
Restricted Problem (P,). For a gioen permutation rt, find an optimal placement or 
permutation schedule S, of the tasks in the given order TZfl), Tn(z,, . . . , T,(,r on the two 
machines so that the regular performance criterion R is minimized. 
Problem (P). Find the optimal permutation n*, i.e. the corresponding schedule S,* yields 
the absolute minimum of the performance criterion R. 
Let us focus on the C,,, criterion. The classical two-machine flow shop problem is 
solved in O(n log n) time by Johnson’s algorithm [14]. Flow shop problems with 
state-dependent processing times are much harder. The following interesting results 
have been established in [18, 191. Already for m = 2 machines, the optimal schedule is 
not necessarily a permutation schedule. Finding the optimal permutation schedule in 
the two-machine case is NP-hard in the strong sense. This is already true for the 
simplest case, the uniform case and g = 1. The NP-hardness proof is established by 
a reduction from the Numerical-Matching-with-Target-Sums problem [lS]. It should 
be noted that there are similarities to resource constrained two-machine flow shop 
problems [3, 12, 13). There the processing times are of the form t.j = b.j - a.j U.j, 
where a.j and b.j are constant and U.j is the amount of resource allocated to 
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operation T.) Also for this case, it was proved that the problem is NP-hard, even for 
identical values a.j on one of the machines and constant processing time on the other. 
The same type of flow shop problem with general resource-dependent processing 
times is considered in [4], apparently unaware of this related literature. Also there it is 
shown that the two-machine case is NP-hard in the strong sense (reduction from 
3-Partition). 
Consequently, one can solve problem (P) only approximately by heuristic methods. 
Let us turn to the restricted problem (P,). In order to understand the degree of 
difficulty of this problem, let us consider the following example. Suppose there are two 
machines and the tasks T1, TZ, . . . , Tj_ 1 have already been completed. Machine 
M1 is available for the processing of the next job Tj at time u1 and machine Mz at 
instant u2 = u1 + 2. Assume for Tj the processing times tlj = 1 and tzj = 1 + Azi. 
Fig. 2 displays some of the (infinitely) many placements that have to be considered. 
One can recognize that the completion times of Tj on the two machines how an 
inverse behavior. The no-wait configuration makes machine Mz available at the 
earliest possible time but is the latest on Ml, whereas the earliest completion time on 
Ml yields the latest completion time on Mz. Obviously, the best overall placement 
heavily depends on the lengths of all succeeding tasks on Ml and Mz. 
It appears that the restricted problem is nontrivial. For the placement of each task, 
one has to determine the best compromise between the earliest release time on Ml and 
the latest which is the no-wait position. In all cases, the second operation on machine 
Mz follows as early as possible. Nothing is to be gained by inserting extra idle time on 
the second machine. The article [19] is devoted to the two-machine linear case. 
Ml 
M2 
Ml 
M2 
Ml 
M2 
Ill u1+2 
llMlllll idle Tj 1 
I I I 
lllllllllllillllllllllll////////////////N/ Tj 
u2 U2+’ 
ill q+1.5 
llllllllll idle Tj 
i I 
l/llllllllllllllllllllllllllllllllll~lll Tj 
u2 u2+1.5 
pyjyy-12 
lllllllllllllllllllllllllllllllllllllll 
u2 
no-wait 
intermediate position 
earliest placement 
Fig. 2. Some placements for Tj. 
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A rather complicated theory is presented in order to calculate the optimal release 
times on Mi or the so-called optimal control vector y = (~1, yz, . . . , y,). Here y1 = 0 
and ;‘j is the time interval between operations Ti, j- 1 and Tij (j = 2,3,. . . , n) on MI . 
It is shown that “/j = max{O, fij> where /?j satisfies the recursion flj = tz,j-1 - tlj 
-(yj+ 1))’ max(0, -flj+ij with /$,=fz.n-i -rl,,. 
3. Reverse problem 
We shall define a related flow shop problem with variable processing times, which 
we call the reverse problem (RP). In order to avoid any confusion, a different notation 
will be used. Let us consider the set of processors P = {PI, P2} and a set of jobs 
J = {Ji,&, . . . , J,,}. Job Jj consists of the sequence of operations Jij, J,j to be executed 
on PI, P,. In this model, the processing time on the last machine P2 is constant for all 
i and equal to pzj The processing time on processor PI is getting longer if one wants 
to execute the following operation at a later instant: if 6ij is the delay from the 
completion of J,j to the start of J,j, the processing time of J,j on Pi is given by 
/llj + F,j (81,); j = 1, 2,. . . , n 
where Fij is a nondecreasing continuous function in 6ij; 6ij > 0; and Fij(O) = 0 
(compare Fig. 3). For the linear case, we set pij +fij S,j, where allfij are nonnegative 
constants. 
There is an obvious relationship between the problems (P) and (RP). If one reads 
a feasible schedule for (P) from “right to left” and from the “last to the first” machine, 
one obtains a feasible schedule for (RP) of equal length. Let us, therefore, define 
a one-to-one correspondance r that maps a feasible solution S of (P) to a feasible 
solution r(S) = RS of (RP) as follows (compare Figs. 1 and 3): 
WI 
W) 
V3) 
Set PI = M2 and P2 = Ml; Plj = fzj and p2j = tij; Fij (Sij) = G,j(d,j) 
Reverse the order: if S belongs to the permutation X(S) = (z(l), 71(2), . .. , n(n)), 
then RS belongs to the permutation n(RS) = (n(n), x(n - l), . . . , n(l)) 
Reverse the time scale: replace [0, C,,,(S)] with [C,,,(RS), 01. 
The mapping r is one-to-one and one may define the inverse operator in the 
obvious way. Since the corresponding schedule lengths C,,,(S) and C,,,(RS), with 
Fig. 3. Reverse model. 
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(1) no-wait ($2 = 0) (2) intermediate ($2 = l/4) (3) earliest (612 = l/2) 
Fig. 4. Optimal schedules for n = (1, 2). 
T(S) = RS, are the same, the optimal values also have to be equal. Thus the two 
problems (P) and (RP) are equivalent as far as the C,,, criterion is concerned. This, 
however, does not extend to an arbitrary regular performance measure. The operator 
r interchanges for instance “earliness” with “lateness” of an operation. 
Let us consider the problem (RP) with respect o a regular measure R. Again, we 
introduce a restricted problem (RP,), x a given permutation, and are interested to 
release the operations optimally in this order. The advantage of analyzing the problem 
(RP) instead of(P) will soon become apparent. Let us first look at the following small 
example: m = n = 2; pi 1 = pzl = ~22 = 2, pi2 = 1; Flj(6rj) = 1 .6,j and R = C,,, . 
There are many optimal placements for the job order Ji, JZ (Fig. 4). One can make the 
following important observation. The configuration (3), of Fig. 4, which is the earliest 
possible placement for job J2 on the first processor, also yields the earliest completion 
time, although the actual machine processing time is the longest. 
Let us consider the restricted problem (RP,), n a given permutation. We define the 
following greedy placement algorithm, assuming for simplicity that rc = (1, 2, . . , n): 
Earliest-placement algorithm 
(1) Place Jil on Pi and JZ1 on P2 in immediate succession without delay with 
processing times pi 1 and p2r. 
(2) Suppose that Jj_1; j 2 2; has already been placed and let processor Pi be 
available at time ui to process the next job J? Start Jrj on P, at time ul. If 
plj > u2 - ul, the duration of Jij is equal to prj. In this case, start J,j at time 
(plj + ui) without delay. Otherwise, J,j is completed before time u2 and its duration 
prj + Frj(Sij) is computed 
(i) by solving the implicit equation pij + Fij(6rj) + 6ij = ~2 - ~1 for 6ij; or 
(ii) by setting 6,j = (u2 - u1 - plj)/(fij + 1) for the linear case where 
Flj(sIj) =fij 61j. 
Theorem 1. Let R be any regular performance criterion. Then the earliest-placement 
algorithmjinds an optimal permutation schedulefor the restricted reverse problem (RP,). 
Proof. If p1 j 2 u2 - u1 and we start at u1 and place the job Jj in no-wait fashion, then 
both processors are again available for the next job earlier or at the same time than for 
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any other feasible placement. If plj < u 2 - ul, consider also the no-wait case, starting 
Jzj at u2. We want to start operation J,j earlier. An increase of 6ij from zero (i.e. 
no-wait) to the left will also result in an increase of F,,. We have assumed the 
continuity of F,j. Therefore, the maximal delay 6,j, which corresponds to the earliest 
completion time, is obtained by starting Jij at time ul. The processing time is to be 
computed as indicated in (i) and (ii). Again, both processors do not terminate their 
execution later than in any other feasible placement. 
The optimal solution, described in the theorem, for the example in Fig. 4 is given by 
schedule (3). Note that Theorem 1 is also valid for all regular performance criteria that 
are nondecreasing functions in the completion times of all operations (Jij and Jzj). As 
explained earlier, the restricted problem (Pn) with the schedule length C,,, as perfor- 
mance measure is, therefore, easily solved: We consider the reverse problem (RP,), 
where (I is the reversed permutation rt, and apply the greedy placement algorithm to 
obtain the optimal schedule RS for the order 0. The corresponding schedule S = r - 1 
(RS) is then the solution for (P,). 
4. Heuristics for the two-processor problem 
It remains the problem to determine the best permutation rc, which is a difficult 
problem for ?7t > 2 processors, as pointed out earlier. We want to describe some 
heuristics for the uniform 2-processor case, where the processing times are of the form 
Plj +fhij and pzj. As in [18], we include Johnson’s algorithm and Gilmore and 
Gomory’s algorithm. Note that, once the permutation is known, the placement 
algorithm finds the optimal C,,, in linear time O(n). 
Heuristic HI: The sequence of jobs x is given by Johnson’s well-known method [14] 
which is optimal for f = 0. The time complexity is 0 (n log n). 
Heuristic H,: The order rt is the optimal permutation for the no-wait case [7]. The 
complexity is O(n log n), see for instance [9]. 
Heuristic H,: This is a modified version of H2. In [7], Gilmore and Gomory generate 
a cyclic permutation n = (5i, J2, . . . , J,,) of the jobs. Rather than determining the first 
job, as they did, we try out all possible n permutations rrl = n, n2 = (JZ, J3, . . . , J,, J1), 
7c3 = (J3, J4, . . , J,, J1, Jz), etc, and take the best. The complexity increases to O(r?). 
Heuristic H,: For each w from 1 to n, we try to find the best schedule consisting of 
a subset of w jobs. The schedule lengths are computed by using the earliest-placement 
procedure. Since not all subsets of size w can be enumerated, we only generate sets of 
“promising” sequences in the following way: 
Select the first job of the sequence, starting initially with Ji. Generate the sequences 
(51352); (51,53); ... ;(.lI, J,,) and determine their makespans. The next stage is obtained 
by constructing from this list the best sequence of length 3. The sequence with respect 
to the minimal C,,, of the form (5i, ., J2), for instance, is found by adding job J2 to all 
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pairs(J1,J3), . . . ; (J1, J,) of the list, Again, we obtain n sequences (Jr, -, J2); (J1, -, J3); 
. . . ; (51, *, J,,). The method is repeated until n sequences of length n are constructed. 
There are 0(n2) steps required for the transition from one stage to the next. Hence, we 
get the complexity 0(n3) for the n stages. Finally, varying the first job from J1 to J,, 
yields the overall complexity of 0(n4) for this heuristic. 
As in [lS], we test random problems. The processing times are drawn from 
a uniform distribution in the interval [l, 501. We use IZ = 25 jobs and generate 100 
problem instances for each of the selected values8 For each instance, the schedule 
length Ci is determined for the four heuristics Hi; i = 1, 2,3,4. We then calculate the 
relative gap lOO(Ci - C*)/C* to the best solution that has been detected, i.e. 
C* = min{Ci}. The entries in Table l(a) denote the average gap in the 100 runs. 
Table l(b) displays the number of times that particular heuristic performed best among 
the four methods (the frequencies may exceed 100 in case of multiple minimal values). 
Johnson’s method behaves best for very small valuesf 6 0.0005 (approximately) 
and deteriorates quickly with increasing values of f: The slower procedure H4 gives 
the overall smallest relative gap in the interval 0.001 6 f < 0.05, although this 
heuristic only “hits” the best solution in 4147% of the cases (compared to 69-72% 
for H3 which is however slightly more fluctuating). Forf 2 0.1, heuristic H3 performs 
best and dominates HZ. 
The problem of finding the optimal permutation is NP-hard. Therefore, the optimal 
makespan C,,, is not accessible. The true relative gap is larger than the values given in 
Table 1 since we have the inequality 
lOO(Ci - C*)/C* < 
Table 1 
Performance of the heuristics 
f 
Gap to the best solution 
HI H2 H3 H4 
frequency of the best solution 
HI Hz H3 b 
0.0001 0.0119 0.3131 0.1554 0.0975 51 61 67 36 
0.001 0.1253 0.2949 0.1376 0.0784 47 62 69 43 
0.005 0.6737 0.2746 0.1193 0.0683 36 65 72 46 
0.01 1.4177 0.2665 0.1133 0.0697 30 66 74 47 
0.05 6.8305 0.2695 0.1270 0.1210 11 63 72 41 
0.1 11.0109 0.2654 0.1508 0.2094 2 63 72 35 
0.2 14.8144 0.2652 0.1947 0.2869 0 65 74 29 
0.3 16.2651 0.243 1 0.2003 0.3543 0 65 73 27 
0.4 16.9199 0.2143 0.1813 0.3884 0 69 77 23 
0.5 17.2476 0.1888 0.1607 0.4249 0 68 75 25 
1.0 17.7645 0.1288 0.1159 0.5435 0 74 79 21 
2.0 17.8738 0.0450 0.0353 0.7006 0 80 88 12 
5.0 17.9618 0.0064 0.0020 0.8164 0 87 98 2 
10.0 18.0136 0.0029 0.0000 0.8675 0 94 100 0 
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Table 2 
Overestimation of the gap to the optimal solution 
.f HI H2 H3 H4 
0.000 1 0.0257 0.3270 0.1693 0.1114 
0.00 1 0.1603 0.3300 0.1728 0.1135 
0.005 0.7428 0.3434 0.1879 0.1372 
0.01 1.5141 0.3614 0.2080 0.1643 
0.05 7.0719 0.4916 0.3489 0.3523 
0.1 11.4131 0.6217 0.5066 0.5654 
0.2 15.4597 0.8187 0.7478 0.8402 
0.3 17.1192 0.9674 0.9242 1.0787 
0.4 17.9621 1.0944 1.0610 1.2689 
0.5 18.4432 1.1958 1.1674 1.4325 
1.0 19.4065 1.5084 1.4907 1.9258 
2.0 19.9363 1.7809 1.7711 2.4445 
5.0 20.3849 2.0471 2.0425 2.8706 
10.0 20.5887 2.1721 2.1691 3.0528 
In order to obtain an error interval for the true gap, one needs a lower bound for the 
optimal makespan C,,,. Following [18], such a lower bound L is given by the 
expression 
L = max {(min tlj ) + C t2j; 1 tlj + (min tzj)}. 
We then overestimate the real relative gap as follows 
In Table 2, these gaps based on the lower bound L are listed for the same random 
problems of Table 1. The results show that, in all cases, the computed gap to the 
optimal solution does not exceed 2.2% for the best heuristic. 
5. General m-machine flow shop models 
We have the set of m machines (or processors) M = {Ml, M2, . . . , M,} and the set 
of n tasks (or jobs) T = { T1, TZ, . . . , T,). Each task Tj is a sequence of operations T,j, 
Tzj, . . . , T,j to be processed in this order in nonoverlapping time intervals on 
machines M ], MZ, . . , M,. The processing time of the first operation T,j, released on 
machine Ml at time rj, is constant and equal to tlj for allj = 1,2, . . . , n. The durations 
of all other operations T,j, T3j, . . . , T,j on machines Mz, MS, . . . , M, are state 
dependent: the more one delays the next operation Tij on machine Mi after the 
completion of Ti_ l,j on MC-1 (i = 2, 3, . . . ,m) the longer is its processing time. As 
pointed out in Section 2, there are two different ways of defining these variable 
processing times: either we relate the time to the waiting period between operations or 
to the total time in-process. 
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Ml ‘lj 
M2 I t2j + G$A$ 
M3 j I t3j + G3j(A3j) 
A2j A3j 
Fig. 5. Waiting-time model (Pl). 
5.1. The waiting-time model (Pl) 
In this case, we consider for instance a sequence of maintenance operations that 
have to be carried out. The state of the facility is deteriorating with time. If one 
increases the time delay, elapsed since the preceding operation, the more service time 
is required for the following maintenance task. More precisely, if dij is the time 
difference between the termination of Ti_ 1, j and the start of Tij, then the duration of 
Tij is of the form 
tij + Gij (Aij); i = 2, 3, . . . , m and j = 1, 2, . . . , n 
where Gij is a nondecreasing continuous function of d<j; Aij > 0; with Gij(O) = 0. 
Fig. 5 displays the durations of a typical 3-operation task T) We distinguish the 
following special cases: 
(a) the linear case: Gij(Aij) = gij Aij where all gij are nonnegative constants; 
(b) the uniform case: linear and all gij = g. 
5.2. In-process-time model (P2) 
This model has been proposed in [20] with applications in the plastic molding 
industry and in steel production, where molten steel undergoes a series of operations. 
The molten steel is cooling off with time and more processing time is necessary for the 
various operations. 
The problem may be defined as follows: There is no penalty for the processing if the 
operations are released without delay in no-wait form. In this case, we get the constant 
intrinsic processing times tij for operation Tij. In general, if 52, is the total time elapsed 
from the release time rj to the start of Tij, then the duration of Tij is of the form 
tij + Kij (52ij); i = 2, 3, . . , m and j = 1, 2, , n 
where Kij is a nondecreasing continuous function of 5213; Qij > tlj + tzj + ... + 
ti- 1, j; with Kij (t,j + t2j + ... + ti- 1, j) = 0. See Fig. 6. For the linear model, we set 
Kij(Qij) = kij(52ij - tlj - tzj - ... ti- l,j), where all kij are nonnegative constants. 
As in Section 3, we use for the solution approach the reverse models of (Pl) 
and (P2). Let us consider a set of processors P = {PI, Pz, . . . , P,} and a set of 
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release r’J 
Fig. 6. In-process-time model (PZ). 
jobs J = {Ji, Jz, . . . , J,,}. Job Jj is a sequence of operations J,j, Jzj, . . . , Jmj to be 
executed on Pr, Pz, . . . , P,. In this model, the processing time on the last machine 
P, is constant for all j and equal to Pmj. The processing times on processors Pi, 
P 2, ... 3 P,_ 1 are state dependent. 
5.3. Reverse model (RPl) of(P1) 
The duration on Pi (i = 1, 2, . . . , m - 1) gets longer if one wants to execute the 
following operation at a later instant: if 6ij is the delay from the completion Of Jij to the 
start of Ji+l.j, then the processing time of Jij on Pi is given by 
Pij + Fij (Sij); i = 1, 2, . . . , m - 1 and j = 1, 2, . . . ,IZ 
where Fij is a nondecreasing continuous function in 6ij; 6ij > 0; and Fij(O) = 0 
(compare Fig. 7). For the linear case, we set Fij(bij) =fij 6ij, where all fij are non- 
negative constants. 
5.4. Reverse model (RP2) of (P2) 
The duration of Jij on Pi (i = 1, 2, . . . , m - 1) is depending on the completion time 
Cj of job Jj: again, we have intrinsic processing times Pij for operations Jij that 
correspond to the no-wait case. In general, if Oij is the delay from the finishing time of 
Jij to the completion time cj, then the processing time of Jij on Pi is given by 
Pij + Hij(oij); i = 1, 2, . . ,m - 1 and j = 1, 2, . . . , n 
where Hij is a nondecreasing continuous function in Oij; Oij > Pi+ 1, j + pi+z, j
+ ... +Pmj and Hij(Pit1.j +pi+z,j + ... + p,j) = 0 (compare Fig. 8). For the 
linear case, we set Hij (wij) = hij (wij - pi + 1, j - pi + 2, j - . . - p,j), where all hij are 
nonnegative constants 
By construction, a feasible schedule for (Pv); u = 1, 2; read from “right to left” and 
from the “last to the first” machine, yields a feasible schedule for (RPu) of equal length. 
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p3 
Plj + Flj(slj) 
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Fig. 7. Reverse model (RPl). 
Pl plj + Hlj(@lj) 
P2 P2j +H2j(%j) 
P3 p3i 
completion Cj 
Fig. 8. Reverse model (RP2). 
The one-to-one correspondance r that maps a feasible solution S of (Pu) to a feasible 
solution T(S) = RS of (RPu) is to be defined as follows: we retain the rules (r2) and 
(r3) and replace (rl) with 
(rll) for model II=11 Set Pi=M,+l_i; pij=t,+l-i,j; Fij(Sij)=G,+l-i,j 
(A ). m+l-i,j, 
(r12) for model ~~21 Set Pi=M,+l_i; pij=tm+l-i,j; Hij(Oij)=K,+l-i,j 
(Q .). m+1-i.J ) 
Obviously, we have the following property. 
Theorem 2. Let the schedule length C,,, be the performance criterion and let (Pv) and 
(RPv); v = 1 or 2; be a pair of corresponding problems. Then a schedule S is optimalfor 
(Pv) ift and only if, the schedule T(S) = RS is optimal for the reverse problem (RPv). 
Consider an arbitrary feasible schedule RS. The key to the characterization of 
optimal placements is to analyze the machine idle times. Suppose I is an interval of 
idle time on processor Pi followed (immediately) by the operation Ji> Consider the 
pair (I, Jij). If i = 1, I is called nonessentiaz with respect o Jip For i > 1, let I start at 
time u and Jij at time sij. Moreover, let the preceding operation Ji_ l,j terminate at 
timeci-i,j. The flow shop model requires that ci- l,j < sijIfci_1,j = sij,theidletime 
I is imposed by the precedence Ji _ 1, j + Jij and is therefore defined as essential for 
Jij (Fig. 9(a)). In the case that u > Ci_ 1, j, the idle time I is called nonessential for Jij 
pi-l 
pi 
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a) essential idle time 
ci-l,j ci- 1 j 
U %j U %j 
b) nonessential idle time 
Fig. 9. Idle times. 
Finally, if u < Ci~ 1, j, we define the subinterval [ci_ 1, j,, sij] c I as nonessential for 
Jij (Fig. 9(b)). This classifies all pairs (I, Jij). The remaining intervals of idle time, at the 
end of the schedule, which are not followed by any further operation, are also 
considered to be essential 
Theorem 3. Let R be any regular performance criterion. Then there exists an optimal 
permutation schedulefor the reverse problems [RPl] and [RP2] for which all intervals 
of idle time are essential. 
Proof. We shall establish a left-shift principle. 
Let us consider first the model (RPl). Let RS be a feasible schedule and let 2 denote 
a nonessential interval of idle time. Suppose I is located on processor Pi, starting at 
instant u and terminating with the beginning of operation Jij (Fig. 10). 
We want to start operation Jij earlier, thus reducing interval I. An increase of 6ij to 
the left will also result in an increase of Fij. Using the continuity of Fij, the maximal 
delay 6ij, which corresponds to the earliest completion time, is obtained by starting 
Jij at time u. The processing time is computed by solving the implicit equation (see 
Fig. 10 for the definition of 6): 
(i) pij + Fij (Sij) + 6ij = 6. 
One has for the linear case: pij + Sij(fij + 1) = 6. Hence the duration of Jij is equal to 
(ii) pij +fij 6ij where 6ij = (6 - pij)/(fij + 1). 
Let us consider the global effect of this left-shif operation to u. By construction, the 
completion time of Jij is earlier than before. If 1 < i < m, all subsequent operations 
Ji+l,j>Ji+2, j3 ... > are nonaffected. Operation Ji 1, j keeps the same starting time, but 
its processing time is shortened since the delay to the next operation Jij is reduced by 
the length of I (note that in this case idle time is created on processor Pi- 1). The 
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Fig. 10. Interval I of nonessential idle time, model (RPl). 
Fig. 11. Interval I of nonessential idle time, model (RP2). 
preceding operations Ji_2, j, Ji_ 3, j, . . . are not affected. For i = 1, only the comple- 
tion time of Jij is earlier. If i = m, operations J,_ r, j and J,j are terminated at an 
earlier instant. Therefore, after application of left-shift to u and adjustment of Jj as 
indicated, a feasibe schedule is obtained for which all operations on all machines 
terminate either at the same time or earlier. We can apply left-&if repeatedly to any 
remaining interval of nonessential idle time. The resulting schedule is at least as good 
as before with respect o any regular criterion. 
Let us turn to model (RP2), with the situation displayed in Fig. 11, where I is 
nonessential for Jij Again, increasing wij to the left will also increase continuously the 
processing time of Jij (i # m). The maximal value of Oij is obtained by starting Jij at 
time U. The actual processing time is computed by solving the equation 
pij + Hij (W(j) + Oij = Cj - ZJ for Oij. For the linear case, we obtain the following: 
Oij = [Cj - U - pij + hij(Pi+l, j + pi+z,j + ... + Pmj)]/‘( 1 + hij). The result is a feasible 
schedule for which the operation Jij terminates earlier on processor Pi than before. No 
other changes have occurred. If the idle time I occurs on P,, we also shift operation 
Jmj to U, thus reducing c+ Therefore, all wij and consequently all processing times on Pi; 
i = 1,2, . . . , m - 1; decrease. Hence, the new schedules in all cases are at least as good 
as before and all intervals of nonessential idle time can be removed in this way. 
The classical flow shop problem is strongly NP-hard for m > 3 machines. We, 
therefore, consider only the restricted problems (RPu,), where the order rc on the 
processors is fixed. It should be mentioned that the related fixed-sequence flow shop 
problem, for which the processing times depend on the resource allocation, still 
remains NP-hard in the strong sense [4]. Note that the theorem is also valid for all 
regular performance criteria that are nondecreasing functions in the completion times 
of all operations (and not only of Jmj). 
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Because of Theorem 3, one optimal schedule is obtained by placing all operations as 
early as possible in the given order, since otherwise, nonessential idle time is gener- 
ated. We can, therefore, derive greedy placement algorithms for the two models. 
5.5. Earliest-placement algorithm for (RPl,) 
The method is a direct extension from Section 3. We may assume, for simplicity, 
that K = (1, 2, . . . ,n). 
(1) Place Jr1 on PI, Jzl on Pz, . ,Jml on P, in immediate succession without 
delay with processing times p1 i, p21, . . . ,~,,,i. 
(2) Suppose that Jj- i;j 3 2; has already been placed and let processor Pi be available 
at time Ui to process the next job Jj Place Jij on Pi; i = 1,2, . . . , m as follows: Start Jrj on 
PI at time ul. If prj > u2 - ul, the duration of J,j is equal to plj Adjust u2 = plj + ur; 
(creating an interval of essential idle time). Otherwise, J,j is completed before time 
u2 and the duration is computed by solving the equation plj + F,j (Slj) + 6,j = u2 - ul. 
For the linear case we have 6,j = (u2 - ur - plj)/ (1 +s~j). 
Set u3 = max{u,, u3} and place J2j on P2 at time u2. The procedure is the same, 
distinguishing p2j 3 u3 - u2 and p2j < u3 - u2, and continuing in the same fashion 
as before for all remaining operations Jij; i < m - 1. The last operation J,j is placed 
directly at the updated time a,,,. 
Let us illustrate the procedure with the 4-machine xample of Fig. 12(a). We specify 
only the first two jobs to explain one typical step of the algorithm. If we had only these 
two jobs to schedule, the no-wait solution in Fig. 12(b) would be optimal. 
Suppose J1 has already been placed and the processors are available at ur = 1; 
u2 = 2; u3 = 4; u4 = 5. The duration of Ji2 is unchanged and equal to p12 = 1.5; u2 is 
adjusted to 2.5. For J22, since p22 = 1 < u 3 - u2 = 1.5, the delay has to be computed: 
&2 = (u3 - u 2 - p,,)/(l +f) = 0.25. The duration of J22 is equal to p22 +f 
fiz2 = 1.25. The placement algorithm terminates as displayed in Fig. 13(a). 
We have to place mn operations. Let us assume that the implicit equations can be 
computed in O(Zmpl) steps. Then the complexity of the placement algorithm is of 
order O(mnZmpl). If the equations can be solved in constant ime, as in the linear case, 
the complexity reduces to O(mn). 
Consider now the second model. In [20], a control vector y is defined that describes 
the optimal release times of the jobs in the given order. This vector satisfies a very 
complicated nonlinear system of recursive equations. Our earliest-placement method 
is slightly different from the previous one and is as follows. 
5.6. Earliest-placement for (RP2,) 
Again, we set 71 = (1, 2, . . . ,n) and place Jll on PI, Jzl on Pz, .., ,Jml on P, in 
immediate succession without delay with processing times pi r, pzl, . . . ,prnl. Suppose 
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Fig. 13. Earliest-placement algorithm. 
that ,I_ 1 ;j > 2; has already been placed and let processor Pi be available at time ui to 
process the next job Jk 
Suppose first that job Jj is placed in no-wait form, starting on PI at time U. Then 
u has to satisfy the inequalities 
Ur < U; U2 6 U +plj; ... ; U, 6 U +plj+pzj+ "' +Pm-l,j. 
Hence, we have to set 
I.4 = max (2.41, U2 - plj, . . ,U, - plj - p2j - ... - Pm_ 1, j}. 
Let this maximum occur for processor P,, where s is chosen minimal. We place 
definitely the operations Jsj, J, + 1, j, . . . , Jmj in no-wait position, starting at u, and thus 
obtaining the completion time cF The other operations are to be placed as early as 
possible: 
J,j starts at ul. Knowing the completion time cj permits to compute wIj from 
plj + Hlj(Olj) + Olj = cj - ~1. We obtain the duration pIj + HIj(~Ij) and update 
the machine availability time u2 = max {uz, u1 + pIj + HIj(~Ij)}. We start Jzj at z+, 
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compute O2j by solving p2j + H,j (Ozj) + O2j = Cj - ~2, adjust ~3 and continue in the 
same way till JS 1. j 
Let us comment the optimal placement of our example in Fig. 13(b). The no-wait 
placement of J2 is displayed in Fig. 12(b). We obtain u = 1.5; s = 3; c2 = 7 placing 
532 and J4? as in Fig. 12(b). The delay is given by o12 = [c2 - ur - pi2 + h 
(p22 + ~32 + ph2)]/(1 + h) = 4.25. Therefore, J12 is of length 1.75 and we adjust 
u2 = 2.75. Finally, we obtain 022 = 3.125 and the duration of J22 is equal to 1.125. 
The calculations of u, s, cj are done in O(m) steps. Again, the total complexity of the 
placement algorithm is O(mnZmpl), reducing to O(mn) in the linear case (which is 
minimal since the input is already of the size mn). 
The model is equivalent to the one in [20]. There the authors derive a Bellman 
principle for the optimal placement. Their solution is obtained in polynomial time, 
provided that the analog to our implicit equation can be computed in polynomial 
time. However, a bound for the polynomial complexity cannot be given. 
6. Concluding remarks 
We have solved the restricted problems (Pl,) and (P2,), rc a given order of the jobs, 
by greedy placement algorithms, considering reverse models. However, our reverse 
problems only work for the makespan. Other techniques are required for lateness and 
tardiness. It is very challenging to design approximate methods for the m-machine 
case (m > 3), since then also the classical flow shop and no-wait flow shop problems 
are NP-hard. We add a final aspect: there may be a possibility to find direct industrial 
applications for which the reverse model applies. In that case, the restricted problem is 
solved by our method for all regular performance measures. 
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