Recently, the robustification of principal component analysis has attracted lots of attention from statisticians, engineers and computer scientists. This work focuses on the type of outliers that are not necessarily apparent in the original observation space but could affect the principal subspace estimation. Based on a mathematical formulation of such transformed outliers, a novel robust orthogonal complement principal component analysis (ROC-PCA) is proposed. The framework combines the popular sparsity-enforcing and low rank regularization techniques to deal with row-wise outliers as well as element-wise outliers. A non-asymptotic oracle inequality guarantees the performance of ROC-PCA in finite samples. To tackle the computational challenges, an efficient algorithm is developed on the basis of Stiefel manifold optimization and iterative thresholding. Furthermore, a batch variant is proposed to significantly reduce the cost in ultra high dimensions. The paper also points out a pitfall of a common practice of SVD reduction in robust PCA. Experiments show the effectiveness and efficiency of ROC-PCA in simulation studies and real data analysis.
Introduction
During the past few years, big data arising in signal processing, genetics, chemometrics, and many other fields pose a dimensionality challenge in statistical computation and analysis. To uncover low-dimensional structures underlying such high-dimensional data, the Principal Component Analysis (PCA) (Hotelling, 1933 ) is one of the most popularly used multivariate dimension reduction tools.
Let X ∈ R n×p be a data matrix with n observations in p-dimensional space. PCA can be characterized by finding a low rank data approximation via solving min B X − B 2 F subject to rank(B) ≤ r. The solution is given by a truncated singular value decomposition (SVD) of X:B = U diag{σ 1 , ..., σ r }V T = XV V T , where V consists of the first r right singular vectors of X with V V T defining the rank-r principal subspace. The squared error loss function is compatible with a Gaussian noise model X = B + E, but is notoriously known to be non-robust and sensitive to atypical observations or the so-called outliers. Outliers typically refer to extreme observations far away from the majority of the data, and occur ubiquitously in real life data applications (Maronna et al. (2006) , Hampel et al. (2011) ). They may seriously affect statistical estimation and inference-in fact, a single outlier can break down the PCA completely and result in a misleading subspace estimate.
The robustification of PCA has been extensively studied in robust statistics, including Rousseeuw and Van Driessen (1999) , Hubert et al. (2005) , Maronna and Yohai (2008) among many others. The recent seminal work by Candès et al. (2011) , Principal Component Pursuit (PCP), has drawn a lot of attention from researchers even beyond the statistics community. PCP decomposes X into a low-rank component B and a sparse gross outlier component S. The recovery of (B, S) can be characterized by min B,S rank(B) + λ S 0 subject to X = B + S, where · 0 denotes the element-wise 0 norm, i.e., the number of all non-zeros. PCP applies a convex relaxation of it to facilitate computation and analysis: min B, S B * + λ S 1 subject to X = B + S,
where · * denotes the matrix nuclear norm (sum of all singular values), and · 1 denotes the element-wise 1 norm (sum of all magnitudes). PCP has various extensions and variants, e.g., Zhou et al. (2010) , Ganesh et al. (2010) , Xu et al. (2010) , Wright et al. (2013) , and has widespread applications in image and video analysis, e.g., Wright et al. (2009) , Peng et al. (2012) , Zhang et al. (2012) . Although PCP can effectively deal with additive outliers in the original observation space, it may fail in the presence of another important type of outliers, the so-called OC outliers, which is the major concern of this work. We emphasize that in robust principal component analysis, the outliers worthy of attention must affect the principal subspace estimation. Figure 1 gives a toy example to illustrate how outliers could interfere with principal subspace identification. In the upper panel, some outlying samples exist in the principal component subspace (PC subspace for short), which we call PC outliers. Interestingly, they do not affect the detection of PC subspace at all. For the purpose of principal subspace estimation, PC outliers are not harmful, and thus, are not the focus of this paper. However, if one only checks the raw (x, y) coordinates in the observed space, these samples might be labeled as outliers. The lower panel shows some atypical samples in the orthogonal complement subspace (OC subspace for short) only, which we call OC outliers. It is the OC outliers that can skew the PC directions. Unfortunately, checking their coordinates in the original space offers little help and may easily identify them as 'good' observations. This may make PCP fail in recovering the genuine PC subspace. Clearly, if one could project the data points onto the ideal OC subspace, such outliers would be easily revealed and detected. This paper proposes a novel robust orthogonal complement principal component analysis (ROC-PCA) to address such OC outliers in principal subspace recovery. In contrast to the existing robust PCA approaches, ROC-PCA explicitly deals with the OC outliers, and aims at simultaneous outlier identification and robust principal subspace recovery. Both row-wise (r-Type) outliers and element-wise (e-Type) outliers are discussed. Our computation algorithm involves Stiefel manifold optimization and allows for all popular sparsity- enforcing penalties to be used. We also establish a non-asymptotic oracle inequality to provide a theoretical guarantee of ROC-PCA from the predictive learning perspective.
The rest of the paper is organized as follows. Section 2 briefly reviews the existing robust PCA methods and models. Section 3 proposes the ROC-PCA and formulates a useful framework to generalize the M -estimators to robust subspace estimation. In Section 4, a class of computational algorithms involving Stiefel manifold optimization and iterative thresholding is proposed. Section 5 theoretically analyzes the performance of ROC-PCA in finite samples. In Section 6, we point out a pitfall of applying a popular SVD reduction in high dimensional robust PCA and propose a batch variant of ROC-PCA for big data computation. Section 7 presents extensive numerical studies using both synthetic data and real data, and compares ROC-PCA with some other popular robust PCA approaches. All technical details are left to the Appendix.
Survey of Robust PCA
The non-robustness issue of PCA has been noticed long before and extensively investigated in robust statistics. See, e.g., Maronna et al. (2006) for a comprehensive introduction. Generally, we classify the robust PCA approaches into five classes: 1) robust covariance matrix based methods; 2) projection based methods; 3) hybrid projection-covariance estimation based methods; 4) spherical/elliptical PCA; 5) low rank matrix approximation based methods. Due to space limitations, we only review some representative works in each class, which gives by no means a complete list of literature on robust PCA.
Robust covariance matrix based methods Robust PCA can be achieved by first finding a robust covariance estimate, and then extracting PC loadings from the eigendecomposition of this matrix. One of the earliest works is Maronna (1976) that considers multivariate M -estimation of location and dispersion with monotone ψ-functions. Using the S-estimator (Davies, 1987) as a scale measurement can gain high breakdown, but it leads to large estimation bias when p is large (Rocke, 1996) . Rousseeuw (1985) proposed the Minimum Volume Ellipsoid (MVE) and Minimum Covariance Determinant (MCD) for robust covariance matrix estimation, where data resampling is effectively used to speed the computation. Given n data points, by repeatedly resampling subsets of size h (n/2 ≤ h < n), an optimal subsample can be obtained according to the MVE or MCD criterion; the sample covariance matrix from this subset is then delivered. Both methods have high breakdown points, but MCD is more efficient, in terms of both computation and statistical estimation (Davies, 1992) . The fast-MCD algorithm (Rousseeuw and Van Driessen, 1999) runs more efficiently, largely owing to a concentration step to keep the cost function value decreasing throughout the iterations.
Some limitations of this class of approaches are as follows. 1) The computational cost is relatively high, especially for large-p data. In our experience, even the fast-MCD becomes computationally intractable when p > 100. 2) The aforementioned methods do not directly apply to data matrices with rank deficiency, such as modern high dimensional datasets with p > n. For example, the determinant of the sample covariance matrix collapses to zero in MCD. 3) They cannot accommodate element-wise outliers. In this scenario, the portion of atypical observation rows can easily go beyond 50%, which contradicts the assumption in subset sampling. 4) Robust subspace estimation and inherent outlier detection cannot be achieved simultaneously. To identify the outliers, a cut-off value has to be chosen, which is not a trivial task. It is also worth mentioning that for the purpose of rank-r PC subspace estimation, estimating the whole covariance matrix (robustly) might be unnecessary.
Projection based methods The second class is projection based, to reduce the multivariate problem to many univariate ones. In general, this class of methods repeatedly conducts rank-1 robust PCA, seeking the direction which maximizes a robust scale measure of the projected data. Usually the data matrix is deflated once a new direction is obtained. Li and Chen (1985) formulated the idea systematically and show some robustness properties of the estimation procedures. Their projection pursuit based algorithm is however computer-intensive. The C-R algorithm (Croux and Ruiz-Gazen, 1996 ) is more computationally attractive in that the search of a new PC direction is restricted to a set of trial directions determined by the data center and every data point. The Q n scale estimator (Rousseeuw and Croux, 1993 ) is recommended to achieve good efficiency and high breakdown (Croux and Ruiz-Gazen, 2005) . Noticing that the C-R algorithm suffers from accumulated round-off errors, Hubert et al. (2002) proposed the RAPCA made up of an SVD reduction step and a reflection step. The SVD reduction is detailed in Section 6-unfortunately, it may have serious issues in high dimensions. The reflection step is a Householder transformation based deflation, conducted each time a new PC direction is found.
Projection based methods bypass the estimation of the whole covariance matrix and can be applied to data matrices with rank deficiency. Most of the methods, such as the C-R algorithm, are sequential and run faster than those in the first class (Croux and RuizGazen, 2005) . On the other hand, they may not meet all application needs. 1) Without the help of SVD reduction (which may be un-trustworthy for large p), they can only be used in moderately high dimensions. Enumerating all 'trial directions', though affordable, may not cover all candidate PC directions in the p-dimensional space. (Indeed, the number of such directions only relies on n no matter how large p is.) 2) The sequentially obtained PC directions may not guarantee joint optimality. (The loss of joint orthogonality is, however, acceptable in many applications). The design of deflation can also be quite ad hoc, see, e.g., Mackey (2008) . 3) Similar to the first class, they can not deal with element-wise outliers.
Hybrid projection-covariance estimation based methods A representative work in this class is the ROBPCA . It is an involved multiple-step procedure. First, perform an SVD reduction to project raw data points onto the observed space of lower dimensionality. Next, find a subset containing h least outlying observations. The outlyingness measure (Stahel, 1981; Donoho, 1982) is projected based; only the directions passing through two data points are sampled (250 times). Then, apply fast-MCD to this h-subset. Finally, to further increase the estimation efficiency, a reweighted covariance matrix is computed based on the mean and covariance estimates from the fast-MCD.
ROBPCA shares the high breakdown property of MCD and shows excellent performance in many of our simulation experiments. Yet it also suffers from some aforementioned drawbacks of projection or robust covariance based methods. For instance, ROBPCA cannot handle element-wise anomalies, the fast-MCD step may not be efficient enough in big data computation, and the SVD reduction may be problematic when n p (cf. Section 6). Another problem lies in the sampling restriction. It is not difficult to see that to evaluate the Stahel-Donoho outlyingness accurately, the trial directions are better in the OC subspace. (This is in contrast to the C-R algorithm in which the purpose of trial directions is to cover the PC directions.) ROBPCA may fail in some very simple setups because of this restriction (Section 7.2).
Spherical/elliptical PCA The scheme for spherical/elliptical PCA (Locantore et al., 1999 ) is relatively simple: project all data points (centered) onto a unit sphere or an ellipse, and apply the (plain) PCA to the spherical/elliptical data.
Spherical PCA is convenient and fast even in high dimensions. The choice of the data center is crucial. It is perhaps preferable to estimate the center and recover the PC subspace simultaneously in this multivariate setup (in the spirit of (4) for example). The projection step preserves angle information but loses all distance information. In certain applications this may result in ambiguities or misleading subspace estimates. Consider a toy example in R 2 . Two data points are at (±1, 0), and the rest (n − 2) points are at (ε · cot
− 1, i.e., the intersections of two horizontal lines y = ±ε and the radii with polar angles ± 2π n k, k = 1, · · · , n 2 − 1. When ε is small and n is large, the x-axis should give the dominant PC direction. However, spherical PCA favors none of these radius directions. Even worse, with two more data points at (0, ±ε), spherical PCA would mistakenly take the y-axis as the PC direction. From the experiment results in Section 7, this method has limited power when the number outliers is relatively large.
Low rank matrix approximation based methods This class of methods uses low rank data approximation and minimizes a robust fitting criterion. For example, Croux et al. (2003) designed a weighted 1 loss function with data-dependent weights and Maronna and Yohai (2008) recommended using resistant error loss functions associated with redescending ψ functions. In addition, the (noisy) PCP amounts to applying the Huber's loss-see She and Owen (2011) for a general connection between penalty functions and robust loss functions.
This class of methods copes with element-wise outliers in the original observation space, but may not be able to deal with OC outliers effectively. On the other hand, PCP serves as one important motivation for our ROC-PCA.
Mathematical Formulation

Motivation and model description
Let X be an n × p data matrix with n observations in p-dimensional space. Assume no outliers exist for now and V o ∈ R p×r consists of the top r ideal PC loading vectors. Then
oT characterizes the r-dimensional PC subspace. Recall the characterization of PCA via low rank matrix approximation:
The optimal B lies in the PC subspace, i.e., BP V o = B. Now, decomposing X into XP V o (the projection of X onto the PC subspace), and X(I − P V o ) (the projection of X onto the OC subspace), we rewrite the objective function in (2) as
Now suppose outliers do exist. Then, (2) may result in a misleading B-estimate, due to the non-robust nature of the 2 loss function. To robustify (2), let's examine the two terms on the right hand side of (3). The robustification of the first term
is related to the PC outliers (cf. Figure 1 (a)), and no matter what robust loss is chosen, one can always set B o = (XV o )V oT to satisfy the low rank constraint. Thus the first term always vanishes in optimization, regardless of the choice of the loss. In contrast, the second term
F is independent of B, and its robustification is to address pertinent outliers in the OC subspace (cf. Figure 1(b) ). Therefore, the crux in robust PC estimation lies in incorporating OC outliers into the second term.
Motivated by this, we introduce a projected mean-shift outlier model:
We use d := p − r throughout this paper. V ⊥ is a p × d matrix satisfying V T ⊥ V ⊥ = I, to characterize the subspace orthogonal to the rank-r PC subspace, and XV ⊥ gives the coordinates after projecting the data onto the OC subspace. In model (4), XV ⊥ is decomposed into three parts: mean, outlier and noise. Concretely, 1) 1µ
T stands for the mean term, where 1 = [1, 1, ..., 1]
T ∈ R n and µ is a d-dimensional mean vector for the transformed observations; 2) S = [s 1 , ...,
n×d is the outlier matrix, describing the outlyingness of each observation or entry; 3) finally, the noise term E has i.i.d. N (0, σ 2 ) entries. The goal is to recover µ, S and V ⊥ jointly. The problem for small r is more challenging, because of the increased dimensionality of the subspace where 'bad' OC outliers can occur.
Assume that S is sparse (because outliers should not be the norm), then shrinkage estimation can be used:
where P (S; λ) is a general sparsity-promoting penalty with λ as a regularization parameter. Hereinafter, the study of (5) is referred to as robust orthogonal complement principal component analysis (ROC-PCA). Different from PCP, where the sparsity is pursued in the raw observation space, ROC-PCA introduces sparsity after projecting the data points onto the OC subspace, and SV T ⊥ is not necessarily sparse. As will be shown later, ROC-PCA can provide a robust estimate of the OC subspace (and therefore the PC subspace) and can identify the outliers simultaneously. The regularizations through rank reduction and sparsity make ROC-PCA applicable to p n datasets. There are two main ways of enforcing sparsity in S, corresponding to element-wise (e-Type) outliers and row-wise (r-Type) outliers, respectively. The e-Type ROC-PCA is defined as
P can take various forms (possibly non-convex), for example, P (S; λ) = ij λ ij |s ij | or λ S 1 when λ = λ ij . This popular 1 penalty (Tibshirani, 1996) is well known to suffer from biased estimation and inconsistent selection (Zou and Hastie (2005) , Zhao and Yu (2006) ). Moreover, convex penalties have limited power in dealing with multiple gross outliers with high leverage values (She and Owen, 2011) . A non-convex alternative is the
Some fusion penalties, such as SCAD (Fan and Li, 2001 ) and Hard-Ridge (She, 2012) , can also be applied.
Similarly, to address outliers in a row-wise manner, we introduce the r-Type ROC-PCA min
where s T i is the i-th row vector of S. All element-wise penalties can be adapted to promote group sparsity, e.g., λ S 2,1 with S 2,1 i s i 2 (Yuan and Lin, 2006) , and (λ 2 /2) S 2,0 with S 2,0 i 1 s i =0 .
ROC-PCA as generalized M-estimators
ROC-PCA uses an additive manner of robustification, following the scheme of She and Owen (2011) . The conventional way to achieve robust estimation is, however, through modifying the Frobenius-norm loss or using the M -estimators. In this subsection, we first generalize the M -estimators to robust PC subspace estimation (a manifold setting), and then build a universal connection between ROC-PCA and such generalized M -estimators.
We begin by reviewing the definition of the M -estimators in linear regression y = Xβ + with y = [y 1 , ..., y n ]
T and X = [x 1 , ..., x n ] T ∈ R n×p . The ρ-type M -estimator is defined to be a stationary point of
, and the (more general) ψ-type M -estimator is defined to be a solution to the equation X T ψ(y − Xβ) = 0, where ψ, not necessarily a derivative function, is applied componentwise. Under the assumption that ρ is differentiable, the two types are equivalent by setting ψ(t) = ρ (t). In our ROC-PCA setting, replacing the 2 loss function by a robust ρ leads to robust PC subspace recovery:
where λ is a parameter of the ρ loss function. For a general ρ, the optimization with respect to µ and V ⊥ can be difficult. A more useful ψ-type M -estimator for PC subspace recovery is defined as follows. To motivate the definition, we assume ψ = ρ , and view (8) as an unconstrained optimization problem on the manifold Ω :
Euclidean manifold, and O p×d represents a Stiefel manifold, the set of all p × d matrices V ⊥ satisfying the orthogonality constraint V T ⊥ V ⊥ = I. The derivative of the loss with respect to µ is given by 1 T ψ(XV ⊥ − 1µ T ; λ). The trickier part is to define the gradient on the Stiefel manifold O p×d . Equipped with the canonical metric (see Section 4.1 for more details), we calculate the Riemannian gradient of
T ) ij ; λ) with respect to V ⊥ (details omitted):
Now, given any ψ function, the generalized (ψ-type) M -estimator (μ,V ⊥ ) for ROC-PCA is defined to be a solution to the following equations:
Interestingly, there is a universal connection between the ROC-PCA Θ-estimator and the generalized M -estimator.
Theorem 1. Suppose Θ(·; λ) is an arbitrarily given thresholding rule (cf. Section 4.2). Let P be a penalty associated with Θ such that
for some nonnegative q(·; λ) satisfying q(Θ(s; λ); λ) = 0 ∀s ∈ R. Then, as long as
any coordinate-wise minimum (V ⊥ ,μ,Ŝ) of (6) (cf. Appendix A for the definition) after droppingŜ is necessarily a robust generalized M -estimator associated with ψ.
See Appendix A for its proof. This theorem shows the correspondence between the eType ROC-PCA estimator and the element-wise form of the generalized M -estimator (9). This universal connection provides some guidance in choosing P , too. For example, redescending ψ-functions are recommended in robust statistics to deal with gross outliers. They correspond to non-convex penalties. Our conclusion extends to the row-wise outlier case (7).
On the other hand, ROC-PCA and the generalized M -estimation differ in some significant ways. First, without the explicit introduction of S, outliers cannot not be inherently revealed by the generalized M -estimators. A cut-off value for the residuals (which are dependent) has to be chosen. In contrast, ROC-PCA explicitly labels all outliers based on the sparsity pattern ofŜ. Second, the λ in the generalized M -estimation is a loss parameter, the tuning of which is usually based on large-n asymptotics or worst-case studies (e.g., the breakdown point). However, in (5) λ is a regularization parameter to control the bias-variance trade-off, and is relatively easy to be made in a data-dependent way. Third, the ψ function in (9) may be non-smooth or even discontinuous, while the objective function in (5) is always smooth in V ⊥ . The optimization of V ⊥ in ROC-PCA may be much less computationally expensive than that in M -estimation. For example, second-order derivative information can be possibly utilized to develop faster algorithms for solving V ⊥ . Finally, the design principle of ρ works best in the robustification of the squared error loss. In comparison, the additive robustification, by introducing a sparse shift outlier term, naturally extends to other loss functions, such as Bernoulli, Poisson, hinge loss and others.
Estimation of PC directions
Once one obtainsV ⊥ , it is easy to get the corresponding PC subspace estimateP = I −V ⊥V T ⊥ . This suffices in many PCA applications such as data visualization. However, in certain cases, one may want to obtain each individual PC direction ordered in terms of importance. Under the assumption that only OC outliers exist, simply applying SVD to XP completes the task.
On the other hand, if one suspects that PC outliers and OC outliers coexist, then a robust PCA method can be further applied to XP . Here, ROC-PCA also offers some computational benefits. Indeed, because r p and XP is free of OC outliers, a rank-r SVD reduction (Section 6) can be safely conducted before running robust PCA, to reduce time/space complexity. Alternatively, one can adopt a sequential ROC-PCA scheme to extract the most important PC directions. First, apply ROC-PCA to X 1 := X with the resultant robust rank-1 PC subspace denoted byP ; a spectral decomposition onP yieldsv 1 . Then ROC-PCA is repeatedly applied to the deflated matrix
Computation
The ROC-PCA problem (5) is challenging in computation due to the orthogonality constraint, in addition to the non-smooth and possibly non-convex P . In this section, we develop a fast alternating optimization algorithm on the basis of Stiefel manifold optimization and iterative nonlinear thresholdings.
V ⊥ -optimization
Given µ and S, minimizing (cf. (5)) with respect to V ⊥ reduces to:
where the penalty term is dropped. Although there are many algorithms available for solving the problem, our goal is to design a fast and simple-to-implement algorithm even in high dimensions. Instead of treating (12) as a constrained optimization problem by introducing a few Lagrangian multipliers, we view (12) as an unconstrained optimization problem on the Stiefel manifold O p×d := {V ⊥ ∈ R p×d : V T ⊥ V ⊥ = I} to take advantage of the smoothness of f in V ⊥ . Optimization on the Stiefel manifold requires preserving the orthogonality constraint in updating V ⊥ . Our updating scheme is based on the idea of retraction, which smoothly maps the tangent space
p×d , see, e.g., Absil et al. (2008) . We begin by defining the Riemannian gradient of f with respect to V ⊥ , denoted by ∇f . Following Edelman et al. (1998) , we adopt the canonical metric g c (∆, ∆) := tr(∆
A valid updating scheme should guarantee that the new trial point lies on the manifold. Let V ⊥ (τ ) be a function determining the new trial point with τ as the step size. We use a Cayley transformation based update, due to Wen and Yin (2010) :
It can be verified that the curve generated by (14) always lies on the manifold for any τ , and V ⊥ (τ ) is a descent curve passing the point (14) may be computationally expensive when p is large.
, and apply the matrix inversion formula to get Wen and Yin (2010) ). This fast-update formula involves the inversion of a 2d × 2d matrix, and turns out to be pretty useful in the design of batch ROC-PCA in Section 6. In the case of d ≥ p/2, one possible idea is to approximate W by the product of two low rank matrices (Lemma 5, Wen and Yin (2010) ).
It remains to choose a proper step size τ to guarantee convergence and efficiency in large-scale computation. Here, we adopt a nonmonotone line search scheme together with Barzilai-Borwein stepsize (BB) (Raydan (1997) , Barzilai and Borwein (1988) ). In comparison with other commonly used inexact line searches, BB does not guarantee descent in function value at each step, but results in quick convergence and performs well in largescale nonlinear optimization (Raydan (1997) , Zhang and Hager (2004) , Dai and Fletcher (2005) , Zhou et al. (2006) ). In addition, the nonmonotone search scheme only performs backtracking occasionally, and thus saves a lot of computational time. (Be aware that cost of generating a trial point on the manifold is not cheap.)
In more detail, the BB calculation at the k-th iteration requires solving min
respectively. The two solutions are used alternatively in odd and even numbered iterations. Because of the nonmonotonic behavior of BB, Raydan's adaptive nonmonotone line search scheme is applied to ensure global convergence. That is, compute the stepsize
(i = 0 for even k and i = 1 otherwise), where κ ∈ (0, 1) and m k is the smallest integer satisfying
This nonmonotone search criterion uses T most recent function values. It is easy to get
F , where W is calculated according to (13). In practice, we recommend κ = 0.1, T = 10 and ρ = 1e − 3. The overall V ⊥ -optimization is detailed in Step 2 of Algorithm 1.
The starting point of the ROC-PCA algorithm is crucial. Our initialization of V (0) ⊥ follows the same strategy as in Rousseeuw and Van Driessen (1999) . First generate m 0 candidate V
⊥ at random; starting with each, run Algorithm 1 for n 0 iterations; pick the top m 1 iterates (evaluated by the cost function value) to continue the algorithm till convergence. The final estimateV ⊥ is the one that delivers the minimal cost function value. In implementation, we use m 0 = 10, n 0 = 2 and m 1 = 2.
(µ, S)-optimization
Obviously, with V ⊥ and S given, the optimization with respect to µ is an ordinary least square problem with the solution given by
The S-optimization is however not trivial, because sparsity-inducing penalties, element-wise or row-wise, are non-differentiable and possibly non-convex (corresponding to redescending ψ-type Mestimators, She and Owen (2011) ).
To give a more general algorithm framework, we solve the S-optimization from the thresholding perspective. A thresholding rule, denoted by Θ, is defined to be an odd monotone unbounded shrinkage function. Given any Θ, its vector or matrix version (still denoted by Θ) is defined componentwise. For any s ∈ R d , the multivariate version of Θ, denoted by Θ(s; λ), is defined to be s s 2 Θ( s 2 ; λ) if s = 0 and otherwise 0; for any
Given an arbitrary thresholding rule Θ, and let P be any function satisfying (10) with q(t; λ) nonnegative and q(Θ(s; λ); λ) = 0 for all s ∈ R. Then the minimization problem
has a globally optimal solution given byŜ = Θ(Y ; λ). Similarly, a globally optimal solution to min S 1 2
. The proof of Lemma 1 in She (2012) can be easily adapted to justify this statement (details omitted). However, we do not require the 'continuity assumption' of Θ at Y to guarantee the uniqueness of the optimal solution. Starting with various thresholding rules, (10) gives commonly used penalties, including 1 , 0 , SCAD (Fan and Li, 2001) , p (0 < p < 1), ' 0 + 2 ' (She, 2012) and so on. Based on such Θ-P coupling, a general iterative algorithm for updating µ and S can be designed. The following gives an illustration of the r-Type algorithm, starting with an initial estimate S (0) . The corresponding e-Type algorithm simply uses Θ in place of Θ.
∞ is small enough This alternating optimization guarantees the function-value decreasing property at each step, g(µ
) ) for any k ≥ 0. The S-update does not have to explicitly calculate µ (k) :
Our complete algorithm for the r-Type ROC-PCA is shown in Algorithm 1. Simply replacing Θ with its componentwise version Θ solves the e-Type ROC-PCA.
Progressive quantile thresholding based iterative screening The penalty parameter λ in (5) offers a bias-variance trade-off, but is inconvenient if one wants to specify its value directly. Here, we propose some constrained forms of ROC-PCA. For the r-Type, consider
where, in addition to a ridge penalty to account for collinearity, the group 0 constraint rather than a penalty is imposed on S. Similarly, the element-wise 0 constraint, S 0 ≤ q e , gives the constrained form of the e-Type ROC-PCA. Unless otherwise specified, we study the constrained forms of ROC-PCA in computation and theory hereinafter. In comparison to the penalty parameter λ in (7) or (6), q (or q e ), as an upper bound of the 
Initialization:
2: V ⊥ -optimization with alternating BB stepsizes and non-monotone line search
number of outliers, is both meaningful and convenient in robust analysis. Nicely q is not a sensitive parameter to subspace recovery, as long as it is within a reasonable range (see Section 7.1 for more details). The ridge shrinkage parameter η is even more insensitive and its search grid can be small-in implementation, we simply fix η at a small value, say, 1e − 3. We focus on the r-Type to introduce the algorithm for solving the constrained optimization; the discussion applies to the e-Type as well. The constrained ROC-PCA shares the same V ⊥ -optimization with the penalized ROC-PCA, but they differ in S-optimization. Fortunately, we can adapt the Θ-estimator framework to this subproblem via a quantile thresholding rule Θ # (·; q e , η). For any S = [s 1 , · · · , s n ] ∈ R n×d and 1 ≤ q e ≤ nd, Θ # (S; q e , η) shrinks the top q e largest entries (in absolute value) of S by a factor of 1 + η, and sets all remaining entries to be 0. A multivariate version Θ # to be used for the constrained r-Type ROC-PCA problem is defined as Θ # (S; q, η) = diag{Θ # (g(S); q, η)}S o , where g(S) = [ s i 2 ] n×1 and S o = (diag{g(S)}) + S with + standing for the Moore-Penrose pseudoinverse. Now with Θ # in place of Θ in Algorithm 1, the S-update step becomes
Similar to the S-optimization for the penalized form, (19) guarantees that the function value decreases and S 0 ≤ q-see She et al. (2013) . To lessen greediness, we advocate a progressive quantile thresholding based iterative screening. Define a monotone sequence of integers {q(k)} decreasing from n to the target value q. The quantile parameter q in (19) is now replaced by q(k) at the k-th iteration. Empirically, a fast and accurate cooling scheme is q(k) = max(q, 2n/(1 + e νk )) with ν = 0.05.
Non-asymptotic Analysis of ROC-PCA
The statistical performance of ROC-PCA in finite samples is of great theoretical interest. In this section, we take a predictive learning perspective and study the data approximation power of ROC-PCA. Let the model be
Assume all entries of E are iid Gaussian ∼ N (0, σ 2 ) (or subGaussian, cf. Appendix B). Here, we ignore the intercept term for simplicity and suppose the outlier matrix S * is sparse row-wise. The problem of interest can be formulated by
This is a rephrasing of ROC-PCA. Indeed, the loss can be written as a separable form
F /2 and so the optimization with respect to S and V ⊥ corresponds to (5). Of course, withŜ andV ⊥ available, the optimalÂV = X(I −V ⊥V T ⊥ ) can be obtained afterwards. From a predictive point of view, the approximation error is always meaningful in evaluating the performance of an estimator. Given any (Â,Ŝ,V ,V ⊥ ), define its mean approx-imation error by
Theorem 2. Let (Â,Ŝ,V ,V ⊥ ) be a ROC-PCA solution as a globally optimal point of (20). Then, the following oracle inequality holds for any (A, S, V ,
where
and denotes an inequality that holds up to a multiplicative numerical constant.
The theorem can be extended to E with sub-Gaussian entries (including bounded random variables). (21) is in expectation form; a high probability result with the same error rate P o can be obtained as well (without the last trivial additive term σ 2 /(np)). See Appendix B for the proof details.
This theorem is non-asymptotic in nature and applies to any r, q, n, p. Note that it does not require any incoherence condition which is commonly needed in the literature.
The true risk bound is given by the infinimum of the RHS of (21) over the set of all valid reference signals. As an example, for S = S * , A = A * , V = V * , the first term M vanishes and thus the oracle inequality gives an error rate at σ 2 np {q * p+r * n+r * p+q * log(en/q * )}. But our conclusion holds more generally. As an example, we do not require S * to be sparse. When there are a few small but nonzero entries in S * , instead of simply setting S = S * , it is possible to use a reference S with reduced support to attain a lower bound. That is, having the M term in (21) benefits from the bias-variance trade-off.
Various asymptotic results can be obtained based on this finite-sample bound. In fact, as long as np qp + rn + rp + q log(en/q), the approximation error tends to zero. In real-life applications, the values of q (the number of outliers) and r (the number of principal components) of interest are typically very low, even as small as 2 or 1, in which case the proposed ROC-PCA, which takes advantage of the parsimony offered by low rankness and sparsity, has guaranteed small error in theory.
6 Batch ROC-PCA Modern applications call for the need of scalable algorithms in high dimensions. Unfortunately, most methods reviewed in Section 2 suffer from heavy computational burden when directly applied to p n datasets. A popular treatment in robust PCA is to perform an SVD reduction (Hubert et al., 2002) beforehand. Nevertheless, such an operation could be unreliable and non-robust when p is very high. In this section, we discuss it in details and propose a batch variant of ROC-PCA to meet the challenge.
SVD reduction A popular practice in applying robust PCA to high dimensional data is to conduct an SVD reduction in advance: given X with all its columns properly centered, obtain its top q right singular vectors in V o , with q usually taken to be rank(X), and form X n×q = X n×p V o p×q . Then, apply robust PCA onX with the resultant estimate denoted by V ∈ O q×r . In the end, V o V is reported as the estimated PC directions. In such a way the computational burden of robust PCA can be significantly decreased,
The SVD reduction is commonly believed to be reasonable and without any information loss. So it appears that the challenge from high dimensionality is not that serious. But this pre-processing just amounts to a rank-q PCA. In fact, even assuming (ideally) that the true column means can be accurately and robustly estimated, the obtained directions may be misleading in the presence of OC outliers and when p n. If the back-transformed estimate V o V coincides with the true loading matrix V * , then the genuine PC subspace must lie in the observed row space, namely, P V * ⊆ P V o . Hence the belief in performing the SVD reduction is that as long as Xu is 0 (or approximately so), u should not contain much information of P V * (or deserve to be checked for OC outliers). Let's consider a toy example with the i-th row of X given by [a i , a i , · · · , a i ], where is set small enough so that [1, 0, · · · , 0]
T is the dominant PC direction. On the other hand, Xα = 0 for α = [1, −
p . Now with p ultra-high, α after normalization is approximately [1, 0, · · · , 0] T , i.e., the true PC subspace essentially lies in the orthogonal complement of the observed row space! This indicates that the curse of dimensionality is non-trivial and simply applying the SVD reduction is questionable. This perhaps surprising finding is connected to the classical work by Johnstone and Lu (2009) . The existence of OC outliers makes this phenomenon much more severe.
Therefore, we caution against such a plain PCA based dimension reduction in ultrahigh dimensional problems (with possible OC outliers). On the other hand, a reduction can be safely made in the OC subspace with the help from ROC-PCA.
Batch ROC-PCA We propose a batch ROC-PCA (BROC-PCA) to speed the computation. The basic idea is to estimate V ⊥ in a batch fashion-for example, each time, call ROC-PCA to identify only m (m < d) least significant OC loading vectors. By setting m p/2, the matrix inversion formula based update (cf. Section 4.1) can be effectively used. Moreover, a rank-(p − m) SVD reduction can be safely performed afterwards as the reduced m least significant dimensions contain no PC information. This step makes the problem size drop after each batch processing.
Concretely, given X 1 := X and a series of batch sizes m k (1 ≤ k ≤ K) satisfying K k=1 m k = d, the BROC-PCA procedure is as follows. For each k, apply ROC-PCA to X k with the resultant estimate denoted by V ⊥,k , containing m k least significant OC loading vectors of X k . Then, form an intermediate matrix
, and obtain
Finally, the product of all V 1 , · · · , V K is delivered as the PC directions estimate, i.e.,V := K k=1 V k . An attractive feature is that the number of columns of X k gets smaller as k increases. In implementation, to take advantage of the fast update formula, we recommend choosing m k satisfying m k < (p − k−1 i=0 m i )/2 (assuming m 0 = 0) unless the problem size is sufficiently small. A rule of thumb in large-p computation is 30 ≤ m k ≤ 100. To attain further speedup, we adopt a progressive error control scheme-the error tolerance used in the ROC-PCA algorithm is gradually tightened up from the computation of the first batch to the K-th batch.
BROC-PCA shares similarity with some sparse PCA algorithms including, for instance, Shen and Huang (2008) and Witten et al. (2009) . However, instead of repeatedly solving the rank-1 problem, BROC-PCA estimates m k OC loading vectors at each time. More importantly, the SVD reduction is then conducted to reduce the problem size by m k . Accordingly, the overall computational cost can be successfully reduced (by say 70% for p = 1, 000).
Numerical Experiments
The choice of q
We first study how the parameter q, as an upper bound of the number of outliers, affects the performance of ROC-PCA in subspace recovery. We generate observations according to the model X = U DV T + (1µ T + S)V T ⊥ + E with random orthogonal U and V . In this experiment, n = 100, p = 10, r = 3, D = diag{60, 40, 20}, µ = 0 and σ 2 = 2. The outlier matrix S (assuming r-Type outliers for now) has the first O rows as L · [1, · · · , 1] and 0 otherwise. We consider different combinations of the number of outliers (O) and leverage value (L) with O ∈ {4, 10, 16} and L ∈ {3.5, 4.5}. In calling the ROC-PCA algorithm, we try q = αO with α varying over the grid {0.8, 1, 1.5, 2, 2.5, 3, 3.5, 4}. Each model is simulated 50 times, and the mean results of subspace estimation and outlier identification are reported using the following metrics. 1) Subspace estimation. The accuracy of any PC subspace estimate is measured by the cosine value of the largest canonical angle (denoted by θ) between PV :=VV T and P V * := V * V * T , whereV is an estimate of the ideal top r PC loadings V * . It is well known that PV − P V * 2 = √ 1 − cos 2 θ, where · 2 denotes the spectral norm, see, e.g., Gohberg and Krein (1969) . In the rest of the paper, 100 · cos θ and PC affinity are used interchangeably to evaluate the subspace estimation accuracy.
2) Outlier identification. Three benchmark measures are used: the mean masking (M) and swamping (S) probabilities, and the rate of successful joint detection (JD). The masking probability is the fraction of undetected outliers, the swamping probability is the fraction of good points labeled as outliers, and the JD is the fraction of simulations with zero masking. An ideal method should have M ≈ 0%, S ≈ 0%, and JD ≈ 100%. However, for estimation purposes, masking is a much more serious problem than swamping, because the former can cause serious distortion, whereas the latter is often just a matter of losing efficiency.
The simulation results are summarized in Table 1 . To provide some intuition for choosing the parameter, we also plot in Figure 2 the rates of M and JD with respect to α under different (O, L) combinations. When the value of q is smaller than the true number of outliers, masking always occurs and may seriously affect the performance of subspace estimation (e.g., α = 0.8 and O = 16). But as q increases, the masking probability decreases dramatically. Indeed, as long as the value of q exceeds the true number of outliers, i.e., α > 1, ROC-PCA nearly achieves ideal M and JD results, even when the outliers have high leverage values (such as L = 4.5). An important finding is that the subspace estimation accuracy does not change much when α is in a relatively large range, say, 1 < α ≤ 3. Such an insensitivity greatly facilitates q-tuning. Of course, if q is set too big, the swamping effect becomes serious and can affect estimation efficiency. (For instance, when α = 4, q = 64 out of 100 observations have to be removed in estimation.) In general, ROC-PCA performs better in masking, but slightly worse in swamping. This is an acceptable tradeoff, because masking is more harmful in robust estimation. α = 2 seems to be a good choice to strike a balance. 
Comparisons with some existing methods
We focus on the subspace estimation accuracy and compare ROC-PCA with the plain PCA and some representative robust PCA methods reviewed in Section 2, including RAPCA, ROBPCA, spherical PCA (S-PCA) and PCP. Note that the fast-MCD, as one of the most popular robust covariance matrix based methods, is already integrated in ROBPCA. RAPCA and ROBPCA are provided by the library LIBRA (Verboven and Hubert, 2005) . Our implementation of S-PCA follows Locantore et al. (1999) . For PCP, we use the inexact augmented Lagrange multiplier algorithm (Lin et al., 2010) .
Comparison in the presence of r-Type outliers We consider two setups, n > p and n < p. In both setups, the data matrix X is generated according to Section 7.1, with r = 3, D = diag{100, 60, 20}, µ = 0 and σ 2 ∈ {0.5, 1}. The first O rows of the outlier matrix S are all given by [10, · · · , 10], while the rest rows are 0. In the n > p situation, n = 100, p = 50, and O ∈ {4, 10, 16}. In the case of n < p, n = 50, p = 100, and O ∈ {2, 5, 8}. Our major concern here is the subspace estimation accuracy and we use a conservative choice q = 2O for breakdown. Seen from the results of PCA, the existence of OC outliers can severely skew the estimated PC directions. PCP does not show much improvement, because it targets at elementwise outliers in the observation space and may not be able to handle serious OC outliers. RAPCA behaves better than PCA and PCP, but its performance deteriorates when the noise level increase. The performance of S-PCA is not stable; in particular, it shows poor results with ≥ 10% outliers occurring. In contrast, ROC-PCA and ROBPCA both behave excellently in the aforementioned two setups.
To make the story complete, consider n = 450, p = 15, O = 2, σ 2 = 0.001 as shown at the bottom of Table 2 . In this extremely simple case, all robust PCA approaches perfectly estimated the PC subspace except ROBPCA which gave an extremely low value of PC affinity. Unfortunately, such a limitation of ROBPCA is commonly observed for datasets with large n, small O and low σ 2 . It is largely due to the failure of the trial direction sampling. (Indeed, in this situation most trial directions used in ROBPCA fall into the PC subspace and so outliers have a large chance to remain in the h-subset, see Section 2.)
Comparison in the presence of e-Type outliers To test for e-Type outliers, we generate the data under n = 100, p = 18, r = 3, D = diag{80, 60, 40}, µ = 0, σ 2 ∈ {0.5, 1}.
The outlier matrix S has O e ∈ {60, 120} random entries set to be 15 and 0 otherwise. Again, we set q e = 2O e following the discussion in Section 7.1. Table 3 shows the mean PC affinity values from 50 runs. ROC-PCA consistently beats the other methods, and its performance is superior when the number of outliers becomes large. BROC-PCA in large-p computation We compare the standard ROC-PCA and BROC-PCA in large-p setups. Data samples are generated in the same way as in Section 7.1, with n = 40, r = 3, D = diag{80, 60, 40}, µ = 0 and σ 2 = 1.5. The first four rows of the outlier matrix S are all given by [5, · · · , 5], and the remaining ones are 0. We vary p in {100, 300, 500, 1000}. The batch sizes we tried are described as follows: m i = 35, i = 1, 2, and m 3 = 27 for p = 100; m 1 = 100, m i = 70, i = 2, 3, and m 4 = 57 for p = 300; m i = 100, 1 ≤ i ≤ 3, m i = 70, i = 4, 5, m 6 = 57 for p = 500; m i = 100, 1 ≤ i ≤ 8, m i = 70, i = 9, 10, and m 11 = 57 for p = 1, 000. Table 4 reports the mean CPU times (in seconds) and estimation accuracy from 20 runs. As shown in Table 4 , BROC-PCA provides comparably accurate subspace recovery with the standard ROC-PCA, but shows impressive gains in computational efficiency as especially when p is large. For example, when p = 1000, the computational cost of the standard ROC-PCA can be reduced by almost 70%.
Segmentation data
We apply ROC-PCA to analyze a segmentation dataset (Bache and Lichman, 2013) which contains features extracted from seven classes of hand-segmented images (brickface, sky, foliage, cement, window, path and grass). Each class has 330 image regions, and for each image region 19 features are provided (e.g., the contrast of vertically or horizontally adjacent pixels). In this experiment, we randomly pick 90 samples from the cement class as normal observations and 10 from the foliage class as outliers.
In PCA applications, the adjusted variance (Shen and Huang, 2008) is often used to assess the goodness of fit. We use a robust version, robust adjusted variance (RAV), to takes outliers into account. LetV r be a robust estimate of the top r loading vectors from data matrix X. The RAV explained byV r is then defined as
F , where X 0 is a submatrix of X containing clean samples only. We ran the r-Type algorithm with r = 3 and q decreasing from 20 to 10. (Three components seem to be enough from the high RAV percentages; see also Table 5 .) Figure 3 shows a relatively big drop in RAV when q changes from 11 to 10. ROC-PCA thus yielded 11 outliers rather than 10. To get a better idea, we plot in Figure 4 the outlyingness for each observation, corresponding to row norms ofŜ (with q = 11). The last 10 samples in the foliage class are successfully identified and most observations in the cement class havê s i exactly zero. Interestingly, the first sample pops up with a large row norm of about 400 in the outlyingness plot. We examined the data more carefully to verify this. For example, the 7th feature for the first observation takes value 375.1, while the other 89 samples in the same class show an average of only 1.8. So it seems that Observation 1 does deviate from the remaining ones in the cement class. The pleasant finding shows the power of ROC-PCA in automatic outlier detection. Next, we compare ROC-PCA with PCA, PCP, S-PCA, RAPCA and ROBPCA on the segmentation dataset. Among these methods only ROC-PCA and PCP labeled outliers explicitly. The outlying entries detected by PCP scatter all over the matrix, and the zero/nonzero pattern provides little help in separating the foliage samples from the majority of the cement data. Table 5 gives the RAV rates explained by the top 1-3 PCs. The first six rows evaluate RAV on the 90 cement samples. The true performance of ROC-PCA, as shown in the last row, is assessed on the 89 clean observations in consideration of its detection ability. The improvement bought by simultaneous subspace recovery and outlier identification is significant. Let (V ⊥ ,μ,Ŝ) be a coordinate-wise minimum of the ROC-PCA problem (6) in the sense that fixing any two ofV ⊥ ,μ, andŜ, the remaining one is a (global) minimizer of (6). The sub-problem for V ⊥ is smooth on the Stiefel manifold. Equipped with the canonical metric, the Riemannian gradient, calculated in (13), vanishes atV ⊥ . That is,
The sub-problem for S is not necessarily convex or smooth. However, based on Lemma 1 in She (2012) , Θ(XV ⊥ − with the last equality due to (23). Moreover, we have
Therefore, (V ⊥ ,μ) is also an M -estimate associated with ψ.
B Proof of Theorem 2
Throughout this proof, we use C, c, L to denote universal constants. They are not necessarily the same at each occurrence.
Given any matrix A, we use CS(A) and RS(A) to denote its column space and row space, respectively, and P A to denote the orthogonal projection matrix onto CS(A), i.e., P A = A(A T A) + A T , where + stands for the Moore-Penrose pseudoinverse, while P ⊥ A denotes the projection onto the orthogonal complement of CS(A). We also use such projection matrices to denote the associated subspaces by a bit abuse of notation. First, by the definition of ROC-PCA, we have Clearly, rank(C 1 ) ≤ rank(P V ) = r, rank(C 2 ) ≤ rank(V ) = r, rank(C 3 ) ≤ rank(P J ) ≤ q, rank(C 4 ) ≤ rank(P ⊥ J ∩ PĴ ) ≤ q. Due to the orthogonality between C 1 , C 2 , C 3 , and 
A lemma will be introduced to bound each term on the right. To make our conclusion more general, we only require that E is sub-Gaussian.
Definition 1. ξ is called a sub-Gaussian random variable if there exist constants C, c > 0 such that P{|ξ| ≥ t} ≤ Ce −ct 2 , ∀t > 0. The scale (ψ 2 -norm) for ξ is defined as σ(ξ) = inf{σ > 0 : E exp(ξ 2 /σ 2 ) ≤ 2}. ξ ∈ R p is called a sub-Gaussian random vector with scale bounded by σ if all one-dimensional marginals ξ, α are sub-Gaussian satisfying ξ, α ψ 2 ≤ σ α 2 , ∀α ∈ R p .
Some examples include Gaussian random variables and bounded random variables (such as Bernoulli). The following lemma assumes vec (E) is sub-Gaussian and is proved in Appendix C. 
where L, C, c > 0 are universal constants.
Noticing that C 1 , C 2 ∈ Γ I n,r , C 3 ∈ Γ I q,d , C 4 ∈ Γ I q,q,d , we can apply the lemma to bound (27). Take C 3 as an example. Letting P The other terms E, C 1 , E, C 2 , and E, C 4 can be similarly handled by Lemma 1. In summary, we obtain a bound for (27) as follows where Σ ∈ R (J∧rank(X))×r and P U = P X J . Σ is in a (J ∧ rank(X)) × r-dimensional unit ball (denoted by B (J∧rank(X))×r ).
The number of candidate X J is 
Using Dudley's integral bound, we obtain P sup Applying Cauchy-Schwarz inequality yields the desired result.
