Research on a modifeied RANSAC and its applications to ellipse detection from a static image and motion detection from active stereo video sequences by 謝 英弟
  
 
早稲田大学大学院国際情報通信研究科 
 
 
 
 
博 士 論 文  
 
 
 
 
 
 
論  文  題  目  
 
修正 RANSAC 及びその静止画像から
の楕円検出と動的ステレオ時系列画像
からの動き検出への適用法に関する研
究 
Research on a Modified RANSAC 
and its Applications to Ellipse 
Detection from a Static Image and 
Motion Detection from Active Stereo 
Video Sequences 
 
 
 
 
申  請  者 
謝   英 弟 
Yingdi   Xie 
 
国際情報通信学専攻 
画像処理研究Ⅱ 
 
 
 
2010 年 2 月  
専攻名・ﾌﾟﾛｼﾞｪｸﾄ名 
(課程内のみ) 
i 
 
 
 
Table of Contents 
 
 
Chapter I    Introduction .......................................................................................... 1 
1.1 Background ......................................................................................................................... 1 
1.2 Related Works ..................................................................................................................... 3 
1.2.1 Model Estimation and Data Clustering ..................................................................... 3 
1.2.2 Ellipse Detection ....................................................................................................... 6 
1.2.3 Motion Analysis ........................................................................................................ 9 
1.3 Purpose ............................................................................................................................. 10 
1.4 Approach ........................................................................................................................... 11 
1.5 Thesis Organization ........................................................................................................... 13 
Chapter II    A Modified RANSAC ........................................................................... 16 
2.1 Introduction ...................................................................................................................... 16 
2.1.1 Background of RANSAC .......................................................................................... 16 
2.1.2 Chapter Structure ................................................................................................... 18 
2.2 A Modified RANSAC........................................................................................................... 18 
2.3 Straight Line Extraction ..................................................................................................... 24 
2.3.1 Processing Steps ..................................................................................................... 24 
2.3.2 Experiment ............................................................................................................. 25 
2.4 Summary ........................................................................................................................... 33 
Chapter III    Ellipse Detection from a Static Image ................................................ 36 
3.1 Introduction ...................................................................................................................... 36 
3.2 Basic Idea .......................................................................................................................... 39 
3.3 Boundary Cluster ............................................................................................................... 39 
3.3.1 Basic Strategy ......................................................................................................... 39 
3.3.2 Edge Orientation Curve .......................................................................................... 40 
3.3.3 Segment the raw EOC ............................................................................................. 43 
3.3.4 Reconnecting Curvelets .......................................................................................... 45 
3.3.4.1 Strategy ....................................................................................................... 45 
3.3.4.2 Four Weights ............................................................................................... 46 
(1) Distance Weight ......................................................................................... 46 
(2) Morphological Similarity Weight ............................................................... 46 
(3) Terminal’s Edge Orientation Weight .......................................................... 48 
(4) Similarity Weight of the Average EOC Difference ...................................... 48 
3.3.4.3 Reconnection .............................................................................................. 48 
3.3.5 Ellipse Candidate .................................................................................................... 49 
3.4.1 Estimation of Ellipse Parameters ............................................................................ 50 
3.4.2 Detection Optimization .......................................................................................... 51 
3.5 Experimental Results and Discussion ................................................................................ 54 
3.5.1 Experimental Condition .......................................................................................... 54 
3.5.2 Ellipse Detection ..................................................................................................... 57 
ii 
 
3.5.3 Performance Comparison and Evaluation .............................................................. 57 
3.6 Summary ........................................................................................................................... 70 
Chapter IV    Motion Analysis of Video Frames ...................................................... 72 
4.1 Introduction ...................................................................................................................... 72 
4.2 System Overview ............................................................................................................... 73 
4.3 Estimate the Optical Flows ................................................................................................ 75 
4.3.1 Feature Extraction .................................................................................................. 76 
4.3.1.1 Harris corner ............................................................................................... 76 
4.3.1.2 Scale‐Invariant Feature Transform .............................................................. 78 
4.3.1.3 Feature Detector Comparison ..................................................................... 81 
4.3.2 Compute the Optical Flows .................................................................................... 82 
4.3.2.1 Feature Definition ....................................................................................... 82 
4.3.2.2 Stereo Matching by Dynamic Programming ................................................ 83 
4.3.2.3 Compute the Depth for only Detected Feature Points ................................ 86 
4.3.3 Matching Optimization ........................................................................................... 87 
4.3.4 Keeping the Number of 3D Optical Flows .............................................................. 88 
4.4 Independent Motion Recognition and Egomotion Estimation ......................................... 89 
4.4.1 Computing Egomotion from 3D Optical Flows ....................................................... 89 
4.4.2 3D Optical Flow Clustering from a Modified RANSAC ............................................ 90 
4.4.3 Detecting Moving Regions and Estimating Egomotion .......................................... 91 
4.5. Experimental Results and Discussion ............................................................................... 93 
4.5.1 Experimental Environment ..................................................................................... 93 
4.5.2 Analysis of Results .................................................................................................. 95 
4.5.2.1 Detecting Independently Moving Objects .................................................. 95 
4.5.2.2 Egomotion Estimation ............................................................................... 103 
4.6 Summary ......................................................................................................................... 106 
Chapter V    Conclusion and Future Work .............................................................109 
5.1 Conclusion ....................................................................................................................... 109 
5.2 Future Work .................................................................................................................... 111 
Acknowledgement ...............................................................................................114 
References ...........................................................................................................115 
Publication List.....................................................................................................122 
 
   
iii 
 
 
 
Figures 
 
 
Figure 1.1 Machine Learning and Computer Vision _________________________________________ 1 
Figure 1.2 Machine Learning and Its Sub‐branches _________________________________________ 3 
Figure 1.3 Line Fitting Result Comparison Between Least Square Method and RANSAC  ____________ 4 
Figure 1.4 Mechanism of RANSAC for Line Detection________________________________________ 5 
Figure 1.5 Complex Image Examples ____________________________________________________ 8 
Figure 1.6 Structure of This Thesis _____________________________________________________ 14 
Figure 2.1 Inlier Counting Based Detection  ______________________________________________ 19 
Figure 2.2 Flowchart of a Modified RANSAC  _____________________________________________ 20 
Figure 2.3 Comparison Between Traditional RANSAC Mechanism  ____________________________ 23 
Figure 2.4 Labeling Competence Problem _______________________________________________ 24 
Figure 2.5 Tuning the Bandwidth Parameter h  ___________________________________________ 26 
Figure 2.6 Line Detection Result against the Dataset with No Noise Data  ______________________ 28 
Figure 2.7 Line Detection Result against the Dataset with 20% Noise Data _____________________ 28 
Figure 2.8 Line Detection Result against the Dataset with 40% Noise Data _____________________ 28 
Figure 2.9 Line Detection Result against the Dataset with 60% Noise Data _____________________ 29 
Figure 2.10 Line Detection Result against the Dataset with 80% Noise Data ____________________ 29 
Figure 2.11 Line Detection Result against the Dataset with 100% Noise Data ___________________ 30 
Figure 2.12 Line Detection Result against the Dataset with 120% Noise Data ___________________ 30 
Figure 2.13 Line Detection Result against the Dataset with 140% and 160% Noise Data ___________ 30 
Figure 2.14 Line Detection Result against the Dataset with 200% Noise Data ___________________ 31 
Figure 2.15 The Computational Time Tendency along the Increment of the Noise Factor __________ 31 
Figure 2.16 The Detection Accuracy Tendency against the Decrement of the Iteration Threshold ____ 32 
Figure 2.17 Experimental Results against Real Images _____________________________________ 34 
Figure 3.1 Typical Difficulties in Ellipse Detection  _________________________________________ 37 
Figure 3.2 Flowchart of the Proposed Method ____________________________________________ 38 
Figure 3.3 Examples of Steps for Obtaining Boundary Clusters _______________________________ 40 
Figure 3.4 Undesirable Variations of the Edge Orientation Computation Results _________________ 41 
Figure 3.5 Verification of Condition (5) for Curvelets’ Reconnection ___________________________ 41 
Figure 3.6 Adapting the Block Size _____________________________________________________ 42 
Figure 3.7 Non‐intersection Curve Segmentation into Curvelets ______________________________ 44 
Figure 3.8 Example of Reconnection ____________________________________________________ 46 
Figure 3.9 The Reconnecting Computation of the Segmented Curvelets ________________________ 47 
Figure 3.10 Block Diagram for Estimating Ellipse Parameters ________________________________ 49 
Figure 3.11 Ellipses’ Merging Example __________________________________________________ 52 
Figure 3.12 Ellipse Detection from Synthesized Images _____________________________________ 55 
Figure 3.13 Problem Caused by A Large Value for the Threshold for Boundary Curve Segmentation  _ 56 
Figure 3.14 Detection Results by Tuning the Reconnection Threshold __________________________ 56 
Figure 3.15 Experimental Results 1 _____________________________________________________ 59 
Figure 3.16 Experimental Results 2 _____________________________________________________ 60 
iv 
 
Figure 3.17 Experimental Results 3 _____________________________________________________ 61 
Figure 3.18 Experimental Results 4 _____________________________________________________ 62 
Figure 3.19 Experimental Results 5 _____________________________________________________ 63 
Figure 3.20 Experimental Results 6 _____________________________________________________ 64 
Figure 3.21 Experimental Results 7 _____________________________________________________ 65 
Figure 3.22 Experimental Results 8 _____________________________________________________ 66 
Figure 3.23 Experimental Results 9 _____________________________________________________ 67 
Figure 3.24 Experimental Results 10____________________________________________________ 68 
Figure 3.25 Experimental Results 11____________________________________________________ 69 
Figure 4.1 The Adopted Stereo Camera and Sample Frame __________________________________ 73 
Figure 4.2 Conceptual Image Acquisition Settings and Acquired Image Sample __________________ 74 
Figure 4.3 Block Diagram of the Proposed Processing Framework ____________________________ 74 
Figure 4.4 Corner Detection by Observing the Eigenvalues of the Covariance Matrix  _____________ 76 
Figure 4.5 Feature Points Example by Using Harris Corner Detector ___________________________ 76 
Figure 4.6 Seek the Extrema in Scale Space of An Image by SIFT (source: [120])  _________________ 78 
Figure 4.7 Feature Extraction by Using SIFT ______________________________________________ 79 
Figure 4.8 Difficulty in Computing 3D Optical Flow from Feature Points ________________________ 81 
Figure 4.9 Structure of Stereo Camera __________________________________________________ 82 
Figure 4.10 Matching Wwo Strings by Dynamic Programming _______________________________ 83 
Figure 4.11 Penalty matrix optimization  ________________________________________________ 84 
Figure 4.12 Fine Step for Evaluating Skipped Line in Coarse Evaluation ________________________ 84 
Figure 4.13 Example of Disparity Computation by Using Dynamic Programming  ________________ 85 
Figure 4.14 Example of Stereo Matching for Only the Detected Feature Points __________________ 86 
Figure 4.15 The Matching Candidates that Denoted as Yellow Triangles _______________________ 87 
Figure 4.16 The Optimization of 3D Optical Flow’s Computation by the Proposed Strategy  ________ 88 
Figure 4.17 Definition of the egomotion  ________________________________________________ 90 
Figure 4.18 3D Optical Flow Clustering by A modified RANSAC _______________________________ 92 
Figure 4.19 Synthesized Video Sequence for Experiment ____________________________________ 93 
Figure 4.20 Images Acquired by the Top and Stereo Camera  ________________________________ 94 
Figure 4.21 Experimental Results against Synthesized Video Sequence #1 ______________________ 97 
Figure 4.22 Experimental Results against Synthesized Video Sequence #2 ______________________ 98 
Figure 4.23 Experimental Results against Synthesized Video Sequence #3 ______________________ 99 
Figure 4.24 The Detected Optical Flow Number Comparison  _______________________________ 100 
Figure 4.25 Experimental Results of Real Stereo Sequence _________________________________ 101 
Figure 4.26 Estimating Cameras’ Trajectory from Synthesized Sequences  _____________________ 103 
Figure 4.28 Comparison of the Estimated Camera Rotation Angle ‐‐  ߙ  Component _____________ 105 
Figure 4.29 Comparison of the Estimated Camera Rotation Angle ‐‐  ߚ  Component _____________ 105 
Figure 4.30 Comparison of the Estimated Camera Rotation Angle ‐‐  ߛ  Component _____________ 106 
 
   
v 
 
 
 
Tables 
 
 
Table 2.1 Statistics of Experimental Results ............................................................................................ 25 
Table 3.1. Adaptive thresholds for integrating two ellipses .................................................................... 52 
Table 3.2 Parameters of detected ellipses .............................................................................................. 53 
Table 3.3 Parameters of detected ellipses .............................................................................................. 53 
Table 3.4 Threshold values used by the proposed method ..................................................................... 54 
Table 4.1 Computational Expense of SIFT ............................................................................................... 80 
Table 4.2 Comparison between Harris Corner and SIFT .......................................................................... 80 
Table 4.3 Detection Accuracy for Synthesized Stereo Sequences .......................................................... 102 
Table 4.4 Detection Accuracy for Real Stereo Sequences ...................................................................... 102 
Table 4.5 Estimation Accuracy of Cameras’ Trajectories ...................................................................... 104 
Table 4.6 Estimation Accuracy of Rotation Parameters ........................................................................ 106 
 
1 
 
 
Chapter I    Introduction 
 
 
 
 
 
1.1 Background 
 
Intelligence  is the ability that makes human distinguishable among all kinds of creatures. Many 
researchers challenged  to actualize machines  that mimic and/or simulate humans’  intelligence.   
This  kind of  technological  area  can be  considered  as  “machine  Intelligence”  [1].  Figure 1.1  (a) 
overviews different  areas  categorized  into machine  Intelligence. Typical  areas  include machine 
perception,  learning,  computer  vision, natural  language processing, bioinformatics, economics, 
cheminformatics, etc. Among these areas, technologies categorized in computer vision are over‐
viewed in Fig. 1.1 (b). The areas with which this thesis deals are learning in Fig. 1.1 (a) and Detec‐
tion in Fig. 1.1 (b). More specifically, this thesis focuses on technological areas related to cluster‐
ing in machine intelligence as well as image feature detection in computer vision. 
 
 
Figure 1.1 Machine Learning and Computer Vision 
(a) Applications of Machine Learning; (b) Typically research topics of the computer vision, includ‐
ing the detection/recognition, motion analysis, image restoration, scene reconstruction, etc. 
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(a) Machine Learning and Its Applications (b) Typical Research Topics of Computer Vision 
Computer Vision1: In some literatures, the terminology “computer vision” is interpreted as the specific research that focuses
on the 3D scene projected onto one or several images . While “image processing” indicates the research of 2D based
processing issues. In this thesis, computer vision is utilized to express the broad sense of the research related to image
understanding or vision based information retrieval.
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(1) Clustering in Learning 
“Learning”  is  usually  interpreted  as  the  ability  to  achieve  improvement  through  experience.  
Nowadays, technologies have been developed so as to construct systems that can, to some ex‐
tent, realize the practical applications that could facilitate our daily  life as well as the entire hu‐
man  society.  In general,  there are  three kinds of problems:  supervised  learning,  reinforcement 
learning, and unsupervised learning. 
 
The supervised  learning algorithm  [2][3][4] can either be defined as “regression”, which has an 
output function that has a continuous value, or as “classification” that has discrete  label values. 
The supervised  learning function can be obtained by training with given pair data that contains 
the input objects and desired outputs.   The function is utilized to predict the value of the func‐
tion  for  any  valid  input  object  in  regression  problem,  or  to  retrieve  the  label  in  classification 
problem. 
 
The reinforcement learning [5][6], which is inspired by related psychological theory, aims at solv‐
ing the problem by finding suitable actions under a given situation. Typically, the solution learns 
the  optimal  action  by  accumulating  the  experience while  interacting with  its  environment  by 
pursuing a maximum reward.  In many cases, the current action not only affects the  immediate 
reward but also has an impact on the reward at all subsequent time steps. 
 
As opposed to the above‐mentioned two learning methods, the unsupervised learning [7][8][9] is 
neither trained with given data with output value nor gathering experience from the feedback of 
the external environment. The goal,  for  its subarea “clustering”,  is to discover groups of similar 
examples within the data; for “density estimation” is to determine the distribution of data within 
the  input  space;  and  for  “visualization”  is  to  project  the  data  from  a  high‐dimensional  space 
down to two or three dimensions. 
 
Techniques of each of the above issues are usually endowed with specific objection and functio‐
nality that corresponds to distinct  learning problems. As shown  in Fig.1.2, this thesis presents a 
method, called “a modified RANSAC”, that can simultaneously perform clustering and regression; 
i.e., our method spans over both unsupervised  learning and supervised  learning categories. The 
line  detection  example  demonstrated  in  chapter  II  presents  its  application  to  object  feature’s 
recognition. 
 
(2) Image Feature Detection 
There are a huge number of  research works on  image  feature detection. As  features  to be de‐
tected from  images, shape and motion are very  important cues for the subsequent higher‐level 
processes such as pattern recognition and scene understanding.     
 
Concerning  “shape” detection  from  a  static  image, detection of  straight  lines  [94][95],  curved 
lines [36][96], circles [97][98] were studied. Among these shapes, this thesis deals firstly the line 
detection  in  chapter  II  as  an  example  to  verify  the  effectiveness  of  the  proposed  a modified 
RANSAC. It is well known that line detection is comparatively simple since a line model only con‐
tains  two  parameters,  the  advantage  as well  as  the  effectiveness  by  utilized  the  proposed  a   
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Figure 1.2 Machine Learning and Its Sub‐branches 
The Regression and Clustering problems are the major targets in this thesis 
 
 
modified RANSAC cannot be fully guaranteed unless conducting the experiments to detect more 
complex shape features. Motivated by presenting a convincing application, we further researched 
the ellipse detection from a static  image acquired under complicated environments,  in terms of 
both computational speed and detection accuracy. 
 
Besides the static  image, we also present the research for video sequences, specifically the mo‐
tion analysis,  in order  to  further extend  the application  range of a modified RANSAC. Another 
significant reason of conducting the research of motion analysis is that dynamic cameras are im‐
portant, in particular, for mobile robots, because mobile robots are required to act autonomously 
by understanding the robots’ surroundings such as 3D reconstruction of the environment for es‐
tablishing the robots’ action plans and detection of moving objects for avoiding colliding with the 
moving objects. The camera is one of the most useful sensors for mobile robots. Quite many mo‐
bile robots were equipped with a single camera (e.g. [99]). This configuration is useful for 3D re‐
construction of static things the mobile camera observes, but not so much for detecting moving 
objects. A method for solving this issue is to mount stereo cameras to a mobile robot. This thesis 
deals with detecting the motion of moving objects as well as the motion of the stereo cameras 
(mobile  robot), based on analyzing  the  stereo video  sequences acquired by active  stereo cam‐
eras.     
 
1.2 Related Works 
 
1.2.1 Model Estimation and Data Clustering 
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The clustering problem  in unsupervised  learning  is to assign a set of observations  into subsets, 
namely clusters, such that observations in the same cluster are similar in some sense. Generally, 
there are  three kinds of  techniques: hierarchical  clustering  [10]  [11], partitional  clustering  [12] 
[13], and spectral clustering [14] [15]. Distinct from the regression problem, clustering does not 
require the input of parametric model; instead it straightforwardly classify the input data accord‐
ing to predefined distance function, typically  including: Euclidean distance, Manhattan distance, 
maximum norm, Mahalanobis distance, Hamming distance, and the angle between two vectors 
for high dimensional data. Since the major objective for clustering algorithms is to categorize the 
target data, it does not provide the parametric model regression functionality. 
 
On the other hand, the regression algorithm is utilized to achieve fitting or estimating the target 
model, in parametric regression against specific equation(s). Of the most frequently quoted me‐
thods,  least  square method, m‐estimator,  least median  square  and  etc  are widely  utilized  in 
computer vision and machine learning research fields. The least square method involves the en‐
tire datasets to fit a model whose residue against all the data is the minimized. Its limitation lies 
in  the  insufficient accuracy when  fitting  the dataset with noise. The m‐estimator  improved  this 
weak point by assigning weight according to the error value, thus that the impact from the out‐
liers  can  be  eliminated.  The  least median  square method  is  implemented  based  on  iterative 
processes, which  seek  the optimal model by  randomly choosing data and observe  the model’s 
score  against  all  the  involved  data.  Another  iterative method,  Random  sample  consensus,  or 
namely RANSAC developed by Fishler and Bolles  in 1981  [16]  is a  robust estimator  that widely 
utilized in computer vision as a standard technology [17]. The RANSAC adopts the inlier number 
as  the  score, while  least median  square adopts  the median error. Fig.1.2  is an example of  line 
fitting  to demonstrate  the  comparison between RANSAC  and  the  least  square method, where 
RANSAC achieves better fitting (regression) that is not affected by the outliers. 
 
 
 
Figure 1.3 Line Fitting Result Comparison Between Least Square Method and RANSAC 
(a)  is  the original data  that used  to  fit  a  line.  (b)  shows  the  fitting  (regression)  result by  least 
square method that involves all the data points. (c) is an obvious better result by RANSAC, com‐
paring to the least square method based one. The outliers that in gray in (c) have no influences to 
the final fitting result. 
 
(a) Original Data (b) Fitted by Least Square 
Method
(c) Line estimation by 
RANSAC
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Typical applications include camera pose estimation [18], robust feature matching [19] [20] [21], 
visual modeling  [22], estimation of epipolar geometry  [23],  [24] and estimation of  the  trifocal 
tensor  [25]. RANSAC proceeds  as  the  following  iterative  steps:  (1)  randomly  selecting minimal 
dataset to construct one parametric model of the target. (2) Count the inlier of the current esti‐
mation against  the given data. The  iterative processes are  terminated when  the probability of 
finding  a  better model  becomes  lower  than  a  user‐specified  probability  ߟ,  The  1 െ ߟ  confi‐
dence in the solution holds for all levels of contamination of the input data, that is, for any num‐
ber of outliers within  the  input data. An example of  line  fitting by RANSAC  is demonstrated as 
Fig.1.4. 
 
 
Figure 1.4 Mechanism of RANSAC for Line Detection 
Original Data (left)
Desirable Fitting (Right)
Iteration Process:
• Random selecting data
• Construct Model
• Count the Inlier
Final Result
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Similar to all the other algorithms, despite of the wide application and advantages, RANSAC has 
its own demerits. An advantage of RANSAC is its ability to do robust estimation of the model pa‐
rameters,  i.e.,  it can estimate the parameters with a high degree of accuracy even when signifi‐
cant amount of outliers are present in the data set. A disadvantage of RANSAC is that there is no 
upper bound on the time  it takes to compute these parameters. When an upper time bound  is 
used  (a maximum number of  iterations)  the  solution obtained may not be  the optimal one,  it 
may not even be one that fits the data  in a good way. A reasonable model can be produced by 
RANSAC only with a certain probability, a probability that becomes larger the more iterations that 
are  used.  Another  disadvantage  of  RANSAC  is  that  it  requires  the  setting  of  problem‐specific 
thresholds. RANSAC can only estimate one model for a particular data set. As for any one‐model 
approach when two (or more) models exist, RANSAC may fail to find either one. This undesirable 
property constrains it from the applications with multiple model estimation, which are common 
tasks in many research fields, not only computer science but also the other engineering, and the 
economics  issues.  In this chapter, we  introduce a modified RANSAC, which enables the classical 
RANSAC with multiple models’ estimation ability. 
 
Recent technologies improved the traditional RANSAC aiming at either lower computational cost, 
or higher estimation robustness. The optimization of estimation robustness as well as the accu‐
racy  is achieved by either the alternatives of model verification [26][27][28][29][30][31]  instead 
of  the  traditional  inlier  counting, or  [32][33][34][35]  the  improvement of  sampling process  so 
that the hypotheses can be generated preferentially. While these efforts have shown considera‐
ble promise, none of  them are directly applicable  in situations where  real‐time performance  is 
essential. These improved versions endow the traditional RANSAC with more robust performance 
or lower computational cost, however, in the functionality viewpoint most of them are designed 
to follow the traditional RANSAC that can only estimate one model. 
 
K‐RANSAC [36] is proposed to achieve multiple models’ estimation by generate k hypotheses, and 
to  remove  the  valid  ones  which  own  enough  inliers.  This  method  compensates  the  mul‐
tiple‐model  problem,  however  before  carrying  out  the  computation  the  system  is  required  to 
input with the fixed number k as a prior, which is usually unavailable in the practical application. 
 
In order to  facilitate  the multiple models’ estimation,  in chapter  II we propose  the so called “a 
modified RANSAC”, which is another improved version of the traditional random sample consen‐
sus algorithm. Distinct from other methods, since that the proposed iterative method is endowed 
with  the  functionality  of  simultaneous multiple models’  estimation  and  corresponding  inliers’ 
detection, it can also be utilized in the clustering as well as the labeling issues.   
 
1.2.2 Ellipse Detection 
 
Among shape primitives, the circle has drawn special  interest throughout history due to  its per‐
fectness as a morphological  feature. Many natural objects have a circular appearance,  from an 
astronomical scale, such as planets, to a micro scale, such as biological cells. Due to not only the 
appearance but also the philosophical beauty of circles, numerous artificial objects are designed 
to  have  an  exterior  that  is  circular  or,  in  variation,  elliptical.  Spherical  objects  are  appear‐
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ance‐invariant with respect to different viewpoints, while 2D circular objects deform with affine 
transformation so that their contours are observed as ellipses. Other objects with either partially 
or entirely  intrinsic elliptical boundaries are also very common; thus, detecting ellipses from an 
image is of fundamental importance in pattern recognition topics. 
 
The ellipse‐fitting problem has drawn research  interest for several decades. As computing hard‐
ware and theories have improved, in recent years a wide range of ellipse‐estimation applications, 
including  defect  detection  for  industrial  products  [37],  ellipse  extraction  from  remote  sensing 
images  [38][39][40],  biological  and  biomedical  analysis  [41][42][43],  intelligent  transportation 
systems [44][45], human pupil monitoring [46], human face recognition and tracking [47][48][49] 
[50][51], video surveillance  [52][53][54], and others  [55], has been achieved.  In addition, since 
the ellipse is a fundamental shape primitive, ellipse detection can facilitate more advanced object 
recognition tasks by providing significant appearance features. Fruitful applications as well as the 
long‐term research interest prove not only the practical importance but also the challenging na‐
ture of ellipse detection research. Major difficulties lie in both the high parametric dimension of 
ellipse fitting and the interference from either imagery noise or complex edge spatial distribution 
with respect to different scene structures. 
 
In despite of its subservience, the difficulty of detecting ellipse from a static image, which majorly 
lies  in the ellipse’ high parametric dimension, obstacles  its access to many of the visual applica‐
tions, especially the ones whose processing target are complex  images.  In this research we also 
adopt the edge  image as our processing target, since  it contains the most straightforward  infor‐
mation for shape recognition. Specifically, the canny operator [56] is adopted as the edge detect‐
ing algorithm. Thus, the complex image here is defined as the one whose edge pixels are densely 
distributed. Unfortunately, there are abundance of such complex image within the most attract‐
ing  applications,  including  natural  scenes, medical  images  and  device  control  technologies,  as 
demonstrated in Fig.1.5. Recall that the ellipse standard equation, as shown in Eq.(1.1), contains 
five parameters, where  ݑ  is  the  long  axis,  ݒ  represents  the  short  axis,  ሺ݄, ݇ሻ  are  the  center 
position, and  ߠ  is the rotation angle.   
൫ሺ௫௖௢௦ఏା௬௦௜௡ఏሻି௛൯
మ
௨మ
൅
൫ሺି௫௦௜௡ఏା௬௖௢௦ఏሻି௞൯
మ
௩మ
ൌ 1        (1.1) 
Thus one ellipse model can be estimated by sampling five edge pixels. Given that the query image 
contains  ሺܯ ൅ ܰሻ  edge pixels, where  ܯ  is the number of total pixels on ellipses and  ܰ  is the 
number of edge pixels locate at other positions. The probability of correct selection of five edge 
pixels that on one ellipse, denote as  ݅, which contains  ݉௜  edge pixels is given as following equa‐
tion: 
݌ହ ൌ
஼೘೔
ఱ
஼ಾశಿ
ఱ ൌ ∏
௠೔ି௝
ெାேି௝
ସ
௝ୀ଴ ൎ ቀ
௠೔
ெାே
ቁ
ହ
          (1.2) 
Then the difficulty for estimating an ellipse can be seen from the following example. Assume the 
query image contains 1,000 edge pixels that uniformly distributed on 5 ellipses, 9,000 edge pixels 
on other  shapes. The probability  to perform a  correct  selection of  five pixels  is approximately 
3.2 ൈ 10ିଽ, a rather small number. Thus to estimate all the ellipses by a traversal algorithm, such 
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as  standard Hough  transform,  1.5 ൈ 10ଽ  times  of  iterative  sampling  is  necessary, which  is  an 
extreme demand of both computation  time as well as  the memory cost.  In order  to solve  this 
difficulty, researchers have been actively researched this topic; and  fruitful solutions have been 
developed as introduced in the following section. 
 
 
 
Figure 1.5 Complex Image Examples 
(a) Pupil image example, which might be treated as the input image for device control technolo‐
gies; (b) is the edge image of (a). (c) Cell image example, the query input for medical image anal‐
ysis; (d) is the edge image of (c). (e) Natural image example, for the robot vision applications for 
general purposes; (f) is the edge image of (e). (b), (d) and (f) demonstrate the complexity of edge 
distribution, which directly results in the detection difficulty for ellipse estimation. 
 
Of the previous literature on ellipse fitting, the least square‐based fitting method and the Hough 
transform family are the most commonly researched. The  least square method  is susceptible to 
the  influence of outliers or noise and extraneous pixels. Aiming to  improve the extraction accu‐
racy, W. Zou [51] proposed a quadrant arc (against the boundary gradient) combination method 
that achieves  real‐time ellipse  tracking. A. Y. S. Chia et al.  [57]  improved  the curve segmenting 
and merging  steps  by  exploring  the  theories  of  Gestalt  psychology  before  applying  the  least 
square method. This proposal can achieve accurate ellipse fitting even with severe partial occlu‐
sion of the ellipses by each other. However, the potential  inaccuracy during edge curve merging 
will  result  in  false  ellipse  detection.  The  Hough  transform  (HT)  family,  including  standard  HT, 
combinatorial HT (CHT) [58], randomized HT (RHT) [59], probabilistic HT (PHT) [60], and iterative 
randomized HT (IRHT) [61], achieves model fitting through voting and seeking the local maximal 
in  elliptical  parameter  space  according  to  the  combination  of  edge  pixels.  However,  an  el‐
lipse‐fitting problem  requires  in general a 5D parameter  space  since an elliptical  shape can be 
specified by five parameters; this results in an extreme computational load both in running time 
and storage space. Although methods of HT extension such as  those  in  [62][63][64] have been 
proposed to decrease the sampling size, no satisfactory results have been achieved with a good 
balance between computation cost and detection accuracy.   
 
(a) (b)
(c) (d) (e) (f)
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To facilitate efficient computation, methods such as “Upwrite” [65] and “arc finding” [66][67][68] 
have  been  proposed.  Nevertheless,  both  methods  have  their  individual  defects.  Specifically, 
“Upwrite” can only detect ellipses with no occlusion, while “arc finding” is dependent on the pre‐
ciseness of the detected contours, which results in low detection accuracy when applying to the 
image where object contours are complicatedly crossed.  In  [69], Z. Liu and H. Qiao proposed a 
hierarchical detection  frame‐work  to address  the accuracy problem  for noisy  images. However, 
the  proposed  algorithm  can  only  handle  elliptic‐al  contours with  no  seamless  connections  to 
other  edges.  A  distinct method  of  using  the multi‐population  genetic  algorithm  (MPGA) was 
proposed by N. Kharma to detect ellipses  in biomedical  images  [70]. However,  it  fails to detect 
ellipses when the boundaries of the target objects are broken due to either occlusion by other 
objects or to vague edges within the ellipses.   
 
In  recent years, some works on geometrical analysis of  the boundary curves  that could corres‐
pond to borders between objects can be seen. K. Hahn et al. proposed a contour segment and 
merge  framework  to  cluster  edge  pixels  so  that  the  random  sampling  process  in  RHT  is  con‐
strained to each cluster for efficient ellipse fitting [71]. However, since their curve segmentation 
and merge  steps  cannot avoid generating noisy and  false  connections of multiple  clusters,  the 
ellipse fitting by RHT is inaccurate and inefficient.   
 
1.2.3 Motion Analysis 
 
As one of the most active research topics  in computer vision, motion analysis  including both  in‐
dependent moving objects’ detection and the camera pose estimation, is a fundamental key step 
toward middle  level or high  level visual understanding.  It also plays an  important role  in a wide 
range of visual applications, such as 3D scene reconstruction, automated video surveillance, and 
vision based mobile robots’ self‐navigation [72]. Due to  its  importance, this topic keeps winning 
attractions for the past decades, and fruitful corresponding solutions for the independent moving 
objects’ analysis and also the motion of the camera, with different particular emphasis on either 
accuracy,  robustness or  the computational speed, have been proposed. However, previous me‐
thods cannot achieve desirable performance of both effectiveness and efficiency. Major difficul‐
ties  lie  in  the  following undesirable  factors:  the  complexity of  target  scene  structure, arbitrary 
motion of  the  target objects, video quality and data quantum, and  the ambiguous egomotion, 
which can have up to six degrees of freedom: three translations and three rotations. 
 
Existing  literatures of  independent moving objects analysis from the video frames acquired by a 
moving platform can be categorized  into two groups: 2D motion measurement and the analysis 
of motion in 3D space. 
1) Most 2D measurement based methods,  such as  [74][74][75] and  [76], have advantages  in 
implementation simplicity and computational speed, and thus can be more easily utilized in 
the  applications  that  have  special  demand  on  speed,  typically  the  real‐time  applications. 
Nonetheless, methods of this category cannot be applied to the case that contains compli‐
cated egomotion. Due  to  the  insufficiency of accuracy,  the 2D measurement  solutions are 
more vulnerable and tend to result in incorrect estimation. 
2) On the other hand, however, the methods based on 3D motion analysis, such as [77][78][79] 
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[80][81][82] and [83] possess better robustness despite the complexity of scene structure as 
well as the egomotion of the camera.   
 
Among the other previous literatures that related to motion detection and motion segmentation, 
the region based method as well as the statistical method based algorithms, such as [84][85][86]; 
the method that achieves motion segmentation from occlusion information in [87]; as well as the 
panoramic background extraction based methods, such as  [88] and  [89] have the advantage  in 
accuracy, however with the payment of computational complexity and cost.  In a different point 
of view, some applications seeking  for  real‐time  implementability such as  the  improved  region 
based method that proposed by R.Cucchiara et al [90], which could work almost in real‐time, for 
an image sized at 200×200 pixels. This technology is advanced in good balance between precision 
and efficiency, but  it could not work  in real‐time.   Another fast segmentation method by utiliz‐
ing image mosaic is proposed by K. Bhat [91], but their camera motion is limited to pan‐tilt, and 
thus can only be adopted in limited applications, such as fixed camera based surveillance. 
 
As one of the most famous methods for the active camera based scene structure reconstruction, 
“Structure from motion” (e.g. [92]) enables both the estimation of the egomotion and the recon‐
struction of the observed scene, but  it normally deals with only static scenes. Methods for mo‐
tion detection from the video sequence acquired by a moving camera can be seen (e.g. [89][93]), 
but since most of these methods use an active single camera, these methods cannot obtain the 
egomotion accurately. 
 
For the egomotion estimation, a survey is given in [72]. Besides the techniques for pure analysis 
of independent moving objects, or the egomotion estimation, D. Demirdjian et al. [86] estimated 
the ego‐motion of active stereo cameras by analyzing optical flows in the disparity space, but this 
method is not useful for dynamic scenes. M. Agrawal et al. [92][93] estimated the ego‐motion of 
active stereo cameras and sensed  the presence of  independently moving multiple objects by a 
RANSAC based analysis of optical flows  in the disparity space, but their method can simply dis‐
criminate the foreground (multiple moving objects) from the static background:  in other words, 
their method cannot detect the motion of each of the multiple moving objects. 
 
 
1.3 Purpose 
 
The purpose of this thesis  is to  firstly explore a method  for simultaneously computing the data 
clustering and model  fitting  tasks, as a machine  learning algorithm  for general purpose. As de‐
scribed above, by  following  the well‐known  random sample consensus  that can achieve  robust 
single model’s estimation from noisy environment, we develop a modified version to enable the 
multiple models’  estimation.  The  effectiveness  as well  as  its  value  to  computer  vision,  of  the 
proposed a modified RANSAC is demonstrated by the application to the following topics: (1) the 
ellipse detection from a static image; and (2) the motion analysis, specifically simultaneously re‐
trieving the egomotion and recognizing the independent moving individuals. Besides the verifica‐
tion of the effectiveness of a modified RANSAC, we select the ellipse detection and motion analy‐
sis, because the ellipse detection is an open issue but with promising value in pattern recognition, 
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as will be demonstrated in chapter III; and because the motion analysis, as is a topic with funda‐
mental importance in robot vision, is calling for simultaneous solution for self‐navigation and in‐
dependent motion analysis, as will be shown in chapter IV. Thus, the purpose of this thesis lies in 
the following three points: 
(1) Propose a modified RANSAC for extract multiple models from a noisy environment; 
(2) An effective method for detecting multiple ellipses from a static  image, despite of the com‐
plexity of the query scene; 
(3) Simultaneously  compute  the  egomotion  and  recognize  the multiple  independent moving 
individuals from stereo video sequence; 
To reach the above goals, the approach that described in the following section is adopted. 
 
 
1.4 Approach 
 
The approach to tackle each of this thesis’s three targets described  in Chapter 1.3  is outlined as 
follows.     
 
(1) Simultaneous estimation for multiple models and data labeling 
 
We modify the traditional RANSAC  (random sample consensus) technique so that simultaneous 
estimation  for multiple models  and  data  labeling are  achieved. Our modified  RANSAC  verifies 
each model’s validity and removes the corresponding  inliers so that multiple models’ estimation 
and  data  clustering  tasks  are  simultaneously performed. For  aiming  at  satisfying  accuracy,  our 
modified RANSAC utilizes a weight kernel function for the distance between the estimated model 
and each data, as opposed to the traditional RANSAC’s inlier counting method, which assigns the 
inlier with uniform contribution to the estimated model. This weight scheme aims at eliminating 
undesirable  influences  caused by a  fixed  threshold;  i.e.,  thresholding using a  fixed value might 
result in inaccuracy in the model estimation. 
 
The basic mechanism of the proposed a modified RANSAC is performed as the following steps:   
(1)   Random selecting a minimal dataset to construct a target model. 
(2)   Verify  the validity of  the  constructed model by  computing a predefined weight  function, 
against all the data that  involved. Note that the validity verification defined here can also 
be interpreted as to check whether there are enough data that support the current model. 
(3)   If the current model  is valid, then record  its parameters and delete the  inlier data that  is 
homogeneous to the current model. Note that the homogeneity of the involved data to the 
current model is determined against a manually predefined threshold. In case that the cur‐
rent model is invalid, then repeat step (1) and (2), and increase the iteration counter by one 
for each invalid estimation. 
(4)   The  process  is  terminated when  the  counter  exceeds  a  predefined  threshold, which  is 
usually determined in terms of the data number that involved in the current computation. 
Distinct  from other methods, especially  the  traditional RANSAC,  the proposed a modified RAN‐
SAC is endowed with the capability to detect multiple models without any prior knowledge to the 
number of model.  In the case of  line detection from an  image, the traditional RANSAC can only 
12 
 
output one line model, while the proposed a modified RANSAC can detect multiple line models, 
which are more approaching the result obtained by human being. The termination criterion de‐
scribed above as in step (4) achieves generally decreased threshold for terminating the iteration 
process. This  feature has better computational efficiency comparing  to  the  traditional RANSAC, 
whose termination is fixed once the desirable accuracy is determined beforehand. 
 
(2) Detecting multiple ellipses from a static image acquired under complicated situations 
 
As opposed  to  conventional ellipse detection methods,  this  thesis deals with difficult  issues  in 
ellipse detection: specifically, the issues are classified into the following five cases: (1) There are 
multiple‐colored areas or  textured  regions within one elliptical object.  (2) An ellipse contour  is 
partially occluded.  (3) An ellipse  contour  is  locally deformed, which  causes miss detection.  (4) 
Other than ellipses, there are many objects with different shapes.  (5) The cases  (1) through  (4) 
are combined. To tackle these difficult issues, the following algorithm is proposed.     
 
In general, the ellipse is described with five parameters, which means that the ellipse parameters 
can be estimated by five (edge) points  in the  image. We found that random choice of five edge 
pixels might  result  in  huge  computational  load  in  complicated  areas  in which edge  pixels  are 
densely distributed. Therefore, edge detection is performed so that raw boundary curves are ob‐
tained. After  intersections are eliminated from the boundary curves so that disconnected boun‐
dary curves are obtained, the orientation of each pixel  in the disconnected curves  is computed. 
By detecting abrupt changes  in  the edge orientations  in each disconnected curve, each discon‐
nected curve is segmented into curvelets. Since curvelets tend to be over‐segmented, two curve‐
lets  are  reconnected by evaluating  four weights, which put more emphasis on  connectivity  as 
elliptical arcs rather than spatial proximity. The boundary cluster constrains the random sampling 
of five edge pixels. Then, an ellipse is detected by the modified RANSAC from the five pixels cho‐
sen from the boundary clusters randomly. Here,  in contrast to the traditional RANSAC that only 
detect one ellipse, a modified RANSAC can achieve more satisfying detection result by detecting 
multiple ellipses. Overlapped ellipses are merged.   
 
(3) Detecting  individual motion of multiple moving objects  from  the stereo video sequences ac‐
quired by active stereo cameras and estimating the motion of the stereo cameras 
 
This thesis deals with detecting multiple independently moving objects from the video sequences 
acquired by active stereo cameras and estimating the egomotion of the stereo cameras. We first 
compute 3D optical flows from consecutive frames, by matching the detected feature points be‐
tween  the consecutive  frames and stereo  images. Here, stereo camera can help with providing 
comparatively  straightforward depth  information of  the  feature points. However,  the matching 
that simply compares the feature descriptors computed by SIFT often results  in shortage of the 
matching  results. To avoid  the  shortage, we propose a matching  strategy by concatenating  the 
feature correspondences among sequential images, instead of consecutive two frames, so that a 
reasonable number of the feature points to be used for computing 3D optical flows can be guar‐
anteed. From  the dense  flows,  three 3D optical  flows are  randomly  selected  for computing an 
egomotion  (model). The validity of  that egomotion model  is checked by  the modified RANSAC 
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using  the weight  obtained  by  calculating  a  consistency  between  that model  and  each  of  the 
dense flows. If it turns out that the estimated egomotion model is valid, the label that identifies 
this model  is assigned to the  inliers, which are consistent with this model, and then the  labeled 
inliers are deleted. The random choice of three flows and its subsequent processes are repeated 
till one of the termination conditions  is met. Using the  inliers present  in the static background, 
the real egomotion is computed. The result of motion analysis by adopting the proposed a mod‐
ified RANSAC enables the retrieval of multiple egomotion models, which are computed by refer‐
ring to either the background, or the independent moving individuals. The objectives to simulta‐
neously compute  the egomotion and  independent moving  individuals can  thus be  reached. On 
the other hand, the traditional RANSAC can only obtain one egomotion model, it lost the capabil‐
ity to differentiate the background and independent moving individuals, and thus the probability 
of retrieving the real egomotion is dramatically decreased. 
 
 
1.5 Thesis Organization 
 
As shown in Fig. 1.5, the rest of this thesis is organized as follows.     
 
Chapter II focuses on the proposed modified RANSAC, whose basic concept, details of the algo‐
rithm as well as applications in visual computing are described Specifically, in Chapter II, the prin‐
ciple and properties of the modified RANSAC are explained using an easy understandable exam‐
ple:  specifically, multiple  straight  line detection, which  cannot be performed by  the  traditional 
RANDSC. The applicability of  the proposed mechanism  to  the  line detection  is  further demon‐
strated by experiments conducted using synthesized images and natural images. The last part of 
Chapter II describes the detection results against the query images with increasing noise factor to 
demonstrate the effectiveness. These results of applying the modified RANSAC to different image 
sources demonstrate the ability of estimating multiple models. 
 
In Chapter III, we elaborate on the proposed method for detecting multiple ellipses based on the 
modified RANSAC and the guidance based on edge pixels’ pre‐clustering. Thus, the random sam‐
pling step of the proposed method is carried out within single cluster to greatly contribute to the 
computational speed as well as the detection accuracy. In the experimental section, we demon‐
strate the detection results in comparison with the randomized Hough transform based method. 
The  robustness of  this proposed method  is  further proved by  the detection  results  for compli‐
cated images, where edge pixels are densely distributed.   
 
In chapter IV, the proposed method for detecting independent moving objects from active stereo 
video frames is explained as well as computing dense 3D optical flows. Experimental results show 
that dense 3D optical flows are successfully obtained and that two independently moving objects 
are  separately detected. The  real egomotion of  the  stereo cameras can be computed with  the 
feature points present in the static background.   
 
Chapter V concludes this thesis and describes the future works. 
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Figure 1.6 Structure of This Thesis 
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Chapter II    A Modified RANSAC 
 
 
 
 
 
2.1 Introduction 
 
2.1.1 Background of RANSAC 
 
As described  in  the previous  chapter, model  fitting  issue  is of  fundamental  importance  in ma‐
chine  learning and computer vision research  field. Random Sample Consensus, or namely RAN‐
SAC,  firstly  invented by Fischler and Bolles  in 1981 to retrieve predefined parameterized model 
from a set of observed data values, typically with noisy factors. It is widely recognized as an effec‐
tive method to simultaneously solve the correspondence problem and estimate the fundamental 
matrix  related  to  the  images  that  taken  from different viewpoints against  the  same  scene. Be‐
sides,  fruitful  application of  this mechanism  achieves wide  attentions  among  various  topics  in 
computer vision and other artificial intelligence research fields. 
 
The basic concept of RANSAC is to fit parametric model by competition regarding inlier numbers. 
Specifically, the model fitting step that requires a pre‐defined parametric equation of the target 
model is carried out by randomly selecting a number of data from the given dataset. The number 
of selected data for one time depends upon the dimension of the objective parametric model’s 
parameter  space. Despite  some methods determine  the number of greater value  that exceeds 
the parameter space dimension for robust purpose, the general cases are that the number is de‐
termined as the same with the dimension of the parameter space. This is also the minimal data 
that  required  for constructing a valid model, as described  in  the original paper as  [16]. For  in‐
stance, to estimate a line from image pixels, we can only pickup two pixels at one time to achieve 
a line, or line segment between these two pixels.   
 
The goodness evaluation of the estimated model is achieved through an inlier counting process, 
which is to testify how many data in the given dataset are homogeneous to the estimated model. 
This concept is natural in the sense of model fitting that the estimated model is good if there are 
many supportive data, and vice verse. For different objective function, the homogeneity to judge 
the  inlier should be specifically defined.  In most of  the applications,  the homogeneity  is either 
directed or undirected defined as the distance between the given data to the estimated model, in 
spatial range or feature range. 
 
In a clearer manner, the basic mechanism of RANSAC can be listed as the following iterative pro‐
Chapter II
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cedures:   
1. Randomly selecting a minimal set of data to compute a model.   
2. Compute the distance between each data to the estimated model. Treat the data as an inlier 
when its distance is under a predefined threshold.   
3. If the inlier number for all data to this model is over a preset least inlier threshold, the esti‐
mation in this step is recorded as a valid model.   
4. Repeat the above steps. The competition according to the  inlier number among estimated 
valid models could calculate the final result with a maximal inlier.   
5. Terminate the above repetition when no better result could be obtained in a certain times of 
trail. Treat all the non‐inliers as outliers. 
Under this mechanism, one effective model could be computed if re‐compute the model with all 
the  inliers selected previously. The  inlier  labeling process manifests  its capability of eliminating 
undesirable factors, such as noise. 
 
As described in the section 1.2.1, despite of the advantages in robust estimation from noisy data, 
the original random sample consensus has three major disadvantages: (1) computational speed; 
(2) robustness against different tasks, or even different scenarios under the same task, the major 
reason of which  lies  in  the  inlier  counting  strategy  regarding  to  a predefined,  fixated distance 
threshold; and  (3)  the model estimation  functionality,  specifically  the  classical RANSAC will  fail 
either estimation  if there are multiple models existing  in the processing target. Thus,  in the fol‐
lowing three decades after the RANSAC’s  invention  in 1981, many new proposals that based on 
the  similar mechanism of  its original  version have been developed.  In  the  traditional RANSAC 
mechanism, the  inlier  judging relies on a pre‐defined global threshold. However,  in the real ap‐
plications the prior knowledge for selecting an appropriate value is usually unavailable. And thus 
single  threshold value  tends  to  result  in  incorrect or  inaccurate estimation. The MLESAC  (maxi‐
mum  likelihood  estimation  sample  consensus)  algorithm,  described  in  [28],  follows  the  basic 
random  sampling  formula  in  that  successive minimal  sets  of  correspondences  are  sampled  to 
derive  hypothesized  solutions,  and  the  remaining  correspondences  are  used  to  evaluate  the 
quality of each hypothesis. MLESAC evaluates the  likelihood of the model hypothesis  instead of 
using heuristic measures.  It requires the estimation of a parameter that represents the propor‐
tion of valid correspondences and  is solved by an  iterative EM (expectation maximization) algo‐
rithm. The G‐MLESAC (guided maximum likelihood estimation sample consensus) algorithm [100] 
further extends  the MLESAC  algorithm by  adding prior  validity  information  for each  individual 
correspondence  from  the matching  scores.  However,  in  the  absence  of meaningful matching 
scores it is reduced back to the same performance as MLESAC.   
 
In addition, various techniques have been proposed to also speed up the RANSAC algorithm. For 
instance, Matas and Chum [30] design randomized sequential sampling evaluation to enable the 
early  termination  of  the  hypothesis  evaluation  of  RANSAC.  The  algorithm,  called  R‐RANSAC, 
speeds up the model evaluation step by introducing a two‐stage procedure. First, a statistical test 
is performed on d randomly selected data points  ሺ݀ ا ܰሻ. Evaluation of the remaining  ܰ  െ  ݀ 
data points is carried out only if the first d data points are inliers. The speed up of the R‐RANSAC 
depends on the probabilities of the two types of errors committed  in the pre‐test, the rejection 
of an uncontaminated model and the acceptance of a contaminated model. The  idea was mod‐
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ified  by  Nister  to  include  competitive  verification  of models  and  exploited  in  an  impressive 
real‐time structure from motion system [30]. The main limitation of Nister’s pre‐emptive RANSAC 
is that a fixed number of models is evaluated, which is equivalent to an a priori assumption that 
the fraction of inliers is known. This limits the applicability of pre‐emptive RANSAC in some prob‐
lems where the fraction of inliers ranges widely, such as in wide baseline stereo. 
 
The above recently developed methods are either contributive against the detection accuracy or 
computational speed. While in [36], a K‐RANSAC is proposed to enable the multiple model detec‐
tion ability by  fitting and deleting strategy. For  instance, by utilizing  the K‐RANSAC mechanism, 
the circle detection  issue  is achieved by  the  following processing  steps:  (1) generating K hypo‐
theses, (2) once the generated hypotheses/hypothesis own(s) enough pixels that have small dis‐
tances, the hypotheses /hypothesis are/is accepted. This method  is effective to solve the fitting 
problem with known model number. However, in the contrary case that the prior K is unavailable, 
this algorithm decreases its performance in both detection accuracy as well as robustness. 
 
2.1.2 Chapter Structure 
 
In this chapter, we present a modified RANSAC, which can deal with the fitting issue for arbitrary 
number of the target model. In single model construction problem, especially in high dimensional 
regression, RANSAC is advantage in its effectiveness of eliminating noise factors in a efficient way. 
The method discussed in this chapter is proposed by considering the difficulties within the origi‐
nal RANSAC, that  it  is unable to extract multiple models. For many applications single model  is 
insufficient  to  characterize  the  desired  information.  For  instance,  in  image  processing,  it  is  of 
probable  that multiple objects with similar shape or  feature exist  in one  image. Although, pre‐
vious  literatures, such as Hough Transform and the above mentioned K‐RANSAC have been pro‐
posed, they suffer various limitations, such as extra prior and computational efficiency, especially 
applying  to  the  problem  in  a  high  hyper‐space,  or multi‐dimension.  The modified  version  of 
RANSAC is advantage in the ability of multiple models’ calculation, from a labeling viewpoint. The 
following of this chapter is structured as follows: in section 2.2 the basic concept and mechanism 
of  a modified RANSAC  is elaborate.  Section 2.3  forwards  an example of  straight  line  fitting  to 
demonstrate the effectiveness for the application to shape recognition issue by this method. And 
section 2.4 summarizes this chapter. 
 
 
2.2 A Modified RANSAC 
 
In the above description, it is understandable that the traditional RANSAC process has the limita‐
tion that all data could only generate one valid model. Nevertheless, in the actual needs of vari‐
ous applications, where the existence of multiple models is possible, and thus requires the algo‐
rithm’s capability  to handle simultaneous model estimation. To conquer  this problem, we pro‐
posed in this thesis a model estimating and meanwhile data labeling strategy, which is named as 
a modified version of RANSAC. 
 
Adopting the similar processing steps with RANSAC, a modified RANSAC achieves multiple mod‐
els’ estimation also by an  iterative procedure that firstly to randomly selecting minimal dataset 
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RANSAC can precisely measure each pixel’s contribution to the estimated ellipse by the prede‐
fined weight function indicated. Given a large threshold value for the weight, a modified RANSAC 
outputs an ellipse model that fits accurately to the boundary pixels as shown in Fig.2.1.(c). Con‐
sequently,  the estimation  result by  the modified RANSAC  tends  to be more accurate  than  the 
traditional inlier counting. 
 
 
 
 
Figure 2.2 Flowchart of a Modified RANSAC 
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The basic mechanism of a modified RANSAC is demonstrated as Fig. 2.2, where the blocks in pur‐
ple are the necessary information to drive the whole process, including the definition of the tar‐
get parametric model, the  input dataset for model estimation, and the definition of the weight 
function, which is adopted to compute the validity of each estimated model. Similar to the tradi‐
tional RANSAC, the proposed a modified RANSAC starts with randomly selecting a minimal data‐
set, and constructing a target model.  It  is understandable that the estimated model  is not nec‐
essarily built from the data that are homogeneous in terms of the predefined parametric model, 
which is referred to as invalid model in this thesis. Consequently the validity of the current esti‐
mation is verified through the weight function that input to the computation process, in order to 
observe how much homogeneity that the current model can obtain from the involved dataset. In 
a broad sense, to manifest the above validity the weight function should be defined as a mono‐
tone decreasing function with respect to the distance from a specific data to the model. Then the 
total weight, which is calculated as the summation of the entire weight of each of the data that 
involved,  is utilized  to compare with a predefined validity  threshold.  In case  that  the model  is 
valid, we preserve the current estimation as one of the result models; and simultaneously update 
the dataset by deleting all the inliers, which can also be interpreted as “supporters to this model” 
among the involved data that are homogenous to the current estimation. The inlier deletion step 
is performed aiming at the elimination of their side effect in the following estimation of the other 
models. Among the updated dataset,  if there are enough data  for constructing another model, 
then the counter is reset to 0, and the above steps are repeated. If no enough data number left, 
the  computation  is  terminated. Back  to  the model  validity  judgment,  in  case  that  the  current 
model has not enough weight to reach the validity criterion, the counter is increased by 1. If the 
counter  accumulates  a  greater  iteration  number  that  exceeds  the  predefined  threshold,  the 
computation of a modified RANSAC is terminated. Otherwise the above steps of random select‐
ing and model validity’s verification are iterated. The above description can be further explained 
by the following pseudo‐code: 
 
 
Where, the “#(S)” indicate the data number that in the dataset “S”. 
Initialize the iteration counter c=0;
Iteration threhold c_th;
Weight function f();
Validity threshold v_th;
Dataset: S
Minimal data number to construct a model: n
While ( c<=c_th && #(S) > m) 
Random select m data from S;
Construct a model: M;
Compute the weigh: w = f(M, S);
if  w >= v_th
Record M;
Update S by deleting the inliers;
Initialize the iteration counter c=0; 
else
c = c + 1;
end
end
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Among each of the iterative processes, once the estimated model is determined as valid, the in‐
liers are deleted from the original dataset. Such behavior prevents the proposed mechanism from 
duplicated utilization of the same data to different model. Although  it  is true that one data has 
the possibility to be occupied by two models, e.g. the intersection of two straight lines, the inlier 
deleting can greatly improve the computational speed by downsizing the sampling set, according 
also to the fact that in general applications the case of one data belonging to multiple models has 
a comparatively low probability to happen comparing to the size of the entire data set.   
 
On the other hand, the weight for validity judgment is calculated from a normalized function, in 
order to facilitate the threshold definition as an unknown prior. Typically, in the following exam‐
ple of  line detection as well as  the afterward  chapters,  the Epanechnikov  function  (Eq.(2.1))  is 
adopted. 
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where, h is called bandwidth to adjust according to specific needs with respect to processing tar‐
get, x is the Euclidean distance between one point to the estimated straight line. 
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Figure 2.3 Comparison Between Traditional RANSAC Mechanism 
(a) and (f) are the query data and one possible desirable estimation result that labeled manually. 
(b),(c),(d),(e) are the traditional RANSAC based line detection; (g), (h), (i) are the detection result 
by a modified RANSAC. 
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2.3 Straight Line Extraction 
 
2.3.1 Processing Steps 
 
As demonstrated in figure 2.3, the comparison between implementing the traditional and a mod‐
ified random sample consensus  is performed regarding to the  line detection  issue. Fig. 2.3 (a) is 
an original image that contains 10 pixels, based upon which the line detection is carried out. Fig. 
2.3 (f)  is one of the desirable results, where two straight  lines shall be extracted, while the cor‐
responding  inliers are  labeled, as shown  in different colors; and  the outlier P10  is  illustrated  in 
black. The traditional RANSAC as well as the proposed a modified RANSAC might take the same 
step to randomly selecting two points to construct a line model, as in Fig. 2.3 (b) and Fig. 2.3 (g), 
where  the  traditional RANSAC  record  the  inlier number, while  a modified RANSAC  counts  the 
weight  against  all  the  points.  In  this  example,  in  order  to  simplify  the  explanation,  the  inlier 
judgment  is achieve by observing whether  the estimated  line penetrates  the orange circle sur‐
rounding specific point, in both algorithms. If the inlier threshold for validity verification is set to 
4 in a modified RANSAC, the first estimation in Fig. 2.3 (g) is obviously an invalid model. Thus our 
proposal discards it. Iteratively performing the random sampling and model verification process, 
as  in Fig. 2.3  (c) and Fig. 2.3  (h) both algorithms achieves a better model. Then  the  traditional 
RANSAC  substitutes  the previous model with  this estimation  since  the current one owns more 
inliers. On  the  other  hand,  a modified  RANSAC  confirms  the  validity  by  obtaining  a  satisfying 
weight. Thus the inliers are deleted from the original set. In the following process, the traditional 
RANSAC might  select wrong combinations with a greater probability  than  its modified version, 
since the  inliers of the previous valid model have been deleted from the previous step. A mod‐
ified RANSAC can be finished within a few iterations, while the traditional RANSAC have to keep 
computing until the predefined  iteration number reached. As the final result, our proposal out‐
puts two valid model, with each of them the inliers can be labeled or clustered according to the 
specific  straight  line. While  the  traditional RANSAC might meet a dilemma  in  this example be‐
cause there are two “best model” during the competition, thus it can only retrieve one of them in 
terms of detection order, or none, based upon only the inlier numbers. 
 
 
Figure 2.4 Labeling Competence Problem 
(a). original datasets. (b). Line model’s validity is suffering an uncertainty if its characteristics is 
weak. 
 
(a) (b)
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Here  is a problem,  in a modified RANSAC whether elimination of the  inliers will result  in model 
missing. The answer  is positive, however, this case will occur only under the condition that not 
many  supportive data  to  the missing model exist.  In other words,  the model  is not prominent 
enough to be detected as a valid one, even to manual observation. An example is demonstrated 
as Fig. 2.4 (a), where the three red points and the two gray points may, on one hand, be seen as a 
line, while on  the other hand  the  two gray points may also be  treated as noisy points and  the 
three red points are treated as inliers to the three line that nearly horizontal demonstrated in Fig. 
2.4 (b). Thus, in case that the three red points are occupied as the inliers of the nearly horizontal 
lines,  then the gray  line cannot be detected. Otherwise  the gray  line may be treated as a valid 
model. For each result case, we may not complain it as a bad detection for the sake of the poten‐
tial missing line is lack of prominence. And thus this case will not cause great error to the entire 
estimation. 
 
 
2.3.2 Experiment 
 
In order to verify the effectiveness of the proposed a modified RANSAC mechanism, experiments 
of line detection from a static image is carried out. The robustness of the line detection by utiliz‐
ing a modified RANSAC is testified against the synthesized data with noisy data. Aiming at quan‐
titative analysis of the detection, we manually generate the pixels that are utilized for line detec‐
tion. The pixels are composed of (1) the pixels on the predefined  line models; and (2) the noise 
pixels. We evaluate the result by categorizing the synthesized experiment  images according to a   
 
Table 2.1 Statistics of Experimental Results 
 
Note: the value of noise factor  indicates the fraction against the  line points’ number; the “N”  in 
iteration number denotes the  threshold  for  iteration number  is the same as the volume of  the 
entire dataset  that  involved;  the accuracy  records  the detection  rate, where  the percentile de‐
notes the fraction of point number that properly detected. 
noise factor
point number on
each l ine
line number iteration number
computation time
(ms)
accuracy
0 20 3 N 27.5 100%
0.1 20 3 N 6.1 95%
0.2 20 3 N 12.7 95%
0.3 20 3 N 11.4 90%
0.4 20 3 N 9 95%
0.5 20 3 N 10.2 95%
0.6 20 3 N 16.7 90%
0.7 20 3 N 14.8 90%
0.8 20 3 N 14.1 85%
0.9 20 3 N 24.9 80%
1 20 3 N 17.8 85%
1.1 20 3 N 20.2 70%
1.2 20 3 N 23.2 75%
1.3 20 3 N 24 60%
1.4 20 3 N 43.3 50%
1.5 20 3 N 31 45%
1.6 20 3 N 36.8 35%
1.7 20 3 N 37 35%
1.8 20 3 N 39.8 35%
1.9 20 3 N 55.4 30%
2 20 3 N 43.7 30%
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Figure 2.5 Tuning the Bandwidth Parameter h 
 
 
so‐called  “noise  factor”, which  is defined as  the proportion of  the noise pixels’ number  to  the 
total number of pixels. By performing a modified RANSAC against the synthesized images that are 
generated by generally  increasing the noise factor from 0 to 2.0, the statistical results are sum‐
marized as  in Table 2.1, where  the accuracy  is  calculated by performing  the detection  for 100 
times for the  image within one category and counting the correct results containing all the  line 
(a) Original image (b) Edge image (c) h=0.2
(e) h=0.4 (g) h=0.6
(i) h=0.8 (k) h=1.0 (l) h=1.2
(m) h=2.0 (o) h=4.0
(f) h=0.5 (h) h=0.7
(d) h=0.3
(n) h=3.0
(j) h=0.9
(p) h=5.0
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models. The  inaccurate detection occurs when  the edge pixels are densely distributed, when a 
modified RANSAC judging the validity of an estimated model, the algorithm can only compute a 
weight with  incorrect correspondence to the model validity. Thus the probability of correct de‐
tection decreases. 
 
In this experiment, the bandwidth h should be determined by manually observing the computa‐
tion result. The following demonstrates an example of tuning the bandwidth with respect to line 
detection  from  the edge  image.  Figure 2.5  (a)  is  the original  image, which  contains  some  line 
shaped objects; Fig. 2.5 (b) is the edge image that detected by canny operator. The edge pixels in 
Fig. 2.5 (b) are then utilized to perform line detection by the proposed a modified RANSAC. In this 
example, we set the weight threshold for judging the validity of the estimated models as 50, thus 
by  tuning  the  bandwidth  h,  specifically  from  0.2  to  5,  the  results  are  obtained  as  Fig.  2.5  (c) 
through (o). As shown, when the bandwidth is determined as a small value, the weight of a point 
against its distance to the estimated line model contributes less than that under a greater value 
of the bandwidth. Thus a small bandwidth value will lead to the result that less straight lines can 
be detected. While due to the limited bandwidth, only the edge pixels that are strictly homoge‐
neous to the estimated model can contribute to the estimated model, thus the accuracy of each 
detected line is high. On the other hand, a greater value of the bandwidth loosens the contribu‐
tion limitation, in an extreme case such as setting the bandwidth to 5, even edge pixels that are 
far away from the estimated line model can contribute to some extent. The consequence is lines 
can easily have enough weight and be detected as a valid model, however with low fitting accu‐
racy. Considering that the desirable line detection result should compose of as many as accurate 
line models against the edge pixels, the optimal bandwidth  is selected as the one could  lead to 
the result with best trade‐off between the detecting accuracy and the number of line models. In 
the line detection issue, the bandwidth is eventually determined as 0.7. 
 
The experiments are carried out with a  laptop computer with an  Intel Pentium M 1.7GHz CPU, 
1GB memory. The following of this section demonstrate the experimental results against the im‐
ages that are with the noise factor ranging from 0 to 2.0.   
 
Figure 2.6 demonstrates the detection results against the dataset with no noise data, while the 
results in Figure 2.7 are the ones against dataset with 20% noise data. In the actual implementa‐
tion, the experiments are repeated for a hundred times aiming at proof of the effectiveness of a 
modified RANSAC, since that the processing steps  include random sampling stage, which might 
result in potential instability. The figures that demonstrated here are randomly selected, thus the 
robustness of a modified RANSAC can be proved. 
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Figure 2.6 Line Detection Result against the Dataset with No Noise Data 
 
 
 
Figure 2.7 Line Detection Result against the Dataset with 20% Noise Data 
 
 
 
Figure 2.8 Line Detection Result against the Dataset with 40% Noise Data 
(a) original datasets
(b) detection result
(a) original datasets
(b) detection result
(a) original datasets (b) detection result (a) original datasets (b) detection result
29 
 
 
 
Figure 2.9 Line Detection Result against the Dataset with 60% Noise Data 
 
As generally increasing the noise factor to 40% and 60%, the detection results turn out inaccuracy. 
Same to the Fig.2.8, the experimental results are still randomly selected. 
 
 
 
Figure 2.10 Line Detection Result against the Dataset with 80% Noise Data 
 
(a) original datasets
(b) detection result
(a) original datasets
(b) detection result
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Figure 2.11 Line Detection Result against the Dataset with 100% Noise Data 
 
 
Figure 2.12 Line Detection Result against the Dataset with 120% Noise Data 
 
 
 
Figure 2.13 Line Detection Result against the Dataset with 140% and 160% Noise Data 
(a) original datasets (b) detection result
(a) original datasets (b) detection result
(a) original datasets with  noise factor of 1.4 (left) and 1.6 (right)
(b) detection results against (a).left and (a).right respectively
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(a) Original Datasets with Noise Factor of 1.8 (left) and 2.0 (right) 
 
 
(b) Detection Results Against (a).left and (a).right 
 
Figure 2.14 Line Detection Result against the Dataset with 200% Noise Data 
 
 
 
 
Figure 2.15 The Computational Time Tendency along the Increment of the Noise Factor 
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Figure 2.16 The Detection Accuracy Tendency against the Decrement of the Iteration Threshold 
 
 
By analyzing the undesirable results, it is obviously that as the noise factor increases, it will more 
and more confuse the model detection, since the threshold for inlier detection is preset to a con‐
stant value. In the line detection problem, the false result is distinct for its low dimension: every 
point composes of 2 coordinate, x and y. Therefore, the distance between a line model and one 
point also composes of 2 dimensional summations. Consider a further application, to detect line 
within 3D space;  the distance above will  increase since  its dimension  increased. However,  thus 
increment will  result  in more distinguishable between  the  inlier and outlier. This  could be  im‐
agined as an exponential effect. As a conclusion, application  to a problem within more dimen‐
sions will increase its robustness to noise factor. 
 
As  demonstrated  in  Fig.  2.15  and  Fig.  2.16,  the  line  detection  has  an  increasing  tendency  of 
computational time along the increment of the noise factor. The reason major lies in the difficulty 
of correctly selecting two points that belongs to the same line segment, as the noise points gen‐
erally  increased. As the threshold of  iteration number changed from square N to N/2, the accu‐
racy  remains  similar. However,  further decreasing  this  threshold will  result  in drastically decre‐
ment of the detection accuracy. Thus, empirically we determine the threshold for iteration num‐
ber as half, or the same size of the number of entire dataset,  in order to pursue a best balance 
between accuracy and computational speed. 
 
Besides the synthesized  images, we also carried out experiments against the natural  images, as 
demonstrated in Fig. 2.17, where a modified RANSAC algorithm can achieve a satisfying detection, 
with only minor inaccurate detection and detection missing problem, which is majorly caused by 
the capability  insufficiency of  the proposed a modified RANSAC algorithm  to deal with densely 
distributed edge pixels, because when carrying out the validity judgment of an estimated model, 
the only criterion for all the involved edge pixels is their spatial distance to the estimated model. 
In case of the dense distribution of the edge pixels, all the edge pixels might be  incorrectly as‐
signed a great weight to contribute to the estimated model, irrespective of the preciseness of the 
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estimated model. 
 
 
2.4 Summary 
 
In  this  chapter,  a modified RANSAC, which  is  an  improved  version of  the well  known  random 
sample consensus, or namely RANSAC, is elaborated. Distinct from its original version, a modified 
RANSAC  is endowed with the functionality to extract multiple models from the query data. This 
advantage, which extends its application from single model fitting to data labeling issues, is rea‐
lized by the following two significant modifications: (1) the inliers that are homogenous to a valid 
model is eliminated to cancel its side effect in the other models’ detection; (2) the goodness of a 
model is evaluated by a predefined weight function, instead of simply counting the inlier number.   
 
In order to demonstrate its processing strategy, as well as the effectiveness of a modified RANSAC, 
an example of straight  line  fitting  is shown  in  the experiment section, where  the  robustness  is 
successfully  be  preserved  comparing  to  the  traditional  RANSAC  by  conducting  experiments 
against the noisy synthesized  images. The real  image based experimental results  further proves 
its applicability to real scenes.   
 
Being a general purpose machine  learning method, a modified RANSAC can be utilized as both 
the data clustering purpose as well as the model extraction purpose. As will be presented in the 
following chapters, this method can also be utilized  in other research topics, specifically the el‐
lipse detection  from a static  image, and  the motion analysis against  the video sequence. From 
these  applications, we  can  prove  further  prove  the  effectiveness  of  the  proposed  a modified 
RANSAC. 
 
Nonetheless, as an open  issue of  the proposed a modified RANSAC,  the  thresholds are mostly 
determined manually by observing the experimental examples. This undesirable  feature will re‐
sult  in application  inconvenience especially  to a brand new  topic. Besides,  the  random process 
will potentially cause computation waste,  since  there  is no prior  information  to  indicate which 
data combination  is optimal  to be selected. Thus, our  future work  include  the  improvement of 
threshold determination to automatic manner, as well as exploring the prior information to raise 
the efficiency and accuracy of the proposed a modified RANSAC mechanism. 
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Figure 2.17 Experimental Results against Real Images 
(a) Original Images (b) Edge Images (c) Result Images
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Chapter III    Ellipse Detection from a Static Image 
 
 
 
 
 
3.1 Introduction 
 
From the previous chapter, it is understandable that the proposed a modified RANSAC can handle 
multiple models’ fitting against the given dataset, by simultaneously retrieve the models’ fitting 
results. Detecting straight lines from a static image through a modified RANSAC is described as an 
example  for demonstrating  its effectiveness.  Straight  line only  contains  two parameters  in  the 
corresponding equation,  i.e.  the parametric  space only has  two dimensions. Consequently  the 
advantages by adopting a modified RANSAC might be not salient enough if we compare with the 
existing methods, e.g. Hough transform or its variations. In the following of this chapter, the ap‐
plication of a modified RANSAC to extract ellipse, which has a high dimensionality in the parame‐
tric space, is described to further demonstrate its applicability. 
 
Over the past decades, researchers have developed hundreds of corresponding solutions, among 
which, the randomized Hough transform, or RHT [96] greatly improved the efficiency comparing 
to either the standard Hough transform or the generalized Hough transform[101]. The basic iter‐
ative mechanism  consists  three  steps:  (1)  random  selecting  five edge pixels and map  the  con‐
structed model into one point in the parameter space; (2) use a set with each element containing 
both a real valued vector and an  integer score to  implicitly represent the parameter space, and 
update the set by the point mapped from the randomly selected pixels; (3) find the accumulated 
cells in the set containing the parameters of the detected ellipse. It improves the computational 
efficiency by randomized sampling process to avoid the traversal behavior of the standard Hough 
transform.  In  recent  development,  some methods  such  as  [63] made  geometrical  analysis  to 
downsize the dimension number of the ellipse parameter space, to achieve even better perfor‐
mance on memory cost and efficiency. While others, such as [71] optimizes the detection by con‐
straining the sampling of edge pixels within the pre‐processed edge pixel clusters that computed 
by a segmenting and merging processes against the boundary curves. Specifically, curve merging 
step after the segmentation is performed based on the following two criterions: (1) the endpoints 
of each curve are spatially close to each other, and (2) the endpoints’ gradient tangents are simi‐
lar to each other. However, the algorithm causes noisy clustering results when the target  image 
contains complex textures where the boundary pixels are densely distributed. This makes it diffi‐
cult for RHT to estimate the ellipse accurately and efficiently. 
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Figure 3.1 Typical Difficulties in Ellipse Detection 
(a) is the case that textured regions exist in one ellipse. (b) demonstrates two sorts of partial oc‐
clusion.  (c) shows the contour noise, which distorted the ellipse’ appearance.  (d) demonstrates 
the existence of many objects. (e) is the random mixture of all the detection difficulties from (a) 
through (d). 
 
 
In this chapter, we describe a modified RANSAC based method, specifically with constraint of the 
sampling process by performing the geometric analysis of the contour curves. This work is moti‐
vated by providing an effective and  robust elliptical objects’ detection  solution against natural 
images, where complicated edge distributions are of common existence. 
 
In the following of this chapter, we describe the proposed method for ellipse detection by further 
developing  the geometrical analysis of boundary curves  to pursue better  robustness and  lower 
computational load. The purpose of this work is to detect ellipses from an image despite the fol‐
lowing difficulties that are recognized as typical obstacles to the desirable estimation: (1) multiple 
colors within the ellipses,  (2) partially occluded ellipse boundaries,  (3)  local deformations of el‐
lipse boundaries, (4) the presence of multiple objects other than the ellipses in the image, and (5) 
(a) Color difference in one ellipse 
(c) Noise on contour (d) Existence of many objects
(b) Partial occlusion
(e) Random mixture of all the detection difficulties
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combinations of (1) through (4). The proposed method is also based on applying a modified ran‐
dom sample consensus (RANSAC) to estimate the five parameters of the ellipse. Since the mod‐
ified RANSAC randomly chooses five points (edge pixels), a choice from different ellipses causes 
incorrect  and/or  inefficient  estimation.  To  solve  this  problem,  our  proposed method  clusters 
boundary pixels by segmenting  raw boundary curves obtained by computing edge orientations 
into curvelets and by reconnecting the curvelets in accordance with geometrical and morpholog‐
ical criterions. The modified RANSAC  is then performed on each boundary cluster (reconnected 
curves).   
 
Section 3.2 describes the basic concept of the proposed method. Section 3.3 elaborates on the 
algorithm for obtaining boundary clusters from raw boundary pixels obtained by edge detection. 
Section  3.4  explains  the modified RANSAC‐based  procedure  for  detecting  ellipses.  Section  3.5 
presents the experimental results and discussion. Section 3.6 concludes this paper. 
 
 
 
Figure 3.2 Flowchart of the Proposed Method 
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3.2 Basic Idea 
 
The motivation of the proposed method is to solve major difficult issues in ellipse detection. Spe‐
cifically,  the difficult  issues are classified  into  the  five cases shown  in Fig.3.1.(a)  there are mul‐
tiple‐colored areas or textured regions within one elliptical object. This case results  in detecting 
too many noisy edge pixels, which  interferes with accurate ellipse detection. (b) An ellipse con‐
tour is partially occluded. In this case, the ellipse contour is segmented into multiple parts. (c) An 
ellipse contour is locally deformed, which causes miss detection. (d) Other than ellipses, there are 
many objects with different shapes.    This situation is a difficult case for random sampling based 
methods such as the randomized Hough transform. (e) The cases (a) through (d) are combined. 
Most of the conventional methods cannot deal with this case.   
 
The proposed method aims at solving all the above‐mentioned five issues. The proposed method 
is outlined  in Fig.3.2. The proposed method  is based on a modified RANSAC, which constructs 
ellipse models by  randomly  choosing  five boundary  (edge) pixels. However  the  random  choice 
does not always pick up five edge pixels from a same elliptical segment  in each case of the five 
difficulties as demonstrated in Fig.3.1. This not only lowers the efficiency of the detection process, 
but  also  causes detection errors.  To  avoid  this problem, we  constrain  the  random  choice  to  a 
boundary cluster, which corresponds to an elliptical arc. 
 
As shown  in Fig. 3.2, after detecting edge pixels, we obtain boundary clusters by the processes 
described  in Section 3.3. Then, ellipses are detected  from  the boundary clusters by a modified 
RANSAC based processes explained in Section 3.4. 
 
 
3.3 Boundary Cluster 
 
3.3.1 Basic Strategy 
 
As shown in Fig. 3.3, we cluster the boundary (edge) pixels so that the random choice of five edge 
pixels for a modified RANSAC  is constrained to a boundary cluster. The first row of Fig. 3.3  indi‐
cates raw boundary curves obtained by the edge detection process. In the second row, we elimi‐
nate the  intersection points before computing edge orientation at each boundary pixel, so that 
the computational  load of edge orientation can be decreased. By computing  the orientation of 
each edge pixel in a non‐intersection curve, we obtain one edge orientation curve (in the follow‐
ing, “EOC”)  for  that non‐intersection curve as  its morphological  feature. Then, as shown  in  the 
third  row, we  segment a non‐intersection curve  into curvelets at  the pixels  that correspond  to 
discontinuities  in  the  EOC, because  an  ideal  ellipse’s  contour  is  continuous with  respect  to  its 
first‐order derivative. Finally,  in the fourth row, the curvelets are reconnected according to geo‐
metrical and morphological criterions so that a boundary cluster is obtained. The rest of this sec‐
tion elaborates on  the calculation of EOC  (Sec. 3.3.2), segmentation of non‐intersection curves 
into curvelets (Sec. 3.3.3), and reconnection of curvelets (Sec. 3.3.4).   
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Figure 3.3 Examples of Steps for Obtaining Boundary Clusters 
1st  row: Boundary  curves obtained  for edge detection. 2nd  row: Eliminating  intersections. 3rd 
row: Segmenting non‐intersection curves into curvelets. 4th row: Obtaining boundary clusters by 
reconnecting curvelets. 
 
 
3.3.2 Edge Orientation Curve 
 
Suppose  that  the ݔ  and  ݕ  denote  the horizontal  ሺݔሻ  and vertical  ሺݕሻ  coordinates of  the  im‐
age's  ݔ െ ݕ  coordinate  system,  respectively.  At  each  boundary  pixel ݌௜  in  a  non‐intersection 
curve,  edge  orientation  ߠ௜   can  be  simply  calculated  from  pixel  based  first  order  derivatives 
(gray‐level differences between two adjacent pixels)  for the  ݔ  and  ݕ  directions, but this com‐
putation method  is  not  so  robust  against  noise  components  that  sufficient  accuracies  for  the 
subsequent EOC based computations are not obtained. Therefore,  ߠ௜   should be calculated from 
a block  ߶௜  centered at the pixel  ݌௜  by the following equation: 
ߠ௜ ൌ ܽݎܿݐܽ݊  ቆ
∑ ቀങ಺ሺೣ,೤ሻ
ങ೤
ቁሺೣ,೤ሻאഝ೔
∑ ቀങ಺ሺೣ,೤ሻ
ങೣ
ቁሺೣ,೤ሻאഝ೔
ቇ              (3.3) 
where,  ܫሺݔ, ݕሻ  is  the  intensity  value  at  ሺݔ, ݕሻ.  This  computation  is  often  achieved within  the 
gray scale image, against which we can obtain not only the edge orientation but also the normal’s 
magnitude. However, as shown in Fig.3.4, its sensitivity to intensity value in the block  ߶௜  causes 
undesirable detected orientations’ variation for  ߠ௜: that  is,  in Fig.3.4, although the shape of the 
boundaries is the same, the computation results of the edge orientation are different, depending 
on the gray‐scale distribution.   
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Figure 3.4 Undesirable Variations of the Edge Orientation Computation Results due to Different 
Gray‐level Distributions. 
 
 
We  thus  pursue  an  intensity  invariant  edge  orientation  by  the  following  adaptive  block  size 
scheme. The basic strategy is to adapt the block size so that the following conditions are satisfied. 
(1) p୧  is not an endpoint. 
(2) The block  contains one boundary  curve  that passes  through  ݌௜, where  the  length of  the 
boundary curve is not very short. 
(3) The boundary curve described in (2) touches the block border at two points  ݐଵ  and  ݐଶ. 
(4) The lengths between  ݐଵ  and  ݐଶ  along the block border in the clockwise and counterclock‐
wise directions are almost equal. 
(5) The two points  ݐଵ  and  ݐଶ  are found by tracing  ݌௜’s boundary curve from  ݌௜  in the clock‐
wise  (counterclockwise) and  counterclockwise  (clockwise) directions,  respectively, without 
encountering  ݐଶ  during  the  search  for  ݐଵ  and  ݐଵ  during  the  search  for  ݐଶ,  as  demon‐
strated in Fig.3.5. 
 
In case that all of the conditions (1) through (5) are satisfied as shown in Fig.3.6.(a), the block is 
divided into two areas by the boundary curve. Then, the smaller area in the block is filled by the 
same value as that of same value as the same value as the same value as that pi is computed by 
Eq. (1). 
 
 
Figure 3.5 Verification of Condition (5) for Curvelets’ Reconnection 
 
 
Since all the boundary pixels do not satisfy the five conditions, such a case also needs to be dealt 
with. Therefore, the specific algorithm for computing the edge orientation  ߠ௜   is as follows. In the 
initial block with the  largest size  (in this paper 11 by 11 pixels),  if boundary curves that do not 
pass  through  ݌௜  exist  in  the block  (e.g.  the upper most  curve  in  Fig. 3.6  (c)),  such  curves  are 
(a) (b) (c) (d)
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eliminated. If the boundary curve to which  ݌௜  belongs is shorter than a predefined threshold (2 
pixels in this paper), that curve is eliminated, and “NaN” (Not a Number) is returned as the value 
of  ߠ௜; otherwise, whether  ݌௜  is an endpoint or not is checked. If  ݌௜  is an endpoint,  ߠ௜   is com‐
puted by the following equation: 
 ߠ௜ ൌ arctan ቀ
௬೔ି௬೔షభ
௫೔ି௫೔షభ
ቁ            (3.4) 
where  ݔ௜   and  ݕ௜denote  the  ݔ  and  y  coordinates of  ݌௜,  respectively,  and  ݔ௜ିଵ  and  ݕ௜ିଵ  de‐
note  the  ݔ  and  ݕ  coordinates of  the adjacent boundary pixel of    ݌௜,  respectively.  If  ݌௜  is not 
an endpoint, whether all of the conditions  (3) through  (5) are satisfied or not  is checked.  If  it  is 
satisfied, the computation of the edge orientation  ߠ௜   is same as the above‐mentioned computa‐
tion method described  just after  the conditions  (1)  through  (5); otherwise,  the block  size  is  re‐
duced (in this paper, if the block size is greater than 3 pixels, it is reduced by 2 pixels; otherwise, 
NaN is returned.).     
 
 
Figure 3.6 Adapting the Block Size 
(a) Example of ideal block sizes, (b) Smaller area is filled by edge pixel’s gray‐level for computing 
edge orientation, (c) Example of blocks to be reduced, (d) Dotted line block does not satisfy con‐
dition (5); solid block satisfies the five conditions, (e) Solid block in (d) is used for computing edge 
orientation, (f) Block touches the block border at one point (against condition (3)), (g) Dotted line 
does not satisfy condition (4); solid block satisfies the five conditions, (h) Solid block in (g) is used 
for computing edge orientation. 
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The dotted block  in Fig. 3.6  (d)  is an example against condition  (5). That  is,  ݐଶᇱ   is  found by  the 
clockwise search  from  ݌௜  along  ݌௜’s boundary curve, but  ݐଵᇱ   is not  found by the counterclock‐
wise search from  ݌௜, because the counterclockwise search from  ݌௜  encounters the discontinuity 
of  ݌௜’s curve. In case of the smaller blocks than the initial, largest block, even if (a) part(s) of  ݌௜’s 
curve get(s) out of  the block, our proposed method preserves  that curve’s connectivity or dis‐
connectivity  in the  initial block. Therefore,  in Fig. 3.6 (d)’s dotted block,  ݐଵᇱ   is found also by the 
clockwise search from  ݌௜  only after the search encounters  ݐଶᇱ ; so that this case does not satisfy 
condition (5). 
 
To keep the obtained edge orientation consistency over the adjacent boundary pixels, we assign 
the  edge  orientation  value  to  either  ߨ  or  – ߨ  if  the  orientation  difference  between  adjacent 
pixels  is  larger than 3ߨ/4 or smaller than ‐3ߨ/4, respectively. As a result of computing the edge 
orientations at each pixel  in each non‐intersection curves by the algorithm described  in Section 
3.3.3, EOC is obtained. 
 
3.3.3 Segment the raw EOC 
 
As described in Section 3.1, non‐intersection curves are segmented into curvelets by utilizing the 
EOC obtained  from  the non‐intersection curves. We can consider  that at every point of ellipse 
contours the C‐1 continuous property holds; in other words, we should segment non‐intersection 
curves at the discontinuous points, at which the C‐1 property breaks. Discontinuous points can be 
detected by utilizing EOC for the non‐intersection curves to be segmented; more specifically, dis‐
continuities are detected as peaks  in  the absolute  value of  the  first order difference’s  (deriva‐
tive’s) curve of the EOC. Here, before detecting peaks we adjust the raw EOC so that the orienta‐
tion difference between neighbor pixels whose angels are near  ߨ  and  –ߨ  does not cause false 
detection.  The  EOC  and  its  absolute  value  of  the  first  order  difference  curve  for  the 
non‐intersection curve in Fig. 3.7 (a) are shown in Fig. 3.7 (c) and (d), respectively. As shown in Fig. 
3.7 (d), the discontinuities are detected as the peaks that exceed the predefined threshold; more 
accurately, the peak  is defined as the point with the  largest value  in the range that exceeds the 
threshold. The range between two adjacent detected discontinuities corresponds to a curvelet. In 
Fig. 3.7, each curvelet is given a color different from the other curvelets’ colors. 
 
As shown  in Fig. 3.7  (b),  (e) and  (f), different values  for  the  threshold  for  the  first‐order differ‐
ence’s curve give different segmentation results. In particular, over‐segmentation could be prob‐
lematic for the subsequent processes, but  in case of our method, as described  in Section 3.3.4, 
over‐segmented curvelets could be reconnected. Therefore, our method’s robustness against the 
choice of the threshold value can be proved.     
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Figure 3.7 Non‐intersection Curve Segmentation into Curvelets 
(a) and (b) : Original curves and segmentation results, (c) and (e): EOC, (d) and (f): the absolute 
value of EOC’s first‐order difference curve. 
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3.3.4 Reconnecting Curvelets 
 
3.3.4.1 Strategy 
 
Segmented curvelets tend to be spatially separated due to different causes such as partial occlu‐
sion or over segmentation even though the curvelets belong to a same elliptical arc. This lowers 
the efficiency and accuracy for the modified RANSAC based ellipse detection process. Therefore, 
our method reconnects curvelets by the following algorithm. 
 
All  the endpoints of curvelets are candidates  to be  reconnected. Assume  that  there are T end‐
points, a similarity matrix Aij (i=1,..,T, j=1,…,T) is constructed for seeking the reconnection pair of 
the endpoints. The  similarity matrix’s element aij  is computed  from  the  following  four weights 
between the terminal points i and j: (1) distance weight; (2) morphological similarity weight; (3) 
terminal’s edge orientation similarity; (4) similarity of average EOC difference. The specific com‐
putation of each element aij  is described  in Section 3.3.4.3 after the four weights are explained. 
In  the  following, we  call  the  similarity matrix’s vertical and horizontal elements  “primary” and 
“candidate”, respectively, because for each primary, the connectable candidate(s) is (are) sought. 
 
The weights  (1)  through  (3) are calculated with  respect  to  the primary’s  inscribed circle, which 
are  treated as an extrapolation  to  the primary. This strategy  is based on  the  fact  that  spatially 
close endpoint pairs should not always be connected: e.g. in Fig. 3.8, the curvelet  ߁ଵ’s endpoint 
(primary) P is closer to candidate C2 than C1, but C1 is more coherent with C2 than C1 with respect 
to elliptical connectivity. The connectivity is predicted by inscribed circle instead of ellipse is be‐
cause of considering the computational efficiency. Thus, C1 is connected to P.   
 
The inscribed circle center (u,v) and radius r are computed from the following equations: 
 
ݎ୻భ ൌ
ଵ
ௌᇱ
∑ ݂Ԣ୻భሺݏሻௌא୻భᇲ                 (3.5) 
ݑ୻భ ൌ ݔ୻భ
ଵ െ ݎ୻భ · ܿ݋ݏ ቀ ୻݂భ൫ݔ୻భ
ଵ , ݕ୻భ
ଵ ൯ቁ            (3.6) 
ݒ୻భ ൌ ݕ୻భ
ଵ െ ݎ୻భ · ݏ݅݊ ቀ ୻݂భ൫ݔ୻భ
ଵ , ݕ୻భ
ଵ ൯ቁ          (3.7) 
where, f’(s) the first derivative of the edge orientation at s; S’ the curve length of  ߁ଵᇱ; and  ߁ଵᇱ  is 
the C‐0 continuous curvelet part of  ߁ଵ, which starts from the primary endpoint and ends at the 
point where the continuity of the edge orientation’s first difference breaks, typically in our expe‐
riment we set a threshold for judging the C‐0 discontinuity as  ߨ/128. 
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Figure 3.8 Example of Reconnection 
൫x୻భ
ଵ , y୻భ
ଵ , ൯  is the primary,  ൫x୻మ
ଵ , y୻మ
ଵ , ൯  and  ൫x୻య
ଵ , y୻య
ଵ , ൯  are the candidates. Dotted line indicates 
the inscribed circle. 
 
 
3.3.4.2 Four Weights 
 
(1) Distance Weight 
To evaluate how much the candidate fits to the inscribed circle, the Distance Weight is computed 
by the following equation: 
ݓௗ௜௦௧ ൌ ቐ
0 ݂݅  1 െ ௗ
௠௜௡ሺ஽,஺·௟ା஻ሻ
൏ 0
1 െ ௗ
௠௜௡ሺ஽,஺·௟ା஻ሻ
݈݁ݏ݁
         (3.8) 
where d  is the shortest distance  from the candidate to the  inscribed circle, D  is a preset maxi‐
mum distance, l is the distance from the candidate to the primary along the inscribed circle, and 
A and B are parameters, which are explained below. The denominator of the second term of the 
right  side of Eq.(6) manifests  that  if  the  candidate  is  connected  to  the primary,  the  candidate 
should fall in the range that is gradually widened as the distance between the primary and can‐
didate gets  large, where Al+B corresponds  to  the  range’s width, and D  is  the  range’s maximal 
width. 
 
(2) Morphological Similarity Weight 
The morphological  similarity  between  the  primary  curvelet  ߁ଵ  and  the  candidate  curvelet  ߁ଶ 
can  be  computed  accurately  according  to  some  shape  descriptors,  such  as  Fourier  descriptor. 
However, to reduce the computation load, the morphological similarity is computed with respect 
to  ߁ଶ and the inscribed circle by the following equation: 
  ݓ௠௢௥௣௛ௌ௜௠ ൌ
ଵ
ௌିଵ
∑ ቀ1 െ ଶ·ఏೞ
గ
ቁ௦א୻మ          (3.9) 
2Γ
3Γ
Inscribed circle 
of the primary
Primary( )1 11 1,p x yΓ Γ
Candidates
and ( )2 21 11 ,c x yΓ Γ( )3 31 12 ,c x yΓ Γ
1Γ
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where, s is a pixel of the candidate curvelet  ߁ଶ, S is the length of  ߁ଶ,  ߠ௜   is defined as: 
  ߠ௜ ൌ ܽݎܿݐܽ݊ ቀ
ௗ೔శభିௗ೔
௟೔శభି௟೔
ቁ              (3.10) 
where d and l are defined in the distance weight. The greater the weight is, the higher the simi‐
larity between the candidate curvelet and the inscribed circle is. 
 
 
Figure 3.9 The Reconnecting Computation of the Segmented Curvelets 
(a) Segmented curvelets, whose endpoints are labeled with distinct number. (b) Similarity weight 
for each endpoint pair. 
 
1
2
34
56
7 8
9
10
11
12
13
14
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
From P1 0.00 0.00 4.58 3.23 0.00 0.00 0.00 0.00 0.00 1.63 0.00 0.00 0.00 0.00 
From P2 0.00 0.00 0.00 0.00 6.31 1.22 0.00 0.00 0.00 0.00 6.01 0.00 0.00 1.87 
From P3 4.58 0.00 0.00 0.00 5.85 0.00 0.00 0.00 6.98 0.00 0.00 0.00 4.22 3.00 
From P4 3.23 0.00 0.00 0.00 0.00 0.00 2.08 0.00 5.97 6.42 0.00 0.00 0.00 0.00 
From P5 0.00 6.31 5.85 0.00 0.00 1.19 0.00 2.80 0.00 0.00 0.00 0.00 0.00 0.00 
From P6 0.00 1.22 0.00 0.00 1.19 0.00 0.00 0.00 0.00 0.00 2.03 1.64 0.00 0.00 
From P7 0.00 0.00 0.00 2.08 0.00 0.00 0.00 0.00 0.00 0.00 2.81 0.00 0.00 0.00 
From P8 0.00 0.00 0.00 0.00 2.8 0.00 0.00 0.00 0.00 0.00 2.59 1.72 0.00 0.00 
From P9 0.00 0.00 6.98 5.97 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
From P10 1.63 0.00 0.00 6.42 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.62 0.00 1.75 
From P11 0.00 6.01 0.00 0.00 0.00 2.03 2.81 2.59 0.00 0.00 0.00 4.86 2.53 0.00 
From P12 0.00 0.00 0.00 0.00 0.00 1.64 0.00 1.72 0.00 2.62 4.86 0.00 0.00 0.00 
From P13 0.00 0.00 4.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.53 0.00 0.00 0.00 
From P14 0.00 1.87 3 0.00 0.00 0.00 0.00 0.00 0.00 1.75 0.00 0.00 0.00 0.00 
(a) Segmented curves for reconnecting
(b) Similarity matrix and computed weight
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(3) Terminal’s Edge Orientation Weight 
This weight measures the orientation similarity between the terminal points of the primary and 
candidate, because considering the procedure for obtaining curvelets, terminal points might have 
a  distinct  edge  orientation.  Thus,  this weight  is  computed  as  the  average  orientation  of  the 
curvelets’ ranges near the primary and candidate terminal points by the following equation.  
ݓ௘௢ௌ௜௠ ൌ 1 െ
ଵ
గ
ቆ ଵ
ௌ౳భᇲ
∑ ୻݂భሺݏሻௌא୻భᇲ ൅
௟
ݎ౳భ
െ ଵ
ௌ౳మᇲ
∑ ୻݂మሺݏሻௌא୻మᇲ ቇ        (3.11) 
where,  ݂ሺݏሻ  is the edge orientation at s,  ߁ଵᇱ  and  ߁ଵᇱ  are the ranges near the terminal points in 
the primary and candidate curvelets, respectively,  ܵ୻భᇲ   and  ܵ୻మᇲ   are the  lengths of  ߁ଵ
ᇱ  and  ߁ଶᇱ, 
and  ݎ߁1  is the radius of  ߁ଵ’s inscribed circle. 
 
(4) Similarity Weight of the Average EOC Difference 
This weight measures  the  similarity between  the  first order difference of each curvelets’ EOC; 
more specifically, the difference between the average EOC difference of the primary and candi‐
date curvelets is computed by the following equation. 
ݓௗ௜௙௙ாை஼ ൌ 1 െ
ଵ
గ
൬ ଵ
ௌ౳భ
∑ ݂Ԣ୻భሺݏሻௌא୻భ െ
ଵ
ௌ౳మ
∑ ݂Ԣ୻మሺݏሻௌא୻మ ൰        (3.12) 
where,  ݂’ሺݏሻ  is the first order difference of EOC. In Eq.(3.12), the maximum of the average EOC 
difference as well as the terminal edge orientation difference is assumed as  ߨ. 
 
3.3.4.3 Reconnection 
 
Among the four weights (1) through (4), the distance weight (1) is considered to be the absolute 
condition  for  reconnection;  that is,  the curvelets  far away  from  the primary curvelet are elimi‐
nated. Thus the overall reconnection similarity is computed as: 
ݓ ൌ ൜
∑ ߙ௜௜ୀଵ~ସ ݓ௜ ݂݋ݎ ݓௗ௜௦௧ ് 0
0 ݂݋ݎ ݓௗ௜௦௧ ൌ 0
              (3.13) 
where,  ݓ௜   ሺ݅ א ሾ1,4ሿሻ  is  the  four weight  components;  ߙ௜  is each weight  component’s  impor‐
tance (in our experiment we set 0.4, 0.3, 0.15, and 0.15 respectively). An example of the curve‐
lets’ reconnection and the corresponding similarity matrix  is demonstrated as  in Fig.3.9.(a) and 
Fig.3.9.(b) respectively. 
 
From  the computed weight  for each  terminal point pair, we can obtain  the value  for each ele‐
ment of a reconnection similarity matrix aij. Notice that the original reconnection similarity ma‐
trix is not symmetrical; i.e. if the primary and candidate are swapped; the computed weights are 
generally different, because the  inscribed circles are generally different.  In order to achieve the 
bilateral  relationship  for  the  two  terminal points, we add  the  transposed matrix  to  the original 
matrix. In the symmetrical similarity matrix, a local maximum is pursued for each row and column 
to obtain the reconnection candidate pairs.  If the weight value exceeds a predefined threshold, 
the candidate pairs are reconnected. 
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3.3.5 Ellipse Candidate 
 
The  segment‐reconnect  processing  improves  the  boundary  curves’ morphological  feature. We 
further perform ellipse  fitting  to  the ellipse candidates  rather  than all  the  reconnected curves, 
because  in  natural  images  some  boundaries  are  obviously  non‐elliptical  shape.  In  particular, 
straight lines should be eliminated. In general, the variations of the orientations of boundary pix‐
els on a straight line tend to be smaller than those for elliptical arcs. Thus, ellipse candidates are 
detected as the curves whose edge orientations’ range is wider than a pre‐defined threshold: in 
this paper, the threshold is 0.2, of the entire angle ranging from  െߨ  to  ߨ, which is the orienta‐
tion angles’  range  for a  full  circle and ellipse. The procedure of  selecting  the ellipse  candidate 
filters out other shaped curvelets such as straight lines, but it is insufficient to conclude the shape 
of ellipse by only measuring  the angle  range of  the curves’ edge orientation. Thus we apply a 
modified RANSAC process to pursue precise ellipse estimation. 
 
 
 
Figure 3.10 Block Diagram for Estimating Ellipse Parameters 
Boundary pixels in one cluster
Iteration number plus “1”, and random select five pixels 
from unlabeled pixels
Degenerated?
Ellipse model construction
Model weight computation
Weigh exceeds
threshold?
Record ellipse model
Optimization of the valid ellipses
Mask out the inliers by labeling a distinct number
Iteration times
exceeds threshold?
Initiate the iteration number to “0”
yes
no
no
yes
yes
no
Output the final detection result
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3.4. Ellipse Parameterization via A Modified RANSAC 
 
3.4.1 Estimation of Ellipse Parameters 
 
As detailed below, the ellipse  is described by five parameters, which means the five parameters 
can be determined by  five pixels’ positions. The processes described  in Section 3 constrain  the 
choice of  the  five pixels  to each boundary cluster. However,  those processes cannot  fully avoid 
the over‐connection of boundary curves, which should be separated. The over‐connection causes 
areas  including many  complicatedly distributed  curves.  In  such  an  area,  the modified RANSAC 
that we propose can detect multiple ellipses from a boundary curve cluster accurately and effi‐
ciently as opposed  to  the  traditional RANSAC. The algorithm  for estimating  the parameters are 
shown in Fig.3.10. 
 
Concerning the ellipse’s parameters, we utilize the general conic equation in Eq.(3.14) rather than 
the standard ellipse equation in Eq.(3.1) for computational convenience.   
ܣݔଶ ൅ ܤݔݕ ൅ ܥݕଶ ൅ ܦݔ ൅ ܨݕ ൅ ܩ ൌ 0          (3.14) 
The ellipse parameters are obtained as the coefficients in the general conic form in Eq.(3.14), and 
then the coefficients are converted to the parameters in the standard form in Eq. (1). 
 
Figure 3.10 illustrates the modified RANSAC based process for estimating the ellipse parameters 
from one boundary cluster. From the boundary cluster, five pixels are randomly chosen, and the 
ellipse model (parameters)  is constructed. Then, the validity of the obtained model  is evaluated 
by the modified RANSAC. Traditional RANSAC counts the number of  inliers to verify the model’s 
validity. However, thresholding the inlier number does not always give a reasonable result. That is, 
the traditional RANSAC’s ellipse fitting  is unstable  in that multiple ellipse models could be fitted 
to same  inliers; thereby, the accuracy of the ellipse fitting  is not very high. The traditional RAN‐
SAC’s another unstable case could occur in areas in which boundary pixels are densely distributed, 
because within such an area, rotations and/or translations of the ellipse do not result  in signifi‐
cant changes  in the number of  inliers; thereby, multiple ellipse models could  fit to those boun‐
dary pixels. Our modified RANSAC adopts a weight function indicated by Eq. (3.15), as opposed to 
the inlier counting, to represent how well the model fits to the boundary pixels. 
ݓ௔ெோ஺ேௌ஺஼
௝ ൌ ଵ
ே
∑ ݇ ቀ ௗ݂൫݌௜; ߰ఫ෪൯ቁ
ே
௜ୀଵ             (3.15) 
where  j denotes  the ellipse model's  index, the  function  ௗ݂ሺڄሻ  computes  the minimal distance 
from  the  ith boundary pixel  ݌௜ሺݔ௜, ݕ௜ሻ  to  the constructed ellipse model  ߰ఫ෪ ൌ ሼ݄݆, ݆݇, ݑ௝, ݒ௝, ߠ௝ሽ 
(the  five parameters here are  those present  in Eq.  (3.1)), and  ݇ሺڄሻ  is a kernel  function,  in  this 
paper the Epanechnikov function given by Eq.(3.16), and N is the number of the boundary pixels.   
݇ሺݔሻ ൌ ቊ1 െ ቀ
௫
௛
ቁ
ଶ
ቛ௫
௛
ቛ ൑ 1
0 ݋ݐ݄݁ݎݓ݅ݏ݁
             (3.16) 
where  ݄  is  the bandwidth computed by Eq.  (3.17). The bandwidth h  is adaptively determined 
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according to the size (ݑ  and  ݒ) of the estimated ellipse;  i.e.,  large and small ellipses have  large 
and small tolerances for contour pixels, respectively. 
݄ ൌ √ݑݒ                    (3.17) 
For  the  computation of  ௗ݂ሺڄሻ  in Eq.  (3.15), a numerical  computation method  should be used, 
because in theory the minimal distance between a point and the ellipse is obtained as a solution 
of the quartic equation [104], but this is not practical because of its complexity and inefficiency. 
Among the numerical methods (e.g. [105]), we select Zimmermann et al.’s method [106] due to 
its  fast  computation  speed  and high  accuracy.  Zimmermann  et  al.’s method  applies  the Affine 
transform indicated by Eq. (18) to p(x, y) with respect to  ߰ఫ෪   so that the ellipse is deformed to a 
unit circle. 
ቈ
ݔ்
ݕ்
1
቉ ൌ ൥
ܿ݋ݏߠ௝ െݏ݅݊ߠ௝ 0
ݏ݅݊ߠ௝ ܿ݋ݏߠ௝ 0
0 0 1
൩ ቎
1/ݑ௝ 0 0
0 1/ݒ௝ 0
0 0 1
቏ ൥
1 0 െ݄௝
0 1 െ݇௝
0 0 1
൩ ቈ
ݔ
ݕ
1
቉      (3.18) 
On the unit circle, the point “݌௖” that is closest to point  ݌  is found. Then, the minimal distance 
can be calculated as the distance between  ݌  and the reversely affine transformed  ݌௖.   
 
Equations (3.16) and (3.17) indicate that the boundary pixels far away from the ellipse (model) do 
not affect the weight  in Eq.  (3.15). That  is,  if enough number of boundary pixels  is close to the 
model, the value of the weight gets large and exceeds a pre‐defined threshold. Then the model is 
recorded. Given a large value for the pre‐defined threshold for the weight in Eq. (3.15), the mod‐
ified RANSAC outputs an ellipse model that fits to the boundary pixels more accurately than the 
traditional RANSAC. The  inliers, which are  the boundary pixels close  to  the model, are masked 
out, because the inliers do not need to be used for another ellipse’ parameter estimation. More 
specifically,  a boundary pixel  is  judged  as  an  inlier  if  that pixel’s  ௗ݂ሺڄሻ  value  is  smaller  than a 
pre‐defined  threshold.  If  the  random  choice  of  five  pixels  is  repeated  more  times  than  a 
pre‐defined  threshold, we  terminate  the computation  for  the current cluster by outputting  the 
detected ellipses; otherwise, the process returns to the random choice of five pixels.   
 
Note that the process in Fig. 3.10 is performed for all the boundary clusters’ boundary pixels that 
have not yet been masked out. Therefore, after the final result of detecting ellipses from a boun‐
dary cluster is obtained, the process in Fig. 3.10 is performed for another boundary cluster, which 
has not yet been processed. 
 
3.4.2 Detection Optimization 
 
All  the  valid  ellipse models  are optimized before obtaining  the  final detection  result, because 
multiple valid models could be duplicated. Causes for this duplication include multiple sets of five 
pixels (1) from a same boundary cluster and (2) from different boundary clusters that correspond 
to a same elliptical arc. Thus, valid models with small parameter differences should be merged 
into one model. More specifically, two ellipses whose parameter value difference is smaller than 
the threshold are merged, where the specific merge conditions for each parameter are  listed  in 
Table 3.1. 
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Table 3.1. Adaptive thresholds for integrating two ellipses 
Parameter  Merge Conditions 
Ellipse center  ඥሺ݄ଵ ൅ ݄ଶሻଶ൅ሺ݇ଵ ൅ ݇ଶሻଶ ൑ 0.02 · √ݑݒ 
Major Axis  ݑ  |ݑଵ െ ݑଶ| ൑ 0.05 · ݑ 
Minor Axis  ݒ  |ݒଵ െ ݒଶ| ൑ 0.05 · ݒ 
Rotation Angle  |ߠଵ െ ߠଶ| ൑ ߨ݁
ି
ଶ଴ሺ௨ି௩ሻ
௩  
Note:  ݄௜, ݇௜, ݑ௜, ݒ௜, ߠ௜  are the parameters defined in Eq.(13) for the ith el‐
lipse;  u  and v are the average lengths of the major and minor axes of the 
two ellipses to be checked, respectively. 
 
 
Figure 3.11 Ellipses’ Merging Example 
 
 
In each of the four inequalities in Table 3.1, the right hand side indicates the adaptive threshold, 
which is determined according to the specified parameters of the two ellipses to be checked. If all 
of the  four  inequalities are satisfied, the two ellipses are  integrated; otherwise, not  integrated. 
The  constant  such  as 0.02  and 0.05  in each  adaptive  threshold  is empirically determined, but 
those constants are effective  for all the  images shown  in the experimental results presented  in 
Section 3.5. 
 
We  demonstrate  examples  of  the  validity  of  the  adaptive  thresholds  as  shown  in  Fig.  3.11. 
1
2
4
3
1
2
4
3
(a) Four curve segments (b) Detected four ellipses (c) Result of ellipse merging
(d) Curve 2 is moved (e) Detected four ellipses (f) Ellipse merging of (e)
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Fig.3.11.(a) shows the original image that contains discontinuous four elliptical arcs, all of which 
are slightly shifted from one ellipse. Fig.3.10.(b) shows the detected four ellipses by our modified 
RANSAC,  and  the  parameters  of  the  detected  ellipses  are  listed  in  Table  3.2, where  “cent_x” 
“cent_y” are the x and y coordinates of the ellipse center. Figure 3.10.(c) shows the  integration 
result by using the four adaptive thresholds; as Table A indicates, the four ellipses are reasonably 
integrated. Figure 3.11.(d) shows another original image that contains discontinuous four elliptic‐
al arcs, all of which are more shifted from a larger ellipse than Fig. 3.11. (a). Fig.3.11.(d) and Table 
3.3 show the detected ellipses. As shown in Fig. 3.11.(e) and Table 3.3, the ellipses for the curve 2 
and for the other three curves are not integrated.   
 
Table 3.2 Parameters of detected ellipses in Fig.3.11.(b), and merging result in Fig.3.11.(c) 
Note: “cent_x” “cent_y” are the horizontal and perpendicular coordinates of the ellipse center. 
 
 
Table 3.3 Parameters of detected ellipses in Fig.3.11.(e), and merging result in Fig.3.11.(f) 
 
Ellipse # Items cent_x cent_y major axis minor axis rotation angle
1 Perameter Value 19.40 28.00 69.30 59.20 31.00
Perameter Value 20.10 27.50 67.00 58.00 37.00
Left side of the merging
condition in Table 1
2.30 1.20 6.00
Thresholds 3.41 2.93 6.91
Satisfying conditions? Yes Yes Yes
Perameter Value 19.60 28.80 69.00 61.00 34.00
Left side of the merging
condition in Table 1
0.30 1.80 3.00
Thresholds 3.46 3.01 8.86
Satisfying conditions? Yes Yes Yes
Perameter Value 19.00 27.30 72.00 57.00 33.00
Left side of the merging
condition in Table 1
2.70 2.20 2.00
Thresholds 3.53 2.91 2.39
Satisfying conditions? Yes Yes Yes
19.53 27.90 69.33 58.80 33.75Merged Result : Ellipse #1
3
0.82
1.29
Yes
4
0.81
1.28
Yes
2
0.86
1.26
Yes
Ellipse # Items cent_x cent_y major axis minor axis rotation angle
1' Perameter Value 58.2 84 207.9 177.6 31
Perameter Value 50.40 74.70 205.80 175.50 25.00
Left side of the merging
condition in Table 1
2.10 2.10 6.00
Thresholds 10.34 8.83 5.82
Satisfying conditions? Yes Yes No
Perameter Value 58.80 86.40 207.00 183.00 34.00
Left side of the merging
condition in Table 1
0.90 5.40 3.00
Thresholds 10.37 9.02 8.86
Satisfying conditions? Yes Yes Yes
Perameter Value 57 82 216 171 33
Left side of the merging
condition in Table 1
8.10 6.60 2.00
Thresholds 10.60 8.72 2.39
Satisfying conditions? Yes Yes Yes
56.10 81.78 209.18 176.78 30.75
50.40 74.70 205.80 175.50 25.00
Yes
2'
3'
4'
Merged Result : Ellipse #1
12.14
2.47
2.33
3.87
3.84
3.82
No
Yes
Merged Result : Ellipse #2
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3.5 Experimental Results and Discussion 
 
3.5.1 Experimental Condition 
 
The proposed method  is applied to synthesized and real  images that contain ellipses under dif‐
ferent situations. As a whole, 100 synthesized images and 50 real images are used for the expe‐
riments. Some of the images are shown in Fig. 3.12. The specific values of the thresholds used by 
the proposed method are listed in Table 3.4. 
 
The threshold for boundary curve segmentation is set to a small value, because although a small 
value might result in over‐segmentation, the subsequent reconnection step can cover this issue. 
However, a  large  value  for  this  threshold might  cause over‐connections, which  result  in either 
wrong estimation or non‐detection. 
 
Concerning the threshold for curvelet reconnection, a small value might cause over reconnection, 
while a  large value might cause absence  in  reconnection and  result  in absence  in detection or 
inaccurate estimation. As an optimal value, we use 0.5 for this threshold. 
 
The iteration number threshold is selected based on the balance between the computational cost 
and accuracy. A  large number of  iterations for the modified RANSAC process could raise the de‐
tection accuracy at a  large  cost of  computation  load, while a  small value  lowers  the detection 
accuracy. As an optimal value, we use  ݊ଵ.ଶ  for this threshold. 
   
In  the  rest of  this Section,  the effectiveness and efficiency of  the ellipse detection by  the pro‐
posed method despite  the difficult  issues  shown  in Fig.3.1  is demonstrated experimentally,  to‐
gether with comparison with a typical conventional method, Randomized Hough Transform. 
 
Table 3.4 Threshold values used by the proposed method 
Thresholds  Value 
Boundary curve segmen‐
tation 
π/64 
curvelet reconnection  0.5 
Termination of a mod‐
ified RANSAC iteration 
nଵ.ଶ   
where “n” is the data number in the current 
boundary pixel cluster which keeps updating 
along the iteration 
 
 
Concerning  the other  thresholds, Table 3.4  lists  the main  three  thresholds. Although Table 3.4 
lists only one value for each threshold, these threshold values are determined according to the 
results of the following studies. 
 
In the original submission’s Table 3.4, the threshold for curve segmentation is set to a small value, 
which can achieve accurate smooth curves. Although a small  threshold may also  result  in over 
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segmentation  issue,  the subsequent  reconnection step can cover  this  issue. However,  if we set 
this threshold to a large value, it could result in over connection. This effect is undesirable espe‐
cially  for occluded  ellipses’ detection,  and may  result  in  either wrong  estimation or detection 
missing as shown in Fig.3.13, where the elliptical arc is connected to the straight line with a large 
threshold value although they should not be connected. Based on the above consideration, the 
threshold  for  the boundary curve segmentation  is determined as  ߨ/64, which  is effective also 
for the other images in Figs. 3.12, Fig.3.15 through Fig.3.25. 
 
 
Figure 3.12 Ellipse Detection from Synthesized Images (a) to (g) Correspond to Difficult Cases 
(b)
(a)
(c)
(e)
(d)
(f)
(g)
Original Image Boundary Image
Boundary
Segment‐Reconnect
Detection
Result
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(a) Over Connection of the Occluded Ellipse                                (b) Magnification of (a) 
and Straight Line by the Threshold Value  π/4. 
 
Figure 3.13 Problem Caused by A Large Value for the Threshold for Boundary Curve Segmentation 
 
 
 
Figure 3.14 Detection Results by Tuning the Reconnection Threshold. 
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(a) Reconnection threshold is 
determined as 0.4
(b) Reconnection threshold is 
determined as 0.6
(c) Reconnection threshold is 
determined as 0.2
(b) Reconnection threshold is 
determined as 0.8
57 
 
The threshold for curve reconnection is studied as follows. A small value for the threshold might 
cause over reconnection, while a  large value might cause absence  in reconnection and result  in 
absence  in detection or  inaccurate estimation. The experiments are conducted on the  influence 
on the accuracy of the ellipse detection, as shown  in Fig.3.15. Fig.3.14.(a) and  (b) show the re‐
sults by the threshold values 0.4 and 0.6, respectively. It turns out that these results are as rea‐
sonable as the result for 0.5. If the threshold value is decreased to 0.2, the detection accuracy is 
lowered, and the detection missing is increased as shown in Fig.3.14.(c). If the threshold value is 
increased to 0.8, more detection missing can be seen. Thus, we use the threshold value 0.5. 
 
The iteration number threshold in Table 3.4 is selected based on the balance between the com‐
putational cost and accuracy. A large number of iterations for the modified RANSAC process could 
raise the detection accuracy at a  large cost of computation  load. If we use a small value for this 
threshold,  the detection accuracy could be  low. The  threshold value  is determined based upon 
these considerations and actual experiments. 
 
3.5.2 Ellipse Detection 
 
Experiments on synthesized images and natural images are carried out, as shown in Fig.3.12. The 
ellipse  detection’s  difficulties  shown  in  Fig.2.(a)  through  (c),  except  for  many  objects’  cases 
(Fig.3.1’s (d) and (f) ), are furthermore classified into the seven cases shown in Fig.3.12: (a) mul‐
tiple ellipses are separated,  (b) connected  to each other,  (c) an ellipse  is connected with other 
shape, (d) an ellipse is composed of different colors with boundary noise, (e) and (f) partially oc‐
cluded ellipse that is composed of different colors, and (g) multiple ellipses with different colors 
inside  are overlapped. Experiments on detecting ellipses  from  synthesized  images  that  corres‐
pond to the seven cases shown  in Fig.3.12’s (a) through (g) are first carried out. Boundaries ob‐
tained  by  edge  detection,  and  boundary  clusters  obtained  by  the  segment  and  reconnect 
processes are shown  in the second and third rows  in Fig.3.12, respectively.  In the fourth row  in 
Fig.3.12,  detected  ellipses  are  indicated by  red  lines.  These  results  demonstrate  that  the  pro‐
posed method can accurately detect ellipses despite each difficulty. 
 
As  shown  in Fig.3.15  through Fig. 3.25, experiments on  real  images are  conducted, where  the 
detection results achieve satisfying detection accuracy against human being’s perceptual under‐
standing. Very many ellipses with complicated edge distributions are included. Although most of 
the  conventional methods  such  as RHT  cannot detect  any ellipse  from  those  images,  the pro‐
posed method detects ellipses successfully.  Indeed,  in case of the  image where the edge pixels 
are densely distributed, as demonstrated  in Fig. 3.25 (b), the proposed a modified RANSAC fails 
achieving an accurate estimation because that the judgment of the estimated model’s validity is 
only dependent on the spatial distance. 
 
3.5.3 Performance Comparison and Evaluation 
 
This paper experimentally compares the proposed method with the standard Randomized Hough 
Transform (RHT), one of the most well‐known conventional methods, as well as manual detection 
results. RHT’s algorithm we implemented is as follows. 
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(1) Randomly select five boundary pixels and estimate the ellipse’ parameter. 
(2) Vote the estimated ellipse model in the five‐dimensional parameter space. 
(3) Iterate step (1) and (2) until satisfying a pre‐defined condition. 
(4) Output all the ellipse models with enough votes. 
 
Detection results by RHT and manual detections are shown as (c)  in Fig. 3.15 through Fig. 3.25, 
respectively. Facing complicated query  images, RHT  tends  to  result  in  fail detection because of 
the difficulty in vote threshold selection as well as the extreme computational inefficiency. Over‐
all, the detection accuracy of our method is proved to outperform the RHT. 
 
The results by manual detection are the ground truths for each image. As can be seen in Fig. 3.15 
through Fig. 3.25, the ellipse detection results reasonably fit well to the manual detections, de‐
spite  the small proportion of detection  failure, which  is  reasoned by  improper  thresholding  for 
the curvelet reconnection. 
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Figure 3.15 Experimental Results 1 
(a) and (g) are original images. (b) and (h) are detected edge images by canny operator. (c) and (i) 
are the detection result by utilizing the randomized Hough transform. By the proposed method, 
ellipse candidates are detected as  in (d) and (j) respectively. (e) and (k) shows the ellipse detec‐
tion result by our method, which are similar to the human labeled results as in (f) and (l).   
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.16 Experimental Results 2 
The captions in this figure is the same as in Fig.3.15 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.17 Experimental Results 3 
The captions in this figure is the same as in Fig.3.15 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.18 Experimental Results 4 
The captions in this figure is the same as in Fig.3.15 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.19 Experimental Results 5 
The captions in this figure is the same as in Fig.3.15 
 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.20 Experimental Results 6 
The captions in this figure is the same as in Fig.3.15 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.21 Experimental Results 7 
The captions in this figure are the same as in Fig.3.15. The detection by utilizing the randomized 
Hough transform, as illustrated in (c) and (i) cannot retrieve any ellipses. On the other hand, the 
proposed method can achieve satisfying  results, as  in  (e) and  (k), which are similar  to  the ma‐
nually labeled ones as in (f) and (l). 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by 
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by 
RHT based Method
(l) Human Labeled Result
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Figure 3.22 Experimental Results 8 
The captions in this figure are the same as in Fig.3.15. The detection by utilizing the randomized 
Hough transform, as illustrated in (c) and (i) cannot retrieve any ellipses. On the other hand, the 
proposed method can achieve satisfying  results, as  in  (e) and  (k), which are similar  to  the ma‐
nually labeled ones as in (f) and (l). 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.23 Experimental Results 9 
The captions in this figure are the same as in Fig.3.15. The detection by utilizing the randomized 
Hough transform, as illustrated in (c) and (i) cannot retrieve any ellipses. On the other hand, the 
proposed method can achieve satisfying  results, as  in  (e) and  (k), which are similar  to  the ma‐
nually labeled ones as in (f) and (l). 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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Figure 3.24 Experimental Results 10 
The captions in this figure are the same as in Fig.3.15. The detection by utilizing the randomized 
Hough transform, as illustrated in (c) and (i) cannot retrieve any ellipses. On the other hand, the 
proposed method can achieve satisfying  results, as  in  (e) and  (k), which are similar  to  the ma‐
nually labeled ones as in (f) and (l). 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled 
Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled 
Result
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Figure 3.25 Experimental Results 11 
The captions in this figure are the same as in Fig.3.15. The detection by utilizing the randomized 
Hough transform, as illustrated in (c) and (i) cannot retrieve any ellipses. On the other hand, the 
proposed method can achieve satisfying  results, as  in  (e) and  (k), which are similar  to  the ma‐
nually labeled ones as in (f) and (l). 
(a) Original Image (b) Edge Image
(d) Ellipse Candidates (e) Detection Result by 
Proposed Method
(c) Detection Result by  
RHT based Method
(f) Human Labeled Result
(g) Original Image (h) Edge Image
(j) Ellipse Candidates (k) Detection Result by 
Proposed Method
(i) Detection Result by  
RHT based Method
(l) Human Labeled Result
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3.6 Summary 
 
This chapter has proposed a method  for detecting ellipses  from an  image under difficult condi‐
tions, which the conventional methods cannot deal with. More specifically, the proposed method 
can deal with the following five difficult issues: (1) multiple colors within the ellipses, (2) partially 
occluded ellipses’ boundaries, (3) noisy,  locally deformed boundaries of ellipses, (4) presence of 
multiple objects other than the ellipses in the image, and (5) combinations of (1) through (4). The 
proposed method first obtains raw boundary curves by edge detection. By utilizing the first‐order 
difference curves of the edge orientation of each pixel in boundary curves, a segment‐reconnect 
method obtains boundary clusters, which constrain the random sampling by the modified RAN‐
SAC. Then, ellipses are detected by the modified RANSAC from five pixels chosen from the boun‐
dary clusters randomly, and overlapped ellipses are merged.   
 
Experiments  using  synthesized  images  show  the  validity  of  the  proposed method  against  the 
above mentioned  issues  (1)  through  (3).  Experiments  using  real  images  demonstrate  the  pro‐
posed  method’s  better  performances  than  a  well‐known  conventional  method,  Randomized 
Hough Transform, with  respect  to the above mentioned  five  issues. The proposed method’s el‐
lipse detection fits well to the manually detected ellipses.   
 
Although  the  proposed method  is  advanced  in  detection  performance,  one  of  its major  con‐
straints  lies  in  the  instability of detection  result, which  is majorly due  to  the  random  sampling 
step in the a modified RANSAC. It is well known that due to the digitization of electronic image, 
different  combination of  five pixels  can achieve diverse ellipse model. Thus by performing  the 
proposed method for several times, the corresponding results cannot maintain exactly the same 
detection.  This  undesirable  feature will  be  the  potential  causation  of  statistical  difficulties  for 
performance evaluation. Thus, to  improve the stability of detection result  is our major research 
work  in  the  future. Another open  issue of  the proposed method  lies  in  the edge detection,  to 
achieve which the proposed method in this chapter simply adopts the traditional canny edge de‐
tector. However, this operator does not always output satisfying result, especially for the images 
with distinct illumination conditions. Thus in our future work, we will research better edge detec‐
tion method, e.g. [102][103], seeking also for efficiency of the computation. 
 
Distinct from the static image based pattern recognition, in the next chapter, we will demonstrate 
the applicability of the proposed a modified RANSAC to motion analysis, the processing target of 
which is the video sequence. 
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Chapter IV    Motion Analysis of Video Frames 
 
 
 
 
 
4.1 Introduction 
 
In chapter  III, we have demonstrated the application of a modified RANSAC to shape detection 
against  static  images. On  the  other  hand,  the  visual  input  of  timely  sequential  images, which 
might also viewed as video frames, is another important aspect that contains much more amount 
of  information  than  the static  images. Consequently,  the analysis of video  frames usually owns 
wider applications that can facilitate our daily life as well as the whole human society in a more 
direct way. Nonetheless,  the  substantive  visual  input  also  result  in  challenging  task  for  serial 
computation of the modern electronic computer, instead of the human brain, which is endowed 
with the capability of parallel computation. And thus the dilemma to achieve a desirable balance 
between  analytical  effectiveness  and  computational  load  becomes  even more  difficult.  In  this 
chapter, a modified RANSAC based method for motion analysis, including both the motion of the 
camera (or namely egomotion) and the independent moving objects existing in the target scene, 
is described to demonstrate its applicability against video frames. 
 
We use the modified RANSAC, because it can estimate multiple models from a data (in this work, 
multiple  rigidly moving objects  in  stereo video  sequences) as opposed  to  the normal RANSAC, 
which can estimate only one model. As the model to be estimated by the modified RANSAC, this 
paper uses the egomotion of the stereo cameras. To estimate the six parameters of the egomo‐
tion, we need three 3D optical flows extracted from consecutive frames (stereo pairs) of the ste‐
reo  video  sequences  [92].  Thus, we  first  compute  3D  optical  flows  from  consecutive  frames, 
where dense 3D optical flows, which are needed for the subsequent egomotion estimation based 
on  the modified RANSAC, are obtained by  the process we propose. Three 3D optical  flows are 
randomly selected from the dense flows, and the egomotion (model)  is computed using the se‐
lected three flows. The validity of that egomotion model is checked using the weight obtained by 
computing a consistency between  that model and each of  the dense  flows.  If  it  turns out  that 
that egomotion model  is valid, the  label that  identifies that model  is given to the  inliers, which 
are the flows that are consistent with that model, and then the labeled inliers (flows) are deleted. 
The random choice of the three flows and  its subsequent processes are repeated till they meet 
the termination conditions. Using the inliers present in the static background, the real egomotion 
is computed.   
 
The rest of this chapter is organized as follows. Section 4.2 overviews the proposed method. Sec‐
tion  4.3  proposes  a  method  for  computing  dense  3D  optical  flows  from  the  stereo  video   
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Figure 4.1 The Adopted Stereo Camera and Sample Frame 
(a) Hand held Bumblebee stereo camera with the baseline distance 12cm and focal length 4mm is 
adopted as the video acquisition platform. (b) Superposition of the stereo images of one sample 
frame, where the green line segments are the matching of feature points between stereo images. 
 
 
sequences. Section 4.4 elaborates on the application of a modified RANSAC to motion analysis for 
detecting multiple  independently moving objects and for estimating the egomotion. Section 4.5 
present experimental results and discussion. Section 4.6 is the summary of this chapter. 
 
 
4.2 System Overview 
 
Our purpose in this work is to distinguish the background and the independent moving individu‐
als  from each other,  as well  as  to estimate  the egomotion or  camera pose  simultaneously. To 
achieve  this goal,  the developed method utilizes  the analytical  framework based on  the 3D  in‐
formation of each processing  target within  the scene, aiming at desirable accuracy and  robust‐
ness. As for the retrieval of depth position, structure from motion and similar techniques can be 
candidate solutions. Moreover,  recent  technology  that can compute 3D structure  from a single 
image, such as [107], makes the acquisition of depth position more convenient. However, consi‐
dering  the  implementation  ease  as  well  as  the  computational  speed  we  adopt  the  most 
straightforward and efficient method to obtain the depth of feature points by stereo matching, in 
this work. Specifically,  the Bumblebee  stereo  camera, as demonstrated  in Fig. 4.1  (a) with  the 
baseline distance 12cm and focal length 4mm is utilized. Thus for one frame, we have stereo im‐
ages which are denoted as  ݈  and  ݎ  for  left and right  images respectively. Feature detection  is 
performed to each of the stereo images for one frame to obtain the key‐points for further com‐
putation. The 3D  information can be retrieved through concatenating feature points among ste‐
reo images, as demonstrated in Fig. 4.1 (b). 
 
As shown in Fig 4.2 (a), this chapter deals with the case in which active stereo cameras observe 
multiple independently moving objects in front of the static background. Fig. 4.2 (b) conceptually 
illustrates  the optical  flows obtained  from  the video  sequence acquired by  the  stereo cameras 
that observe the scene shown  in Fig. 4.2 (a), where the optical flows directions have no homo‐
geneity  in  2D  plane  because  of  their  displacement  along  the  depth  direction  in  the  camera’s 
coordinate system. Although the optical flows  in the background appears to be homogenous  in   
(a) (b)
12cm
74 
 
 
Figure 4.2 Conceptual Image Acquisition Settings and Acquired Image Sample 
 
 
 
Figure 4.3 Block Diagram of the Proposed Processing Framework 
 
 
2D plane, however, once the egomotion contains non‐zero component of the depth direction, or 
rotational movement, these optical flows will break the planar homogeneity. Consequently, direct 
computation of optical  flows against  their directions and amplitudes  tend  to  result  in  incorrect 
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estimation. Nonetheless, the vision based egomotion estimation provides significant hint for dis‐
tinguishing the background and the independent moving individuals, as well as to distinguish the 
moving individuals between each other. This idea is generated from the fact that one can get dif‐
ferent egomotions  if referring to distinct moving objects,  including the background. Thus calcu‐
lating the egomotion from each of the moving objects seems to be a reasonable solution. How‐
ever, egomotion’s computation  is not straightforward, since no prior  information for the feature 
points’ belonging  is available, and thus the system risks wrong estimation for egomotion by se‐
lecting optical  flows whose  corresponding  feature points are with different moving objects, or 
even wrong optical flows. To solve this problem, a modified RANSAC, as described in chapter II, is 
adopted to achieve simultaneous reasonable computation of egomotion, and the labeling of fea‐
ture points. Thus the  independent moving  individuals, as well as the background can be distin‐
guished according  to  these  labels. And  the  true egomotion  can be estimated  from  the optical 
flows whose feature points are with the background. 
 
Fig. 4.3 shows a block diagram of the proposed method based on a modified RANSAC. From the 
sequence of the stereo pair, 3D optical flows are obtained for computing the egomotion and for 
detecting multiple moving objects. Dense 3D optical  flows, which are needed  for  the modified 
RANSAC based process for detecting multiple moving objects, are obtained by the method pro‐
posed  in Section 4.3. Then, the modified RASAC based process, proposed  in Section 4.4, discri‐
minates each moving object by evaluating the validity of each egomotion model estimated using 
randomly  selected  three 3D optical  flows.  If  the  static background  is  identified among  the de‐
tected objects, the egomotion can be obtained. 
 
 
4.3 Estimate the Optical Flows 
 
Optical flows in this work are defined as the 3D vectors that concatenate the same feature points 
along the timely sequential images. To achieve the optical flows, we firstly perform feature detec‐
tion,  specifically  the  Scale‐invariant  feature  transform  or  SIFT  algorithm,  to  extract  the  salient 
points to follow. The matching between stereo images is then performed to get the rough depth 
information of the corresponding feature point. By matching the feature points between consec‐
utive frames, the optical flows are retrieved. Although the above processing steps appear to be 
simple to implement and straightforward to obtain desirable optical flows, the actual implemen‐
tation is non‐trivial because of the following reasons: (1) the feature might have no correspond‐
ing in the following frame; (2) the feature might have no corresponding in the counterpart of the 
stereo  images  for  one  frame;  (3)  putative matching  only  against  the  feature  descriptor might 
contain wrong optical  flows. The proposed  system  risks  low accuracy of  final  result due  to  the 
potential lack of optical flows’ spatial density, which is the direct consequence of the above men‐
tioned (1) and (2). As for (3), although SIFT is famous for the robust feature descriptor, the similar 
texture appeared at regular  interval might cause  incorrect matching, and thus  increases the risk 
to computation inaccuracy. 
 
The solution  for  (1) and  (2)  is  to seek correspondence  in a certain time section which contains 
predefined number of frames,  instead of only within two consecutive frames. Section 4.3.2 ela‐
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borates the detail algorithm. Although (3) cannot be completely prevented, it can be improved by 
seeking  the  correspondence  either within  stereo  image  pair  or  timely  sequential  images with 
spatial  constraints.  The  detail  of  this  part  is  described  in  section  4.3.3.  The  following  section 
presents the feature extraction algorithm. 
 
4.3.1 Feature Extraction 
 
Feature points within images are extracted at the very beginning of the entire proposed system. 
Thus we compare two methods: Harris corner and SIFT, and selected SIFT as the feature extrac‐
tion algorithm in this work for its robustness. 
 
4.3.1.1 Harris corner 
 
Harris  corner  is  one  of  the most  frequently  adopted methods  to  extract  features,  specifically 
corner‐like points from image. The basic concept of Harris corner detector is to compare the local 
pattern variation by shifting a predefined window surrounding one pixel. This algorithm scans   
 
Figure 4.4 Corner Detection by Observing the Eigenvalues of the Covariance Matrix ܯ:  ߣଵandߣଶ 
 
 
 
Figure 4.5 Feature Points Example by Using Harris Corner Detector 
Edge Region
Edge RegionFlat Region
Corner Region
(a) Original Image (b) Detected Feature Points
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every pixel within the image plane. At each pixel during the scan, the window shifts in vicinity of 
its original position and check the change in every intensity values in the window. If the area is a 
flat region that has a uniform intensity, the change is zero. If the area contains edges, the change 
is zero only when the window shifts in the directions parallel to the edges. If there is a corner in 
the window area, the change in intensity value occurs in any direction while window’s shifts. 
 
Let  ܫሺݔ, ݕሻ  be  the  intensity value at  ሺݔ, ݕሻ,  the change when  the window  is  shifting  to  ሺݑ, ݒሻ 
toward  ሺݔ, ݕሻ  can be represented by 
ܧሺݑ, ݒሻ ൌ ∑ ݓሺݔ, ݕሻሾܫሺݔ ൅ ݑ, ݕ ൅ ݒሻ െ ܫሺݔ, ݕሻሿଶ௫,௬       (4.1) 
where  ݓሺݔ, ݕሻ  is window function, it is 
ݓሺݔ, ݕሻ ൌ ቄ0 ݋ݑݐݏ݅݀݁ ݓ݅݊݀݋ݓ
1 ݅݊ݏ݅݀݁   ݓ݅݊݀݋ݓ
              (4.2) 
or Gaussian window function. Nonetheless, the above computation is obviously inefficient rocess. 
To improve the efficiency, this algorithm computes the cornerness by the eigenvalues of the fol‐
lowing matrix:   
ܯ ൌ ∑ ݓሺݔ, ݕሻ ቈ
ܫ௫ଶ ܫ௫ܫ௬
ܫ௫ܫ௬ ܫ௬ଶ
቉௫,௬                (4.3) 
where,  ܯ  is the covariance matrix that used to calculate  ܧሺݑ, ݒሻ  by a matrix equation form as 
Eq.(4.4), which can only be adopted when the window shift is small. 
ܧሺݑ, ݒሻ ؆ ሾݑ ݒሿܯ ቂ
ݑ
ݒቃ                    (4.4) 
Denote  ߣଵ  and  ߣଶ  as  the eigenvalues of  ܯ,  thus  the plane described by  ߣଵ  and  ߣଶ  can 
be divided  into  three distinct regions as shown  in Fig.4.4. To classify pixels,  the  three  lines 
dividing  the plane  in Fig.4.4 must be  selected. However,  it  is useful  to have a measure of 
cornerness  instead of  just a discrete  label  for each pixel.   A measure of cornerness allows 
edges to be thinned and  improves  localization of corners by taking  local maxima to be the 
true position of corners or edges.  
ܥሺݔ, ݕሻ ൌ ݀݁ݐሺܯሻ െ ݇ · ሺݐݎܽܿ݁ሺܯሻሻଶ                  (4.5) 
where,  ݇  is  an  empirical  constant,  and  ݀݁ݐሺܯሻ  is  the  determinant  of  ܯ, which  can  be 
computed by  ߣଵ · ߣଶ.  ݐݎܽܿ݁ሺܯሻ  is matrix trace of  ܯ  that can be calculated by  ߣଵ ൅ ߣଶ. 
 
An example by the Harris corner is demonstrated as Fig. 4.5, where an image with the reso‐
lution of  640 ൈ 480  is utilized  Fig. 4.5  (a).  Fig. 4.5  (b)  is  the detection  result, where 158 
feature points are extracted as corners. The computation cost 0.464741 seconds by  imple‐
menting in MATLAB platform with no computational optimization. Harris corner is advanced 
in  the  implementation  simplicity as well as  the  computational  speed  comparing with  SIFT 
algorithm, and thus wins application popularity for real‐time tasks, despite its long history. 
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Figure 4.6 Seek the Extrema in Scale Space of An Image by SIFT (source: [120]) 
 
 
4.3.1.2 Scale‐Invariant Feature Transform 
 
Scale‐Invariant Feature Transform or SIFT  is another popular algorithm to extract feature points. 
Beside the feature detection,  its functionality also  includes assigning a feature descriptor to the 
detected feature points. Different from the Harris corner algorithm, SIFT  implements the detec‐
tion within  the  scale  space  to  achieve  its  scale  invariant  feature.  It  starts  the  computation by 
seeking the  local extrema from the pre‐constructed scaled  images. To achieve this purpose, dif‐
ference of Gaussian against different variance values is applied, as Eq. (4.6). 
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మ
ቃ                    (4.6) 
As demonstrated in Fig. 4.6, hence a DoG image between scales kiσ and kjσ is just the difference 
of  the  Gaussian‐blurred  images  at  scales kiσ and kjσ.  For scale‐space extrema  detection  in  the 
SIFT algorithm, the image is first convolved with Gaussian‐blurs at different scales. The convolved 
images are grouped by octave (an octave corresponds to doubling the value of σ), and the value 
of ki is selected so that we obtain a fixed number of convolved images per octave. Then the Dif‐
ference‐of‐Gaussian  images are taken from adjacent Gaussian‐blurred  images per octave. Once 
DoG  images have been obtained, keypoints are  identified as  local minima/maxima of  the DoG 
images across scales. This is done by comparing each pixel in the DoG images to its eight neigh‐
bors  at  the  same  scale  and nine  corresponding neighboring pixels  in  each of  the neighboring 
scales. If the pixel value is the maximum or minimum among all compared pixels, it is selected as 
a  candidate  keypoint.  This  keypoint  detection  step  is  a  variation  of  one  of  the blob  detec‐
tion methods developed by Lindeberg by detecting scale‐space extrema of the scale normalized 
Laplacian, that is detecting points that are local extrema with respect to both space and scale, in 
the discrete case by comparisons with the nearest 26 neighbors in a discredited scale‐space vo‐
lume. The difference of Gaussians operator can be seen as an approximation  to  the Laplacian, 
here expressed in a pyramid setting. 
Convolve with
Gaussian
Downsample
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Figure 4.7 Feature Extraction by Using SIFT 
(a) and (b) are two original images of consecutive frames. (c) demonstrates the superposition of 
two frames. (d) and (e) are the detected features, where circles indicate the scale, while the small 
line segment inside each circle indicates the major gradient direction of the local intensity patch. 
 
 
However, due to that the scale‐space extrema detection produces too many keypoint candidates, 
some of which  are unstable,  the next  step  is  to  reject  those points have  low  contrast, or  are 
poorly  localized along an edge. This  is achieved by  the  following  steps:  (1)  for each  candidate 
keypoint, interpolation of nearby data is used to accurately determine its position; (2) the initial 
approach was to just locate each keypoint at the location and scale of the candidate keypoint; (3) 
calculates the interpolated location of the extremum, which substantially improves matching and 
stability. The  interpolation  is  done  using  the  quadratic Taylor  expansion of  the  Difference  of 
Gaussian scale‐space function. 
 
Previous steps  found keypoint  locations at particular scales and assigned orientations  to  them. 
This ensured invariance to image location, scale and rotation. For matching or distinction purpose, 
the  feature descriptor  for each of the keypoints  is generated by the  following steps: First a 4x4 
array of histograms with 8 bins each is created. These histograms are computed from magnitude 
and orientation values of samples  in a 16 x 16 region around the keypoint such that each histo‐
gram contains samples from a 4 x 4 subregion of the original neighborhood region. The magni‐
tudes are further weighted by a Gaussian function with σ equal to 1.5 times the scale of the key‐
point. The descriptor then becomes a vector of all the values of these histograms. Since there are 
4 x 4 = 16 histograms each with 8 bins the vector has 128 elements. This vector  is then norma‐
lized to unit length in order to enhance invariance to affine changes in illumination. To reduce the 
effects of non‐linear illumination a threshold of 0.2 is applied and the vector is again normalized.   
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Table 4.1 Computational Expense of SIFT 
Steps Detail Steps Point Found
Computational Time
(second)
Initial Extrema 1188 0.301
Refinement 225 0.003
Descriptor Generation 225 3.37
Initial Extrema 336 0.081
Refinement 120 0.001
Descriptor Generation 120 1.09
Initial Extrema 114 0.027
Refinement 47 0.0003
Descriptor Generation 47 0.291
Initial Extrema 38 0.006
Refinement 10 0.0001
Descriptor Generation 10 0.066
Initial Extrema 14 0.002
Refinement 1 0.00003
Descriptor Generation 1 0.015
Initial Extrema 1 0.001
Refinement 1 0.00001
Descriptor Generation 1 0.005
Total 404 5.25944
Matching 3.243
Processing
Octave 6
Processing
Octave 1
Processing
Octave 2
Processing
Octave 3
Processing
Octave 4
Processing
Octave 5
 
 
 
Table 4.2 Comparison between Harris Corner and SIFT 
Algorithm Feature Detected Computation Time
Descriptor
Robustness
Harris Corner 158 0.465
Need Extra
Computation
SIFT 404 5.26 Very Robust  
 
 
An example of feature extraction by utilizing SIFT  is demonstrated as Fig.4.7, where two  images 
with resolution  640 ൈ 480  are  input to the SIFT algorithm. The computation,  including the 
feature detection and  the  feature descriptor generation  takes around 5.26  second, by  im‐
plementing  this method with MATLAB.  The  detail  expense  for  each  step  involved  in  this 
computation  is  listed as Table 4.1, where  the matching between  two  images  takes around 
3.242 second.   
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(a) Ideal Matching Between Temporal Frames and Stereo Images for Feature Points j’s Com‐
putation of 3D Optical Flow 
 
(b) Possible Matching Miss in Real Computation, 3D Optical Flow Cannot be Obtained 
 
Figure 4.8 Difficulty in Computing 3D Optical Flow from Feature Points 
 
 
4.3.1.3 Feature Detector Comparison 
 
From  the  above description, Harris  corner based  feature detector  and  SIFT has  their own 
advantages in its application to this work. By comparing its performance in the following as‐
pects, we adopt SIFT as the feature detector in this work despite its computational cost: (1) 
the number of detected  feature points;  (2)  the  computational  speed;  (3)  the  feature’s  ro‐
bustness for matching. The comparison result  is demonstrated as  in Table 2. Another merit 
for SIFT  is that, the matching results for raw feature points, where no optimization for two 
consecutive frames is carried out, are very satisfying that few incorrect matching presented. 
Thus, it is also advanced in the robustness of feature matching. 
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Figure 4.9 Structure of Stereo Camera 
 
 
4.3.2 Compute the Optical Flows 
 
To each  frame  (stereo pair) of the  input  (active) stereo  image sequences, SIFT  is applied as the 
feature detector as described above. The 3D optical flow is computed by matching the detected 
feature points between the consecutive frames and stereo images, as shown in Fig. 4.8 (a). How‐
ever, the matching that simply compares the feature descriptors computed by SURF often results 
in shortage of the matching results, Fig. 4.8 (b), needed for the subsequent processes described 
in Section 4.4, especially  in the stereos  images, due to the cause on which Section 4.3.4 elabo‐
rates. To avoid the shortage, we propose a matching strategy that could guarantee a reasonable 
number of the feature points to be used for computing 3D optical flows. 
 
4.3.2.1 Feature Definition 
 
Let  ݌௝
௜,௟ሺݔ௝
௜,௟, ݕ௝
௜,௟ሻ  and  ݌௝
௜,௥ሺݔ௝
௜,௥, ݕ௝
௜,௥ሻ  denote  the  feature point  j  in  the  left and  right  images of 
the frame i, respectively. The stereo cameras are pre‐calibrated so that each epipolar line is hori‐
zontal and has the same height (vertical coordinate) in the left and right images. Thus, the vertic‐
al coordinates of the same feature point in the left and right images of the frame i are the same: 
ݕ௝
௜,௟ ൌ ݕ௝
௜,௥. The disparity of the feature point j is represented by  ௝݀
௜ ൌ ݔ௝
௜,௟ െ ݔ௝
௜,௥. The 3D optical 
flow vector for j between the frames i and i+1 is indicated by  ݒ௝
௜,௜ାଵሺݔ௝
௜,௟, ݕ௝
௜,௟, ௝݀
௜ሻ, where the left 
images are selected for 3D optical flow construction. 
 
For the stereo matching at the frame i, in this work we compare two methods: (1)complete dis‐
parity computation for all the image pixels by stereo matching; and (2) checking only the feature 
points in the corresponding stereo image counterpart. 
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4.3.2.2 Stereo Matching by Dynamic Programming 
 
Stereo matching  is one of the most active research areas  in computer vision and  it serves as an 
important step  in many applications (e.g., view synthesis,  image based rendering, etc). The goal 
of stereo matching  is to obtain the disparity map, which describes the difference  in  location of 
the corresponding pixels and it is often considered as a synonym for inverse depth. As shown in 
Fig.4.9. Denote B and F the baseline and focal length respectively.   
 
 
Figure 4.10 Matching Wwo Strings by Dynamic Programming 
(a) Goal matching labeled manually. (b) Initialize the penalty matrix. (c) Compute the penalty ma‐
trix element. (d) Complete penalty matrix computation. (e) Back tracing from the last element to 
find a path as in (f). 
 
 
Among  previous  literatures,  Window‐based  correlation  methods,  Dynamic  Programming  me‐
thods and Graph‐Cuts methods are main approaches to solve stereo matching. According to Mid‐
dlebury’s stereo vision  [108] which contains state of  the art  technologies, Graph‐Cuts methods 
(such as  [109]  through  [113])  can achieve  the best accuracy. However, unfortunately,  they are 
computationally demanding and ca not be implemented in our approach, since our goal is toward 
construct a real‐time processing system. On the other hand, window‐based correlation method 
(such as  [114]  through  [117]) could  run  faster  than Graph‐Cuts methods, but  the  result  turned 
out not to be satisfactory, especially  in case of  low texture. Alternatively, the Dynamic Program‐
ming methods  tend  to cause noisy horizontal  strokes, but  still  turn out  reasonable correctness 
and  computation  speed. We  selected  the  Dynamic  Programming,  or  DP method  proposed  in 
[118]. Because our stereo camera has been calibrated, DP method can be applied on two lines in 
left and right image respectively, which share the same y coordinate. 
 
The  principle  of  Dynamic  Programming  is  explained  using  a  simple  example.  The  result  of 
matching  two  strings:  L1  =  “STEREO”  and  L2  =  ”STTERO”  can  be  easily  obtained  as  shown  in 
Fig.4.10.(a). To compute this matching by DP, firstly, DP Matrix “A” is initialized. The so called “DP 
matrix” is sized  ݊ ൈ ݊, where  ݊  is the length of line to be matched, in this example, ݊  is given 
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by:  ݊ ൌ ݈݁݊݃ݐ݄ሺ"STEREO"ሻ ൌ 6. According to the  following rule, A  is  initialized, demonstrated 
in  Fig. 4.10  (b):  ܣሺ1, ݆ሻ ൌ ݆, ܣሺ݅, 1ሻ ൌ ݅. Note,  the  index of Matrix begins  from 1, and  the  first 
element  index  indicates  row,  the second one  indicates column, which  is accordant  to MATLAB. 
Then, as shown in Fig. 4.10 (c), other elements of A is computed according to the following rule. 
For any other element  ܣሺ݅, ݆ሻ  in Matrix A,  if  ܮଵሺ݅ሻ ൌ ܮଶሺ݆ሻ  holds,  ܣሺ݅, ݆ሻ  equals  to  the mini‐
mum value of its left, upper and upper‐left neighbors. Else,  ܣሺ݅, ݆ሻ  is set to the minimum plus a 
predefined gap penalty. In this example, the gap penalty is 1. Please note the computation begins 
from upper‐left and ends at bottom‐right. In order to simplify the description, it is assumed that 
the gap penalty is a constant value according to equality of string elements. This process can be 
described by the following pseudo‐code: 
 
 
Figure 4.11 Penalty matrix optimization 
 
 
Figure 4.12 Fine Step for Evaluating Skipped Line in Coarse Evaluation 
 
 
The computation result is shown in Fig. 4.10 (d). Once the matrix is filled, a path of minimal cost 
can be found by tracing back through the DP matrix from A(n,n) to A(1,1), demonstrated  in Fig. 
4.10  (e).  For  each  intermediate  position  ሺ݅, ݆ሻ  of  the  path,  next  position  ሺ݅௡௘௪, ݆௡௘௪ሻ  of  the 
path will be selected. The rule for tracing back is that the new position is one element in DP Ma‐
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trix A whose value  is minimal among  three neighbors of  the current point  (upper‐left,  left and 
upper), as  ሺ݅௡௘௪, ݆௡௘௪ሻ ൌ ܽݎ݃݉݅݊ܣሺݑ, ݒሻ, where  ݑ ൌ ݅, ݅ െ 1;  ݒ ൌ ݆, ݆ െ 1; and  ሺݑ, ݒሻ ് ሺ݅, ݆ሻ, 
the result of tracing back gives the path, demonstrated in Fig.4.10.(f). When DP method applied 
in stereo matching, the gap penalty is the intensity or color difference between the two pixels. 
 
The computational amount is scaled up when applying DP to image matching, because there are 
hundreds of lines in one image, and hundreds of pixels in one line. Thus, the above steps must be 
iterated for hundreds of times with calculating a hundreds by hundreds matrix at each time. To 
facilitate the computation we  introduce an “optimized matrix”, whose size  is ݊ ൈ ܴܵ, where the 
“SR”  is searching range.  It  is understandable that  in the  left  image, the position of one point  in 
real scene does not appear at  the  left side of  the same point’s projection  in  right  image,  if we 
superpose the two image plane. Reflecting to DP matrix, if the vertical line is viewed as a line in 
left image, the horizontal line is viewed as line in right image, Fig. 4.11 (a), path to be traced back 
will not appear at the left side of the matrix’s diagonal line. On the other hand, because the base‐
line  is not unreasonably  large, normal focal  length camera  is used, and also, the objects we ob‐
served are not too near, a same point  in the scene can only generate disparity under a certain 
value. Consequently, one empirical constant SR is predefined as the searching range, which is the 
column size of the optimized DP matrix, as demonstrated in Fig. 4.10 (b). 
 
Another optimization is achieved by a “coarse to fine” algorithm. In the coarse step, normal DP is 
applied to every kth line of the input image pair, in our experiment k is set to be 8. After the path 
was  found  in  the  coarse  step,  a  stencil  area  created and memorized  for  the  fine  step. The  so 
called “stencil area”  is the vicinity of the path  in horizontal direction for DP matrix, Fig. 4.11 (d) 
and Fig. 4.12 (a). Then in the fine step, all missing lines which have been skipped before are eva‐
luated  based  on  the  stencil  area.  If  stereo  matching  is  performed  for  each  horizontal  line 
 
 
Figure 4.13 Example of Disparity Computation by Using Dynamic Programming 
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independently, wrong matching due to noise components such as occlusions is observed as hori‐
zontal strokes in the depth map. Obviously, noisy horizontal strokes should be suppressed by ver‐
tical optimizations. Thus, an algorithm smoothes the paths vertically in the direction from top to 
down is adopted. It works as follows: inside the matrix evaluation, a constant value is subtracted 
from every matrix element  lying on the path of the prior horizontal  line. As small matrix values 
are attractive for the path‐module, this algorithm automatically leading to a path similarity. 
 
In the implementation, a new matrix called “path”, whose size is equal to that of the DP matrix, is 
introduced. Before starting the complete coarse to fine step, “path” is initialized with 0. It is up‐
dated in each path evaluation step and temporarily holds the evaluated path, Fig. 4.12 (a). If the 
elements  in path matrix have the same position with the path elements  in DP matrix, they are 
then set to be a predefined constant value. Other elements in path matrix are set to 0. In the fol‐
lowing horizontal  line, this temporary stored path matrix  is subtracted by the evaluated matrix, 
Fig. 4.12 (d). The path matrix is not reinitialized each line to allow smoothing across several lines. 
Instead, it is amended by multiplying another weight value which is less than i, thus paths of mul‐
tiple lines are present in this matrix, resulting in a smoother disparity map. 
 
The result of stereo matching by this method is demonstrated by Fig. 4.13. The right side image 
shows the result of matching. Bright pixels indicate small depth. In other words, they are near to 
the camera. On the contrary, dark pixels are far from the camera. 
 
4.3.2.3 Compute the Depth for only Detected Feature Points 
 
This alternative relieves the computation from all the  image pixels to only the extracted feature 
points by the SIFT in the previous step. Thus we check the correspondence for the feature point 
in left image among the multiple feature points in the right image by carrying out the descriptor 
matching of the detected feature points. The candidate whose feature vector is closest to the left 
image’s point’s feature vector  is determined as the stereo matched point. One example  is dem‐
onstrated as Fig. 4.14, where the green straight lines are the detected correspondences between 
the left and right images for one frame. 
 
 
Figure 4.14 Example of Stereo Matching for Only the Detected Feature Points 
(a) Original Image (b) Matching Between Stereo Pair
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Figure 4.15 The Matching Candidates that Denoted as Yellow Triangles 
 
 
Due to the limited computation cost, as well the consideration of the request of this research, the 
computation by only with the detected feature points are adopted as the depth retrieval method 
for the feature points to construct 3D optical flows. 
 
 
4.3.3 Matching Optimization 
 
Concerning the temporal matching between consecutive frames, the feature point to be matched 
is categorized into the following two cases: (1) a feature point that newly appears, and (2) a fea‐
ture point that is matched in the previous frame(s). 
 
For the point  ݌௝
௜,௟  in (1), the entire (in this case, left) image at frame i+1 is searched, because no 
prior information on the search area constraint is available. Then, the temporally matched point 
is determined as the point whose feature descriptor  is closest to that of  ݌௝
௜,௟. For the point  ݌௝
௜,௟ 
in  (2),  the  search  for  the  temporal  correspondence  ݌௝
௜ାଵ,௟  is  constrained  to  the  candidate  set 
௝ܿ
௜ାଵ,௟, which  is  illustrated by  the yellow  triangles  in Fig.3. To obtain  the candidate set, we  first 
predict  ݌෤௝
௜ାଵ,௟, the position of the temporally matched point, as indicated by Eq. (4.7), 
    ݌෤௝
௜ାଵ,௟ ൌ 2݌௝
௜,௟ െ ݌௝
௜ିଵ,௟                              (4.7) 
where  ݌௝
௜ିଵ,௟  denotes  ݌௝
௜,௟’s temporally matched point in the previous frame at i‐1. Equation (1) 
indicates  that  ݌෤௝
௜ାଵ,௟  is determined  so  that  ݌௝
௜,௟  is  located  at  the middle  point  of  ݌෤௝
௜ାଵ,௟  and 
݌௝
௜ିଵ,௟. Then,  if  a  feature point whose distance  to  ݌෤௝
௜ାଵ,௟  is  less  than  a  threshold,  that point  is 
judged as being  included  in  the candidate set  ௝ܿ
௜ାଵ,௟. Here,  in  this paper,  the above‐mentioned 
threshold is set t the distance from  ݌෤௝
௜ାଵ,௟  to  ݌௝
௜ିଵ,௟; thereby, as indicated by Eq. (4.8), a feature 
point  ݌௞
௜ାଵ,௟  within the outer dotted circle centered at  ݌෤௝
௜ାଵ,௟  in Fig. 4.15 is included in  ௝ܿ
௜ାଵ,௟. 
௝ܿ
௜ାଵ,௟ ൌ ൛ ݌௞
௜ାଵ,௟ | ฮ݌௞
௜ାଵ,௟ െ ݌෤௝
௜ାଵ,௟ฮ ൑ 2ฮ݌௝
௜,௟ െ ݌௝
௜ିଵ,௟ฮൟ            (4.8) 
݌݆
݅,݈
݌݆
݅െ1,݈ ݌݆
݅െ2,݈
݌෤݆
݅൅1,݈
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Figure 4.16 The Optimization of 3D Optical Flow’s Computation by the Proposed Strategy 
 
4.3.4 Keeping the Number of 3D Optical Flows 
 
As described  in Section 4.3, shortage of 3D optical flows could  lower the accuracy of the subse‐
quent processes in Section 4.4. Main causes for the shortage include:   
① Two  feature points are  judged as not being matched, because  the distance between  their 
feature vectors is larger than the threshold. 
② Feature points are not detected due to noise components such as blur. 
Thus, this paper extends the matching between consecutive 2‐frames to consecutive n‐frames, in 
this  paper  ݊  ൌ  5.  The  specific  procedures  for  obtaining  a  reasonable  number  of  3D  optical 
flows in (1) the stereo matching and (2) temporal matching are described, as follows. 
 
(1) The stereo matching for the feature points between the stereo images is performed at 1 ~ nth 
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frame. Consequently, we obtain feature points without stereo correspondences in the 1st frame; 
we  denote  such  points  as  ~݌௝
ଵ,௟   and  ~݌௝
ଵ,୰  in  the  left  and  right  images,  respectively.  The 
non‐stereo‐correspondence points  ~݌௝
ଵ,௟  and  ~݌௝
ଵ,୰  in the 1st frame are matched  if the follow‐
ing condition  is satisfied. We assume that  ~݌௝
ଵ,௟  and  ~݌௝
ଵ,୰  are temporally matched  in the 2 ~ 
nth frames of the left and right images, respectively. Then, if the two points, which are temporally 
matched to  ~݌௝
ଵ,௟  and  ~݌௝
ଵ,୰, are stereo‐matched in the mth (2 ൑ ݉ ൑ ݊) frame, the  ~݌௝
ଵ,௟  and 
~݌௝
ଵ,୰  are stereo‐matched in the 1st frame. If no such correspondence can be found in any of the 
2 ~ nth frames, the feature points  ~݌௝
ଵ,௟  and  ~݌௝
ଵ,୰  are deleted, because they cannot be utilized 
to compute a 3D optical flow. 
 
(2) In the temporal matching in the 1st to nth frames, there might be the case in which there is no 
feature point that is temporally matched to a point in the previous and/or next frames. Suppose 
that  the 2nd  frame does not have such a point.  In  this case,  the point  in  the 1st  frame  is  to be 
matched to the 3rd frame, and if the 3rd frame does not match, the next frame is to be matched. If 
the mth frame  is matched to the 1st frame, the position of the temporally matched point  is pre‐
dicted by 
݌෤௝
ଶ,௟ ൌ ݌௝
ଵ,௟ ൅ ൫݌௝
௠,௟ െ ݌௝
ଵ,௟൯/ሺ݉ െ 1ሻ                    (4.9) 
Then,  the  search  for  the  temporal match  in  the 2nd  frame  is performed within a  certain  range 
from  ݌෤௝
ଶ,௟  (in this work the range is determined as 1 pixel). If multiple points are found, the one 
whose feature vector is closest to that of  ݌௝
ଵ,௟  is selected as the feature point. If there is no point 
that can be matched, the prediction  ݌௝
ଶ,௟  is determined as the feature point, whose feature de‐
scriptor is same as that of  ݌௝
ଵ,௟. 
 
After computing the 3D optical flows for the 1st to nth frames, we compute for the 2nd to (n+1)th 
frames. In this case, we do not need to perform the stereo matching for the 2nd to nth frames.   
 
4.4 Independent Motion Recognition and Egomotion Estimation 
 
4.4.1 Computing Egomotion from 3D Optical Flows 
 
In general, the egomotion (camera motion) is represented by three translational parameters and 
three  rotational parameters:  i.e.,  the  translation  ݐ ൌ ሺ∆ݔ, ∆ݕ, ∆ݖሻ, where  ∆ݔ,  ∆ݕ  and  ∆ݖ  are 
the translations along the  ݔ,  ݕ  and  ݖ  axes respectively; and the rotation  ߗ ൌ ሺߙ, ߚ, ߛሻ, where 
ߙ,  ߚ  and  ߛ  are the rotation angles around the  ݔ,  ݕ  and  ݖ  axes, respectively. As illustrated in 
Fig. 4.17,  the origin of  the  ݔ‐ݕ‐ݖ  coordinate  system  is placed at  the optical  center of  the  left 
camera,  the  ݔ  and  ݕ  axes are parallel  to  the  image plane’s horizontal and perpendicular axes 
respectively, and the  ݖ  axis is parallel to the optical axes of the stereo cameras. Suppose that the 
point  ܲԢ  is obtained by  applying  a  translation  and  rotation  to  a point  ܲ  in  the  ݔ‐ݕ‐ݖ  space. 
Then, the  ݔ‐ݕ‐ݖ  coordinates of  ܲԢ  is obtained by Eq. (4.10) using the  ݔ,  ݕ  and  ݖ  coordinates 
of  ܲ  as follows. 
      ቂܲԢ
1
ቃ ൌ ቂܴ ݐ
0 1
ቃ ቂܲ
1
ቃ                        (4.10) 
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Figure 4.17 Definition of the egomotion 
 
    ܴ ൌ ൥
ܿ݋ݏߚܿ݋ݏߛ െܿ݋ݏߚݏ݅݊ߛ ݏ݅݊ߚ
ݏ݅݊ߙݏ݅݊ߚܿ݋ݏߛ ൅ ܿ݋ݏߙݏ݅݊ߛ െݏ݅݊ߙݏ݅݊ߚݏ݅݊ߛ ൅ ܿ݋ݏߙܿ݋ݏߛ െݏ݅݊ߙܿ݋ݏߚ
െܿ݋ݏߙݏ݅݊ߚܿ݋ݏߛ ൅ ݏ݅݊ߙݏ݅݊ߛ ܿ݋ݏߙݏ݅݊ߚݏ݅݊ߛ ൅ ݏ݅݊ߙܿ݋ݏߛ ܿ݋ݏߙܿ݋ݏߛ
൩  (4.11) 
    ܳ ൌ ሾ ଵܲ െ തܲ ଶܲ െ തܲ ଷܲ െ തܲሿሾሺሾ ଵܲᇱ െ ܲᇱഥ ሿሻ் ሺሾ ଶܲᇱ െ ܲᇱഥ ሿሻ் ሺሾ ଷܲᇱ െ ܲᇱഥ ሿሻ்ሿ
்        (4.12) 
where  ܴ  is the rotation matrix given by Eq.(4.11). According to the method described in [2], the 
rotation matrix  ܴ  is  computed using  the  ݔ,  ݕ  and  ݖ  coordinates of  three points  ଵܲ,  ଶܲ,  ଷܲ 
and  their  displacements  ଵܲ
ᇱ,  ଶܲ
ᇱ,  ଷܲ
ᇱ,  by  applying  Singular  Vector  Decomposition  (SVD)  to  the 
matrix  ܳ  given by Eq.(4.12), where  തܲ  and  ܲᇱഥ  are  the  centroids of  the  three points and  their 
displacements, respectively. Then translation t is calculated as  ݐ ൌ ܲᇱഥ െ ܴ തܲ. Each of the specific 
egomotion parameters, specifically  ሺ∆ݔ, ∆ݕ, ∆ݖ, ߙ, ߚ, ߛሻ  can be computed from  ܴ  and t. 
 
4.4.2 3D Optical Flow Clustering from a Modified RANSAC 
 
Our proposed method for detecting the multiple independently moving areas utilizes a modified 
RANSAC [10], which is characterized by the ability of estimate multiple models, as opposed to the 
ordinary RANSAC  [5], which  can  estimate only one model.  The  specific procedure,  as demon‐
strated in Fig.4.18, is as follows. 
 
(1) Dense 3D optical  flows are computed  in each  frame of  the stereo  image sequence by  the 
method described in Section 4.3. 
(2) Using  three 3D optical  flows  randomly  selected  from  the computed  flows,  the egomotion 
parameters are computed as an estimated model by the method described in Section 4.4.1. 
(3) For  checking  the  validity of  the  estimated  egomotion model, our modified RANSAC  com‐
putes the weight of all the 3D optical flows. Suppose that  ݒ௝
௜,௜ାଵ ൌ ఫܲప ఫܲపାଵሬሬሬሬሬሬሬሬሬሬሬሬሬԦ  is the 3D optical 
flow for the point j between the current frame i and the following frame j, and that N is the 
number of all the 3D optical flows. Then, the weight for this model is computed by Eq.(4.13). 
ݓ ൌ ଵ
ே
∑ ݇൫ݒ௝
௜,௜ାଵ; ܴ, ݐ൯ே௝ୀଵ                       (4.13) 
y
x
z
α
β
γ
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where this paper uses the Epanechnikov function indicated by Eq. (4.14) for the kernel func‐
tion  ݇ሺ·ሻ, which is a weight for each flow  ݒ௝
௜,௜ାଵ.   
݇ሺݔሻ ൌ ቐ1 െ ฯ
௉ೕ
೔శభି൫ோ௉ೕ
೔ା௧൯
௛
ฯ
ଶ
ฯ
௉ೕ
೔శభି൫ோ௉ೕ
೔ା௧൯
௛
ฯ
0 ݋ݐ݄݁ݎݓ݅ݏ݁
൑ 1              (4.14) 
where h is the bandwidth, the analysis of which is given in the experimental section 4.5. In 
Eq.(4.14), a  large value  for h  tends  to give  large weights even  for data  far away  from  the 
model, while a small value  for h tends to give  large weights only to data very close to the 
model and to give small weights to the other data. 
(4) If  the weight  (in  Eq.(4.13))  for  the model  exceeds  a  predefined  threshold,  the model  is 
judged  to be valid, and  then  the process  (5)  is performed.  If  the model  is not valid,  (6)  is 
performed. 
(5) The 3D optical flows that have larger  ݇ሺ·ሻ  values (weights) than a predefined threshold, 0.6 
in this paper, are detected as inliers, which support the valid model. A label is given to each 
inlier  (3D optical  flow)’s pixel  in  the current  frame, where  the  label  is used  to extract  the 
moving object areas and the background as described  in Section 4.3. Then, the  labeled  in‐
liers are deleted from the 3D optical flow set, and the process returns to (2). 
(6) The iteration number (random choice of three 3D optical flows) is counted up. If the number 
exceeds a predefined threshold, the process is terminated; otherwise, the process returns to 
(2). 
 
In  (6),  the  termination  threshold  for  the  iterative  computation  is determined according  to  the 
number of 3D optical  flows. The  threshold  value  is updated  in  case  that one  valid egomotion 
model is found, because the labeled inliers are deleted from the current 3D optical flow set. The 
specific  threshold  that adopted  in our experiment  is  typically determined as 1.2 power of  the 
number of 3D optical  flows. This adaptive  strategy accelerates  the entire  computation process 
significantly, because the iterative process should be terminated if all the valid egomotion models 
are computed and only noisy 3D optical flows remain. 
 
 
4.4.3 Detecting Moving Regions and Estimating Egomotion 
 
As described in (5) in Section 4.4.2, a label is given to the pixels of the inlier for each valid model. 
The  regions  that correspond  to  the multiple moving objects are extracted as  follows. For each 
label, pixels having that label are extracted, and the region for that label is obtained as the set of 
those pixels. This process is repeated for the labels for all the valid models. 
 
In (2)  in Section 4.4.2,  if the egomotion  is computed for the flows belonging to an  independent 
moving object,  the computed  result  is a  relative egomotion,  instead of  the  real egomotion. To 
compute the real egomotion, the model for the static background needs to be identified among 
the valid models. This paper assumes that the static background occupies the largest area in the 
image: more specifically, the summation of the largest horizontal between two inliers and vertical   
92 
 
 
Figure 4.18 3D Optical Flow Clustering by A modified RANSAC 
The key steps are demonstrated in red block. 
 
 
distances between  two  inliers. This assumption does not always hold,  for example,  if  the  fore‐
ground is so close to the cameras that it occupies a large area; otherwise, the assumption is use‐
ful  for most  of  usual  scenes.  To  raise  the  accuracy  of  the  egomotion  computation,  the  Least 
Square Method  is applied to  the  inliers belonging  to  the background. Considering  the  fact that 
normally the cameras’ egomotion does not change abruptly, we apply temporal smoothing to the 
egomotion estimation result. 
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4.5. Experimental Results and Discussion 
 
Experiments for verifying the validity of Section 3’s method for obtaining dense 3D optical flows 
are  conducted.  In  addition,  experiments  for  estimating  both  independent motion  of multiple 
moving  objects  and  the  egomotion  are  conducted, where  our  proposed method  described  in 
Section 4.4.2 is compared with our previous inlier counting based method [11]. 
 
4.5.1 Experimental Environment 
 
Experiments are carried out using both  synthesized and  real  sequential  images. The main pur‐
pose  of  using  synthesized  images  is  to  facilitate  comparing  the  computation  results with  the 
ground  truths. Figure 4.19  (a)  shows a  frame of  the  sequence  synthesized using  the computer 
graphics software MAYA, where two 3D objects: one cube and sphere are independently moving 
in a virtual 3D  space. Note  that  the  two  textured objects  independently move  in  the direction 
perpendicular to the static background plane with complicated texture, as shown in Fig. 4.19 (a). 
The desirable detection result  is shown  in Fig. 4.19  (b), where the two objects are manually  la‐
beled. Virtual  stereo  cameras  that observe  the  synthesized  scene are moved  in  the 3D  virtual 
space  so  that  synthesized  stereo  sequences  to be used  for  the experiments are obtained. The 
virtual stereo cameras’ baseline and focal length are 0.12 m and 0.0.4m, respectively, and the size 
of each frame is 320 by 240 pixels. 
 
The stereo cameras for acquiring real video sequences used for experiments have a baseline of 
0.12m with the focal  length 0.04m.  In the environment, where two persons are  independently 
moving, the stereo cameras are moved by hand so that the cameras almost stay in a horizontal 
plane. To record the stereo cameras’ egomotion, a camera is placed so that the camera observes 
the environment  from  the  top as shown  in Fig. 4.20  (a). An example of  the acquired video se‐
quence that contains the two moving persons is shown in Fig. 4.20 (b), where each frame is 320 
by 240 pixel color image.   
 
 
 
(a) Original Scene                                                (b) Manually Labeled Result 
 
Figure 4.19 Synthesized Video Sequence for Experiment 
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(a) Top Image 
 
(b) One Frame of the Stereo Image 
Figure 4.20 Images Acquired by the Top and Stereo Camera 
 
 
For evaluating the accuracy of estimating the ego‐motion, the world (XYZ) coordinate system  is 
defined for both the synthesized and real stereo sequences, as follows. The origin as well as the X, 
Y and Z axes  is defined with respect to the  initial position of the stereo cameras.    The origin  is 
placed at the initial position of the cameras.    The X‐Y plane is parallel to the image plane, where 
the X and Y axes are horizontal and vertical, respectively.    The Z axis  is parallel to the cameras’ 
optical axes. At each  frame, the translational parameters  ݐ ൌ ሺ∆ݔ, ∆ݕ, ∆ݖሻ  and rotational para‐
meters  ߗ ൌ ሺߙ, ߚ, ߛሻ  of  the egomotion are computed using  the  two  frames  (current and next 
frames) with  respect  to  the  cameras’  local  xyz  coordinate  system  shown  in  Fig. 1.    Then,  the 
world coordinates  ሺܺ, ܻ, ܼሻ  are calculated by accumulating  the previous  frame’s world coordi‐
nates and the world coordinates calculated by applying affine transform to the estimated egomo‐
tion parameters. 
 
The weight  threshold  for  the  validity  judgment  of  the  egomotion model  in  Eq.(4.13)  (i.e. the 
threshold for judging the validity of the estimated egomotion model) is determined empirically as 
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0.6 through preliminary studies. Concerning the threshold for the number of iterations, in other 
words,  the  threshold  for  terminating  the modified RANSAC process, a  large value  for  this  thre‐
shold improves the estimation accuracy, but causes intensive computations. Thus, the determina‐
tion for this threshold needs to solve the dilemma between the computational load and estima‐
tion accuracy.  In this research, we determine this threshold as 2N, which can achieve satisfying 
accuracy and reasonable computation loads, where N is the number of the 3D optical flows used 
for the computation in that iteration. 
 
As  for  the bandwidth  in Eq.  (4.14),  it  is decided according  to  the  following studies. Denote  the 
threshold for the validity judgment “TH”, which is also a value between 0 and 1. Assume this val‐
ue  here  is  ܶܪ ൌ ݐ,  then we  have  the  following  deduction  that,  for  an  egomotion model,  its 
weighting function should satisfy the following equation. 
ݓ ൌ ଵ
ே
∑ ݇൫ݒ௝
௜,௜ାଵ; ܴ, ݐ൯ே௝ୀଵ ൒ ݐ            (4.15) 
If only consider the average threshold, we can also write the following equation: 
݇ሺݔሻ ൌ 1 െ ฯ
௉ೕ
೔శభି൫ோ௉ೕ
೔ା௧൯
௛
ฯ
ଶ
൒ ݐ              (4.16) 
For  explanation  ease,  denote  ௝݀ ൌ ௝ܲ
௜ାଵ െ ൫ܴ ௝ܲ
௜ ൅ ݐ൯  as  the  distance  from  optical  flow  j  be‐
tween the frame i and i+1, to the estimated egomotion model, thus we have: 
௛మିௗೕ
మ
௛మ
൒ ݐ                    (4.17) 
Through transformation, we have: 
݄ଶ ൒
ௗೕ
మ
ଵି௧
                  (4.18) 
Therefore, the bandwidth can be determined as: 
݄ ൌ ට ଵ
ଵି௧ ௝݀
                  (4.19) 
That  is,  if we have a conceptual  threshold  for  the distance  tolerance, e.g. 0.1, we may  interac‐
tively determine  the bandwidth  ݄  and  validity  threshold  ݐ.  In  this paper, we determined  the 
bandwidth as 0.16, which is based on the assumption that distance error in the world coordinate 
system cannot exceeds 0.1m. 
 
 
4.5.2 Analysis of Results 
 
4.5.2.1 Detecting Independently Moving Objects 
 
The stereo sequences #1, #2 and #3, which are synthesized using the virtual environment shown 
in Fig. 4.19, are used for the experiments on detecting two independently moving objects and are 
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shown in Fig. 4.21, Fig. 4.22 and Fig. 4.23 respectively, where the egomotions of Sequence #1, #2 
and #3 are translations only, rotations only and mixture of translations and rotations, respectively.   
In Fig. 4.21, Fig. 4.22 and Fig. 4.23, (a) shows the result of computing 3D optical flows by the me‐
thod proposed  in Section 4.3, where two frames used for computing 3D optical flows are supe‐
rimposed; the green and red points  indicate the positions of the  feature points  in the previous 
and next frames, respectively; the white  line segments connecting the green and red points are 
the estimated optical flow vectors.   
 
In Fig. 4.21, Fig. 4.22 and Fig. 4.23, (a) and (b) show the optical flows and stereo matching results 
obtained by  the algorithm proposed  in  Section 4.3,  respectively;  (c) and  (d)  shows  the optical 
flows and stereo matching results obtained by the previous method [11], which merely performs 
the matching for the estimated feature descriptors; (e) demonstrates that the two independently 
moving objects are detected from the optical flows shown in (a) by this paper's proposed method 
and are indicated by their respective rectangles. 
 
By comparing the previously proposed method (Section 4.3)’s results shown in all of Fig. 4.21, Fig. 
4.22 and Fig. 4.23’s  (a) and  (b) with the results that only performing  feature descriptors, which 
are shown in Fig. 4.21, Fig. 4.22 and Fig. 4.23’s (c) and (d), it is obvious that the proposed method 
can obtain significantly denser optical flows. 
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Figure 4.21 Experimental Results against Synthesized Video Sequence #1 
With respect to the egomotion that undergoes translational motion 
 
(a) (b)
(c)
(e)
(d)
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Figure 4.22 Experimental Results against Synthesized Video Sequence #2 
With respect to the egomotion that undergoes rotational motion 
(a) (b)
(c)
(e)
(d)
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Figure 4.23 Experimental Results against Synthesized Video Sequence #3 
With respect to the egomotion that undergoes translational and rotational motion 
(a) (b)
(c)
(e)
(d)
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Figure 4.24 shows an example (sequence #1) of comparing the numbers of the optical flows ob‐
tained by  the proposed method  and previous method, which performs only matching  for  the 
feature descriptors.  In Fig. 4.24 the horizontal and vertical axes  indicate the  frame number and 
the number of optical  flows,  respectively;  the  red and black  curves  indicate  the  results by  the 
proposed and previous methods, respectively. As shown in Fig. 4.24, the proposed method con‐
stantly gives significantly  larger number of optical flows than the previous method. The average 
number of  the optical  flows obtained by  the proposed method  is approximately 2.26  times  in 
sequence #1, having 134  frames, as many as our previous method. Similar results are obtained 
for the other synthesized and real stereo sequences used for the experiments.     
 
 
 
Figure 4.24 The Detected Optical Flow Number Comparison 
Horizontal  and  vertical  axes  indicate  frame  index  and  valid  optical  flow  number  respectively.   
Red  curve  denotes  the  proposed method’s  result, while  the  black  curve  is  achieved  by  only 
matching the feature descriptors.     
 
 
 
In Fig. 4.21, Fig. 4.22 and Fig. 4.23, (e) demonstrate examples of successful detection of the two 
objects, where the white and yellow rectangles  include all the feature points that belong to the 
sphere and cube objects, respectively. At each frame, whether the rectangles correctly cover the 
two objects is inspected manually. Let sd, sd1 and sd2 be the total numbers of the correct detec‐
tions of both of the two objects, the sphere and cube, respectively, in all the fn frames of a stereo 
sequence, where if the object does not move in a frame, “no‐detection” is the correct detection 
result.     
 
We define three measures for the detection accuracy: dt, dt1 and dt2, where dt = sd / fn, dt1 = 
sd1 / fn and dt2 = sd2 / fn. The detection accuracies for the following four cases are experimen‐
tally obtained. The four cases correspond to the combination of two optical flow detection me‐
thods and  two moving object detection methods. The  two optical  flow detection methods  in‐
clude the previously proposed method [119] (sparse) and section 4.3’s method (dense), and the 
two moving object detection methods  include our previous method using  inlier counting  [119] 
(inlier) and section 4.4’s method (weight), where  ሺ·ሻ  indicates the abbreviation for each method.   
The specific four cases  include (1) sparse +  inlier, (2) dense +  inlier, (3) sparse + weight, and (4)   
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Figure 4.25 Experimental Results of Real Stereo Sequence 
(a) (b)
(e) (f)
(g) (h)
(c) (d)
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dense  + weight, where  “+”  denotes  that  after  the  process  in  front  of  “+”  is  performed,  the 
process after  “+”  is performed: e.g.  “A + B” means  that after A  is performed, B  is performed.   
Note that (4) is this paper’s proposed method, (1) is our previous method in [11], and (2) and (3) 
are tested for comparison.       
 
Table  4.3  lists  the  values  of  the  three measures,  dt,  dt1  and  dt2,  obtained  by  applying  the 
above‐mentioned (1) through (4) to the synthesized sequence #3 with 150 frames. Obviously, (4), 
this paper’s method, gives  the best detection accuracies, 84%  to 92%  for  the  three measures.   
Note that (4)’s results are significantly better than (1)’s detection accuracies, around 60%. 
 
Table 4.3 Detection Accuracy for Synthesized Stereo Sequences 
dt1 dt2 dt
        (1) sparse + inlier 62.67% 63.33% 58.67%
        (2) dense + inlier 77.67% 76.00% 70.33%
        (3) sparse + weight 69.67% 70.33% 65.67%
        (4) dense + weight 91.67% 89.00% 84.67%
Methods
Detection Accuracy
 
 
Examples of  the experimental  results using  the  real  stereo  image  sequences are  shown  in Fig. 
4.25. As can be seen from Fig. 4.25 (a) through (d), the detected motions of the two persons are 
indicated by the rectangles with the different colors. Figure 4.25 (e) shows a case  in which only 
one person moves, as shown the independent moving person is correctly detected. Figure 4.25 (f) 
is  the case  that  the  left person has no movement, and  the  right person, only a part of whose 
body is in the images, moves. In this case, only the right person is detected as independent mov‐
ing object. Figure 4.25 (g) shows the case in which the two persons do not move; and Fig. 4.25 (h) 
is the case that no  independent moving object exists.  In both cases, the proposed method cor‐
rectly does not detect any moving object. 
 
Table 4.4 lists the detection accuracies for the three measure obtained by applying (1) through (4) 
to the real stereo sequences. Obviously, (4) gives the best accuracies, 84% to 89%, while (1) gives 
around 62%.     
 
Table 4.4 Detection Accuracy for Real Stereo Sequences 
dt1 dt2 dt
        (1) sparse + inlier 63.92% 64.95% 60.82%
        (2) dense + inlier 73.20% 74.23% 71.13%
        (3) sparse + weight 68.04% 72.16% 62.89%
        (4) dense + weight 88.66% 87.63% 83.51%
Methods
Detection Accuracy
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4.5.2.2 Egomotion Estimation 
 
The  results  for estimating  the  translational and  rotational parameters  (ሺ∆ݔ, ∆ݕ, ∆ݖ, ߙ, ߚ, ߛሻ  de‐
fined in Section 4.4.1) of the egomotion for the synthesized and real stereo sequences are shown 
in Fig. 4.26 and Fig. 4.27, respectively.  In Fig. 4.26 and Fig. 4.27, the ground truth trajectory as 
well as  the  trajectories estimated by  the  four methods  (1)  through  (4), which are described  in 
Section 4.5.2.1, are projected to the X‐Z plane in the world coordinate system defined in Section 
4.5.1, where the trajectories  for the ground truth and  (1) through  (4) are represented by blue, 
dotted  black,  dotted  red,  dotted  green  and  red,  respectively.  The  trajectories  start  from  the 
green points and end at the cyan points. As can be seen in Fig. 4.26 and Fig. 4.27, apparently, the 
trajectory by (4) is closest to the ground truth. 
 
 
Figure 4.26 Estimating Cameras’ Trajectory from Synthesized Sequences 
 
 
 
Figure 4.27 Estimating Cameras’ Trajectory from Real Sequences 
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Table  4.5  shows  estimation  accuracies  of  each  of  the  trajectories  estimated  by  applying  (1) 
through (4) to the synthesized and real stereo sequences. For (1) through (4), Table 4.5 lists the 
average error and maximum error. The average error  is computed by adding  the error  in each 
frame of  the sequence and dividing  the summation by  the number of  frames  in the sequence, 
where  the  error  in  each  frame  is  defined  as  the  spatial  distance  between  the  estimated  and 
ground truth points in that frame. The maximum error is the largest value among the errors in all 
the frames. Table 4.5 shows that (4) gives the smallest average error (approximately, 0.1 m) and 
the smallest maximum error (approximately, 0.2m) and that the average and maximum errors by 
(1), our previous method, are approximately seven times and 10 times as  large as those by (4), 
respectively.     
 
Table 4.5 Estimation Accuracy of Cameras’ Trajectories 
 
 
 
The  results  for estimating  the  rotational parameters  ߙ,  ߚ  and  ߛ, defined  in  Section 4.4.1, of 
the egomotion  for 100  frames  in  the  synthesized  stereo  sequence #3 are  shown  in Figs. 4.28, 
4.29  and  4.30,  respectively.  In  this work,  each of  ߙ,  ߚ  and  ߛ  is  set  to be  constant  at  every 
frame:  specifically,  ߙ ൌ 0.3  degrees,  ߚ ൌ 1.2   degrees,  and  ߛ ൌ 1.2  degrees;  therefore,  in 
each of Figs. 4.28, 4.29 and 4.30, the ground truth corresponds to the horizontal blue  line. The 
results of estimating the values of  ߙ,  ߚ  and  ߛ  at each frame by the four methods (1) through 
(4) are shown in Figs. 4.28, 4.29 and 4.30, respectively, where (1) through (4) are represented by 
dotted  black,  dotted  red,  dotted  green  and  red  lines,  respectively. Obviously,  (4),  this work’s 
proposed method, gives the smallest difference (error) from the ground truth. Table 4.6 lists the 
average and maximal errors for  ߙ,  ߚ  and  ߛ  for (1) through (4). The average error is computed 
by adding the error in each frame of the 100 frame sequence and dividing the summation by 100.   
The maximum error is the largest error among the 100 errors. Table 4.6 shows that (4) gives the 
smallest error (0.9 to 1.5 degrees) and the smallest maximum error (5.8 to 9.5 degrees) and that 
the average and maximum errors by  (4) are significantly smaller  than  those by  (1). Concerning 
the  rotational parameter estimation  from  real stereo  images, since  it  is not easy  to obtain  the 
ground  truth, this paper does not conduct such an experiment as  in the related works such as 
[119]. The potential inaccuracy of both the detection of independent moving individuals and the 
egomotion estimation  is reasoned by the  inaccurate estimation of the depth coordinates of the 
feature points by sampling implementing matching between stereo images. 
Synthesized Scene (meter) Real Scene  (meter)
Average Error 0.772 0.394
Maximum Error 2.19 1.358
Average Error 0.271 0.174
Maximum Error 0.483 0.461
Average Error 0.115 0.142
Maximum Error 0.395 0.422
Average Error 0.104 0.119
Maximum Error 0.199 0.248
(1) sparse + inlier
(2) dense + inlier
(3) sparse + weight
(4) dense + weight
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Figure 4.28 Comparison of the Estimated Camera Rotation Angle ‐‐  ߙ  Component 
 
 
 
Figure 4.29 Comparison of the Estimated Camera Rotation Angle ‐‐  ߚ  Component 
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Figure 4.30 Comparison of the Estimated Camera Rotation Angle ‐‐  ߛ  Component 
 
 
Table 4.6 Estimation Accuracy of Rotation Parameters 
 
 
 
4.6 Summary 
 
This chapter has proposed a method for detecting multiple  independently moving objects from 
the video sequences acquired by active stereo cameras and for estimating the egomotion of the 
stereo cameras. From the sequence of the stereo pair, dense 3D optical flows are obtained by the 
method  that  treats  the  absence  of  temporal  and/or  stereo matching.  The modified  RANSAC 
based process discriminates  each moving object by  evaluating  the  validity of  each  egomotion 
model estimated  from  randomly  selected  three 3D optical  flows using  the weight obtained by 
calculating a consistency between that model and each flow. From the static background identi‐
fied among the detected objects, the egomotion can be obtained.       
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Using synthesized and real stereo sequences that contain two independently moving objects, we 
conducted experiments that verify the validity of this paper’s proposed method, comparing the 
proposed method with our previous method. The experimental  results are  summarized as  fol‐
lows. 
(1) Denser 3D optical flows are successfully obtained by the proposed method than by the pre‐
vious method, which only matches SURF feature descriptors. 
(2) The proposed method achieves significantly better accuracies  for detecting  the  two moving 
objects than the previous method.     
(3) The translational and rotational parameters of the egomotion are successfully estimated with 
significantly higher accuracies than the previous method.       
 
The proposed method  in  this chapter, however, can hardly handle  the non‐salient  features,  for 
due to the optical  flows’ computation by applying  feature detector. This  feature will potentially 
result  in  inapplicability  in the scene where salient features are rarely existent, especially the ap‐
plication to a surveillance robot  in an outdoor environment. Thus  in the future, the problem of 
how  to deal with  the  scenes where  less  salient  features exist  is our major  research directions, 
aiming at the applicability to more general real scenes. 
 
Other remaining issues include the development of more stable computation of the independent 
moving  individuals’  regions, as well as  the egomotion. At present egomotion and  independent 
moving regions are computed from two consecutive frames, but this tends to be lack of smooth‐
ness along the sequential estimation. How to utilize more than two consecutive frames might be 
an issue to be researched. 
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Chapter V    Conclusion and Future Work 
 
 
 
 
 
5.1 Conclusion 
 
This  thesis has proposed a modified RANSAC mechanism  to simultaneously achieve  the  regres‐
sion as well as the clustering goals. Distinct from  its traditional version, random sample consen‐
sus that developed in 1981, the proposed mechanism is advanced in the functionality of multiple 
models’ extraction, with robustness against noisy data. The applications to ellipse detection and 
motion analysis demonstrates the effectiveness of the proposed modified RANSAC. 
 
In Chapter  I, the general  introduction of the research work described  in this thesis  is given. The 
background presents  the positioning of  the  research  in artificial  intelligence  research  field. Re‐
lated works enumerate  the previous  literatures, and  thus  to demonstrate  the  value of our  re‐
search work which fills the academic gap. The purpose is then introduced by following the sum‐
marization of  the  related works. Approach  that explored  in  this  research  to serve  the  research 
purpose is given to forward an overview of the entire work. 
 
In Chapter  II,  the proposed a modified RANSAC  is elaborated, with an example of  straight  line 
detection from a static  image. With the ability that can handle multiple models’ fitting task, the 
modified  RANSAC  achieves  functional  improvement  comparing  to  the  traditional  RANSAC,  by 
performing the following processing steps: 
(1) Random selecting a minimal dataset to construct a target model. 
(2) Verify  the  validity  of  the  constructed model  by  computing  a  predefined weight  function, 
against all the data that involved. Note that the validity verification defined here can also be 
interpreted as to check whether there are enough data that support the current model. 
(3) If the current model is valid, then record its parameters and delete the inlier data that is ho‐
mogeneous  to  the  current model. Note  that  the homogeneity of  the  involved data  to  the 
current model  is determined against a manually predefined threshold.  In case that the cur‐
rent model is invalid, then repeat step (1) and (2), and increase the iteration counter by one 
for each invalid estimation. 
(4) The process is terminated when the counter exceeds a predefined threshold, which is usually 
determined in terms of the data number that involved in the current computation. 
Due to our interests in computer vision and image processing, we first testified the effectiveness 
of the proposed modified RANSAC mechanism with  line detection  issue, as shown  in Chapter II. 
Considering that a straight  line can be determined from two points,  in the step (1) of the mod‐
Chapter V
Conclusion and Future Work
110 
 
ified RANSAC computation process that described above, two edge pixels are randomly selected 
from the query image to construct a line model. By testifying with both synthesized images that 
only contain sparsely distributed points, and real images, both of which contain a certain amount 
of noisy data, the effectiveness as well as the robustness is confirmed. 
 
In Chapter III, we elaborate on the method for detecting ellipses from a static image based upon 
the modified RANSAC mechanism. Although  line detection  is of  fundamental  importance  in the 
recognition of shape primitives, the simplicity of only two dimension of the parameter space  is 
away  from  proofing  the modified  RANSAC with  complicated  tasks.  Consequently,  aiming  at  a 
more convincing result, we further apply the modified RANSAC to the ellipse detection  issue as 
described in Chapter III. Ellipse detection is kwon as an open issue due to its difficulties as follows: 
(1) high dimensionality of its parameter space, (2) image complexities that demonstrated in sec‐
tion 3.1. By the fact that an ellipse is described by five parameters, when applying the modified 
RANSAC mechanism,  five edge pixels are  randomly  selected at one  time  to construct a model. 
Theoretically  the ellipse estimation can be achieved by merely applying  the modified RANSAC, 
but as introduced in Section 1.2.2, simply performing the modified RANSAC could possibly cause 
extreme computational cost in terms of both time and memory consumption. Aiming at a practi‐
cally  implementable  algorithm,  we  set  constraint  to  the  five  edge  pixels’  random  sampling 
process. Specifically, this constraint is obtained by clustering the edge pixels by referring to their 
geometric and morphological features that are explained in Section 3.3.4. Thus, the efficiency is 
largely improved by sampling five pixels within each of the pre‐clustered edge pixels by the mod‐
ified RANSAC. As  shown  in  the  experimental  result of  ellipse detection  issue,  Section  3.5,  the 
proposed method can achieve satisfying detection against complex images that contain multiple 
ellipses.   
 
In Chapter IV, we propose a method for motion analysis active against stereo video sequences. In 
contrast to the static  image that  is described  in Chapter  II and Chapter  III, we further apply the 
modified RANSAC to the motion analysis: specifically simultaneous computing of the egomotion 
and detection of multiple independent moving objects from the stereo. 
 
The basic idea for detecting independently moving objects is explored from the fact that we can 
obtain different egomotions by referring to distinct moving objects. Similarly, the camera’s ego‐
motions, which are obtained either from the static background or from each of the independent 
moving individuals, diverse from each other. On the other hand, since the egomotion can be es‐
timated from three 3D optical flows, we found that, the egomotion computed from the three 3D 
optical flows that undergoes homogeneous motion should have large number of supportive opt‐
ical flows on the same object. Based on this consideration, we utilized a stereo camera platform 
to acquire stereo images at one frame to compute the depth distance of the feature points. Then 
the 3D optical  flows are obtained by  concatenating  the depth  coordinates with  the 2D optical 
flows that computed from temporal matching. In order to raise the result accuracy, the computa‐
tion requires densely distributed optical flows, which are computed by concatenating the feature 
correspondences among sequential images, instead of consecutive two frames. Then by applying 
the modified RANSAC, three 3D optical flows are randomly selected for computing an egomotion 
model. The validity of that egomotion model is checked using the weight obtained by calculating 
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a consistency between that model and each of the dense flows. If it turns out that the estimated 
egomotion model is valid, the label that identifies this model is assigned to the inliers, which are 
consistent with this model, and then the labeled inliers are deleted. The random choice of three 
flows and  its  subsequent processes are  repeated  till one of  the  termination  conditions  is met. 
Using  the  inliers present  in  the static background,  the  real egomotion  is computed. As demon‐
strated  in  the experimental  results against both  synthesized and  real video  sequences, Section 
4.5, the effectiveness of computing the egomotion and detecting the independently moving indi‐
viduals is proved. 
 
Through this thesis, the following results are obtained: 
(1) The modified RANSAC proposed in this thesis can estimate multiple models from noisy data; 
(2) Multiple ellipses can be detected from a noisy, complicated still image by the proposed me‐
thod based on the modified RANSAC; 
(3) Each of multiple moving objects present  in  the  stereo video  sequences acquired by active 
stereo cameras can be detected by  the proposed method based on  the modified RANSAC, 
simultaneously the cameras’ egomotion can also be estimated. 
 
 
5.2 Future Work 
 
There are several unsolved issues of the modified RANSAC, including the threshold determination, 
the potential inefficiency caused by the random sampling, and the discussion on weight function. 
 
The thresholds for the model’s validity judgment, the bandwidth  in the predefined weight func‐
tion are determined imperially by manually observing the correctness of the result. This is unfa‐
vorable to apply the modified RANSAC to different research topics, since the thresholds for each 
topic should be determined by observing the results manually. One of the possible solutions to 
this problem  is to follow the training process  in supervised  learning, to tune the thresholds au‐
tomatically.   
 
As for the computational efficiency, due to the random sampling manner, potential computation‐
al waste is caused by selecting wrong data combination. The random sampling manner seems to 
be the only choice under the assumption that no prior knowledge is available. However, the ac‐
tual situation is not necessarily the case. For instance, in the ellipse detection, due to the digitiza‐
tion effect, the ellipse constructed from the five edge pixels close to each other suffers from ac‐
curacy and being discarded by not having enough weight. Possible solution to such issue can pos‐
sibly be sampling dataset with desirable features, such as  large spatial distribution  in the ellipse 
detection issue. 
 
In Chapter III, the modified RANSAC based method for ellipse detection achieves satisfying detec‐
tion result against the  images with complexity. However, this method has  insufficiency  for han‐
dling the densely distributed edge pixels, because the only criterion for judging the validity of an 
estimated model is the spatial distance. One possible solution to this issue is to combine color or 
texture information as a compensate criterion to impose further constraint for the pre‐clustering 
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of the edge pixels. 
 
As demonstrated in Chapter IV, the motion analysis method based on also the modified RANSAC 
achieves simultaneous computation of the egomotion and detection of the  independently mov‐
ing  individuals. However, the estimation result of egomotion needs further optimization, other‐
wise  the  result manifest  temporal  inconsistency, which  is  distinct  from  the  fact  that  both  the 
speed and position cannot have abrupt change within short time  intervals. Possible solution to 
this problem is to add a smoothing filter, e.g. the extended Kalman filter (EKF). Another open is‐
sue of the motion analysis is the inaccuracy of the depth information that obtained from the ste‐
reo matching of the feature points. Such undesirable inaccuracy is the major reason to cause de‐
tection  failure,  for both egomotion and  independent motion.  In  the  future work, we will solve 
this issue by concatenating temporal coordinates to achieve the precise depth coordinate. 
 
In all of the applications of the proposed the modified RANSAC,  including  line detection, ellipse 
detection  and  the  motion  estimation,  are  computed  by  utilizing  the  Epanechnikov  function 
against the distance between the  involved data to the estimated model, as the weight function 
for model estimation.  In our future work we will also carry out the research of the  influence of 
adopting different kernel functions. 
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