Abstract-The Fibonacci Cube is an interconnection network that possesses many desirable properties that are important in network design and application. The Fibonacci Cube can efficiently emulate many hypercube algorithms and uses fewer links than the comparable hypercube, while its size does not increase as fast as the hypercube. However, most Fibonacci Cubes (more than 2/3 of all) are not Hamiltonian. In this paper, we propose an Extended Fibonacci Cube (EFC 1 ) with an even number of nodes. It is defined based on the same sequence F(i ) = F(i -1) + F(i -2) as the regular Fibonacci sequence; however, its initial conditions are different. We show that the Extended Fibonacci Cube includes the Fibonacci Cube as a subgraph and maintains its sparsity property. In addition, it is Hamiltonian and is better in emulating other topologies. Specifically, the Extended Fibonacci Cube can embed binary trees more efficiently than the regular Fibonacci Cube and is almost as efficient as the hypercube, even though the Extended Fibonacci Cube is a much sparser network than the hypercube. We also propose a series of Extended Fibonacci Cubes with even number of nodes. Any Extended Fibonacci Cube (EFC k , with k ≥ 1) in the series contains the node set of any other cube that precedes EFC k in the series. We show that any Extended Fibonacci Cube maintains virtually all the desirable properties of the Fibonacci Cube. The EFC k s can be considered as flexible versions of incomplete hypercubes, which eliminates their restriction on the number of nodes, and, thus, makes it possible to construct parallel machines with arbitrary sizes.
INTRODUCTION
widely studied interconnection topology is the hypercube [13] . The hypercube provides a rich interconnection structure which permits many other topologies to be efficiently emulated. Numerous research projects have been undertaken related to hypercube design aspects and hypercube applications [7] . These have resulted in several research prototypes and commercial products [3] .
Unfortunately, the number of nodes 2 n in an n-dimensional hypercube Q(n) grows rapidly as n increases. This limits considerably the choice of the number of nodes in the graph. The Fibonacci Cube (FC) proposed by Hsu [10] is a special subcube of a hypercube based on Fibonacci numbers [6] . It has been shown that the Fibonacci Cube can efficiently emulate many hypercube algorithms. Fibonacci Cubes use fewer links than comparable hypercubes and their size does not increase as fast as hypercubes. The structural analysis of the Fibonacci Cube has been extensively studied in [2] and its applications in [9] . A Fibonacci Cube can also be viewed as resulting from a complete hypercube after some nodes become faulty and the system is reconfigured. Therefore, the Fibonacci Cube not only allows the construction of systems of arbitrary sizes, but also exposes the nature of hypercube systems operating in a gracefully degraded mode. Most Fibonacci Cubes are not Hamiltonian. In fact, Cong et al. [5] showed that less than 1/3 of Fibonacci Cubes are Hamiltonian. The challenge here is to define a new graph that satisfies the above mentioned properties, while still maintaining all the desirable properties of the Fibonacci Cube. Moreover, the new graph should be sparse; at least, it should have a similar degree of sparsity as the Fibonacci Cube.
In this paper, we propose the Extended Fibonacci Cube (EFC 1 ), which is based on the same sequence F(i) = F(i -1) + F(i -2) as the Fibonacci Cube; however, its initial conditions are defined differently. More specifically, in EFC 1 , the two initial values are 2 and 4. Therefore, F(i) is always an even number. We show that EFC 1 is Hamiltonian and maintains virtually all the desirable properties of FC. Our results also show that EFC 1 is superior to FC in terms of various structural properties.
We then propose a series of Extended Fibonacci Cubes in such a way that any Extended Fibonacci Cube (EFC k , with k ≥ 1) in the series contains the node set of any other cube that precedes EFC k . The EFC k s can be considered as flexible versions of incomplete hypercubes, which eliminates their restriction on the number of nodes, and thus, makes it possible to construct parallel machines with arbitrary sizes. Moreover, all the cubes in the series are Hamiltonian, and they are better in terms of emulating other topologies (i.e., embedding) than regular Fibonacci Cubes. We show that each cube in the series has a distinct size, and each cube maintains virtually all the desirable properties of the Fibonacci Cube.
Our study focuses on the structural properties of the Extended Fibonacci Cube. The use of the Extended Fibonacci Cube in various applications is beyond the scope of this paper. In summary, the structural advantage of the Extended Fibonacci Cube over the regular Fibonacci Cube manifests itself in three ways:
1) The series of Extended Fibonacci Cube allows more choices to construct systems of different sizes. 2) All Extended Fibonacci Cubes are Hamiltonian, while less than 1/3 of Fibonacci Cubes are Hamiltonian.
3) The Extended Fibonacci Cube is better than the regular Fibonacci Cube in emulating other topologies, such as hypercubes.
Throughout this paper, except for a few important theorems, proofs for theorems and other details are not included. The reader may refer to [15] for details.
EXTENDED FIBONACCI CUBES
As mentioned earlier, Extended Fibonacci Cubes are defined based on the same Fibonacci sequence. However, their initial conditions are different. The following defines the first Extended Fibonacci Cube in the series. The symbol i denotes a concatenation operation; for example, 01i{0, 1} = {010, 011} and 01i{} = 01.
, and EFC 1 (n -2) = (V 1 (n -2),
Two nodes in EFC 1 (n) are connected by an edge in E 1 (n) if and only if their labels differ in exactly one bit position. As initial conditions for recursion, V 1 (3) = {0,1} and V 1 (4) = {00, 10, 11, 01}. 
, where G -1 is the reverse sequence of G.
Recall that the Fibonacci Cube is defined as follows [10] :
< 10iV(n -2). Two nodes in FC(n) are connected by an edge in E(n) if and only if their labels differ in exactly one bit position. As initial conditions for recursion, V(2) = {}, V(3) = {0, 1}. Cong et al. [5] showed that less than 1/3 of Fibonacci Cubes are Hamiltonian. Therefore, the proposed Extended Fibonacci Cube is better in emulating rings than the regular Fibonacci Cube. The relationship between FC and EFC 1 is revealed in the following theorem.
THEOREM 2. FC(n) is a proper subgraph of EFC
PROOF. Since ,in both EFC 1 and FC, nodes are connected if their labels differ in exactly one bit position, it suffices to show that V(n) Ã V 1 (n), where V(n) and V 1 (n) are node sets of FC(n) and EFC 1 (n), respectively. We prove this theorem by induction on n.
A path between two nodes is called Hamming distance path if the length of this path is equal to the Hamming distance of these two nodes.
THEOREM 3. There exists a Hamming distance path for any two
nodes in EFC 1 (n).
PROOF. We prove this theorem by induction on n. Clearly, this theorem holds for n = 3, 4, 5. Assume that this theorem holds for all n < k. When n = k and
, randomly select two nodes;
if both belong to 0iV 1 (k -1) (or 10iV 1 (k -2)), this theorem holds based on the induction assumption. We only need to consider cases when one node is in 0iV 1 (k -1) and the other is in 10iV 1 (k -2). Because
, the problem is divided into:
1) proving there is a Hamming distance path between a node in 10iV 1 (k -2) and a node in 00iV 1 (k -2), and 2) proving there is a Hamming distance path between a node in 10iV 1 (k -2) and a node in 010iV 1 (k -3).
Case 1 is obvious, since, based on the induction assumption, there exists a Hamming distance path between any two nodes in V 1 (k -2). Case 2 can be proved by using the fact that 010iV 1 
Then, the problem is reduced to find a Hamming distance path from a node in 01iV 1 (k -2), via 00iV 1 (k -2), to a node in 10iV 1 (k -2).
In the subsequent discussion, the i notation will be omitted without causing confusion. For example, 01i10 will be written as 0110.
COROLLARY. The diameter of EFC
1 (n) is n -2.
THEOREM 4. The node degree of a node in EFC
and n -2.
PROOF. Since there are n -2 bits in each node of EFC 1 (n), based on [10] , n -2 is the maximum node degree of FC(n), the maximum node degree of EFC 1 (n) is n -2. Let t n denote the minimum node degree in EFC 1 (n). Based on the definition of EFC 1 (n),
We have, 
EXTENSIONS
In this section, we consider another Extended Fibonacci Cube, called EFC 2 (n), by changing the initial conditions of the Fibonacci sequence. We show that EFC 1 (n) is a proper subgraph of EFC 2 (n), where n ≥ 5. However, EFC 2 (n) still maintains the sparsity of FC(n) and virtually all the other desirable properties. We show that the sequences generated by FC, EFC 1 , and EFC 2 are mutually disjoint and propose guidelines for constructing different Extended Fibonacci Cubes with their corresponding sequences mutually disjoint. Because these Extended Fibonacci Cubes have similar properties, we can use them as a group (probably together with FC, although most of FC's are not Hamiltonian) to construct a special series of incomplete hypercubes [11] , [14] . In this way, the restriction on the number of nodes in regular hypercubes (2 n ) is further relaxed or totally removed. Following the proofs used in the previous section, we can prove that Theorems 1 to 3 are still valid. That is, EFC 2 is Hamiltonian and the diameter of EFC 2 (n) is n -2. THEOREM 5. EFC 1 (n) is a proper subgraph of EFC 2 (n), for n ≥ 6. THEOREM 6. For any n, such that n ≥ i + 3 and n ≥ j + 3,
DEFINITION 3. A series of Extended Fibonacci Cubes is defined as
Based on the result of Theorem 6, we represent the relationship among regular hypercubes, Fibonacci Cubes, and Extended Fibonacci Cubes in the series in Fig. 2 , where the fact that a graph G is a subgraph of another graph H is represented by a rectangle (representing graph G) nested within another rectangle (representing graph H). Q(n) denotes an n-dimensional hypercube.
By using the series of Extended Fibonacci Cubes defined in Definition 3, the rigid restriction of the hypercube topology can be removed. For example, if we want to construct a cube consisting of 10 to 100 nodes, there are only three options for regular hypercube structures, that is, 16, 32, 64. Within the series of Fibonacci Cubes (including FC, EFC k with k £ 5) there are 18 choices (see Table 1 ). They are: 10, 12, 13, 20, 21, 26, 32, 34, 42, 48, 52, 55, 64, 68, 80, 84, 89, 96. In Table 1 , the element at the kth row and the nth column is the size of F k (n). For example, the element at the second row (the row for F 2 (n)) and the fifth column is F 2 (5) = 8. For each row that represents an EFC, two initial values are placed in two square boxes.
It is easy to verify that Theorem 3 still holds for any EFC k and the diameter is n -2 for any EFC k . Moreover, we have the following results for node degree in EFC k . THEOREM 7. The node degree of a node in EFC k (n) is be-
1 and n -2.
In Theorem 7, k is the sequence number in the series of Extended Fibonacci Cubes and n is the dimension of the cube. When k is closer to n, the resultant EFC k resembles more to the regular hypercube. Theorem 7 shows that the minimum node degree of the corresponding EFC k increases as k increases. The proof can be done in a similar way used in proving Theorem 4.
Let F(n), F 1 (n), and F 2 (n) denote the size of FC(n), EFC 1 (n), and EFC 2 (n), respectively. The following theorem shows that all these numbers are distinct for different selections of n. 
Since n is the smallest number for F i satisfying the equality condition, we have
or
From (1) and the definition of Fibonacci sequence,
From (5) and (2), we have
Similarly, from (3) and (4), we have
It is easy to prove by induction that, for any p < n, there exists q such that,
or It is easy to see from Table 1 (where the numbers in boxes are initial conditions) that, for n £ 7, except for numbers that correspond to initial conditions, all the numbers from different sequences are distinct. Also, for all q,
Each of the above cases violates necessary conditions (6) and (7) (or (8) and (9)) for the equality condition. That is, there do not exist m and n, such that F i (m) = F j (n). Similar reasoning can be used for F 1 and F, and for F 2 and F.
CONJECTURE. Except for initial conditions, the sequences gener-
ated by FC, EFC k , for k ≥ 1, are mutually disjoint.
The validation of this conjecture can be easily seen from Table 1 for small dimensions. Tests have been conducted to show that the above conjecture holds for FC < {EFC k , 1 £ k £ 20}. The significance of the above disjoint property is the following: by considering Fibonacci cube-based systems as incomplete hypercubes, resulting from a complete hypercube after some nodes become faulty and systems are reconfigured. The Extended Fibonacci Cube is more flexible than the regular Fibonacci Cube, since it provides more choices of systems with difference sizes.
EXTENDED FIBONACCI TREES
In this section, we study the Extended Fibonacci Tree (T 1 ), which is a special spanning tree of the Extended Fibonacci Cube (EFC 1 ). The extension for general Extended Fibonacci Cubes (EFC k ) is straightforward. We then study an application that uses this tree structure. DEFINITION 4. The Extended Fibonacci Tree T 1 (n) of EFC 1 (n) is defined as follows: (Base) T 1 (3) and T 1 (4) are defined as shown in Fig. 2a and 2b . Basically, T 1 (3) is EFC 1 (3) with node 0 being the root and T 1 (4) is an EFC 1 (4) rooted at node 00 after removing the link connecting nodes 01 and 11.
(Recursion) T 1 (n) (n > 4) consists of T 1 (n -1) and T 1 (n -2) by connecting the root of T 1 (n -2) as a child of the root of T 1 (n -1). Suppose T 1 (n) also denotes the set of nodes in T 1 (n), then T 1 (n) = 0iT 1 (n -1) < 10 i T 1 (n -2). Fig. 3 shows the structure of Extended Fibonacci Trees T 1 (n), for n = 3, 4, 5, 6. Clearly, T 1 (n) has the same node set as EFC 1 (n). Hence, T 1 (n) is a spanning tree of EFC 1 (n). Extended Fibonacci Trees can be used to implement several tree-based algorithms efficiently. As an example, we show the implementation of two general procedures: tree contraction and tree expansion. A tree contraction is used to reduce a rooted tree to its root by a sequence of conflictfree operations to remove its vertices. Tree expansion is an inverse operation of tree contraction. By conflict-free, we mean that two vertices removed (or added) in the same time step do not have a parent-child relation and that, at most, one of a node's child is removed (or added) at a time. It has been shown [1] that tree contraction and expansion are general techniques for scheduling parallel computations on tree. For example, the prefix computation problem can be converted to a tree contraction and expansion problem.
The following are tree contraction and expansion algorithms for T 1 (n), which are executed at each node a of EFC 1 (n). a(i) denotes the ith bit of node a (counting from the right), and node a i , the neighbor of node a, along dimension i, i.e., nodes a i and a differ only in the ith bit.
TREE CONTRACTION: for
Step i from 1 to n -2 if a(i) = 1 then node a is removed TREE EXPANSION: for
Step i from n -2 downto 1 if a(i) = 1 then node a i is added as the child of node a
Because the address of node a in EFC 1 (n) has n -2 bits, each tree contraction (or tree expansion) takes n -2 steps.
THEOREM 9. The tree contraction (and tree expansion) algorithm for T 1 (n) takes n -2 steps and each step is conflict-free.
The proof for this theorem is straightforward, from the definition of EFC and the tree contraction and expansion algorithms.
EMBEDDING
This section shows how to emulate regular hypercubes on Extended Fibonacci Cubes. Then, we show that the Extended Fibonacci Cube can emulate binary trees more efficiently than the regular Fibonacci Cube, and almost as efficiently as the hypercube, even though the Extended Fibonacci Cube is a much sparser network than the hypercube. THEOREM 10.
• EFC 1 (n) is a proper subgraph of Q(n -2) when n > 4.
• Q(1) = EFC 1 (3), Q(2) = EFC 1 (4), and Q(n) is a proper subgraph of EFC 1 (2n) for n > 2.
THEOREM 11.
•
In graph embedding techniques, host and guest architectures are viewed as graphs H and G, respectively, and then the graph G is embedded into the graph H. In order to obtain efficient emulation of G by H, various cost measures of an embedding must be optimized. Among them, the dilation of an edge of G is defined as the length of the path onto which an edge of G is mapped. The dilation of the embedding is the maximum edge dilation of G. The expansion of the embedding is the ratio of the number of nodes in G to the number of nodes in H. The congestion of the embedding is the maximum number of paths containing an edge in H, where every path represents an edge in G. The load of an embedding is the maximum number of processors of G assigned to any processor of H. In our study, we assume that the load of an embedding is restricted to one, i.e., the mapping is one-to-one. Intuitively, the dilation represents the maximum communication delay between the communicating nodes, the expansion is a measure of processor utilization, and the congestion measures maximum congestion along a link. Ideally, we would like to find embeddings with minimum dilation, expansion, and congestion.
A complete binary tree of height n, denoted by B(n), has 2 n+1 -1 nodes. We have the following result that minimizes dilation without considering the expansion factor.
THEOREM 12. B(n) can be embedded into EFC 1 (2n + 2) with dilation two and congestion two, and B(n) can be embedded into EFC 1 (2n + 6) with dilation one and congestion one.
Clearly, the expansion of embedding B(k) into EFC 1 (2k + 2) is O(c k ) for some constant 1 < c < 2. That is, the expansion increases drastically as k increase. Can we keep the expansion factor relatively stable without increasing dilation? The answer to this question is positive. Based on [4] , the smallest Fibonacci Cube with at least 2 k+1 -1 nodes is FC(t), where t = 1.47k. Since |EFC 1 (t + 1)| = 2|FC(t)|, the smallest Extended Fibonacci Cube will still be EFC 1 (t), where t = 1.47k + c. We will show that B(2k + 4) can be embedded into EFC 1 (3k + 9) with dilation two. Note that, by ignoring the constant factor, 1.5 is the ratio of the dimension of EFC 1 to that of B, which is close to 1.47; therefore, the expansion grows slowly as k increases. This can be shown using Table 2 , symbol -represents an undefined entry. We start with embedding of n-level double-rooted complete binary tree DRCB(n) into the Extended Fibonacci Cube. The DRCB(n) tree is an n-level complete binary tree B(n), with the root replaced by a path of length two. A DRCB(n) contains 2 n+1 nodes. The constructive proofs of Theorems 13 and 14 can be found in [15] .
THEOREM 13. For any m ≥ 0, DRCB(2m + 4) can be embedded in EFC 1 (3m + 9) with dilation two and congestion two. Note that a complete binary tree B(2k + 4) can be derived from DRCB(2k + 4) by connecting a root node to the son of another root node. Since these two nodes are two distances apart, by carefully mapping two roots and their two sons [15] Note that, in [5] , it is shown that B(2n + 1) can be embedded into FC(3k + 5) with dilation three. Clearly, our result here is better which reduces dilation by one.
We compare regular hypercubes, Fibonacci Cubes, and the series of Extended Fibonacci Cubes in terms of degree of sparsity, network growth rate, and power of emulating other topologies. Let F k (n) and L k (n) denote the number of nodes and links in EFC k (n), respectively, where k ≥ 1.
Two measures are used in comparison: The network growth rate is measured by the number of nodes in a given size n. The degree of sparsity is measured by the ratio of the number of links to the number of nodes in a network under consideration. The above equations can be plotted and results show that for Fibonacci Cubes, EFC 1 , and EFC 2 , both measures are very close with the rate (and ratio) for EFC 2 being slightly higher than the one for EFC 1 , which, in turn, is slightly higher than the one for FC. Therefore, Fibonacci Cubes and Extended Fibonacci Cubes have the similar network growth rate and the degree of sparsity.
When a network is embedded in a (regular or Extended) Fibonacci Cube, the quality of embeddings can be measured by the ratio of the size of the embedded network to the size of the embedding cube (which is measured in terms of the number of nodes). This ratio reflects the utilization of nodes in the embedding cubes. Therefore, in general, the larger the ratio the better the embedding. Let R G (n) be the ratio of the size of the n-dimensional hypercube to the size of minimum embedding graph of type G. 
K K
The detailed results on network growth rates and degrees of sparcity for Extended Fibonacci Cubes can be found in [15] .
CONCLUSIONS
In this paper, we have proposed a series of Extended Fibonacci Cubes which virtually maintains all the desirable properties of the Fibonacci Cube. In addition, Extended Fibonacci Cubes are Hamiltonian and they are better in terms of emulating other topologies than regular Fibonacci Cubes.
We believe that the series of Extended Fibonacci Cubes is a promising incomplete hypercube structure. This structure not only provides cube structures with arbitrary sizes, but also exposes the nature of hypercube systems operating in a gracefully degraded manner. For example, when some nodes become faulty in a hypercube Q(n), we may try to determine a maximum k (k < n -2), such that EFC k (n) is a subgraph of the faulty hypercube. We envisage that the class of the Extended Fibonacci Cubes would be of interest to designers of cube-based parallel machines.
Possible future work includes, but not limited to: [12] , is based on a different recursive sequence: F(n) = 2 * F(n -2) + 2 * F(n -4), whereas initial conditions F(3) = 2, F(4) = 3, F(5) = 5, and F(6) = 8. It has been shown that the Enhanced Fibonacci Cube is Hamiltonian and it maintains virtually all the desirable properties of the Fibonacci Cube. However, the relationship between the Extended and Enhanced Fibonacci Cubes is yet to be determined.
2) Reconfiguring a faulty hypercube into an Extended
Fibonacci Cube EFC k with maximum k is an interesting, but challenging, problem, the results of which will certainly provide insight into the nature of hypercube parallel machines operated in a gracefully degraded mode.
