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一种基于遗传算法的新型神经网络设计
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摘要: 　神经网络的设计主要集中在网络权值的选取和神经网络结构的确定两个方面, 与遗传算法
结合是目前研究发展的趋势. 本文与一般的基于遗传算法的神经网络设计相比, 提出一个新型算子
——BP 算子, 并对神经网络的权值和结构同时优化. 仿真结果表明该算法结果比较理想.
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Abstract: 　Curren tly research on ANN (A rtificia l N eu tra l N etw o rk) is m ain ly focused
on the in it ia l w eigh t and structu re. It is a develop ing tendency to com bine ANN w ith
GA (Genetic A lgo rithm ). Compared w ith general ANN design, th is paper pu ts fo rw ard
a new operato r, BP operato r, and op tim izes the ANN ’s in it ia l w eigh ts and structu re at
the sam e tim e. T he resu lt of the em ulation is very reasonab le.
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1　引言
近年来, 神经网络的自动化设计成为当前的一个研究热点. 按照处理方式的不同可将其分为连接主义
设计法和演化设计法. 连接主义设计法主要包括增补算法 (Constructive A lgo rithm ) 和削减算法
(D estructive A lgo rithm ). 这两种方法采用爬山策略来设计神经网络结构, 一旦某个网络结构被确定为不
适, 则网络将被更新. 爬山策略很容易陷入局部最优, 且搜索的解的范围仅仅是网络结构空间中的很小的
一部分, 所以很难保证设计出的网络结构是最优的. 由于设计或训练神经网络需要在很大的空间中进行搜
索, 而且搜索空间中具有很多局部最优点, 这使得传统的算法求解该问题非常困难. 而以遗传算法 ( Genetic
A lgo rithm , 简称 GA ) 为代表的演化算法适合大规模并行设计且能以较大的概率找到全局最优解, 这就使
得 GA 与人工神经网络 (A rtificia l N eu tra l N etw o rk, 简称ANN )的结合成为一种趋势. Yao X 在文献[1 ]中
对此做了很好的综述.
现阶段有关应用 GA 来设计ANN 的研究, 主要集中在神经网络的结构和权值设计两个方面. 与之相
对应, 则暴露出了一些不足. 一方面, 设计独立, 即将ANN 的结构设计和权值设计孤立开来, 单独进行, 而
且主要集中在 GA 理论的改进之上, 如实数编码、混合优化等. 另一方面, 算法独立, 对于一个给定的问题,
有可能在不了解如何用ANN 来解决它, 那么有可能首先用 GA 来找出解决问题的最优或次优结构, 然后
再用一定的算法如BP 算法来找到最优或次优权值. 本文的主要内容即在部分有关基于 GA 的ANN 设计
研究基础之上, 提出一种新的算法, 即 GA 2ANN 优化设计算法来解决这个问题.
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2　带 BP 算子的 GA -ANN 算法设计
2. 1　假设条件
对于网络的结构与权值的同时进化算法, 首先给出如下假设.
假设 1　网络是严格分层全连接的, 即当且仅当两相邻层的结点才有可能进行连接, 且必须有连接, 每
一神经元都设成是线性阈值单元且使用 sigmo id 传递函数.
假设 2　输入输出空间向量在实数空间上取值, 相连接的两个神经元如果没有影响, 则权值为 0.
假设 3　给定一个训练集, 其输入模式为{X 1, X 2, ⋯, X P }, 对应的目标输出向量为{T 1, T 2, ⋯,
T P }. 对每个输入模式, 根据网络的结构、连接权值和神经元的类型及阈值可以确定网络的实际输出. 如果
输出向量是m 2维的, 则根据实际输出向量{Y 1, Y 2, ⋯, Y P }和目标输出向量之间的误差可以定义一个最小
二乘误差函数:






( tki - y ki ) 2
tki , y ki 分别表示向量 T K 和 Y K 的第 k 个分量Ζ
上面定义的最小二乘误差函数可用来描述对给定训练数据集当前网络的性能. 因此, 设计 ANN 及训
练其权值便可看成是一个优化过程, 优化的目的便是设计出网络使得该目标函数达到最小值. 如果期望在
具有相同性能的条件下网络的结构尽可能地简单, 即使网络尽量具有最少的结点数和最少的连接, 则可以
在函数 E (net) 的右端加上一个控制项 Cnp , 这里C 是一个控制参数, 称为网络复杂性系数, np 是网络参数
的个数, 通常包括网络的结点数与连接数.
2. 2　编码表示
在编码时, 对网络结构采取二进制编码, 对每个权 (包括阈值) 采取实数编码来表示, 这样编码的优点
在于编码长度比全部采用二进制编码时要小得多. 例如, 对于某个问题, 如果有两个隐层, 分别有 Size1 个
和 Size2 个隐含单元, 输入层有 InN um 个单元, 输出层有O utN um 个单元, 且每层的单元数用 n 位二进制
码串表示, 则每层的单元数可达 2n- 1 个, 采用实数与二进制混合编码时串长为
　n3 ( InN um + O utN um + Size1+ Size2) + ( InN um + 1) 3 Size1+ (Size1+ 1) 3 Size2+ (Size2 + 1) 3 O utN um
精度可达 0. 0001 或更小(根据计算机实数或浮点数的精度而定) , 如果全部采用 n 位二进制编码, 则串长为
　n3 [ InN um + O utN um + Size1+ Size2+ ( InN um + 1) 3 Size1+ (Size1+ 1) 3 Size2+ (Size2+ 1) 3 O utN um ]







采用赌轮选择策略Ζ 使用基于适应值比例的选择策略时, 首先要确定适应值的度量方法, 设 E (neti, t)
是第 t 代进化群体中第 i 个个体所具有的目标函数 E (·)的值, 其适应值如果定义为
f (neti, t) =
1
1 + E (neti, t)
　　于是, 由赌轮选择策略可知, 网络 neti 被选择到下一代作为遗传操作的父代的概率为
p (neti, t) =
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随机生成初代个体, 群体规模设置为某一整数.
2. 4. 2　 杂交算子
由于编码表示使得在同一种群内的网络可能不同构, 这样给杂交算子的设计带来了一定的难度Λ在此
实现两点杂交, 即在两个父代中独立地选择相同数目的连接权, 交换相应的连接权值以生成杂交后的两个
后代, 如图 1 所示.
1 2↑ 3 4 3↑ 4 5 6
　　
1 2 1 2 4 4 5 6
7 8 9 9↑ 1 2 4↑ 7
　　
7 8 9 9 3 4 3 7
图 1　两点杂交算子
2. 4. 3　 变异算子
对网络结构, 由于是二进制表示, 实现简单的变异方式即可, 即 0 变 1, 1 变 0Λ网络结构的改变, 将导致
网络权值数量增加或减少, 采取随机选择插入点或删除点的方式, 当需要增加点时, 随机生成其相应的连
接权值, 这样直到权值的数量与网络结构相符为止Λ
2. 4. 4　 BP 算子
现阶段, 有关结合遗传算法和神经网络的算法都是一个固定的模式, 即先用遗传算法一般的操作算子
找到一个优化后的神经网络结构或者是神经网络权值, 然后再用神经网络 BP 算法进一步寻优. 这种算法
把遗传算法和BP 算法相对孤立开来 (如图 2 所示) , 找到全局最优解, 其实质是一种简单迭加的混合算法.
现在将神经网络的BP 算法应用到遗传算法中, 如图 3 中虚线所示. 对比图 2, 可以看出, 图 3 新增加了
一种遗传操作, 这种操作对遗传算法中每代适应值满足一定条件的个体进行BP 训练, 得到新的个体, 称之
为BP 算子.
图 2　传统的 GA 操作
如图 3 所示, 对每代个体, 除了执行传统的 GA 操作外, 若其适应值或某一随机概率值达到一定大小,
就进行BP 操作. 为简单操作, 仅取那些第一隐层单元数不为 0 的个体为正确变异个体, 而对于那些不符合
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图 3　带有BP 算子的 GA 2ANN 设计流程图
表 1　模式识别任务


































以文献[2 ]中的模式识别学习任务 (见表 1) 为例, 用此算法进行仿
真. 给出的模式识别学习任务中, 在输入位中, 开头两位是噪声位, 与输
出模式没有关系; 最右边两位与输出之间的关系是二进制整数到它们
对应的 Gray 码. 这个任务的复杂性在于增加了不相关输入的单元和要
求再编码有意义的输入.
在学习过程中, 为了对每个由遗传算法产生的个体进行评价, 首先
从 8 个样本模式中随机选取一个放在一边; 利用剩下的七个样本 (训练
集) 对染色体个体所对应的网络结构进行训练; 当误差平方和达到预定











适应值函数: 如果译码值大于 70, 则 f = 5; 否则
f = exp ( (70 - x - perf ) ö13 - 0. 0023 lch rom )
其中 lch rom 为网络权数, 0. 002 为惩罚因子, 依具体情况不同而有所改变, 两者之积作为一个惩罚项, 用以
使得最优个体不仅网络权值接近最优, 而且结构简单. 另 x 为译码值, perf 为BP 训练误差.
自适应并行遗传算法仿真得到的最优个体为:
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0 0 1. 0000 1. 0000 0 0 0. 9536 - 0. 1557
- 1. 5574 0. 8943 - 1. 6028 1. 0334 0. 5499 2. 0176 - 0. 6425
- 1. 7765 - 2. 4811 - 2. 6134 0. 1162 0. 8586 - 1. 3909 - 1. 0949
- 0. 4145 1. 7207 3. 8867 2. 1118 1. 9203 4. 0778 4. 3323
可见, 权值数为 23 (包括阈值) , 适应值为 178. 6976, 其中前 6 位就是网络结构的二进制编码, 后 23 位是得
到的最优个体没经过BP 进一步训练的网络权值. 更进一步的结果如图 4 所示, 最优ANN 个体训练如图 5
所示.
图 4　带BP 算子的 GA 2ANN 设计结果图
图 5　带BP 算子的 GA 2ANN 训练图
4　结论
与文献[2 ]中的结果进行比较, 从图 5 可以看出, 基于带有BP 算子的遗传算法的神经网络设计在利用
(下转第 70 页)
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续表 3　1998 年上海股票市场涨幅前 20 名股票
代码 股票名称 97 年收盘价 98 年收盘价 调整后涨幅 97 年总股本 98 年总股本 股本扩张速度 利润增幅
600601 延中实业 9. 28 12. 79 106. 73 10368 15552 50 10. 32
600733 前锋股份 10. 49 20. 9 99. 24 10977 10977 0 16. 48
600711 龙舟股份 7. 25 14. 28 96. 97 6036 6036 0 0
600747 大显股份 9. 79 17. 1 91. 8 12837 16535 29 83. 03
600651 飞乐音响 7. 5 11. 06 91. 71 8112 10546 30 15. 03
600862 ST 通机 5. 35 10. 24 91. 4 7435 7435 0 811. 55
600778 友好集团 6. 66 10. 29 90. 04 10700 17109 60 49. 16
600782 新华股份 10 18. 2 85. 34 10795 10795 0 - 15. 87
　注　以 1997 年股本为基准数据, 总股本的平均值 (m ean) 为 25959 万股, 总股本的中位数 (m edian) 为
13680 万股.
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BP 算法搜索全局最优解时, 在第 0 代就已逼近全局最优. 利用BP 算子, GA 算法个体能记忆其运作结果,
使各个个体能迅速地逼近最优结构或最优权值, 仿真结果表明, 算法理想.
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