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NEURO-LIKE GROWING NETWORKS BASIC STRUCTURE FOR 
DEVELOPING A STRONG ARTIFICIAL INTELLIGENCE 
 
В работе рассматривается ряд проблемных вопросов разработки искусственного интеллекта. Системы 
формирования естественного и искусственного интеллекта. Создание сильного искусственного интеллекта с 
искусственным разумом, таких программных средств, которые дадут компьютеру разум, чтобы он мог думать, 
чувствовать, воспринимать окружающий мир и испытывать эмоции. Как основа создания сильного искусствен-
ного интеллекта рассмотрены многосвязные многомерные рецепторно-эффекторные нейроподобные растущие 
сети (ммрэн-РС). Ммрэн-РС являются эффективным средством построения электронного мозга для интеллекту-
альных систем и роботов, так как они в структуре сети формируют модели внешнего мира, в которых основны-
ми компонентами служат не числа и вычислительные операции, а имена, понятия, события и логические связи 
между ними. Структура электронного мозга, созданная на базе ммрэн-РС позволяет роботу воспринимать лю-
бую информацию внешнего мира, не требуя перепрограммирования и переобучения, вести диалог, отвечать на 
заданные вопросы и, за счет формирования условных рефлексов, обладать способностью обучаться, логически 
мыслить и размышлять в течение всего периода активной «жизни» робота.     
Ключевые слова: искусственный интеллект, нейронные сети, многосвязные многомерные нейроподоб-
ные растущие сети. 
  
The paper discusses a number of problematic issues in the development of artificial intelligence. Systems of 
formation of natural and artificial intelligence. Creating a strong artificial intelligence with artificial reason, such soft-
ware tools that will give the computer the mind so that it can think, feel, perceive the world around us and experience 
emotions. As a basis for creating a strong artificial intelligence, multiply connected multidimensional receptor-effector 
neural-like growing networks (mmren-GN) are considered. Mmren-GN are an effective means of building an electronic 
brain for intelligent systems and robots, as they form models of the external world in the network structure, in which the 
main components are not numbers and computational operations, but names, concepts, events and logical connections 
between them. The electronic brain structure created on the basis of mmren-GN allows the robot to perceive any infor-
mation from the outside world, without requiring reprogramming and retraining, to engage in dialogue, answer asked 
questions and, through the formation of conditioned reflexes, have the ability to learn, think logically and reflect on the 
entire active period "Life" of the robot. 
Keywords: artificial intelligence, neural networks, multiply connected multidimensional neural-like growing 
networks. 
 
 
Введение 
Научная дисциплина «Искусствен-
ный интеллект» объединяет ряд направле-
ний, имеющих важное теоретическое и 
практическое значение. В основе этих ис-
следований лежит идея моделирования на 
современных вычислительных системах 
функций человеческого мозга. Механизмы 
работы человеческого мозга и природа 
интеллекта вызывают огромный интерес 
ученых. Во всем мире активно ведутся 
работы над созданием искусственного ин-
теллекта и роботизированных систем. 
Искусственный интеллект 
Искусственный интеллект (ИИ) как 
академическая дисциплина появился в 
1956 году. Цель ИИ заключалась в том, 
чтобы заставить компьютеры решать зада-
чи, которые считались подвластными ис-
ключительно людям. Затем исследователи 
столкнулись с тем, что некоторые задачи 
не поддаются решению методами, исполь-
зуемыми в ИИ. Жестко закодированные 
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программные системы, основанные на пра-
вилах, не очень хорошо работают при рас-
познавании изображений или понимании 
текста. Далее появилась идея обучения ма-
шин подобно тому, как обучаются люди.  
Машинное обучение – это подража-
ние тому, как люди учатся. Машинное обу-
чение позволяет системам учиться на набо-
рах данных. Однако такие задачи как рас-
познавание речи или рукописного текста 
все еще были труднорешаемы для алгорит-
мов машинного обучения. Следующим ша-
гом стала попытка имитировать человече-
ский мозг. Эта идея заложена в основе ис-
кусственных нейронных сетей. 
Искусственные нейронные сети  
математическая модель, а также её про-
граммное или аппаратное воплощение, 
построенная по принципу организации и 
функционирования биологических нейрон-
ных сетей. Подход оказался многообеща-
ющим и позволил решить многие сложные 
задачи, с которыми не справлялись другие 
алгоритмы. Но простые нейронные сети с 
сотнями или даже тысячами нейронов, 
связанные относительно простым спосо-
бом, не могли исполнять то, на что спосо-
бен человеческий мозг. Классические ней-
ронные сети, на основе которых создаются 
современные системы с искусственным 
интеллектом, весьма далеки от биологиче-
ских нейронных сетей, и разработчики та-
ких систем, особенно при использовании 
технологии глубинного обучения, часто не 
представляют, как формируется их внут-
ренняя структура и как ею управлять.  
Глубокое обучение (глубинное обуче-
ние; англ. Deep learning) – уровень техноло-
гий машинного обучения, характеризую-
щий качественный прогресс, возникший 
после 2006 года в связи с резким повыше-
нием вычислительных мощностей и накоп-
лением опыта. Многие методы, применяе-
мые в глубинном обучении, были известны 
и апробированы раньше, но результаты 
были весьма скудными, пока наконец мощ-
ности вычислительных систем не позволи-
ли создавать сложные технологические 
структуры нейронных сетей, обладающие 
достаточной производительностью и позво-
ляющие решать широкий спектр задач, не 
поддававшихся эффективному решению 
ранее [1]. Попросту говоря, глубокое обу-
чение – это использование нейронных сетей 
с большим количеством нейронов, слоев и 
взаимосвязей. Наконец, глубокое обучение 
– это подмножество машинного обучения, 
использующее многослойные нейронные 
сети для решения самых сложных (для 
компьютеров) задач ИИ. 
Существует несколько видов искус-
ственного интеллекта, среди которых не-
которые эксперты подразделяют ИИ на две 
категории – слабый и сильный ИИ.  
Слабый ИИ. Под слабым ИИ понима-
ется способность компьютеров решать 
информационные задачи, например, опре-
делять, что изображено на картинке или 
переводить звучание голоса в соответству-
ющий текст. Слабый искусственный ин-
теллект способен решать самые сложные 
задачи. Но! Узкоспециализированные. 
Сильный ИИ. Под термином «сильный 
искусственный интеллект» подразумеваются 
системы, которые смогут решать самые раз-
ные задачи, как это делает человеческий 
мозг. Подразумевается, что компьютер не 
просто оперирует информацией, а, в той или 
иной степени, понимает ее смысл.  
Другие эксперты выделяют три кате-
гории  ограниченный ИИ, общий ИИ и 
суперинтеллект.  
Ограниченный искусственный ин-
теллект (ANI, Artificial Narrow Intelli-
gence). Он представляет собой ИИ, специ-
ализирующийся в одной конкретной об-
ласти. Например, может победить чемпи-
она мира по шахматам в шахматной пар-
тии, но это все, на что он способен. 
Общий искусственный интеллект 
(AGI, Artificial General Intelligence). Такой 
ИИ представляет собой компьютер, чей 
интеллект напоминает человеческий, то 
есть он может выполнять все те же зада-
чи, что и человек. Профессор Линда Гот-
тфредсон описывает этот феномен так: 
«Общий ИИ воплощает в себе генерализо-
ванные мыслительные способности, среди 
которых также отмечается умение обосно-
вывать, планировать, решать проблемы, 
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мыслить абстрактно, сравнивать комплек-
сные идеи, быстро обучаться, использо-
вать накопленный опыт». 
Искусственный суперинтеллект 
(ASI, Artificial Superintelligence). Швед-
ский философ и профессор Оксфордского 
Университета Ник Бостром дает следую-
щее определение суперинтеллекту: «Это 
интеллект, который превосходит челове-
ческий практически во всех областях, 
включая научные изобретения, общие 
познания и социальные навыки» [2]. 
В настоящее время человечество уже 
с успехом применяет ограниченный ИИ. 
Мы находимся на пути к освоению AGI. 
Технологии и архитектуры ИИ 
В научных кругах, на семинарах и 
конференциях активно обсуждается во-
прос: является ли комплементарная струк-
тура металл-оксид-полупроводник (CMOS) 
наилучшей базовой технологией, на кото-
рой стоит строить ИИ-приложения. Ис-
полнительный директор исследователь-
ской инициативы в области наноэлектро-
ники компании IBM Ан Чен говорит: 
«Много лет мы ведём исследования новых, 
современных технологий, включая и поис-
ки альтернативы CMOS, особенно из-за её 
проблем, связанных с энергопотреблением 
и масштабированием. После всех этих лет 
выработалось мнение о том, что мы так и 
не нашли ничего лучшего в качестве осно-
вы для создания логических схем. Сегодня 
многие исследователи концентрируются на 
ИИ, и он действительно предлагает новые 
способы мышления и новые схемы, и у 
них появляются новые технологические 
продукты. Появится ли у новых устройств 
для ИИ возможности заменить CMOS?». 
Согласно мнению многих специали-
стов, тормозом для создания сильного ИИ 
является не только существующие техноло-
гии, но и использование существующих 
архитектур реализации ИИ. Профессор де-
партамента электротехники Национального 
университета Синьхуа Марвин Чен считает, 
что использование архитектуры фон Ней-
мана в большинстве приложений для ИИ 
является одним из основных тормозов раз-
вития ИИ. В ней память используется для 
хранения массивов данных, а CPU выпол-
няет все вычисления. По общей шине пере-
мещаются большие объёмы данных. Пере-
мещение данных, особенно за пределы чи-
па, приводит к потерям энергии и задерж-
кам. Это узкое место технологии. «Необхо-
димо совместить обработку данных и па-
мять. В идеале, если это получится, можно 
будет сэкономить огромное количество 
энергии, устранив перемещение данных 
между CPU и памятью. У нас до сих пор 
ИИ 1.0, использует архитектуру фон Ней-
мана, потому что так и не появилось крем-
ниевых устройств, реализующих обработку 
в памяти»  говорит Марвин Чен [3]. 
В настоящее время во всем мире ве-
дутся работы по созданию искусственного 
интеллекта, который бы моделировал то, 
что происходит в человеческом мозгу. 
Наибольшая часть этих работ осуществля-
ется при помощи нейронных сетей. Глав-
ная особенность нейронных сетей такая 
же, как у человека – это способность к са-
мообучению. Но, по сравнению с челове-
ком, есть два существенных отличия. Во-
первых, процесс обучения происходит на 
основе определенных структур и алгорит-
мов, заранее заложенных человеком при 
проектировании сети. В нейронную систе-
му головного мозга никто никаких алго-
ритмов не закладывает. Во-вторых, искус-
ственные нейронные сети являются узко-
специализированными. Если речь идет, на-
пример, о распознавании образов, это одни 
алгоритмы, если о чем-то еще – то другие. 
Для каждой отдельной операции или биз-
нес-процесса систему искусственного ин-
теллекта приходится очень серьезно дора-
батывать. Вряд ли под новую задачу полу-
чится адаптировать уже существующую 
нейросеть, пусть даже специализирующу-
юся на смежных задачах, поскольку дан-
ные будут отличаться. В большинстве слу-
чаев изменения будут весьма значительны. 
Человеческий мозг в этом плане универса-
лен. Он способен обучаться самым разным 
вещам. Без какой-нибудь «программной 
перенастройки».  
В настоящий момент для реализации 
AGI и ASI ощущается необходимость но-
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вых нетрадиционных подходов в разработ-
ке нейронных структур, которые подобно 
структурам мозга человека были бы уни-
версальны и наиболее полно реализовыва-
ли его функции. 
Нейроподобные растущие сети  
Нейроподобные растущие сети по 
своей структуре и функционированию 
близки к биологическим нейронным сетям. 
Нейроподобные растущие сети (н-РС) – 
новый тип нейронных сетей, включающий 
в себя следующие классы: многосвязные 
(рецепторные) нейроподобные растущие 
сети (мн-РС); многосвязные (рецепторные) 
многомерные нейроподобные растущие 
сети (ммнРС); рецепторно-эффекторные 
нейроподобные растущие сети (рэн-РС); 
многомерные рецепторно-эффекторные 
нейроподобные растущие сети (мрэн-РС), 
многосвязные многомерные рецепторно-
эффекторные нейроподобные растущие 
сети (ммрэн-РС) [4-6]. 
 
             
Нейроподобные растущие сети (н-РС) 
описываются в виде направленного графа, 
где нейроподобные элементы представля-
ются его вершинами, а связи между эле-
ментами его ребрами. Таким образом, сеть 
представляет собой распараллеленную 
динамическую систему, которая выполня-
ет переработку информации посредством 
изменения своего состояния и структуры в 
ответ на воздействия внешней среды. То-
пологическая структура многосвязной, 
многомерной рецепторно-эффекторной 
нейроподобной растущей сети (мрэн-РС) 
представляется графом (рис. 1). Формаль-
но мрэн-РС задаются следующим образом: 
) N MP DA E N PD A (R=S ee, e,e, e,,r,r, r,r,, ;
ts,v, R R R  R ; ts,v,r A A A  A  ;  
ts,v,r D D D  D  ; ts,v,r P P P  P  ; 
ts,v,r M M M  M  ; ts,v,r N N N  N  ; 
d1dr E,E,E  E ; d2d1re A,A,A  A  ; 
d2d1re D,D,D  D  ; d2d1re P,P,P  P  ; 
d2d1re M,M,M  M  ;     d2d1re N,N,N  N  ; 
здесь ts,v, R R R – конечное подмножество 
рецепторов, ts,v, A A A – конечное подмно-
жество нейроподобных элементов, 
ts,v, D D D – конечное подмножество дуг, 
ts,v, P P P – конечное множество порогов 
возбуждения нейроподобных элементов 
рецепторной зоны, принадлежащих, напри-
мер, визуальному, слуховому, тактильному 
информационным пространствам,  Nr – 
конечное множество переменных коэффи-
циентов связности рецепторной зоны, 
d1dr E,E,E – конечное подмножество эф-
фекторов, d2d1r A,A,A – конечное подмно-
жество нейроподобных элементов, 
d2d1r D,D,D  – конечное подмножество дуг 
эффекторной зоны, d2d1r P,P,P – конечное 
множество порогов возбуждения нейропо-
добных элементов эффекторной зоны, при-
надлежащих, например, речевому инфор-
мационному пространству и пространству 
действий,  Ne  – конечное множество пере-
менных коэффициентов связности эффек-
торной зоны. 
В основе многосвязных нейроподоб-
ных растущих сетей лежит синтез знаний, 
выработанных классическими теориями  
растущих пирамидальных сетей 
(В.П. Гладун) [7,8] и нейронных сетей. 
В работе «Организация памяти ин-
теллектуальных систем» профессор Вик-
тор Поликарпович Гладун писал: 
«Превалирующей тенденцией в раз-
витии интеллектуальных систем является 
совершенствование человеко-машинного 
взаимодействия, вплоть до достижения 
партнёрского уровня человеко-машинных 
отношений. Поэтому необходимо исполь-
зовать в компьютерах естественные, свой-
ственные человеку принципы моделирова-
ния сред, ситуаций, задач. Типы моделей у 
партнёров (человека и компьютера) долж-
Рис.1. Топологическая 
структура ммрэн-РС 
ISSN 1561-5359. Штучний інтелект, 2018, № 3 
 
 
© В.А. Ященко                                                                                                                                                11 
ны быть одинаковы. В жизнедеятельности 
человека важное значение имеют логико-
лингвистические информационные моде-
ли, т.е. такие модели, в которых основны-
ми элементами служат не числа и вычис-
лительные операции, а имена и логические 
связи. Логико-лингвистические модели 
адекватно описываются естественно-язы-
ковыми конструкциями, и в этом одно из 
решающих их достоинств в организации 
человеко-машинного интерфейса. В буду-
щих компьютерах должны быть созданы 
условия для человеко-машинного решения 
задач в партнёрском режиме, обеспечива-
ющем переключение от компьютера к че-
ловеку и наоборот, в процессе решения 
одной задачи. Такой режим можно органи-
зовать только путём согласования типов 
информационных моделей, используемых 
партнёрами. Логико-лингвистические мо-
дели являются наиболее приемлемым ти-
пом моделей для такого согласования. 
В пирамидальной сети информация 
хранится путем ее отображения в структу-
ре сети. Информация об объектах и клас-
сах объектов представлена ансамблями 
вершин (пирамидами), распределенными 
по всей сети. Внесение новой информации 
вызывает перераспределение связей между 
вершинами сети, т.е. изменение ее струк-
туры. Конечно, в полной мере достоинства 
пирамидальных сетей проявляются при их 
физической реализации, допускающей па-
раллельное распространение сигналов по 
сети. Важным свойством сети как средства 
хранения информации является то, что 
возможность параллельного распростране-
ния сигналов сочетается в ней с возможно-
стью параллельного приема сигналов на 
рецепторы. Существует аналогия между 
основными процессами, имеющими место 
в растущих пирамидальных сетях и 
нейронных сетях. Решающим преимуще-
ством растущей пирамидальной сети явля-
ется тот факт, что ее структура формиру-
ется полностью автоматически в зависи-
мости от вводимых данных. В результате 
достигается оптимизация представления 
информации за счет адаптации структуры 
сети к структурным особенностям данных. 
Причем, в отличие от нейронных сетей, 
эффект адаптации достигается без введе-
ния априорной избыточности сети. Про-
цесс обучения не зависит от предопреде-
ленной конфигурации сети. Недостатком 
нейронных сетей по сравнению с расту-
щими пирамидальными сетями является 
также то, что выделенные в них обобщен-
ные знания не могут быть явно представ-
лены в виде правил или логических выра-
жений. Это затрудняет их интерпретацию 
и понимание человеком» [9]. 
Многосвязные нейроподобные расту-
щие сети объединили в себе достоинства рас-
тущих пирамидальных и нейронных сетей.  
Многосвязные нейроподобные рас-
тущие сети формируют информационные 
модели, в которых основными элементами 
служат не числа и вычислительные опера-
ции, а имена и логические связи. Так как 
указанные компоненты пирамидальных 
сетей являются нейроподобными элемен-
тами, а связи приобретают вес, соответ-
ствующий значению связываемого компо-
нента, и, кроме того, прорастают, объеди-
няя связные компоненты, изменяя струк-
туру сети, то получается универсальная 
многосвязная растущая нейроподобная 
сеть. Сеть дает возможность образовывать 
смыслы, как объекты и связи между ними 
по мере запоминания информации и по-
строения самой сети, то есть число объек-
тов, как и связей между ними, будет такое 
именно, какое нужно, будучи ограничен-
ным лишь объёмом памяти машины. При 
этом каждый смысл (понятие) приобретает 
отдельную компоненту сети как вершину, 
связанную с другими вершинами.  
Вместе с тем, эта сеть практически 
свободна от ограничений на количество 
нейроподобных элементов, в которых раз-
мещается информация. Кроме того, эта сеть 
приобретает повышенную семантическую 
ясность за счет образования не только свя-
зей между нейроподобными элементами, но 
и самих элементов как таковых, то есть 
здесь имеет место не просто построение 
сети путем размещения смысловых струк-
тур в среде нейроподобных элементов, а, 
собственно, создание самой этой среды. В 
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общем, это вполне соответствует структуре, 
отражаемой в мозге, где каждое явное по-
нятие представлено определенной структу-
рой и имеет свой обозначающий символ.  
Новый тип нейронных сетей позво-
ляет успешно моделировать функциональ-
ную организацию мозга человека, а также 
функции условных и безусловных рефлек-
сов, которые, по И. П. Павлову, являются 
базой условнорефлекторной деятельности, 
обеспечивающих адекватное и наиболее 
совершенное отношение организма к 
внешнему миру, т.е. обучению и поведе-
нию. Опираясь на теоретическую базу но-
вого типа нейронных сетей, удалось со-
здать теорию искусственного интеллекта 
[10], которая позволяет разрабатывать си-
стемы с искусственным разумом, системы 
и роботы с электронным мозгом, функци-
онирующие по аналогии с естественным 
разумом – мозгом человека.  
Система формирования естествен-
ного интеллекта 
Система формирования естествен-
ного интеллекта – головной мозг, который 
содержит от 86 до 100 миллиардов нейро-
нов и порядка 1015 синапсов с очень слож-
ными взаимосвязями. Взаимодействуя по-
средством этих связей, нейроны формиру-
ют сложные электрические импульсы, ко-
торые контролируют деятельность всего 
организма и позволяют познавать, обу-
чаться, мыслить логически, систематизи-
ровать информацию путем ее анализа, 
классифицировать, находить в ней связи, 
закономерности и отличия, ассоциировать 
ее с подобной и пр. 
Функциональная организация мозга. 
В соответствии с работами E.H. Соколова 
и А.Р. Лурии, функциональная организа-
ция мозга представляется в виде взаимо-
действия трех основных функциональных 
блоков [11,12]: Блок приема и переработки 
сенсорной информации – сенсорные си-
стемы (анализаторы). Сенсорная (аффе-
рентная) система начинает действовать 
тогда, когда какое-либо явление окружа-
ющей среды воздействует на рецептор. В 
каждом рецепторе воздействующий физи-
ческий фактор (свет, звук, тепло, давление) 
преобразуется в потенциал действия, нерв-
ный импульс; блок модуляции, активации 
нервной системы – модулирующие систе-
мы мозга являются аппаратом, выполня-
ющим роль регулятора уровня бодрство-
вания, также осуществляющим избира-
тельную модуляцию и актуализацию при-
оритета той или иной функции; блок про-
граммирования, запуска и контроля пове-
денческих актов – моторные системы 
(двигательный анализатор). Для двига-
тельных областей коры характерен прежде 
всего синтез возбуждений различной мо-
дальности с биологически значимыми сиг-
налами и мотивационными влияниями. 
Система формирования искусст-
венного интеллекта  
Система формирования искусствен-
ного интеллекта – «мозг» системы ИИ, 
представляющий собой активную, ассоци-
ативную, однородную структуру – много-
мерную рецепторно-эффекторную нейро-
подобную растущую сеть, состоящую из 
множества нейроподобных элементов, свя-
занных синаптическими связями. Нейро-
подобные элементы воспринимают инфор-
мацию, определяют в каком отношении 
находится входная информация с инфор-
мацией, запомненной ранее, анализируют, 
синтезируют и сохраняют ее, тем самым 
позволяют системе познавать, обучаться, 
мыслить логически, систематизировать и 
классифицировать информацию, находить 
в ней связи, закономерности, отличия и 
вырабатывать сигналы управления внеш-
ними устройствами. 
Функциональная организация «мозга» 
систем с искусственным интеллектом. 
«Мозг» системы с искусственным интел-
лектом представляется в виде взаимодей-
ствия трех основных функциональных бло-
ков и состоит из множества нейроподобных 
элементов, связанных между собой синап-
тическими связями. Взаимодействуя между 
собой, нейроподобные элементы формиру-
ют управляющие сигналы, которые контро-
лируют познавательную и мыслительную 
деятельность всей системы. Сенсорная си-
стема  информация поступает из внешне-
го мира в рецепторную зону, активирует 
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рецепторы, которые в свою очередь акти-
вируют нейроподобные элементы различ-
ных уровней обработки информации – 
уровней безусловных рефлексов – первич-
ных автоматизмов, уровней формирования 
условных рефлексов – вторичных автома-
тизмов, уровней классификации, обобще-
ния и запоминания. Модулирующая систе-
ма регулирует уровень возбудимости 
нейроподобных элементов и осуществляет 
избирательную модуляцию той или иной 
функции системы. Первым источником 
активации является приоритетность внут-
ренней активности подсистем системы. 
Закладывается при создании системы ана-
логично безусловным рефлексам. Любые 
отклонения от жизненно важных показате-
лей системы приводят к активации (изме-
нению порога возбудимости) определенных 
подсистем и процессов. Второй источник 
активации связан с воздействием раздражи-
телей внешней среды. Приоритетность 
определенной активности приобретается в 
процессе «жизненного цикла» аналогично 
формированию условных рефлексов. Дви-
гательная система  синтез возбуждений 
различной модальности со значимыми сиг-
налами и мотивационными влияниями. Им 
свойственна дальнейшая, окончательная 
трансформация афферентных влияний в 
качественно новую форму деятельности, 
направленную на быстрейший выход эффе-
рентных возбуждений на периферию, т.е. 
на цепочки нейронов реализации конечной 
стадии поведения. Двигательная система 
состоит целиком из ансамблей (цепочек) 
нейронов эфферентного (двигательного) 
типа и находится под постоянным прито-
ком информации из афферентной (сенсор-
ной) области. 
Искусственная интеллектуальная 
система 
Искусственная интеллектуальная си-
стема, созданная на базе ммрэн-РС и обла-
дающая системой формирования искус-
ственного интеллекта, получает возмож-
ность общения на естественном языке, обу-
чения и самообучения, рассуждения, вы-
полнения последовательности действий, 
представления знаний, упорядочивания и 
корректировки своих знаний. Осуществляя 
повторный неоднократный ввод хранящей-
ся в памяти информации, снова распознавая 
ее и сравнивая с содержимым памяти, тем 
самым выполняет неоднократный просмотр 
и коррекцию формируемых внутри образов 
(моделей внешнего мира) в непрерывном 
потоке информации реального внешнего 
мира. Действительно, по существу, процесс 
осознания представляет собой ассоциатив-
ное воспоминание с обновлением и требует 
периодического распознавания информа-
ции, представляющей внутреннее состоя-
ние (образ) и внешнюю среду (реальный 
мир). Эти положения проверены на про-
граммных моделях интеллектуальных си-
стем «VITROM» и «Диалог». Кроме того, в 
такой структуре интеллектуальной думаю-
щей системы формируются элементы 
чувств и воли. Удалось получить неболь-
шое подтверждение этому утверждению на 
эксперименте с простым роботом (LRobot), 
созданном на базе конструктора LEGO 
MINDSTORMS EV3. 
Робот «LRobot» 
Как уже упоминалось, LRobot собран 
на базе конструктора LEGO (рис.2).  
 
 
Рис. 2. LRobot 
 
Робот состоит из контроллера, про-
граммного обеспечения модуля EV3, тай-
мера, двух моторов, датчика касания, уль-
тразвукового датчика измерения расстоя-
ния, пульта дистанционного управления, 
может передвигаться и управляться ди-
станционно. С помощью программных 
средств EV3 создана нейроподобная сеть с 
безусловными рефлексами элементарных 
движений: вперед, назад, поворот направо, 
контакт с препятствием, остановка, изме-
рение расстояния и удар о препятствие.  
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Рис. 3. Граф нейроподобной сети с без-
условными рефлексами 
 
Упрощенный граф нейроподобной 
сети с безусловными рефлексами показан 
на рис.3. При запуске робота в сенсорной 
зоне активируются рецепторы и нейропо-
добные элементы движения и измерения 
расстояния, выходы которых связываются 
с входом ближайшего возбужденного 
нейроподобного элемента. Выход этого 
элемента связывается со входом возбуж-
денного нейроподобного элемента мотор-
ной зоны, а его выход связывается с вхо-
дами возбужденных нейроподобных эле-
ментов движения и индикации расстояния 
в моторной зоне. В результате нескольких 
повторений этого процесса образуется 
условный рефлекс  движение с одновре-
менной фиксацией расстояния до находя-
щегося перед ним объекта. Упрощенный 
граф нейроподобной сети с условным ре-
флексом движения с одновременной фик-
сацией расстояния показан на рис.4.  
 
 
Рис. 4. Граф нейроподобной сети с 
условным рефлексом движения 
 
При управлении роботом с помощью 
пульта дистанционного управления фор-
мируется нейроподобная сеть, в которой 
запоминается последовательность команд 
и время их исполнения. В промежутке 
времени t1-5 движение прямо, t6 поворот 
направо, t7-10 снова движение прямо. Те-
перь при активации движения из исходного 
положения робот движется по заданному 
маршруту самостоятельно.  
На рис.5 показан упрощенный граф 
нейроподобной сети формирования дви-
жения по заданному маршруту. 
 
Рис. 5. Граф нейроподобной сети форми-
рования движения по заданному маршруту 
 
Если робот при движении сталкивает-
ся с препятствием, срабатывает рефлекс: 
контакт с препятствием  робот останавли-
вается и отскакивает от препятствия, при 
этом, в соответствии с рефлексом движения 
и измерения расстояния, запоминается кри-
тическое расстояние Lк до препятствия в 
новом возбужденном нейроподобном эле-
менте. Возбужденный нейроподобный эле-
мент Lк сенсорной зоны связывается с воз-
бужденным нейроподобным элементом 
Stop моторной зоны. Образуется условный 
рефлекс остановки перед препятствием. 
Теперь всегда, когда робот приближается к 
препятствию на критическое расстояние, он 
останавливается.  
 
Рис. 6. Граф нейроподобной сети условно-
го рефлекса остановки перед препятствием 
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В условном рефлексе остановки пе-
ред препятствием (рис.6) можно усмотреть 
аналогию с чувством боли человека, как 
будто бы робот чувствует боль при ударе о 
препятствие и не хочет снова ее ощущать. 
Затем робот запоминает эту ситуацию и 
больше не приближается к препятствию  
аналог чувства боязни удариться. Фактиче-
ски, и у человека чувства и эмоции форми-
руются электрическими сигналами, хими-
ческими реакциями и, соответственно, 
возбуждениями групп нейронов. 
Обучившись не сталкиваться с пре-
пятствием, робот еще и проявляет харак-
тер. Теперь, если дистанционно управлять 
движением робота и направлять его на 
препятствие, он не подчиняется и останав-
ливается перед препятствием. Тут сразу же 
возникает вопрос. Так что роботы не будут 
подчиняться человеку? Не совсем так. Во 
всяком случае, роботами, которые будут 
иметь мозг, основанный на многомерных 
нейроподобных сетях, возможно управле-
ние с помощью моделирующей системы, 
которую в этой работе для лучшего пони-
мания и упрощения графов сети мы не 
рассматривали. Моделирующая система 
разрешает или запрещает исполнение ком-
плексов движений, состоящих из последо-
вательности условных и безусловных ре-
флексов. Моделирующая система, так же, 
как и условные рефлексы, формируется в 
процессе жизни. Человек отдергивает руку 
от горячей плиты – безусловный рефлекс  
и терпит боль, когда держит горячий ста-
кан – моделирующая система блокирует 
исполнение безусловного рефлекса. 
Заключение  
Многосвязные многомерные нейро-
подобные растущие сети являются эффек-
тивным средством построения электронно-
го мозга для интеллектуальных систем и 
роботов, так как они в структуре сети 
формируют модели внешнего мира, в ко-
торых основными компонентами служат 
не числа и вычислительные операции, а 
имена, понятия, события и логические свя-
зи между ними. Структура электронного 
мозга, созданная на базе ммрэн-РС позво-
ляет роботу воспринимать любую инфор-
мацию внешнего мира, не требуя перепро-
граммирования и переобучения, вести 
диалог, отвечать на заданные вопросы и за 
счет формирования условных рефлексов 
обладать способностью обучаться, логиче-
ски мыслить и размышлять в течение всего 
периода активной «жизни» робота. Под-
тверждено моделями интеллектуальных 
систем, в которых восприятие, накопление, 
анализ и обработка информации из внеш-
него мира производится на технологии 
многомерных нейроподобных растущих 
сетей. Тестирование и эксперименты с мо-
делями и LRobot-ом дают надежду, что 
при аппаратной реализации ммрэн-РС бу-
дут созданы интеллектуальные системы и 
роботы с сильным ИИ, с интеллектом, по-
добным человеку, и, возможно, превосхо-
дящим его.  
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RESUME 
 
V.A. Iashchenko 
Neuro-like growing networks basic 
structure for developing a strong artificial 
intelligence  
The paper deals with a number of prob-
lematic issues of artificial intelligence devel-
opment. Systems of formation of natural and 
artificial intelligence. Is it possible to create 
artificial intelligence with artificial intelli-
gence, to create such software tools that will 
give the computer intelligence so that it can 
think, feel, perceive the surrounding world 
and experience emotions. Multiconnected, 
multidimensional neural-like growing net-
works are also considered as the basis for cre-
ating a strong artificial intelligence. The theo-
ry of strong artificial intelligence suggests 
that computers can acquire the ability to think 
and realize themselves, although not neces-
sarily their thought process will be similar to 
the human. At the heart of multiconnected 
multidimensional neuron-like growing net-
works lies the synthesis of knowledge devel-
oped by classical theories - growing pyrami-
dal networks of Gladun and neural networks. 
Multiconnected multidimensional neural-like 
growing networks form information models in 
which the main elements are not numbers and 
computational operations, but names and log-
ical connections. Since these network compo-
nents are neural-like elements, and the links 
acquire a weight corresponding to the value of 
the component being bound, and furthermore 
germinate, combining the connected compo-
nents, changing the network structure, a uni-
versal multiconnected multidimensional 
growing neural-like network is obtained. This 
network acquires an increased semantic clari-
ty due to the formation not only of connec-
tions between neuron-like elements, but also 
of the elements as such, that is, there is not 
simply a network construction by placing se-
mantic structures in the environment of neu-
ral-like elements, but, in fact, creating the 
environment itself, which completely corre-
sponds to the structure reflected in the brain, 
where each explicit concept is represented by 
a specific structure and has its own designat-
ing symbol. It is shown that a new type of 
neural networks allows to simulate the func-
tions of conditional and unconditioned reflex-
es, which, according to I.P. Pavlov, are the 
base of conditioned reflex activity of the hu-
man brain, which provides adequate and most 
perfect relations of the organism to the exter-
nal world, i.e. training and improvement, 
which predetermines the possibility of creat-
ing systems and robots with Strong AI. 
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