To compare the accuracy of the five commonly used intraocular lens (IOL) calculation formulas integrated to a swept-source optical biometer, the IOLMaster 700, and evaluate the extent of bias within each formula for different ocular biometric measurements.
Introduction
The development of optical biometry and intraocular lens (IOL) power calculation formulas has improved the refractive outcomes of cataract surgery. Advanced technologies related to optical biometry such as partial coherence interferometry (PCI), optical low-coherence reflectometry (OLCR), and swept-source optical coherence tomography (SS-OCT) have increased the precision of biometric measurements. [1] [2] [3] [4] Modern IOL power calculation formulas have tried to improve the accuracy of their predictions of effective lens position (ELP). For the most part, this has been accomplished by increasing the number of variables-including preoperative anterior chamber depth (ACD, measured from epithelium to lens), lens thickness (LT), corneal diameter, preoperative refraction, and age-as well as basic variables such as axial length (AL) and corneal power (K).
The IOL calculation formulas show similarly accurate refractive results in eyes with normal AL. [5] However, the accuracy of these formulas differ in eyes with short and long AL. [5] [6] [7] The Hoffer Q formula provide the more accurate outcomes in eyes with a short AL [5, 8, 9] and the SRK/T and Haigis formulas are suitable in eyes with a long AL. [8, [10] [11] [12] [13] Nevertheless, accurately predicting the ELP remains a major source of error in IOL power calculations, and controversy persists about the accuracy of refractive predictions among many formulas. [14] Because there is no single highly accurate formula across a range of eye characteristics such as long or short AL, flat or steep cornea, and deep or shallow ACD, many cataract surgeons should consider and use several formulas in eyes with various ocular dimensions. [8, 15, 16] The Barrett Universal II formula was recently introduced and its accuracy has been studied, and better refractive outcomes than those of other formulas have been reported. [14, 16, [17] [18] [19] The newly developed IOLMaster 700 (Carl Zeiss Meditec AG, Jena, Germany) adopted SS-OCT technology and recently integrated the latest-generation Barrett IOL power calculation formulas. Therefore, cataract surgeons can automatically apply this formula using this device.
The purpose of this study was to determine which of the commonly used IOL formulas integrated to the IOLMaster 700 swept-source optical biometer is the best predictor of actual postoperative refractive outcomes: SRK/T, Hoffer Q, Haigis, Holladay 2, and Barrett Universal II. We also evaluated the extent of bias within each formula for the different ocular biometric measurements (AL, corneal power, ACD, LT).
Materials and methods
This retrospective chart review comprised all cataract surgeries performed in 2018 and 2019 at a tertiary center. The study received approval from the institutional review board of Inha University Hospital (no. 2018-11-010), and the IRB waived the requirement for informed consent. All research and data collection followed the tenets of the Declaration of Helsinki. Confidentiality of the information was maintained thoroughly by excluding names as identification in data abstraction form and keeping their privacy during data collection. No one had access to the non-coded data except investigators, data collectors and supervisor due to responsibilities associated with the study. This retrospective cross-sectional study included consecutive Korean patients who underwent uncomplicated phacoemulsification with an implantation of the most commonly used IOL (TECNIS1 ZCB00, Johnson & Johnson Vision, Santa Ana, CA, USA) at our institution. Two surgeons performed the surgery by clear corneal temporal incision phacoemulsification. All patients underwent preoperative measurements by the IOLMaster 700, a swept-source optical biometer.
Our selection criteria for the study subjects and methods followed the recommendations of recent studies regarding the protocols for studies of IOL formula accuracy. [20, 21] The exclusion criteria were incomplete biometry, corneal astigmatism more than 2.0 diopters (D), LT measurement less than 2.50 mm, complicated cataract surgery (posterior capsular rupture), additional procedures during cataract surgery (combined vitrectomy or glaucoma surgery), postoperative corrected distance visual acuity (CDVA) worse than 20/40, refraction performed before 4 weeks postoperatively, postoperative complications, and incomplete documentation. Patients with a history of corneal disease or refractive surgery and phacomorphic glaucoma were excluded. If both eyes were eligible, the first eye was selected. Fig 1 shows an overview of the study's selection criteria.
The commonly used and more recent five IOL power calculation formulas built-in software of IOLMaster 700 (software version 1.8) were evaluated: SRK/T, Hoffer Q, Haigis, Holladay 2, and Barrett Universal II. Lens constant optimizations for the ZCB00 IOL were performed in collaboration with Carl Zeiss Meditec AG, which has licensed versions of the proprietary Barrett Universal II and Holladay 2 as well as implementations of the SRK/T, Hoffer Q, and Haigis formulas. [5, 22, 23] The A-constant for SRK/T was 119.3 and the pseudophakic ACD was 5.80 for the Hoffer Q formula. The a0, a1, and a2 constants were -1.302, 0.210, and 0.251, respectively, for the Haigis formula and the ACD was 5.786 for the Holladay 2. The lens factor was 2.04 for the Barrett Universal II. [24] Postoperative subjective manifest refraction was measured at least 1 month after surgery, when the refraction is considered stable. The refractive prediction error was then calculated as the actual postoperative refraction minus the refractive result predicted by each formula for the IOL implanted. The mean refractive prediction errors for each formula were zeroed out by adjusting the refractive prediction error for each eye. After the adjustment of the mean refractive prediction error to zero, the standard deviation (SD) of prediction error, median absolute error (MedAE), and mean absolute error (MAE) for each formula were calculated. The percentages of eyes within ±0.25 D, ±0.50 D, ±0.75 D, and ±1.00 D of the refractive prediction error were calculated.
Statistical analysis
All statistical analyses were performed using SPSS for Windows (version 20.0; SPSS Inc., Chicago, IL, USA). To compare the accuracies of the five formulas, we used the Friedman nonparametric test of the MedAE. The post-hoc test of the Wilcoxon signed rank test was performed for multiple comparisons of the formulas. We used Cochran's Q test to compare the percentage of eyes within a certain range of prediction errors between the five formulas. The post-hoc test of McNemar's test was performed for multiple comparisons of the formulas. Bonferroni correction was applied for multiple comparisons. Linear regression analysis was used to evaluate the correlation between refractive errors predicted by each formula and preoperative biometric factor. Adjusted P values (by Bonferroni correction) less than 0.05 were considered statistically significant.
Results
Data from 324 eyes of 324 patients were evaluated. The majority (n = 179, 55.2%) of the samples were left eyes and more women (n = 193, 59.6%) than men underwent cataract surgery during the study period. The demographic and biometric characteristics of the patient populations are shown in Table 1 . The mean axial length was 23.34 ± 1.10 mm, mean corneal power was 44.42 ± 1.65 diopter, and mean ACD was 3.06 ± 0.48 mm. Table 2 shows the mean refractive prediction errors, SD of prediction error, MedAE, and MAE determined by the five formulas in the 324 eyes after the prediction errors for each formula were zeroed out. The MedAEs with adjusting the refractive prediction error to zero are shown in Fig 2. The Friedman test confirmed that there were statistically significant differences among the absolute prediction errors of the five formulas (P = 0.038). Post hoc analysis using Wilcoxon signed-rank pairwise comparisons for nonparametric samples with Bonferroni correction showed that the Barrett had a significantly smaller MedAE than the other formulas; SRK/T (P = 0.020), Hoffer Q (P = 0.048), Haigis (P = 0.012), and Holladay 2 (P = 0.024).
The percentage of eyes within a certain range of prediction errors is shown in Table 2 and Fig 3. The percentages of eyes within ±0.50 D, ±0.75 D, and ±1.00 D of error were significantly different among the five formulas using the Cochran's Q test (all P < 0.050). Post hoc analysis using McNemar's test with Bonferroni correction was performed. The Barrett formula produced a higher percentage of eyes within ± 0.50 D of error than the Hoffer Q and Holladay 2 formulas (P < 0.001 and P = 0.016). The Barrett formula produced a higher percentage of eyes within ± 0.75 D of error than the other formulas; SRK/T (P = 0.048), Hoffer Q (P = 0.008), Haigis (P = 0.020), and Holladay 2 (P = 0.004). The Barrett also produced a higher percentage of eyes within ± 1.00 D of error than the Holladay 2 (P = 0.016).
The refractive errors predicted by all formulas except that by the Barrett Universal II were significantly correlated with the AL on linear regression analysis (all P < 0.050). The refractive errors predicted by the SRK/T formula showed a significant negative correlation with keratometry (P < 0.001), while the Hoffer Q and Haigis formula showed a significant positive correlation with keratometry (P = 0.023 and P < 0.001). The Hoffer Q and Haigis formulas showed a significant positive correlation with ACD (P < 0.001 and P = 0.027), and the refractive errors predicted by the Haigis and Holladay 2 formulas were correlated with LT (all P < 0.001; Fig 4) .
Discussion
To our knowledge, this is the first study to compare the accuracy of IOL power calculation formulas on one IOL type (TECNIS1 ZCB00) using a swept-source optical biometer, the IOL-Master 700. We reported on five commonly used IOL calculation formulas: popular thirdgeneration (SRK/T, Hoffer Q) and fourth-generation (Haigis, Holladay 2, and Barrett Universal II). These formulas were preinstalled on the IOLMaster 700. We followed the recently published protocols comparing their respective accuracies. [20, 21] Overall, the refractive outcomes and percentages of eyes with prediction errors within ±0.25 D, ±0.50 D, ±0.75 D, and ±1.00 D for each formula were similar to those in the recent study by Melles et al. using a Lenstar 900 optical biometer. [16] All five formulas achieved above 92% of eyes within ±1.00 D of the predicted refraction, much higher than the 85% suggested by Gale et al. [25] Recent studies reported that the Barrett Universal II formula was more accurate and showed the better refractive outcomes than the other formulas. [16, [17] [18] [19] 26] One large population study assessed the Barrett Universal II formula over the entire AL range and showed that this formula had the lowest MAE and SD of the prediction error and a higher percentage of eyes with prediction errors within ±0.25 D, ±0.50 D, and ±1.00 D, which was congruent with our findings. [18] In our study, the Barrett Universal II formula had the lowest median absolute error (0.263) and a higher percentage of eyes with prediction errors within ±0.50 D, ±0.75 D, and ±1.00 D compared to the other formulas. Cooke and Cooke [17] found that the same formula could give different results depending on the optical biometer (OLCR and PCI) and the preinstalled version or not. Our results suggested that the Barrett Universal II formula was the most accurate among the commonly used and representative five formulas integrated to an advanced swept-source optical biometer in our study subjects, who had mostly normal ranges of ocular dimension. Hoffer et al. [27] reported a similar accuracy of IOL power calculation using the Hoffer Q, Holladay 1, and SRK/T formulas using both SS-OCT and OLCR instruments. In their study, the MedAEs and the percentage of eyes with prediction errors within ±0.50 D for Hoffer Q using IOLMaster 700, were better than our results. They evaluated the outcomes of different IOL models (MX60 and SA60AT) and ocular dimensions of their subjects were relatively different from those of our subjects. These were estimated as the possible causes of this discrepancy.
Here we also evaluated the extent of bias within each formula for different ocular biometric measurements. The refractive errors predicted by all but the Barrett Universal II formula, was significantly correlated with the AL. The SRK/T and Haigis formulas have significant bias with varying corneal power in opposite directions. According to the ACD, Hoffer Q and Haigis formulas showed a significant positive correlation, and the refractive errors predicted by Haigis and Holladay 2 formulas were correlated with the LT. Overall, the Barrett formula appeared to have the least bias of the formulas as measured by prediction error with variations in AL, corneal power, ACD, and LT. These results were similar to those reported by Melles et al., [16] who found notable biases in the errors of all other formulas except the Barrett when plotted versus ocular dimensions using a Lenstar 900 biometer. When cataract surgeons select the IOL power during cataract surgery, they mainly use the preferred formula such as the Hoffer Q or SRK/T because modern IOL formulas have similar accuracy in eyes with a normal range. [6, 28] However, surgeons should cross-check different IOL formulas in eyes with an unusual range of ocular dimensions such as a short or long AL, flat or steep cornea, or a recently shallow ACD. A swept-source optical biometer, the IOLMaster 700, integrated the various IOL formulas including the latest-generation Barrett IOL power calculation formula, and we can automatically apply these formulas and compare the predicted results without using a separate program. Because the formulas gave different results depending on which optical biometry measurements were used and the preinstalled version, [17] we first compared the accuracy of various IOL formulas integrated to a device and confirmed the bias of these formulas as measured by prediction error with variations in ocular dimensions.
The present study has some limitations. First, because we evaluated one popular IOL model, we caution that these results may not be generalizable to other IOL models. Second, the sample size of eyes with unusual ranges of ocular dimensions was relatively small; therefore, further studies with larger sample size are needed in these subgroups.
In conclusion, we found statistically significant differences in the MedAEs for the five formulas after the adjustment for mean refractive prediction errors to zero. Overall, the Barrett Universal II formula, integrated to a swept-source optical biometer, had the lowest prediction error for ZCB00 IOL model. The Barrett Universal II formula also appeared to have the least bias as measured by prediction error with variations in different biometric ocular dimensions including AL, corneal power, ACD, and LT.
