Concurrent Kleene Algebra of Partial Strings by Horn, Alex & Alglave, Jade
ar
X
iv
:1
40
7.
03
85
v4
  [
cs
.L
O]
  1
7 O
ct 
20
14
Concurrent Kleene Algebra of Partial Strings
Alex Horn and Jade Alglave
October 17, 2018
Abstract
Concurrent Kleene Algebra (CKA) is a recently proposed algebraic
structure by Hoare and collaborators that unifies the laws of concurrent
programming. The unifying power of CKA rests largely on the so-called
exchange law that describes how concurrent and sequential composition
operators can be interchanged. Based on extensive theoretical work on true
concurrency in the past, this paper extends Gischer’s pomset model with
least fixed point operators and formalizes the program refinement relation
by E´sik’smonotonic bijective morphisms to construct a partial ordermodel
of CKA. The existence of such a model is relevant when we want to prove
and disprove properties about concurrent programs with loops. In partic-
ular, it gives a foundation for the analysis of programs that concurrently
access relaxed memory as shown in subsequent work.
1 Introduction
Concurrency-related bugs are unquestionably one of the most notorious kinds
of program errors because most concurrent systems are inherently nondeter-
ministic and their behaviour may therefore not be reproducible. Recent tech-
nological advances such as weak memory architectures and highly available
distributed services further exacerbate the problem and have renewed interest
in the formalization of concurrency semantics.
A recent development in this area includes Concurrent Kleene Algebra
(CKA) by Tony Hoare et al. [12]. It is an algebraic semantics of programs that
combines the familiar lawsof sequential programoperatorswith a newoperator
for concurrent composition. A distinguishing feature of CKA is its exchange
law (U ‖ V); (X ‖ Y) ⊆ (U;X) ‖ (V;Y) that describes how sequential (;)
and concurrent (‖) composition operators can be interchanged. Intuitively, the
exchange law expresses a divide-and-conquermechanism for how concurrency
may be sequentially implemented on a machine. The exchange law, together
with auniform treatment of programsand their specifications, is key tounifying
existing theories of concurrency [14]. CKA is such a unifying theory whose
universal laws of programming make it well-suited for program correctness
proofs. Conversely, however, pure algebra cannot refute that a program is
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correct or that certain properties about every program always hold [13, 14, 15].
This is problematic for theoretical reasons but also in practice because todays
software complexity requires a diverse set of program analysis tools that range
from proof assistants to automated testing. The solution is to accompany CKA
with a mathematical model which satisfies its laws so that we can prove as well
as disprove properties about programs — the thrust behind this paper.
One well-known model-theoretic foundation for CKA is Gischer’s [9] and
Pratt’s [21] work on modelling concurrency as labelled partially ordered mul-
tisets (pomsets). Pomsets generalize the familiar concept of a string in finite
automata theory by relaxing the occurrence of alphabet symbols within a string
from a total to a partial order. This gives a natural way to not only define se-
quential but also concurrent composition. The former is a generalization of
string concatenation whereas the latter is defined by a form of disjoint union.
In addition to their theoretical appeal, partial orders have been shown to be
practically useful for distributed systems engineering (e.g. [8, 18]) and formal
software verification (e.g. [1, 2]).
This paper therefore adopts Gischer’s pomset model to construct a model
of CKA that acts as a denotational semantics (due to Scott and Strachey) of con-
current programs. Our construction proceeds in two steps: Section 3 starts by
introducing the general concept of partial strings— similar to partial words [11]
and pomsets [21, 9] — and Section 4 then lifts many results of partial strings to
downward-closed sets of partial strings, a Hoare powerdomain construction.
One defining characteristic of the partial stringmodel of CKA is particularly
worth pointing out. Traditionally, partial words [11] and pomsets [21, 9] are
purely defined in terms of isomorphism classes. In contrast, partial strings are
grounded on the concept of E´sik’s monotonic bijective morphisms [6]. This differ-
ence matters for three main reasons: firstly, isomorphisms are about sameness
whereas the exchange law on partial strings is an inequation; secondly, our
partial string model features least fixed point operators which would render
the usual arguments about disjoint representatives of isomorphic classes more
subtle because the set of partial strings may be uncountable; lastly, the concept
of monotonic bijective morphisms appeals to formalizations with tools that can
automatically reason about relations as shown in subsequent work.
We therefore opt for monotonic bijective morphisms as we construct step-
by-step a partial string model of CKA. Along the way we leverage the concept
of coproducts as a means to define partial string operators irrespective of a
representative in an isomorphism class, cf. [11, 21, 9]. These constructions
intentionally shift the emphasis fromwhatwe prove about partial strings to how
weprove these facts. Webelieve that this can further shape the emergingmodel-
theoretic outlook on CKA and inform its ongoing and future development [15].
More concretely, in subsequent work we show how the partial string model
of CKA serves as a foundation for the refinement checking of truly concurrent
programs with Satisfiability Modulo Theories (SMT) solvers.
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Related Work The significance of partial orders for the modelling of concur-
rency was early on recognized and has extensively flourished ever since in the
vast theoretical computer science literature on this topic, e.g. [20, 16, 11, 19, 9, 21].
The closest work to ours is Gischer’s pomset model [9] which strictly general-
ize Mazurkiewicz traces [3]. The decidability of inclusion problems for pomset
languages with star operators has been most recently established [17]. More
traditionally, recursion and pomsets were treated in the context of ultra-metric
spaces [5]. Winskel’s event structures [24] are pomsets enriched with a conflict
relation subject to certain conditions. Our partial order abstraction of programs
is firmly grounded on E´sik’s recent work on infinite partial strings and their
monotonic bijective morphisms [6]. The fact that all these works use partial
orders to describe the dependency between events means that there is a close
connection to the unfolding of petri nets to occurrence nets, an active research
area throughout the last four decades, e.g. [23].
2 Preliminaries
Readers who are familiar with lattice and order theory may wish to skip this
section. There are comprehensive introductory texts on the subject, e.g. [4].
Denote the set of natural numbers byN = {1, 2, . . .}. The powerset of a set
P is the set of all subsets of P, denoted by P(P). The empty set is denoted by ∅.
Wewrite “:=” for definitional equality. TheCartesianproductX := X1× . . .×Xn
of sets X1, . . . ,Xn is defined to be the set of all ordered n-tuples 〈x1, . . . , xn〉with
x1 ∈ X1, . . . , xn ∈ Xn. Two elements 〈x1, . . . , xn〉 and 〈y1, . . . , yn〉 of X are defined
to be point-wise equal whenever the coordinates xi and yi are equal for each
1 ≤ i ≤ n.
Let P be a set. A binary relation on P is a subset of P × P. A preorder
is a binary relation  on P that is reflexive (∀x ∈ P : x  x) and transitive
(∀x, y, z ∈ P : (x  y ∧ y  z)⇒ (x  z)). We write x  ywhen x  y is false. For
all x, y ∈ P, x ≺ y is called strict and is equivalent to x  y and y  x. A partial
order is a preorder≤ that is antisymmetric (∀x, y ∈ P : (x ≤ y∧y ≤ x)⇒ (x = y)).
By reflexivity, partial orders satisfy the converse of the antisymmetry law, i.e.
∀x, y ∈ P : (x ≤ y ∧ y ≤ x)⇔ (x = y).
A partially ordered set, denoted by 〈P, ≤〉, consists of a set P and a partial
order ≤. Every logical statement about a partial order 〈P, ≤〉 has a dual that is
obtained by using≥ instead of≤. Aminimal elementx ∈ P satisfies∀y ∈ P : y ≤
x ⇒ x = y. Dually, a maximal element x ∈ P satisfies ∀y ∈ P : x ≤ y ⇒ x = y.
For all Q ⊆ P, ↑≤ Q := {y ∈ P | ∃x ∈ Q : x ≤ y} is the upward-closed set of Q in
〈P, ≤〉. As expected, the dual is called the downward-closed set of Q, denoted
by ↓≤ Q. Usually, we write ↑ Q instead of ↑≤ Q when the ordering is clear.
Abbreviate ↑ x := ↑ {x}. For all H ⊆ P, x ∈ P is an upper bound of H if y ≤ x for
all y ∈ H; x is called the least upper bound (or supremum) of H, denoted by∨
H, if x is an upper bound of H and if, for every upper bound y of H, x ≤ y.
By antisymmetry,
∨
H is unique, if it exists. The lower bound and greatest
lower bound, written as
∧
H where H ⊆ P, are defined dually. The (unique)
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least element in P, if it exists, is ⊥ :=
∨
∅ whose dual, if it exists, is ⊤ :=
∧
∅.
A lattice is a partial order 〈L, ≤〉where every two elements have a (necessarily
unique) least upper bound and greatest lower bound: for all x, y ∈ L, these are
denoted by x ∨ y and x ∧ y, respectively. A complete lattice 〈L,≤,∧,∨,⊥,⊤〉 is
a lattice where
∨
S and
∧
S exists for every S ⊆ L.
Let 〈P, ≤〉 and 〈Q, ⊑〉 be partial orders. A function f : 〈P, ≤〉 → 〈Q, ⊑〉 is
calledmonotonic exactly if ∀x, y ∈ P : x ≤ y ⇒ f (x) ⊑ f (y). Given three sets P,
Q and R, the composition of two functions f : P → Q and g : Q → R, denoted
by g ◦ f , is a function from P to R such that g ◦ f (x) := g( f (x)) for all x ∈ P.
3 Partial strings
We start by abstracting the notion of control flow in concurrent programs as
a concept that is similar to partial words [11] and labelled partially ordered
multisets (pomsets) [21, 9]. These concepts generalize the notion of a string by
relaxing the total order of alphabet symbols within a string to a partial order.
The following definition therefore is fundamental to everything that follows:
Definition 3.1. Let E be a nonempty set of events and Γ be an alphabet. Define
a partial string to be a triple p = 〈Ep, αp,p〉where Ep is a subset of E, αp : Ep → Γ
is a function that maps each event in Ep to an alphabet symbol in Γ, and p is a
partial order on Ep. Two partial strings p and q are said to be disjointwhenever
Ep ∩ Eq = ∅, p is called empty whenever Ep = ∅, and p is said to be finite
whenever Ep is finite. Let P be the set of all partial strings, and denote with P f
the set of all finite partial strings in P.
Each event in the universe E should be thought of as an occurrence of a
computational step, whereas the alphabet Γ could be seen as a way to label
events. Typically we denote partial strings in P (whether finite or not) by p
or q, or letters from u through z. In essence, a partial string p is a partially
ordered set 〈Ep, p〉 equippedwith a function αp that maps every event in Ep to
an alphabet symbol in Γ. For reasons that become clearer in subsequent work,
it is convenient to draw finite partial strings as upside down Hasse diagrams
(e.g. Figure 1), where the ordering between events should be interpreted as
a causality relation such as the sequenced-before relation in C++11 [2]. For
example, e0 p e3 in partial string p means that e0 (top) is sequenced-before e3
(bottom), whereas e1 and e2 areunsequenced (i.e. happen concurrently) because
neither e1 p e2 nor e2 p e3. The alphabet Γ, in turn, gives a secondary-level
interpretation of events. For example, the alphabet in Figure 1 describes the
e0
e1

    
e2

❃❃❃❃
e3

❃❃❃❃

    
Figure 1: Upside down Hasse diagram of a partial string
〈Ep, αp,p〉. Assume alphabet Γ = {read, write} × {x, y} is the
Cartesian product of labels that distinguish reads fromwrites
on two different sharedmemory locations x and y. The order-
ing of events includes e0 p e3, but e1 and e2 are incomparable.
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computational effects of events in terms of shared memory accesses. More
abstractly, if we see the alphabet Γ as a set of labels, then αp for a partial string
p is like the labelling function of partial words [11] and pomsets [21, 9].
Unlike partial words and pomsets, however, partial strings retain the iden-
tity of events which means that operators on partial strings can be defined
irrespective of a representative in an isomorphism class, cf. [11, 21, 9]. There-
fore two partial strings are equal whenever they are point-wise equal. Of
course, point-wise equality is too coarse for many practical purposes and so we
later introduce the concept of a monotonic bijective morphism (Definition 3.5).
Until we do so, however, we can still make two useful observations.
Proposition 3.2. The empty partial string, denoted by ⊥, is unique.
Proof. The existence of⊥ is entirely trivial. Assume ⊥′ is another empty string.
By Definition 3.1, E⊥ = E⊥′ = ∅. Therefore, the partial orders of both ⊥ and
⊥′ are empty, i.e. ⊥=⊥′= ∅. And trivially α⊥(e) = α⊥′ (e) for all e ∈ E. By
coordinate-wise equality, ⊥ = ⊥′. 
It is good to be aware of the cardinality of the set of partial strings.
Proposition 3.3. If the alphabet Γ and universe of events E is countably infinite, then
P has the cardinality of the continuum.
Proof. Assume Γ and E are countably infinite. The set of partial orders on E
is a subset of P(E × E), whereas the set of labelling functions is E → Γ. By
assumption, P(E × E) has the same cardinality as P(E), and E → Γ has the
same cardinality as P(E × Γ) because functions are merely special relations.
By assumption, P(E × Γ) has the same cardinality as P(E). The fact that the
cardinality of the powerset of a countably infinite set has the same cardinality
as the continuum goes back to the Cantor-Schro¨der-Bernstein Theorem. 
Remark 3.4. Since the concept of a partial string is closely related to that of a partial
order, it is interesting that Roscoe notes that the set of strict partial orders over a fixed
universe forms a dcpo [22, p. 474].1 He also mentions that it is far from trivial to show
that the maximal elements in this dcpo are the total orders on the universe, a fact that
requires the Axiom of Choice.
The purpose of Proposition 3.3 is to caution us concerning the treatment of
partial strings in the infinite case. Wewill see shortly how this precaution plays
out in the definitions and proofs about partial strings where we purposefully
avoid relying on a representative in an isomorphism class.
Given a partial string x, recall that its set of events is denoted by Ex where
Ex ⊆ E because the events in every partial string are always drawn from the
1Recall that a nonempty subsetD of a partially ordered set is called directed if each finite subset
F ofD has an upper bound inD, i.e. ∃y ∈ D : ∀x ∈ F : x ≤ y. For example, the set of all finite subsets
of natural numbers, ordered by subset inclusion, is directed. A directed-complete partial order
(often abbreviated dcpo) is a partial order with a bottom element and in which every directed set
has a least upper bound. An example of a dcpo is the set of all partial functions ordered by subset
inclusion of their respective graphs [4, pp. 180f].
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e0 e1
e2

e3

Figure 2: A partial string p = 〈Ep, αp,p〉 with Ep := {e0, e1, e2, e3}.
For alphabet Γ = {a, b}, assume the labeling function is defined by
αp(e0) = αp(e1) = a and αp(e2) = αp(e3) = b.
universe of events E. Similarly, the other two tuple components in a partial
string x are identified with a subscript, i.e. αx is x’s labelling function whereas
x is a partial order on Ex. We are about to use these three tuple components
to define a binary relation on the set of partial strings, P, that is very similar
to “subsumption” in the equational theory of pomsets [9] except that ours
disregards the identity of events. Informedbyourprecautionmentioned above,
this is formalized by monotonic bijective morphisms [6] that generalize the
concept of isomorphisms as follows:
Definition 3.5. Let x, y ∈ P be partial strings such that x = 〈Ex, αx x〉 and
y = 〈Ey, αy,y〉. Then x and y are isomorphic, denoted by x  y, if there exists
an order-isomorphism between x and y that preserves their labeling, i.e. there
exists a one-to-one and onto function (bijection) f : Ex → Ey such that, for all
e, e′ ∈ Ex, e x e
′ ⇔ f (e) y f (e
′) and αx(e) = αy( f (e)). Define a monotonic
bijective morphism, written f : x → y, to be a bijection f from Ex to Ey such
that, for all e, e′ ∈ Ex, e x e
′ ⇒ f (e) y f (e
′) and αx(e) = αy( f (e)). We write x ⊑ y
whenever there exists a monotonic bijective morphism f : y→ x from y to x.
Intuitively, ⊑ orders partial strings according to the sequenced-before rela-
tion between events. In other words, x ⊑ y for partial strings x and y could be
interpreted as saying that all events ordered in y have the same order in x. This
way x ⊑ y acts as a form of refinement ordering between partial strings where
x refines y, or x is more deterministic than y.
Remark 3.6. For arbitrary partial strings, the refinement ordering ⊑ from Defini-
tion 3.5 is different from the containment of two pomset languages, cf. [7]. For example,
the languages of the partial strings (a; b) ‖ (a; b) and N(a, a, b, b) — as shown in Fig-
ure 2 and 3, respectively — are contained in each other but (a; b) ‖ (a; b) @ N(a, a, b, b),
see also Pratt [21, p. 13]. More accurately, Definition 3.5 implies pomset language
containment, but not vice versa.
The following important fact about ⊑ is clear since every finite number of
function compositions preserves monotonicity and bijectivity.
Proposition 3.7. 〈P, ⊑〉 is a preorder.
Proof. Let x, y, z ∈ P be partial strings. Since the identity function is bijective,
monotonic and label-preserving, x ⊑ x, proving reflexivity. Assume x ⊑ y
e0
❃
❃❃
❃
e1
e2

e3

Figure 3: Define N(a, a, b, b) := 〈Ep, αp,p〉 with Ep = {e0, e1, e2, e3}
and p := {〈e0, e0〉, 〈e1, e1〉, 〈e2, e2〉, 〈e3, e3〉, 〈e0, e2〉, 〈e0, e3〉, 〈e1, e3〉}
such that αp(e0) = αp(e1) = a and αp(e2) = αp(e3) = bwhere a, b ∈ Γ.
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bp
''
dp
&&
bq dq
ap

88cp

88
O
O
aq

cq

︸ ︷︷ ︸
p
︸ ︷︷ ︸
q
(i)
bq
((
dq
))
bp dp
aq

66cq

55
O
O
ap

cp

︸ ︷︷ ︸
q
︸ ︷︷ ︸
p
(ii)
Figure 4: The left and right show amonotonic bijective morphism f : p→ q and
g : q → p, respectively. Thus q ⊑ p and p ⊑ q. Let h := g ◦ f . Then h2 = h ◦ h is
the identity function on Ep. Both f and g are isomorphisms, whence p  q.
and y ⊑ z. By Definition 3.5, there exist two monotonic bijective morphisms
f : y → x and g : z → y. By function composition, f ◦ g : z → x is a monotonic
bijective morphism, proving transitivity. 
Even though ⊑ is a preorder, it is generally not a partial order unless we
impose further restrictions on partial strings [6]. In particular, the following
proposition allows us to treat all finite partial strings as a partially ordered set
because the refinement order ⊑ on P f is antisymmetric, cf. Proposition 3.5’s
proof in [6]:
Proposition 3.8 (Transitivity). For all x, y ∈ P f , if x ⊑ y and y ⊑ x, then x  y.
Proof. Let x, y ∈ P f be finite partial strings. Let f : x → y and g : y → x be
monotonic bijective morphisms as witnesses for y ⊑ x and x ⊑ y, respectively.
Let e, e′ ∈ Ex be events. ByDefinition 3.5, it suffices to show f (e) -y f (e
′) implies
e -x e
′. Assume f (e) -y f (e
′). Let h := g ◦ f . Define h1 := h and hn+1 := hn ◦ h
for all n ∈ N. Since Ex and Ey are finite, there exists n such that h
n is the
identity function on Ex. Fix n to be the smallest such natural number. Assume
n = 1. Then g( f (e)) -x g( f (e
′)) by assumption and g’s monotonicity. Since h
is the identity function, it follows e -x e
′, as required. Now assume n > 1.
Since every finite number of function compositions preserve monotonicity,
hn−1(g( f (e))) -x h
n−1(g( f (e))). Since hn is the identity function, e -x e
′, proving
that f is an isomorphism. We conclude that x  y. 
Figure 4 illustrates the essence of Proposition 3.8. And clearly its converse
also holds (even for infinite partial strings) because a bijective monotonic mor-
phism generalizes the concept of an isomorphism.
Proposition 3.9. For all x, y ∈ P, if x  y, then x ⊑ y and y ⊑ x.
Proof. Let x and y be partial strings. Assume x  y. Fix f to be an isomorphism
from x to y. By Definition 3.5, f is a bijective monotonic morphism, and so is
its inverse f−1 : y→ x, proving y ⊑ x and x ⊑ y, respectively. 
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We purposefully did not define P as a family of disjoint partial strings
because the resulting structure with the point-wise join operator would not
generally preserve disjointness — a problem since the union of overlapping
partial orders is generally not antisymmetric. Moreover, we would like to
avoid having to choose disjoint representatives of isomorphism classes from a
(possibly uncountable) set of partial strings. Yet we would like somehow to be
able to compose partial strings to form new ones. For this purpose, we define
compositions as coproducts, thereby guaranteeingdisjointness by construction.
Definition 3.10. Define B := {0, 1} to be integers zero and one. For every set
S and T, define the coproduct of S and T, written S + T, to be the set union of
S×{0} and T×{1}. Given two partial strings x and y inP, define their concurrent
and strongly sequential composition by x ‖ y := 〈Ex‖y, αx‖y,-x‖y〉 and x; y :=
〈Ex;y, αx;y,-x;y〉, respectively, where Ex‖y = Ex;y := Ex + Ey are coproducts such
that, for all e, e′ ∈ Ex ∪ Ey and i, j ∈ B, the following holds:
• 〈e, i〉 x‖y 〈e
′, j〉 exactly if (i = j = 0 and e x e
′) or (i = j = 1 and e y e
′),
• 〈e, i〉 x;y 〈e
′, j〉 exactly if i < j or 〈e, i〉 x‖y 〈e
′, j〉,
• αx‖y(〈e, i〉) = αx;y(〈e, i〉) :=

αx(e) if i = 0
αy(e) if i = 1.
For the concept of coproducts to be applicable here, we require the set
of events E to be infinite, cf. Proposition 3.3. Given two sets S and T, their
coproduct S+T := (S×{0})∪ (T×{1}) is like a ‘constructive disjoint union’ in the
sense that it explicitly identifies the elements in S and T through the integers
0 and 1 in B, respectively. This significantly shapes the sort of proofs we get
about sequential (;) and concurrent (‖) composition throughout the rest of this
section as we shall start to see soon. We first establish that the set of partial
strings is closed under both newly defined binary operators.
Proposition 3.11 (P is closed under partial string operators). For every partial
string x and y in P, x ‖ y and x; y are also in P.
Proof. Show that -x‖y and -x;y are partial orders. By assumption, -x and -y are
partial orders. By case analysis, -x‖y is reflexive, transitive and antisymmetric.
Since -x‖y is a subset of -x;y, it follows that -x;y is reflexive and transitive. Let
e, e′ ∈ Ex ∪ Ey and i, i
′ ∈ B. Assume 〈e, i〉 -x;y 〈e
′, i′〉 and 〈e′, i′〉 -x;y 〈e, i〉.
Definition 3.10 implies i = i′. From antisymmetry of -x and -y follows e = e
′.
By point-wise equality, 〈e, i〉 = 〈e′, i′〉. We conclude that x ‖ y and x; y are
partial strings in P according to Definition 3.1. 
We can therefore speak of ; and ‖ as partial string operators. Before we
begin our study of these operators, it helps to develop some intuition for them.
Figure 5 illustrates the sequential and concurrent composition of two simple
partial strings as coproducts. Note that p; q ⊑ p ‖ q in Figure 5. Semantically,
the operators ‖ and ; are identical to concurrent and sequential composition on
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e0
e1

(i)
e2
(ii)
〈e0, 0〉
〈e1, 0〉

〈e2, 1〉
(iii)
〈e0, 0〉

〈e1, 0〉

〈e2, 1〉
(iv)
Figure 5: Let p and q be finite partial strings as shown in 5i and 5ii, respectively.
Then 5iii and 5ii illustrate the coproduct p ‖ q and p; q, respectively.
pomsets, respectively, as defined by Gisher [9], except of the aforementioned
role of coproducts. When clear from the context, we construct partial strings
directly from labels. For example, as already seen (a; b) ‖ (a; b) for a, b ∈ Γ
corresponds to a partial string that is isomorphic to the one shown in Figure 2.
The significance of the three basic definitions given so far is best illustrated
through proofs about properties of ‖ and ;. So we start with a simple proof
of the fact that x ‖ y and y ‖ x are isomorphic for every partial string x and y
(whether finite or not).
Proposition 3.12 (‖-commutativity). For all x, y ∈ P, x ‖ y  y ‖ x.
Proof. To show that concurrent composition of partial strings is commutative,
let f : Ex‖y → Ey‖x be a function such that, for all e ∈ Ex ∪ Ey and i ∈ B,
f (〈e, i〉) = 〈e, 1 − i〉. Clearly f is bijective. It remains to show that f is a
label-preserving order-isomorphism. Let e′ ∈ Ex ∪ Ey and i
′ ∈ B. Then
〈e, i〉 -x‖y 〈e
′, i′〉 ⇔ 〈e, 1 − i〉 -y‖x 〈e
′, 1 − i′〉 {Definition 3.10 of ‖ with i = i′}
⇔ f (〈e, i〉) -y‖x f (〈e
′, i′〉). {Definition of f }
Moreover αx‖y(〈e, i〉) = αy‖x(〈e, 1 − i〉) = αy‖x( f (〈e, i〉)). Hence x ‖ y  y ‖ x. 
We have given the details of the proof to draw attention to the fact that
the label-preserving order-isomorphism acts as a witness for the truth of the
statement. We call this a constructive proof. Along similar lines, it is not difficult
to constructively prove (Proposition 3.14) that ⊥ is the identity element (up to
isomorphism) for both the sequential and concurrent partial string composition
operators. In fact, since it is a recurring theme that an algebraic property holds
for both operators, it is convenient to define the following:
Definition 3.13 (Bow tie). For all partial strings x and y, denotewith x Z y either
concurrent or sequential composition of x and y. That is, a statement about Z
is the same as two statements where Z is replaced by ‖ and ;, respectively.
Here is a proof of the identity element so that the reader may get familiar
with our use of the “bow tie” placeholder.
Proposition 3.14 (Identity). For all x ∈ P, x Z ⊥  ⊥ Z x  x.
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Proof. Let f : Ex → ExZ⊥ be a function such that, for all e ∈ Ex, f (e) = 〈e, 0〉.
By Definition 3.10, ExZ⊥ = Ex × {0} because E⊥ × {1} = ∅. Clearly f is a label-
preserving order-isomorphism, whence x Z ⊥  x. Similarly, ⊥ Z x  x. 
Equivalently, by Definition 3.13, x;⊥  ⊥; x  x and x ‖ ⊥  ⊥ ‖ x  x for all
x ∈ P. Moreover, the two binary operators on partial strings are related in the
expected way as already witnessed in the example of Figure 5:
Proposition 3.15 (Basic refinement). For all x, y ∈ P, x; y ⊑ x ‖ y.
Proof. Let e, e′ ∈ Ex ∪ Ey, i, i
′ ∈ B, and f : Ex‖y → Ex;y is a function such that
f (〈e, i〉) = 〈e, i〉. Clearly f is a bijection. By Definition 3.10, f preserves labels
because αx‖y(〈e, i〉) = αx;y(〈e, i〉) = αx;y( f (〈e, i〉)), and 〈e, i〉 -x‖y 〈e
′, i′〉 implies
f (〈e, i〉) -x;y f (〈e
′, i′〉), proving its monotonicity. Therefore, by Definition 3.5,
f : x ‖ y→ x; y is a monotonic bijective morphism, proving the claim. 
We have given the detailed proof of the previous proposition because it
is a template for more complicated ones. In particular, it illustrates how the
concept of a monotonic bijective morphism lends itself for constructive proofs
about inequalities between partial strings. This way we can carry forward
the simplicity and ingenuity of the pomset model to inequational reasoning.
However, this addedflexibility alsomeans that proofs about partial stringsmay
end up sometimes more combinatorial, as illustrated next.
Proposition 3.16 (Monotonicity). For all x, y, z ∈ P, if x ⊑ y, then x Z z ⊑ y Z z
and z Z x ⊑ z Z y.
Proof. Assume x ⊑ y. Show x ‖ z ⊑ y ‖ z. Let g : y→ x be a monotonic bijective
morphism as a witness for the assumption. Let f : Ey‖z → Ex‖z be a function
such that, for all e ∈ Ey ∪ Ez and i ∈ B,
f (〈e, i〉) =

〈g(e), 0〉 if i = 0
〈e, 1〉 if i = 1
.
Clearly f is bijective and it preserves labels. Let e′ ∈ Ey∪Ez and i
′ ∈ B. Assume
〈e, i〉 -y‖z 〈e, i
′〉. By Definition 3.10 and the last assumption, there are only two
cases to consider: either i = i′ = 0 or i = i′ = 1. If i = i′ = 0, then e -y e
′ and
〈g(e), 0〉 = f (〈e, 0〉) -x‖z f (〈e
′, 0〉) = 〈g(e′), 0〉 because g(e) -x g(e
′); otherwise,
〈e, 1〉 = f (〈e, 1〉) -x‖z f (〈e
′, 1〉) = 〈e′, 1〉 because e -z e
′, proving that x ⊑ y
implies x ‖ z ⊑ y ‖ z. By ‖-commutativity, if x ⊑ y, then z ‖ x ⊑ z ‖ y. The proof
for ;-monotonicity is similar except that there are three cases to consider. 
In addition to beingmonotonic, both sequential and concurrent composition
are associative up to isomorphism.
Proposition 3.17 (Associativity). For all x, y, z ∈ P, (x Z y) Z z  x Z (y Z z).
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Proof. Let f : E(x‖y)‖z → Ex‖(y‖z) be a function such that, for all e ∈ E(x‖y)‖z,
f (e) =

〈〈e′, 0〉, 0〉 if ∃e′ ∈ Ex : 〈e
′, 0〉 = e
〈〈e′, 1〉, 0〉 if ∃e′ ∈ Ey : 〈〈e
′, 0〉, 1〉 = e
〈e′, 1〉 if ∃e′ ∈ Ez : 〈〈e
′, 1〉, 1〉 = e
.
We leave it as an exercise to the reader to verify that f is a partial string
isomorphism, proving ‖-associativity. Similarly for ;-associativity. 
Definition 3.18. For all x, y ∈ P,weakly sequential composition, written x # y,
is any coproduct according to Definition 3.10 that satisfies x; y ⊑ x # y ⊑ x ‖ y.
Usually, the weakly sequential composition of partial strings is expected to
be strictly more deterministic than their concurrent composition. Of course,
it need not always be the case that x ‖ y, x # y and x; y are non-isomorphic,
particularly since ⊥ is the left and right identity element of both strongly and
weakly sequential compositions of finite partial strings.
Corollary 3.19 (Weakly sequential identity). For all x ∈ P f , x # ⊥  ⊥ # x  x.
Proof. By Definition 3.18 and Proposition 3.14, x  x;⊥ ⊑ x # ⊥ ⊑ x ‖ ⊥  x. By
Proposition 3.8, x #⊥  x. Similarly, ⊥ # x  x. 
The concept of weakly sequential composition is relevant for the discussion
of fences which are, however, beyond the scope of this paper. Instead we focus
on strongly sequential composition and especially its interplaywith concurrent
composition. For this, we prove that concurrent and sequential composition
of partial strings abides to CKA’s exchange law which is modeled after the
interchange law in two-category theory [12]. For the theory of concurrency,
the exchange law is important because it shows how concurrent and sequential
composition can be interchanged. Operationally, it could be seen as a divide-
and-conquer mechanism for how concurrent composition may be sequentially
implemented on a machine.
Proposition 3.20. For all u, v, x, y ∈ P, (u ‖ v); (x ‖ y) ⊑ (u; x) ‖ (v; y).
Proof. Let f : E(u;x)‖(v;y) → E(u‖v);(x‖y) such that f (〈〈e, i〉, j〉) := 〈〈e, j〉, i〉 for all
events e ∈ Eu ∪ Ev ∪ Ex ∪ Ey and i, j ∈ B. Clearly f is bijective. Moreover, the
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following equalities hold by Definition 3.10 of the labelling function:
α(u;x)‖(v;y)(〈〈e, i〉, j〉) =

αu;x(〈e, i〉) if j = 0
αv;y(〈e, i〉) if j = 1
{Definition of ‖}
=

αu(e) if i = 0 and j = 0
αv(e) if i = 0 and j = 1
αx(e) if i = 1 and j = 0
αy(e) if i = 1 and j = 1
{Definition of ;}
=

αu‖v(〈e, j〉) if i = 0
αx‖y(〈e, j〉) if i = 1
{Definition of ‖}
= α(u‖v);(x‖y)(〈〈e, j〉, i〉) {Definition of ;}
= α(u‖v);(x‖y)( f (〈〈e, i〉, j〉)). {Definition of f }
In short, f preserves the labelling of events. Let e′ ∈ Eu∪Ev∪Ex∪Ey and i
′, j′ ∈ B.
Assume 〈〈e, i〉, j〉 -(u;x)‖(v;y) 〈〈e
′, i′〉, j′〉. We must show f (〈〈e, i〉, j〉) -(u‖v);(x‖y)
f (〈〈e′, i′〉, j′〉). By definition of f , it suffices to show 〈〈e, j〉, i〉) -(u‖v);(x‖y)
〈〈e′, j′〉, i′〉. By assumption and Definition 3.10 of concurrent composition,
( j = j′ = 0 and 〈e, i〉 -(u;x) 〈e
′, i′〉) or ( j = j′ = 1 and 〈e, i〉 -(v;y) 〈e
′, i′〉). By
Definition 3.10 of strongly sequential composition, it follows
(
j = j′ = 0 and
(
i < i′ or (i = i′ = 0 and e -u e
′) or (i = i′ = 1 and e -x e
′)
))
or
(
j = j′ = 1 and
(
i < i′ or (i = i′ = 0 and e -v e
′) or (i = i′ = 1 and e -y e
′)
))
.
From propositional logic follows
i < i′ or
(
i = i′ = 0 and
(
( j = j′ = 0 and e -u e
′) or ( j = j′ = 1 and e -v e
′)
))
or
(
i = i′ = 1 and
(
( j = j′ = 0 and e -x e
′) or ( j = j′ = 1 and e -y e
′)
))
.
By Definition 3.10 of concurrent composition, i < i′ or 〈e, j〉 -u‖v 〈e
′, j′〉 or
〈e, j〉 -x‖y 〈e
′, j′〉. Thus, by definition of strongly sequential composition,
〈〈e, j〉, i〉 -(u‖v);(x‖y) 〈〈e
′, j′〉, i′〉, whence f (〈〈e, i〉, j〉) -(u‖v);(x‖y) f (〈〈e
′, i′〉, j′〉) by
definition of f . Therefore f : (u; x) ‖ (v; y) → (u ‖ v); (x ‖ y) is a monotonic
bijective morphism, proving the claim by Definition 3.5. 
The exchange law is originally postulated by Gisher in his thesis where it
is called “subsumption axiom” [10, p. 22]. Here we prove that his exchange
law holds for partial strings with respect to the refinement order ⊑. It is also
interesting to compare the previous constructive proof with E´sik’s argument
why the exchange law is morally true [6, Proposition 3.7]. In the context of
formal verification tools, however, we prefer the previous construction because
it retains more of the computational aspect of the problem.
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Last but not least, it is not difficult to convince ourselves that the exchange
law for partial strings is not an order-isomorphism. In fact, if it were, the
Eckmann-Hilton argument about any two monoid structures would imply
that sequential and concurrent composition coincide — something we usually
would not want because it would conflate concepts that have typically different
program semantics.
Proposition 3.21. The exchange law for partial strings is not an isomorphism.
Proof. Let u, v, x and y be partial strings that only consist of a single event eu,
ev, ex and ey, respectively. Then (u; x) ‖ (v; y) is the following partial string:
eu

ev

ex ey
In contrast, (u ‖ v); (x ‖ y) is the following partial string:
eu
 $$❏
❏❏
❏❏
❏ ev
zztt
tt
tt
ex ey
It is now easy to see that (u ‖ v); (x ‖ y)  (u; x) ‖ (v; y). 
The following corollary is directly Lemma 6.8 in [12]:
Corollary 3.22. For all x, y, z ∈ P, the following inequalities hold:
• (x ‖ y); z ⊑ x ‖ (y; z),
• x; (y ‖ z) ⊑ (x; y) ‖ z.
Proof. By Proposition 3.14 and 3.20, (x ‖ y); z  (x ‖ y); (⊥ ‖ z) ⊑ (x;⊥) ‖ (y; z) 
x ‖ (y; z). An analogous argument proves x; y ‖ z ⊑ x; (y ‖ z). 
It is not difficult to see that Corollary 3.22 implies Proposition 3.15. We have
nevertheless given the direct proof of the latter because it served as an intro-
ductory exemplar for more complicated proofs about the refinement ordering
between partial strings in terms of monotonic bijective morphisms.
This ends this section on partial strings. We next consider the algebraic
properties of a family of partial strings.
4 Programs
So far we have considered individual partial strings. This is about to change
as we embark on the study of programs. In fact, programs are motivation to
study sets of partial strings as pioneered by Gischer [10] because concurrent
programs emit two kinds of different nondeterminism that cannot be modelled
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by a single partial string alone. To see this, consider the simple program if *
then P else Q. If the semantics of a program was a single partial string, then
we need to find exactly one partial string that represents the fact P executes or
Q executes, but never both. However, a single partial string is not expressive
enough for this. Thus, we resort to sets, in fact downward-closed sets with respect
to ⊑ (Definition 3.5) as explained shortly.
Definition 4.1. Define a program to be a downward-closed set of finite partial
strings with respect to ⊑; equivalently X ⊆ P f is a program if ↓⊑ X = X where
↓⊑ X := {y ∈ P f | ∃x ∈ X : y ⊑ x}. Denote with P the family of programs.
The intuition is that each partial string in a program describes one of possi-
blymany control flows including concurrently executing instructions. Semanti-
cally, the downward-closure corresponds to the set of all potential implementa-
tions per run through the system, explaining the existential quantifier. In other
words — as with Gischer’s subsumption order [9] — the downward-closure
over-approximates the behaviour of a concurrent system. And since we only
consider systems that terminate, each partial string in this over-approximation
is in fact finite.
The transition to powerset of partial strings induces more algebraic laws.
Before we study these, we specifically designate the following two sets of finite
partial strings:
Definition 4.2. Define 0 := ∅ and 1 := {⊥}where ⊥ is the empty partial string.
It is easy to see that both 0 and 1 are closed under the downward-closure
with respect to ⊑, and therefore they are programs (Definition 4.1).
Proposition 4.3. ↓⊑ 0 = 0 and ↓⊑ 1 = 1 in P. So 0 and 1 are programs.
Proof. Clearly↓⊑ 0 =↓⊑ ∅ = ∅ = 0. ByDefinition 4.2 and4.1, 1 = {y ∈ P f | y ⊑ ⊥}.
Let y ∈ P f such that y ⊑ ⊥. By Definition 3.1 of the empty partial string and
Definition 3.5, there exists a bijective monotonic morphism f : ⊥ → y. By
Proposition 3.2, y = ⊥. We conclude that ↓⊑ 1 = 1. 
Since P is the family of of ⊑-downward-closed sets of finite partial strings,
P clearly forms a complete lattice ordered by subset inclusion where meet,
denoted by ∩, corresponds to set intersection and join, denoted by ∪, is set
union with the empty set as bottom, 0, and the whole of P f as top, i.e. ⊤ := P f .
Proposition 4.4. 〈P,⊆,∩,∪, 0,⊤〉 forms a complete lattice.
In the theory of denotational semantics, our complete lattice of programs is
called a Hoare powerdomain where the ordering P ⊆ Q for programs P and Q
says that P is more deterministic than Q, or that P refines Q. Semantically, the
operator P∪Q could therefore be seen as the nondeterministic choice of either
P or Q. It follows that the equality of programs P and Q is the same as their
subset inclusion both ways, i.e. P = Q is equivalent to P ⊆ Q and Q ⊆ P. This
means the following holds:
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Proposition 4.5. For all X,Y ∈ P, X ⊆ Y exactly if ∀x ∈ X : ∃y ∈ Y : x ⊑ y.
Proof. Assume X ⊆ Y. Let x ∈ X. By assumption, x ∈ Y. By reflexivity of ⊑
(Proposition 3.7), x ⊑ x. Thus, ∀x ∈ X : ∃y ∈ Y : x ⊑ y.
Conversely, assume ∀x ∈ X : ∃y ∈ Y : x ⊑ y. Let x ∈ X. By assumption,
there exists y ∈ Y such that x ⊑ y. Since programs are downward-closed sets
with respect to ⊑ (Definition 4.1), x ∈ Y. Thus, X ⊆ Y. 
Next we lift concurrent and sequential composition of partial strings (Defi-
nition 3.13) to programs as follows:
Definition 4.6. For every program X and Y, and partial string operator Z,
define X Z Y := ↓⊑ {x Z y | x ∈ X and y ∈ Y} where X ‖ Y and X;Y are called
concurrent and sequential program composition, respectively.
The meaning of program composition operators derive from their counter-
part in the partial string model from Section 3. As in the case of partial string
operators, we use the “bow tie” operator, denoted by Z, as placeholder for
either concurrent or sequential program composition, cf. Definition 3.13.
Proposition 4.7 (Annihilator). For every program X ∈ P, X Z 0 = 0 Z X = 0.
Proof. Immediate from Definition 4.2 and 4.6. 
Equivalently, by our “bow tie” convention, we get the following two state-
ments: X ‖ 0 = 0 ‖ X = 0 and X; 0 = 0;X = 0 for every program X.
Proposition 4.8 (Identity). For every program X ∈ P, X Z 1 = 1 Z X = X.
Proof. Immediate from Proposition 3.14. 
Proposition 4.9 (Distributivity). For every program X and family of programs
{Yn | n ∈N}, the following equalities holds:
X Z

⋃
n≥0
Yn
 =
⋃
n≥0
(X Z Yn)

⋃
n≥0
Yn
 Z X =
⋃
n≥0
(Yn Z X)
Proof. We prove the claim by showing set inclusion both ways. Let z ∈ P f . By
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expanding definitions, we get the following equivalences:
z ∈ X Z

⋃
n≥0
Yn

⇔ z ∈ ↓⊑ {x Z y | x ∈ X ∧ y ∈
⋃
n≥0Yn} {Definition 4.6}
⇔ ∃x, y ∈ P f : x ∈ X ∧ y ∈
⋃
n≥0
Yn ∧ z ⊑ x Z y {Definition of ↓⊑}
⇔ ∃n ≥ 0 : ∃x, y ∈ P f : x ∈ X ∧ y ∈ Yn ∧ z ⊑ x Z y {Definition of set union}
⇔ ∃n ≥ 0 : z ∈ ↓⊑ {x Z y | x ∈ X ∧ y ∈ Yn} {Definition of ↓⊑}
⇔ ∃n ≥ 0 : z ∈ X Z Yn {Definition 4.6}
⇔ z ∈
⋃
n≥0
(X Z Yn) {Definition of set union}
An analogous argument proves the second equation. 
As a corollary, it follows that the sequential and concurrent program com-
position operators are monotonic in both their arguments.
Corollary 4.10 (Monotonicity). For every program X, Y and Z in P, if X ⊆ Y,
then X Z Z ⊆ Y Z Z andZ Z X ⊆ Z Z Y.
Proof. Assume X ⊆ Y. Equivalently, X ∪ Y = Y. Thus, by Proposition 4.9,
(Z Z X) ∪ (Z Z Y) ⊆ Z Z (X ∪ Y) = Z Z Y. Hence, Z Z X ⊆ Z Z Y,
proving that concurrent and sequential composition are monotonic in their
first argument. Similarly, for the second argument. 
By the Knaster-Tarski fixed point theorem and the fact that P is a complete
lattice, it follows that ‘iterative’ concurrent and sequential composition of pro-
grams have a (necessarily unique) least fixed point solution. We denote this
fixed point by two forms of Kleene star operators.
Proposition 4.11. Let P be a program and FP : P → P such that, for all X ∈ P,
FP(X) = 1 ∪ (P Z X). Then FP has a least fixed point that we denote by P
Z.
Proof. The conclusion follows fromProposition 4.4, Corollary 4.10 and Knaster-
Tarski fixed point theorem. 
Therefore, given any program P in P according to Definition 4.1, we have
that 1 ∪ (P;P;) = P;. In addition, for every program Q in P, if 1 ∪ (P;Q) = Q,
then P; ⊆ Q, and similarly for ‖. By the Kleene fixed point theorem, P‖ and P;
for a program P can be computed as follows:
Proposition 4.12. Let P be a program in P. Let FP : P→ P be a function such that,
for all programs X ∈ P, FP(X) = 1 ∪ (P Z X). Then P
Z =
⋃
n≥1 F
n
P
(0) where 0 ∈ P
and F1
P
:= F and F
j+1
P
:= FP ◦ F
j
P
for all j ∈N.
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Proof. By Proposition 4.9, FP is continuous. The conclusion follows from the
Kleene fixed point theorem. 
The following result uses the transitivity of⊑ (Proposition 3.7) to make clear
the connection between partial string and program operators. This is key to
transfer our knowledge about partial strings to programs.
Lemma 4.13. For all programsU,V,X,Y ∈ P and pairs of binary operatorsZa and
Zb in {; , ‖}, if ∀x, y ∈ P f : x Za y ⊑ x Zb y, then X Za Y ⊆ X Zb Y; similarly, if
∀u, v, x, y ∈ P f : (u Zb v) Za (x Zb y) ⊑ (u Za x) Zb (v Za y) and Za is monotonic,
then (U Zb V) Za (X Zb Y) ⊆ (U Za X) Zb (V Za Y).
Proof. Let z ∈ P f . Assume z ∈ X Za Y. By Definition 4.6, X Za Y = ↓⊑
{x Za y | x ∈ X ∧ y ∈ Y}. So there exists x ∈ X and y ∈ Y such that z ⊑ x Za y.
By hypothesis and transitivity of ⊑ (Proposition 3.7), there exists x ∈ X and
y ∈ Y such that z ⊑ x Zb y. Thus z ∈ X Zb Y because X Zb Y = ↓⊑ (X Zb Y),
i.e. X Zb Y is a program. Since z is arbitrary,X Za Y ⊆ X Zb Y.
The proof of the second implication is analogous except that it also uses the
monotonicity of Za on partial strings. 
From the first implication of Lemma 4.13 and Proposition 3.15 follows that
the chain of composition operators carries over to 〈P, ⊆〉. The next proposition
is the first of three frame laws [15].
Proposition 4.14 (Frame I). For all programsX,Y ∈ P, X;Y ⊆ X ‖ Y.
Proof. The conclusion follows from Proposition 3.15 and Lemma 4.13. 
Noteworthy, the second implication of Lemma 4.13, in turn, has as conse-
quence that the exchange law for partial strings (Proposition 3.20) generalizes
to program composition operators.
Proposition 4.15. For allU,V,X,Y ∈ P, (U ‖ V); (X ‖ Y) ⊆ (U;X) ‖ (V;Y).
Proof. By Proposition 3.20 and the second implication of Lemma 4.13. 
Lemma 4.16. Let x, y, z, p ∈ P f . If x Z y  y Z x, then p ⊑ x Z y is equivalent
to p ⊑ y Z x. Similarly, if x Z (y Z z)  (x Z y) Z z, then p ⊑ x Z (y Z z) is
equivalent to p ⊑ (x Z y) Z z.
Proof. The first hypothesis is x Z y  y Z x. Assume p ⊑ x Z y. By hypothesis
and Proposition 3.9, x Z y ⊑ y Z x. By transitivity of ⊑ (Proposition 3.7)
and assumption, p ⊑ y Z x, proving the forward implication. The backward
implication is proved analogously, as well as the second equivalence. 
Lemma 4.17. If ∀x, y ∈ P f : x Z y  y Z x, then ∀X,Y ∈ P : X Z Y = Y Z X.
Similarly, if ∀x, y ∈ P f : x Z (y Z z)  (x Z y) Z z, then ∀X,Y,Z ∈ P : X Z (Y Z
Z) = (X Z Y) Z Z.
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Proof. Let X,Y ∈ P be programs and p ∈ P f be a finite partial string. Assume
∀x, y ∈ P f : x Z y  y Z x. We show X Z Y ⊆ Y Z X and X Z Y ⊇ Y Z X
through the following equivalences:
p ∈ X Z Y
⇔ p ∈ ↓⊑ {x Z y | x ∈ X ∧ y ∈ Y} {Definition 4.6}
⇔ ∃x, y ∈ P f : x ∈ X ∧ y ∈ Y ∧ p ⊑ x Z y {Definition of ↓⊑}
⇔ ∃x, y ∈ P f : x ∈ X ∧ y ∈ Y ∧ p ⊑ y Z x
{Assumption, commutativity of Z, Lemma 4.16}
⇔ ∃x, y ∈ P f : y ∈ Y ∧ x ∈ X ∧ p ⊑ y Z x {Commutativity of conjunction}
⇔ p ∈ ↓⊑ {y Z x | y ∈ Y ∧ x ∈ X} {Definition of ↓⊑}
⇔ p ∈ Y Z X {Definition 4.6}
Similarly, for associativity, it suffices to prove subset inclusion both ways
which we show in detail to draw attention to the various properties of ⊑ and Z
that are used in the proof:
p ∈ X Z (Y Z Z)
⇔ p ∈ ↓⊑ {x Z q | x ∈ X ∧ q ∈ (Y Z Z)} {Definition 4.6}
⇔ ∃x, q ∈ P f : x ∈ X ∧ q ∈ (Y Z Z) ∧ p ⊑ x Z q {Definition of ↓⊑}
⇔ ∃x, q ∈ P f : x ∈ X ∧ q ∈ ↓⊑ {y Z z | y ∈ Y ∧ z ∈ Z} ∧ p ⊑ x Z q
{Definition 4.6}
⇔ ∃x, q ∈ P f : x ∈ X ∧ (∃y, z ∈ P f : y ∈ Y ∧ z ∈ Z ∧ q ⊑ y Z z) ∧ p ⊑ x Z q
{Definition of ↓⊑}
⇔ ∃x, y, z, q ∈ P f : x ∈ X ∧ y ∈ Y ∧ z ∈ Z ∧ q ⊑ y Z z ∧ p ⊑ x Z q
{Definition of ∃}
⇒ ∃x, y, z, q ∈ P f : x ∈ X ∧ y ∈ Y ∧ z ∈ Z ∧ x Z q ⊑ x Z (y Z z) ∧ p ⊑ x Z q
{Monotonicity of Z}
⇒ ∃x, y, z ∈ P f : x ∈ X ∧ y ∈ Y ∧ z ∈ Z ∧ p ⊑ x Z (y Z z) {transitivity of ⊑}
⇔ ∃x, y, z ∈ P f : x ∈ X ∧ y ∈ Y ∧ z ∈ Z ∧ p ⊑ (x Z y) Z z
{Assumption, associativity of Z, Lemma 4.16}
⇒ ∃x, y, z, q′ ∈ P f : x ∈ X ∧ y ∈ Y ∧ z ∈ Z ∧ q′ ⊑ x Z y ∧ p ⊑ q′ Z z
{Reflexivity and transitivity of ⊑, monotonicity of Z}
⇔ p ∈ (X Z Y) Z Z {Definition 4.6}
An analogous argument proves X Z (Y Z Z) ⊇ (X Z Y) Z Z, proving
associativity of the Z operator on programs. 
We remark that the previous lemma has as antecedent that a partial string
operator is commutative (or associative) only up to isomorphism. In contrast,
the consequent of the lemma asserts that programs are in fact equal when com-
posed with the corresponding program composition operator. This equality is
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due to the fact that programs are downward-closed with respect to an ordering
which disregards the identity of events.
Definition 4.18. A semigroup is an algebraic structure consisting of a set to-
gether with an associative binary operation.
Proposition 4.19. 〈P, ‖〉 is a commutative semigroup and 〈P, ; 〉 is a semigroup.
Proof. LetX,Y,Z ∈ P be programs. Bymodus ponens, Lemma 4.17 andPropo-
sition 3.17, X Z (Y Z Z) = (X Z Y) Z Z. Similarly, X ‖ Y = Y ‖ X. 
The fact that ‖ is a commutative program operator has the following weak
principle of sequential consistency as consequence [15]:
Proposition 4.20. For all programsX,Y ∈ P, (X;Y)∪ (Y;X) ⊆ X ‖ Y.
Proof. By Proposition 4.14 and 4.19, (X;Y) ⊆ X ‖ Y and (Y;X) ⊆ X ‖ Y. Thus,
by definition of least upper bound, (X;Y)∪ (Y;X) ⊆ X ‖ Y. 
The converse of the previous proposition does not generally hold, a good
examplar of the fact that a set of partial strings is more expressive than a set of
strings. This link to classical language theory is formalized as follows:
Definition 4.21. A string is a finite partial string s in P f such that s is a total
order, i.e. for all e, e′ ∈ Es, e s e
′ or e′ s e. Let Γ
∗ be the set of strings. For
all programs P in P, define the language of P, written LP, to be the set of
strings where each one refines at least one partial string in P; equivalently,
LP := {s ∈ Γ
∗ | ∃p ∈ P : s ⊑ p}.
In other words, LP can be seen as the linearizations of all the partial strings
in a program according to the refinement ordering of Definition 3.5.
Proposition 4.22. For all programsX,Y ∈ P, if X ⊆ Y, then LX ⊆ LY.
Proof. Immediate from Definition 4.21. 
The converse of Proposition 4.22 does not generally hold. For example,
LX‖Y ⊆ L(X;Y)∪(Y;X) but X ‖ Y * (X;Y) ∪ (Y;X) for some programs X and Y.
This shows that our notion of programs from Definition 4.1 strictly generalizes
the concept of sets of strings, i.e. languages consisting of strings.
Definition 4.23. Amonoid is a semigroup with an identity element.
Proposition 4.24. 〈P, ‖, 1〉 is a commutative monoid and 〈P, ; , 1〉 is a monoid.
Proof. Let X ∈ P be a program. By Proposition 4.19, it remains to show that 1
is the identity for the operator Z on programs, as shown in Proposition 4.8. 
Of particular interest are complete lattices under the natural order (formally,
x ≤ y := x ∨ y = ywhere ∨ denotes join) in which a binary operator distributes
over arbitrary least upper bounds (
∨
).
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Definition 4.25. A quantale is a complete latticeQ equippedwith a semigroup
structure 〈Q, ·〉 satisfying both complete distributive laws
x ·
(∨
S
)
=
∨
{y · x | y ∈ S}(∨
S
)
· x =
∨
{x · y | y ∈ S}
where S ⊆ Q and x ∈ Q. If Q is a quantale whose semigroup is also a monoid
structure 〈Q, ·, 1〉, then Q is called a unital quantale.
Quantales appear in different guises in computer science. For example, the
powerset of strings over alphabet Γ is a unital quantale 〈P(Γ∗),⊆,∪, 0, 1, ·〉where
⊆ is the inclusion order on sets, ∪ is set union, 0 := ∅ is the empty set, 1 := {ε} is
the singleton set with the empty string ε, and the concatenation of two sets of
strings, A and B, is defined pair-wise, i.e. A · B := {a · b | a ∈ A ∧ b ∈ B}, whence
〈P(Γ∗), 1, ·〉 forms a monoid. Based on the notion of quantales, we succinctly
characterize the complete lattice of programs as follows:
Proposition 4.26. The algebraic structure 〈P,⊆,∪, 0, 1, ; , ‖〉 consists of two unital
quantales with respect to sequential and concurrent program composition operators,
respectively, that together satisfy the exchange law (Proposition 4.15).
Proof. By Proposition 4.4, 4.9 and 4.24, 〈P,⊆, ‖〉 and 〈P,⊆, ; 〉 form two quantales
according to Definition 4.25. 
Proposition 4.27. For all X,Y,Z ∈ P, the following holds:
X ∪ (Y ∪Z) = (X∪Y) ∪Z
X ∪Y = Y ∪X
X ∪X = X
X ∪ 0 = 0 ∪ X = 0
Proof. All these equalities are true since ∪ is the least upper bound in the
complete lattice P whose bottom element is 0. 
The next proposition shows that the set of programs forms an algebraic
structure commonly known as either an idempotent semiring or dioid. A
familiar example of an idempotent semiring is the Boolean semiring 〈B,+, ·, 0, 1〉
where B should be interpreted as Boolean values whose sum and product
operators are logical disjunction and conjunction, respectively.
Proposition 4.28. The algebraic structures 〈P,∪, ‖, 0, 1〉 and 〈P,∪, ; , 0, 1〉 are idem-
potent semirings where 〈P,∪, 1〉 is a commutative idempotent monoid, 〈P, ‖, 1〉 is a
commutative monoid and 〈P, ; , 1〉 is a monoid.
Proof. By Proposition 4.7, 4.24 and 4.27. 
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This leads to the main and final result in this section that gives Kleene star
operators for concurrent (‖) and sequential (;) program compositions as least
fixed points (µ) where the binary join operator (∪) can be interpreted as the
nondeterministic choice of two programs.
Theorem 4.29. The structure S = 〈P,⊆,∪, 0, 1, ; , ‖〉, called program algebra, is a
complete lattice, ordered by subset inclusion, such that ‖ and ; form unital quantales
over ∪, and S satisfies the following algebraic laws:
X ⊆ Y exactly if X ∪Y = Y
(U ‖ V); (X ‖ Y) ⊆ (U;X) ‖ (V;Y) X ∪ (Y ∪Z) = (X ∪Y) ∪Z
X ∪ X = X X∪ 0 = 0 ∪ X = X
X ∪Y = Y ∪X X ‖ Y = Y ‖ X
X ‖ 1 = 1 ‖ X = X X; 1 = 1;X = X
X ‖ 0 = 0 ‖ X = 0 X; 0 = 0;X = 0
X ‖ (Y ∪Z) = (X ‖ Y) ∪ (X ‖ Z) X; (Y∪Z) = (X;Y) ∪ (X;Z)
(X ∪Y) ‖ Z = (X ‖ Z) ∪ (Y ‖ Z) (X ∪Y);Z = (X;Z)∪ (Y;Z)
X ‖ (Y ‖ Z) = (X ‖ Y) ‖ Z X; (Y;Z) = (X;Y);Z
P‖ = µX.1∪ (P ‖ X) P; = µX.1 ∪ (P;X).
Proof. By Proposition 4.12, 4.15, 4.28 and 4.26. 
Using the terminology established by Tony Hoare et al. [12, p. 274], we can
summarize 〈P,⊆,∪, 0, 1, ; , ‖〉 as a partial order model of a concurrent quantale.
Furthermore, the fact that the programalgebra fromTheorem 4.29 is a complete
lattice makes it a CKA [12, p. 276]. This concludes our construction.
5 Concluding remarks
This paper gives the technical details for adapting Gischer’s pomset model
and E´sik’s monotonic bijective morphisms to construct a partial order model
of computation that satisfies the axioms of a recently developed algebraic se-
mantics by Tony Hoare and collaborators. The constructions in this paper
are particularly guided by the problem of symbolically encoding concurrency
into quantifier-free first-order logic formulas. This outlook has an algorithmic
flavour to it that is relevant for automated proof techniques and computer-
aided formal verification of concurrent systems. In subsequent work we will
show how to use the partial string model proposed in this paper to give the
first symbolic refinement checking algorithm of concurrent systems for relaxed
memory.
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