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具有延迟容忍特性的混合移动自组织网络的容量分析 
 
摘要: 网络容量是网络研究的重要问题。为了得到混合移动自组织网络的网络容量，对其网络结构、节点
移动规律、数据流进行了建模与分析，得到了适用于任意基站覆盖区域、任意（平稳遍历）移动过程、任
意调度和路由算法的平均网络容量的解析表达式。此外，对稳态分步是均匀分布的情况，得到了该上界的
极限情况，并对结果进行了数值分析，发现了极限网络容量、节点密度、基站覆盖率之间的关系。 
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Analysis of Capacity Region of  
Delay-Tolerant Hybrid Mobile Ad Hoc Networks 
Abstract: Network capacity region is an important character for a mobile ad hoc network. This paper, using 
cell-partitioned model, an analytical expression of the upper bound of a delay-tolerant hybrid mobile ad hoc 
network is deduced, regardless of coverage of base stations, the type of mobile process and the scheduling and 
routing algorithms. The limitation of the upper bound has been derived, and numerical analysis of the limitation 
upper bound when the steady-state follows even-distribution law has been carried out. The relationship among 
limitation of capacity, node density and coverage of base station is analyzed. 
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0 引言 
网络容量是网络研究的重要问题，它是指是指
在任意调度策略下网络能够达到的传输速率的最大
值。网络容量的计算，由于涉及因素较多，一直是
一个复杂的问题，国内外很多论文中通过各种方法
进行分析，并给出了多个容量表达式。比如，文献
[1]得到了一个 Ad Hoc网络的渐进的容量上界，并
指出该上界不随节点数目的增加而增加；文献[2]
将该结论推广至异构网络；文献[3][4]通过基于流量
的分析给出了不同网络的上界。 
混合自组织网络又称具有交换基站的自组织网
络，它在自组织网络的基础上添加了基站，在基站
覆盖范围内的节点除了能够通过自组织网络进行通
信之外，还可以通过基站进行通信。 
[5] 采用了基于单元格的模型，研究了自组织
网络的容量上界，[8]研究了邻单元格可以通信的自
组织网络的容量上界。本文是在此基础上对具有延
迟容忍特性的混合移动自组织网络进行分析，对任
意基站覆盖范围、任意（平稳遍历）移动过程得到
了该网络的平均网络容量的上限的精确表达式，并
进行了数值分析，得到了最优节点密度。 
1 网络模型 
1.1 网络模型与交换基站 
系统的地理模型由单元格组成（如图 1所示）。
系统一共包含C个单元格。关于该模型的进一步分
析讨论，包括该模型对非单元格模型的系统的容量
逼近程度，参见文献[5]。 
在某个单元格的顶点，存在一个交换基站（图
1 中的黑色矩形）。该交换基站覆盖了周围 A个单
元格（图 1中 5A = ），构成了任意形状（图 1图一
中的灰色区域）的可交换区域（Switchable Region，
简称为 SR）。模型中 SR是任意形状而并不要求对
称，适用于非对称的地形，交换基站天线的指向性
等非对称因素。处于 SR 内的单元格之间的节点可
以通过交换基站相互通信。对于多个基站的情形，
 在本模型中等价于增加 A的值。 
 
图 1 网络模型示意图 
1.2 时间模型 
 系统采用离散时间模型。节点的移动、节点间
的通信、节点通信的策略选择，都是在一个时隙 t完
成的。 
1.3 节点模型 
系统中包含 N个节点（图 1中的圆点），为了
处理的简单，我们规定 N是偶数，并且 2N ≥ 。令
d= /N C表示系统中的节点密度。同时规定，节点
数目 N 与单元格数目 C 保持一阶关系，即：
~ ( ), ~ ( ), ~ (1)N O C C O N d O 。 
1.4 节点移动模型 
每个节点的移动模型可以用一个有限状态平稳
遍历的Markov链来描述，也即：在每个时隙 t，每
个节点独立的向他周围相邻的 8个单元格移动，其
转移概率记为 i jp 。那么对每个节点来说，
i j{p }C C×=P 构成了其转移概率矩阵。 
 
引理 符合上述移动模型的节点，都存在对于单元
格 1{1,2,..., } Cc C ×∈ =C 的稳态分布 1 { }C cπ× =π ，满足
=πP π。 
证明参见[6]，此处省略。 
1.5 流量模型 
假设系统中存在 N个数据流 iD 。每个节点对应
一个数据流 iD ，作为 iD 的源点， iD 的终点是另一
个节点。为了处理方便，我们假定：以偶数 i 节点
作为源点的数据流 iD 的终点是 1i + ，以奇数 1i + 作
为 源 点 的 数 据 流 iD 的 终 点 是 i （ 也 即
1 2,3 4,..., ( 1)N N↔ ↔ − ↔ ）。 
每个数据流中的数据包的产生是一个独立同分
布的随机过程 ( )iA t ，到达的平均速率为 iλ 。任意节
点在任意时隙 t，到达的数据包总数是有上限的，
也即 max( )iA t A≤ 。 
1.6 通信模型 
按照是否处于 SR内部，单元格可以分为两类。
如果两个节点处于同一个在SR外部的单元格中时，
他们之间可以用 Ad Hoc方式直接通信，速率为 1R  
packets/slot。如果两个节点处于同一个在 SR内部的
单元格中时，他们除了能够以速率 1R  packets/slot
通过 Ad Hoc 方式通信以外，还可以通过基站提供
的信道进行通信，速率为 2R  packets/slot。如果两个
节点处于两个的同在 SR 内部的单元格中时，他们
可以通过基站提供的信道进行通信，速率为 2R  
packets/slot。除此之外，节点间不能收发数据。本
文仅考虑 1 22R R≥ 的情况，对于 1 22R R< 的情况分析
方法相同。 
在同一个时隙 t，同一个单元格最多有一个节
点在通过 Ad Hoc 方式发送数据，最多有一个节点
通过基站提供的信道进行通信。这样，对于不在 SR
中的单元格同一时隙最多有一个节点在接收数据，
在 SR 中的单元格可能有 1 个或 2 个节点在接收数
据。本模型允许同一个节点同时收发数据。本模型
在现实中是可以实现的，例如可以通过相邻单元格
采用正交的信道，并且基站间采用有线连接或者采
用与全部单元格的信道正交的信道。 
2 网络容量上限 
2.1 为达到最大容量的策略 
由 1小节中的模型可见，网络中单元格可能的
传输策略构成了集合 
0 1 2 3 4 5 6 8 9{ , , , , , , , , }S S S S S S S S S=S ，其含义如下： 
 0S 表示在时隙 t，在单元格 c，不发送数据； 
 1S 表示在时隙 t，在单元格 c，发送数据流 iD 的
1R 个包，此时该数据流的终点在单元格 c内； 
 2S 表示在时隙 t，在单元格 c，发送数据流 iD 的
1R 个包，此时该数据流的终点不在单元格 c内； 
 3S 表示在时隙 t，在单元格 c，通过交换基站
发送一个数据流 iD 的 2R 个包，此时数据流的终
点在 SR内； 
 4S 表示在时隙 t，在单元格 c，通过交换基站
发送一个数据流 iD 的 2R 个包，此时数据流的终
点不在 SR内。 
 5S 表示在时隙 t，在单元格 c，发送数据流 iD 的
1R 个包，此时该数据流的终点在单元格 c内，
同时通过交换基站发送一个数据流 iD 的 2R 个
 包，此时数据流的终点在 SR 内。也即同时采
取了策略 1S 和 3S ； 
 6S 表示在时隙 t，在单元格 c，同时采取了策
略 1S 和 4S ； 
 7S 表示在时隙 t，在单元格 c，同时采取了策
略 2S 和 3S ； 
 8S 表示在时隙 t，在单元格 c，同时采取了策
略 2S 和 4S 。 
所有数据流不是被直接发送到了终点，就是被
发送到了某个中间结点上，并且之后可能还会再次
被发送到终点或者中间结点。 
对于不在 SR中的单元格 c，在每个时隙 t只能
利用 0 1 2{ , , }S S S ，而对于在 SR中的单元格 c则可以
利用 S中的全部策略。 
2.2 容量上限定理 
定理： 
对于满足 1 中的假设的通信网络，在 2.1 节中
描述的策略选择方式下，每个节点能够达到的网络
容量的（平均）上限是： 
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（单位是 packets/slot）。 
其中： 
( 1,...,8)m mα = , ( 1,2)m mβ = , ( 1,...,8)mp m = ,
( 1,2)mq m = 的定义见 2.3 节， ( 1,...,8)mp m = 和
( 1,2)mq m = 的表达式见 2.4节。 
2.3 容量上限的证明 
 令Ψ表示所有可能的策略的集合，ψ ∈Ψ是其
中的某个策略。设策略ψ 在 T（0, ）内，成功送达了
( )ab T
ψX 个数据包，其中两个下表表示该数据包经过
了 a次同单元格内部传送和 b次通过交换基站传送。
由于网络的稳定性，对任意 0ε > ，一定存在某个（通
常是较大的）实数 T，使得在 T（0, ）内输入的数据
量 ( )A T 小于等于送达的数据量 ( )B T ，也即： 
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∑∑X
         （2.3） 
 令Y ϕ表示按照策略ψ ，在 T（0, ）内，传送的数
据包的总数。那么Y ϕ 包括直接发送以及通过中间结
点的成功传送的数据包的个数
0 0
( )ab
a b
Tψ
+∞ +∞
= =
∑∑(a+b)X ，
以及还没有发送到终点的数据包的个数。所以： 
0 0
( )ab
a b
Y Tϕ ψ
+∞ +∞
= =
≥ ∑∑(a+b)X         （2.4） 
结合（2.3）式和（2.4）式，我们有： 
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所以，可以得到： 
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在采用策略ϕ时，在单元格 c内，在时隙 t中，
令 ( )cY t
ϕ 表示发送的数据包的总数；令 01, ( )c t
ψX 表示仅
通过交换基站传输了一次就达终点的数据包的个数；
令 10, ( )c t
ψX 表示仅通过单元格内传输了一次就达终点
的数据包的个数。此时有： 
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其中，对于任意策略ϖ 、任意单元格 c、任意
时隙 t， ( )cG t
ω ， 10, ( )cH t
ω ， 01, ( )cH t
ω 分别表示总传送
的数据包、通过单元格内传送的数据包、通过交换
基站传送的数据包的最大可能值。在单元格 c内，
在时隙 t中，节点数据包队列为空，恰好没有数据
要发送，此时导致了实际传送的数据小于最大可能
传送的数据，所以（2.7）式中的最后一个是不等号
而不是等号。 
令 10, 01,( ) ( ) ( ) ( )c c c cK t G t H t H t
ω ω ω ω= + + 。令指示函
数 ( ) 1, ( ) 0( )m ic cI t I t i m= = ≠ 表示在单元格 c内，在时
隙 t 中，采用了策略 mS 而没有采用其他的策略
( )iS i m≠ 。注意对于一个 t和 c，只有一个指示函数
可以为 1，其他都为 0。 
若单元格 c在 SR内，则有： 
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c c c c
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5
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ω = + + ， 
3 7
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5
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ω = + + ，则有： 
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（2.8） 
其中 mα 表示 ( )
m
cI t 前面的系数。 
若单元格 c不在 SR内，则有： 
1
1
1
2( ) ( ) ( )c c cG t R I t R I t
ω = +
， 1
1
10, ( ) ( )c cH t R I t
ω = ，则： 
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c c
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          （2.9） 
其中 mβ 表示 ( )
m
cI t 前面的系数。 
令 ( ) max ( )c cZ t K t
ω
ω∈Ψ
= ，则由上述分析可见， ( )cZ t
只能取 0和 ( 1,...,8)m mα = （当在 SR 内）或取 0和
( 1,2)m mβ = （当在 SR外）中的一个值。 
从这里可以看到，若要获得最大的网络容量，
需要尽可能的选取系数较大的 ( )mcI t 。考虑到
1 22R R≥ ，可知在 SR内的单元格 c的最优策略顺序
是 5 6 7 8 1 2 3 4 0S S S S S S S S S        ，在 SR
外的单元格 c的最优策略顺序是 1 2 0S S S  。其中
i jS S 表示优先选择 iS ，只有当 iS 客观条件不允许
选择时才选择 jS 。记 ( 1,...,8)mp m = 为 SR内的单元
格 c可以选择 mS ，而按照最优策略顺序排在 mS 前
面的策略都不能选择的概率，例如 5p 表示可以选择
5S 的概率， 6p 表示不可以选择 5S 时可以选择 6S 的
概率， 7p 表示不可以选择 5S 和 6S 时可以选择 7S 的
概率，等等。记 1q 为 SR内的单元格 c可以选择 1S 的
概率， 2q 为不可以选择 1S 时可以选择 2S 的概率。 
结合（2.6）（2.7）（2.8）（2.9）有： 
0
1lim ( ( ) ( ))
2 c SR c c SR cT t
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λ
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≤
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（2.10） 
由于 ( )cZ t 是当前节点位置分布（见 1.4节）的
一个函数，所以也是一个平稳遍历的随机变量。由
于平稳遍历性，通过计算期望，可以得到 ( )cZ t 的一
个时间平均值，也就得到了 λ的上限。可得到 λ的
上限： 
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（2.11） 
也即，（2.1） 式得证。             □ 
2.4 策略的概率 
对于已经处于稳态的系统，各个节点的位置是
独立同分布的，记节点处于单元格 c的概率为 cπ 。
可以推导得到选择策略的概率从而计算出容量上界
的 解 析 表 达 式 。 设 节 点 处 于 下 面 来 推 导
( 1,...,8)mp m = 和 ( 1,2)mq m = 的表达式。为了简洁，
本小节中将“源点-终点对”简称为“对”。 
（1）对于在 SR内的单元格 
把 SR内的除去单元格 c的单元格集合记为B，
将节点在B中的概率记作πB。 
5p ：当 c内至少有 1个对时，选择策略 5S 。任
意的对在 c的概率为 2cπ ，全部 / 2N 个对至少一个
在 c的概率为 2 /2)1 (1 Ncπ− − 。故有： 
2
5
1
/21( )(11 )Nc
A
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p π
=
− −= ∑  
8p ：当 c内至少有 2节点且这些节点的钟不在
B中时，选择策略 8S 。 c内至少有 2节点且这些节
点的钟不在 SR 内的概率是 2 2 2
/ 2
2
2 c
N
π π
 
 
 
B ，其他
2/ 2N − 个对都不在 c或者都不存在对的一个节点
在 c 另一个节点在 SR 中的情况的概率是
( ) 22 21 2 (1 )
N
c c cπ π π π
−
− − − − B 。故有： 
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7p ：当 c内至少有 2节点且上述两情况都为发
生时，选择 7S 。 c 内至少有 2 节点的概率是
11 (1 ) (1 )
1
N N
c c c
N
π π π −
 
 −
 
− − − 。故有： 
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3p ：当 c内有且仅有 1节点其终点在 B中时，选择
3S 。当 c 内有 1 节点其终点在 B 中的概率是
 2
/ 2
1 c
N
π π
 
 
 
B，其余 2N − 节点都不在 c 的概率为
2(1 )Ncπ
−− 。故有： 
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∑ B 。 
4p ：当 c内有且仅有 1节点其终点不在 B中，且至
少一节点在 B中时，选择 4S 。当 c内有 1节点其终
点不在 B中的概率是 2
/ 2
1 c
N
π π
 
 
 
B，其余 2N − 节点
都不在 c的概率是 2(1 )Ncπ
−− ，其余 2N − 节点都不
在 c 的 条 件 下 都 不 在 B 中 的 条 件 概 率 是
211 ( )
1
N
c
π
π
− −− − 
B 。故有： 
( )
4
1
2 2
1
2 2
/ 21 2 (1 )
1
1         (1 ) 1 ( )
1
/ 21 2 (1 )
1
       (1 ) (1 )
  
A
c c
c
N N
c
c
A
c c
c
N N
c
N
p
A
N
A
π π π
π
π
π
π π π
π π
=
− −
=
− −
= − − ×
 −
− − − 
 
 
 
 
 
 
= − − ×
− − −
∑
∑
B
B
B
B
 
1S 、 2S 、 6S 都没有被用到，故 0( 1,2,6)mp m= = 。 
（2）对于在 SR外的单元格 
1q ：当 c内至少有 1个对时，选择策略 1S 。故
有： 
( )21 2
1
1 1 1
NC A
c
cC A
q π
−
=
 
− − = −  
∑  
2q ：当 c内至少有 2节点且没有对时，选择策
略 2S 。故有： 
1
2
1
1
1 (1 (1 )
        (1 )
1
)
C A
N
c
c
N
c c
q
C A
N
q
π
π π
−
=
−
=

− − −
−

 

− −

∑
 
3 数值分析与最优节点密度 
为了简化数值分析，同时不失一般性，我们假
定最终的节点的稳态分布中，在每个单元格 c的概
率都相同，也即 1 /c Cπ = 。并且设 SR 中单元格的
个数为 A（见 1.1节），则B中的单元格个数为 1A − 。
此时有： 
2
5 2
11 1
N
p
C
 = − − 
    
1
7 5 8
1 11 1 1
N NNp p p
C C C
−
   = − − − − − −   
     
22 2
8 2 2
( 2) 1 21 1 1
2
N
N N A Ap
C C C C C
−
−     = − − − −    
      
2
3
1 11
NN Ap
C C C
−
−  = − 
   
2 2
4
1 1 11 1
N NN A Ap
C C C C
− − − −   = − − −           
6 1 2 0p p p= = =
 
2
1 2
11 1
N
q
C
 = − − 
   
1
2 1
1 11 1 1
N NNq q
C C C
−
   = − − − − −   
     
下面计算极限容量，也即求当 N →∞时，（2.1）
式的取值。注意到有 ~ ( )C O N（见 1.3节），故 N →∞
时C →∞。定义 1 2R Rξ= ，注意本文只考虑 2ξ ≥ 的
情况，并忽略。 
[5]中得到的纯 Ad Hoc网络的极限网络容量的
表达式为： 10 (1 )2
d dR e de
d
µ − −→ − − 。 
3.1 A为定值 
如果 A 与 C 无关是定值，那么当 N →∞时，
0/A C →  ，
，
2 2
8
1
2
dp d e−→
，
2 1
d de deq − −→ − −
，
2 2
7
11
2
d d dp e e d eθ− − −→ − − −
，
其他概率极限都为 0。
故有： 
1
1 lim (1 )2
d d
N
R e de
d
µ µ − −
→∞
= − −= （3.3） 
此时结果与 0µ 中相同。直观上，由于 A固定不
变，当C较大时基站提供的通讯能力可以忽略不计，
本文中考虑的混合自组织网络退化为[5]中的自组
织网络的情况。 
并且从（3.3）可以看出，当 0d → 或者 d →∞
时 1 0µ → 。这是因为，当节点密度 d太大时，每个
单元格用户太多，由于一个时隙中一个单元格内只
能有一个节点在发送，所以大多数将处于不发送状
态，所以（每个节点平均的）网络容量 1µ 趋于 0。
当 d太小趋于 0的时候，两个节点在同一个单元格
内或者在 SR 内的概率变得很小，通信很难发生，
所以网络容量也趋于 0。从而存在一个最优的 optd 使
得极限网络容量的存在最大值 maxµ ，可以求得
max1=0.1942µ ， 1 1.7933optd = 。 
3.2 A与 C是同一个数量级 
如果 A与 C保持同一个数量级，即 ~ ( )A O C ，记
/A Cη = 为基站覆盖率。注意到此时当 N →∞时， 
 有 A →∞ ， 且 3
dp d eη −→ , 4
dp d eη −→ ,
2 1
d de deq − −→ − − ， 2 2 2 (18
)1 (1 )
2
dp d e ηη − −→ − ， 
2 2 2 1 )
7
(11 (1 )
2
d d dp e de d e ηη− − − −→ − − − − 。 
其他概率极限都为 0，故有： 
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2 1 2 8 1 2 7
2 3 2 2 2
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N
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R p R p R q
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d
d e η
µ η
η
η
η
ξ ξ
η
η
ξ
µ
− − −
−
→∞
−
= + + + +
+ + −
 
= + − − + − 
 
=
−
（3.4） 
此时从（3.4）可以看出，当 0η → 或者ξ →∞，
2µ 退化为 0µ 。直观上，令 0η → 或者ξ →∞，都会
削弱基站对网络通信的作用。并且当 d →∞ 时
2 0µ → 。直观上，当节点密度 d较大时，提高节点
密度带来的极限网络容量的正作用不如提高节点密
度的副作用大，所以（每个节点平均的）网络容量 2µ
趋于 0。 2µ 与部分η 、ξ 和 d的值的关系如图 2所示。
从图 2（a）可以看出提高η 可以使 2µ 增加； 2 0µ µ≥ ；
0η → 时 02µ µ→ 。从图 2（a）可以看出提高ξ 可以
使 2µ 增加。从图 2还可以看出当 d →∞时 2 0µ → 。 
 由基站带来的极限网络容量的增量是： 
( )
2 0
21
2 2 2 (1 )
( )
31
2
(1 )
       
          
4
(
)
d d d
d
R e e d e
d
d e η
µ µ µ
η
θ η
ξ ξ
η
η
ξ
− − −
− −
∆ = −
= − − +
− −
（3.5） 
由（3.5）可知，虽然提高η 或者降低 ξ 都能够
使得 ( )µ∆ ，但是这个增量对于不同的节点密度 d是
不同的。 ( )µ∆ 与部分η 、 ξ 和 d的值的关系如图 3
所示。 
3.3 与其他研究的结论对比 
[9]与本文的网络模型和研究方法都不同，但是
本文得到的上述结论，与[9]中的结论基本一致：“对
于有 n个节点和m的基站的混合移动自组织网络，如
果m渐进增长的比 n慢，那么基站对网络容量的增
益不明显；如果m渐进增长的比 n快，那么基站对
网络容量的增益与m是线性关系。”。 
 
（a）不同的基站覆盖率η  
 
（b）不同的速率比率ξ  
图 2 节点密度与极限网络容量的关系（ ~ ( )A O C ） 
 
（a）不同的基站覆盖率η  
  
（b）不同的速率比率ξ  
图 3 节点密度与极限网络容量增量的关系（ ~ ( )A O C ） 
3.4 应用 
对于一个实际的混合移动自组织网络，η 影响
的是基站的数目，而ξ 影响的是基站的带宽。由以
上分析可知，当设计该网络时，需要先估计节点密
度 d，然后求解如下形式的问题： 
max ( , )
. .  2,   0 1
dF
s t
η ξ
ξ η≥ < ≤
 
其中 ( , )dF η ξ 是一个抽象的效用函数，该函数
涉及多方面的因素，例如网络容量的增量以及网络
容量的增量的代价等。 
4 结束语 
网络容量问题复杂而多样，至今没有得到统一
理论。但是网络容量问题是网络中的关键问题。本
文针对带有交换基站的移动自组织网络，对其节点
移动规律、网络结构、数据流都建立了相关的概率
模型之后，通过分析得到了该网络的容量的一个上
界，并对上界结果进行了数值分析，发现了节点密
度与吞吐量的关系，并计算了一个特殊情况下的最
优节点密度。以后的研究将要考虑基站在运动的情
形，以及基站的覆盖范围 A是随时间变化的情形，
这两种情况下的分析的结果可以用于某些特殊的网
络环境（比如非静止卫星与地面用户构成的网络）。 
参考文献: 
[1] Grossglauser M, Tse D. Mobility increases the 
capacity of ad hoc wireless networks [J]. 
IEEE/ACM Trans. Netw., 2001, vol. 10(no. 4), 
pp.477–486. 
[2] Garetto M, Giaccone P, Leonardi E. Capacity 
scaling in ad hoc networks with heterogeneous 
mobile nodes: The super-critical regime [J]. 
IEEE/ACM Trans. Netw., 2009, vol. 17(no. 5), 
pp. 1522–1535. 
[3] Neely M J. Dynamic power allocation and 
routing for satellite and wireless networks with 
time varying channels [D]. Cambridge: MIT, 
2003. 
[4] Kodialam M, Nandagopal T. Characterizing 
achievable rates in multi-hop wireless mesh 
networks with orthogonal channels [J]. 
IEEE/ACM Trans. Netw., 2005, vol. 13(no. 4), 
pp. 868–880. 
[5] Neely M J, Modiano Eytan. IEEE Capacity and 
Delay Tradeoffs for Ad-Hoc Mobile Networks 
[J]. IEEE Trans. Inform, 2005, vol. 51(no. 6). 
[6] Ross S. Stochastic Processes [M]. New York: 
Wiley, 1996. 
[7] Seneta E. Non-Negative Matrices and Markov 
Chains [M]. New York: Springer-Verlag, 1981. 
[8] Rahul Urgaonkar, and Michael J. Neely. 
Network capacity region and minimum energy 
function for a delay-tolerant mobile ad hoc 
network [J]. IEEE/ACM Trans. Netw., 2011, vol. 
19(no. 4). 
[9] B. Liu, Z. Liu, D. Towsley. On the capacity of 
hybrid wireless networks[C]//IEEE, Proceedings: 
the 22nd IEEE international conference on 
computer communications (INFOCOM), 2003. 
 
