Abstract Aspergillus sojae, which is used in the making of koji, a characteristic Japanese food, is a potential candidate for the production of polygalacturonase (PG) enzyme, which of a major industrial significance. In this study, fermentation data of an A. sojae system were modeled by multiple linear regression (MLR) and artificial neural network (ANN) approaches to estimate PG activity and biomass. Nutrient concentrations, agitation speed, inoculum ratio and final pH of the fermentation medium were used as the inputs of the system. In addition to nutrient conditions, the final pH of the fermentation medium was also shown to be an effective parameter in the estimation of biomass concentration. The ANN parameters, such as number of hidden neurons, epochs and learning rate, were determined using a statistical approach. In the determination of network architecture, a cross-validation technique was used to test the ANN models. Goodness-offit of the regression and ANN models was measured by the R 2 of cross-validated data and squared error of prediction. The PG activity and biomass were modeled with a 5-2-1 and 5-9-1 network topology, respectively. The models predicted enzyme activity with an R 2 of 0.84 and biomass with an R 2 value of 0.83, whereas the regression models predicted enzyme activity with an R 2 of 0.84 and biomass with an R 2 of 0.69.
Introduction
The modeling of experimental or real-time data with artificial neural network (ANN) techniques has been applied in many research fields, such as biotechnology, pharmaceutical, medicine and food [1] [2] [3] [4] [5] [6] [7] [8] . In the biotechnology field, ANN modeling is a commonly applied approach for carrying out estimations, control studies, classification analysis, and fault diagnosis. The major reason for the popularity of ANN techniques is their ability to model the complex and nonlinear behavior of the systems with a reliable set of input and output data pairs, without the need for prior information.
As in other data-based modeling strategies, ANN modeling requires two sets of data: (1) a larger set for the training (learning) of the network and (2) a smaller set for the testing of the model. In the training phase, the network learns from the known input-output data by adjusting its parameters (weights). The training data must include diverging sets of input-output pairs to be able to capture the dynamics of the system. The test data, on the other hand, has to be distinct and is used after the network architecture (topology), weights (w ij ) and biases (b j ) have been determined, since it will assess the performance of the network model with observations which are not used in the learning stage. One problem in ANN applications is the lack of sufficient input-output observations. This is common, especially in biological fields, where data collection in living systems may be challenging. Table 1 shows some examples of ANN modeling in cases of small data sets in biotechnological studies. In cases where there is no luxury of splitting data into two parts, a cross-validation technique known as the leave-one-out (LOO) or leave-more-out procedure can be an alternative internal estimator of the model.
Pectinases are one of the most important groups of enzymes and are used extensively in the food, paper and textile industries and in wastewater treatments. These enzymes degrade the long and complex molecules of pectin, which are formed by galacturonic acid units linked by glycosidic bonds. Among the many pectinases identified to date, polygalacturonase (PG) is responsible for the hydrolytic cleavage of the polygalacturonic acid chain. Fungi are known to be a good source of PG enzyme. A number of Aspergillus, Rhizopus and Penicillum species are used for the large-scale production of PG enzymes [28, 29] . Another potential candidate for PG enzyme production is Aspergillus sojae, which is known as the organism used in the production of koji, a characteristic Japanese food product. The production of this pectinase enzyme and its activity studies with A. sojae ATCC 20235 are a new area of research, and an earlier study by our group focused on the development of low-cost nutrient media using statistical tools [30] .
The scope of the study reported here is to model the activity of PG and its biomass formation at the end of a submerged fermentation by using a historical data set, which was created by two separate optimization studies. Artificial neural network modeling was used to combine both data sets to form an overall model. The LOO crossvalidation technique was used to validate and measure the performance of the network models due to the low number of observations in the historical data sets. This study provides an example of ANN application in a biological process, which introduces the production of a commercially valuable enzyme by an organism that has not been considered in this context to date.
Materials and methods

Fermentation system
The data used in this study originate from a series of submerged fermentation studies with A. sojae ATCC 20235, which was purchased in lyophilized form (Procochem., Middlesex, UK). The details of inoculation, fermentation and measurement steps are given elsewhere [30] . After a preactivation step on YME agar and preparation of spore suspensions on molasses agar slants, the spores were incubated at 30°C for 1 week. Spore suspensions were collected and stored at 4°C. The fermentations were performed in flasks containing basal medium [in g/l: glucose, 25; peptone, 2.5; disodium phosphate, 3.2; monosodium phosphate, 3.3; corn steep liquor (CSL) and maltrin at changing concentrations]. The fermentation flasks containing 50 ml of production medium were agitated at different speeds (rpm) for 96 h at 30°C. The enzymatic activity of PG was determined according to the procedure described by Panda et al. [31] . One unit of enzyme activity was defined as the enzyme that catalyzes the release of 1 lmol of galacturonic acid per unit volume per unit time (expressed as U/ml). Biomass determination was performed by the gravimetric method and expressed as grams per liter. The effects of agitation speed, inoculum amount, maltrin and CSL concentration on PG activity and biomass were studied with the two-step response surface optimization method (RSM1 and RSM2). Table 2 presents the fourfactor optimization experiments of the first face-centered central composite design (RSM1), which included 31 experiments (16 factorial points ? 8 axial points ? 7 center runs) and 12 validation experiments. In order to determine the best operating conditions, we ran a second face-centered central composite design with the same factors within different ranges. Table 3 presents this second set of four-factor optimization experiments (RSM2), which included 31 experiments (16 factorial points ? 8 axial points ? 7 center runs) and 17 validation experiments. Therefore, a total of 91 sets (points) of experimental data were collected (43 in RSM1 and 48 in RSM2) throughout these two optimization studies. The final pH of the fermentation medium, PG activity and biomass values were measured. The data set collected in the RSM2 study (Table 3 ) was analyzed to derive the final response surface Eqs. 1 and 2 for the PG activity and biomass responses in terms of significant main, interaction and quadratic effects (P \ 0.05).
Activity-RMS ¼ 6:3 þ 0:29
Biomass-RMS ¼ 17:86 þ 1:51
where x 1 , x 2, x 3 and x 4 are the coded values for the agitation speed, inoculum ratio, maltrin and CSL, respectively. The coding was done according to
The details of the optimization experiments and data analysis can be found in Tari et al. [30] .
Multiple linear regression
Multiple linear regression (MLR) is a common statistical technique to explain system outputs Y in terms of inputs or process variables X. The regression constants used to give the minimum model errors are determined by the least square technique. The fermentation outputs, PG activity and biomass were modeled by MLR using the 91 data points. R 2 of the model, R 2 of the test data (R 2 test) and lack-of-fit (LOF) P value were given as the model outputs. The R 2 test shows the prediction ability of the model and is determined by the cross-validation technique. The LOF P value should be insignificant (P [ 0.1) in order to adequately define the variation in the system. Modde 7.0 was used to create the regression models (Umetrics, Umeå, Sweden).
Response surface methodology
The RSM is an experimental design technique in which the system is statistically investigated with several inputs and outputs for optimization purposes. In this study, RSM was used to optimize the ANN structure in terms of number of neurons, epochs and learning rate as the inputs and error measures and R 2 of the model as the outputs. The best combination of input variables that provide a minimum error and maximum prediction ability in terms of the R 2 of the test data was determined for PG activity and biomass in the A. sojae fermentation system. Details of the network optimization are provided in the following section.
Artificial neural network modeling and performance measures
The input variables used in the ANN models were agitation speed (x 1 ), inoculum ratio (x 2 ), maltrin concentration (x 3 ), CSL concentration (x 4 ) and final pH of the fermentation medium (x 5 ) (Fig. 1) . The minimum and maximum values for the input variables are given in Table 4 . Separate ANN models were generated for the output variables PG activity (y 1 ) and biomass (y 2 ). The ANN used in this work has three layers: an input layer, one hidden layer and an output layer. The hyperbolic tangent sigmoid function, f(x) = {2/ [1 ? exp(-2x)]} -1, was found to be the most suitable transfer function for both the hidden and output layers. The performance goal was set to 0.01. The data were scaled between [-1 ?1] prior to the training in the network with the following expression:
Before training our ANN models, their weights and biases were initialized according to the Nguyen-Widrow initialization algorithm [32] . The optimization of a network can be accomplished by changing the network parameters (such as the number of neurons, number of hidden layers and number of epochs) one at a time. As an alternative approach, easy-to-use experimental design techniques were used to incorporate the combined effect of network parameters on error measures. A face-central composite design was run that included three factors: number of neurons in the single hidden layer, epochs and learning rate. The minimum and maximum levels of epochs and learning rate in the design were determined after a number of preliminary simulations: the levels chosen were 2 and 20 for the neurons, 1000 and 5000 for the epochs and 0.1 and 0.7 for the initial learning rate. It is not practical to keep the learning rate parameter constant as the optimal learning rate changes during the training process. Furthermore, a low learning rate makes the neural network learn very slowly, and a high learning rate makes the weights and biases diverge. We used the adaptive learning rate algorithm to train our neural networks [33] . An adaptive learning rate keeps the learning rate as large as possible while keeping the error stable. A total of 18 simulations, including four center runs, were run. Before each simulation, the experimental data (Tables 2, 3) were randomly placed and then introduced to the network. The LOO cross-validation method was used to calculate the prediction errors of each model. As the responses of the design, the standard error of prediction percentage (SEP) and coefficient of determination (R 2 ) values for validation data were used.
SEP ¼ 100
where P ðŷ À yÞ 2 is the sum of squared prediction errors and m is the number of predicted values. Theŷ and " y terms are the predictions and the mean value of the y vector, respectively. The SEP is a relative deviation of the mean prediction values and has the advantage of being not dependent on the magnitude and the number of the measurements. The appropriate neurons, epochs and learning rate were chosen to minimize the SEP and maximize the R 2 of the cross-validated data. The ANN was implemented by Matlab 6.0 (The MathWorks, Natick, MA). Designs for simulations for the best network topology and minimum error were generated and data analyzed in Modde 7.0 (Umetrics, Umeå, Sweden).
Results and discussion
Sensitivity analysis
Fermentation data were collected according to two experimental designs, the details of which are given in the ''Materials and methods''. The factor variables were agitation speed, inoculum concentration, maltrin concentration and CSL concentration, and the response variables were PG activity and biomass concentration. Our results revealed that the most important factors directly associated with enzyme activity and biomass were the concentrations of maltrin and CSL (P \ 0.02). Even though the agitation speed and inoculum concentration were not found to be significant (P [ 0.1), their interactions were significant (P \ 0.035), and the inclusion of these variables and their interactions improved the regression (RSM) model. All four factor variables in RSM were also included in the neural network model. The results of this RSM analysis were considered as a sensitivity analysis that showed the importance of each input variable on the output. A number of published studies also considered RSM as the sensitivity analysis technique for providing insight into the main and interaction effects [34] .
In the first and second optimization studies given in Tables 2 and 3 , the pH values of final mold fermentation medium were also recorded at the end of each fermentation study. In order to study the effect of pH on the activity and biomass responses, we constructed general regression models using total of 91 data points. The R 2 values and LOF P value of models for activity and biomass are presented in Table 5 . We found that the pH contribution led to a better explanation of the fermentation outputs and that it was an important factor, especially for the modeling of biomass. The MLR models are given as: 
where x 1 is the agitation speed; x 2 is the inoculum ratio; x 3 is the concentration of maltrin; x 4 is the concentration of CSL; x 5 is the pH. The final pH of the fermentation medium, as an easy-to-measure variable, was taken as the fifth input variable in ANN model.
ANN modeling
The key issue in ANN modeling is to decide on the network topology. In the construction of an ANN model, several parameters, such as the number of hidden layers, the number of neurons in each layer, the transfer function in each layer, the epochs and the learning rate, can be optimized. Based on the results of our preliminary analysis of the mold fermentation modeling, we used the singlelayer network and hyperbolic tangent function in the network models. In this study, the optimization of the network was achieved in terms of number of hidden layer neurons, number of epochs and the learning rate, with a central composite design for both network outputs: PG activity and biomass concentration. The number of hidden neurons is one of the most important parameters of ANN modeling, and the improper selection of hidden neurons results in over-fitting and under-fitting problems. A high number of neurons performs satisfactorily for training data but may fail for testing data (over-fitting), while a few hidden neurons cause unsatisfactory convergence (under-fitting).
According to the Kolmogorov theorem, the number of neurons can be taken as 2N ? 1, with N dimensional input vector as a starting point [35] . The usual practice is to decrease the number of neurons gradually. With the A. sojae fermentation system, the neurons can be taken as 11 initially. In the network optimization study, the number of neurons was changed between 2 and 20 (the center value is 11).
The results of the statistical analysis are given in Table 6 in terms of P values. Significant parameters have P values \0.1. For the PG activity data, the neurons and learning rate do not affect the R 2 of the cross-validation (R 2 test). However, in accordance with SEP, a low number of neurons, epochs and learning rate has an increasing effect on R 2 . This also means that SEP values are minimum under these conditions. For the biomass data, all three parameters were found to be significant in terms of their interactions. We observed that high number of neurons (20) and epochs (5,000) in training results in high R 2 values of trained data and lower R 2 of the cross-validated data. The optimum network by which to attain a maximum R 2 of test data was determined to be nine neurons, 1000 epochs and a learning rate of 0.7. Different topologies of the network models for activity and biomass can be explained by comparing the R 2 values of the linear models and neural network models. In terms of activity, the R 2 values of the ANN and MLR models are close (0.84 vs. 0.86), whereas, for biomass, ANN yielded a higher R 2 value than MLR (0.83 vs. 0.77). The cross-validation technique is used in empirical modeling techniques to determine the generalization power of the models. In those cases particularly where a large enough data set is not available for training and testing procedures, a LOO cross-validation can be used to estimate the prediction error from the learning data itself [36] . Each time, one of the data points (I) is left outside, and the remaining N -1 data points are used to model the system. Then, the data point left outside is predicted with the existing model to see how it performs with a new set of input combination that was not used in the modeling step. The error is calculated by subtracting the predicted value of the Ith output data from its observed value. The same procedure is repeated with all of the input set-target pairs in the data. At the end of the process, the sum of squares of all N error components are calculated and expressed in terms of SEP. This is advantageous since model validation is performed with N data points that were not used in the training process. Instead of using only a certain amount of data in testing, all available data are used, especially if a low number of data points is available for both training and validation. Validation results for PG activity and biomass are presented in Figs. 2 and 3 and Table 7 . Figure 2 presents the scatter plot of actual PG activity readings versus the ANN-predicted activity values: the ANN model predicts the enzyme activity with an R 2 of 0.84. Figure 3 shows the actual versus predictions for biomass data: the ANN model predicts actual biomass readings with an R 2 of 0.83.
The advantage of using ANN here is the ability of using data coming from two different designs of the same system. Even though data belong to different studies, ANN successfully found the relationship between inputs and outputs and estimated the validation data with high R 2 values. The same cannot be said for regression models of a RSM study since the empirical equation of a design belongs to the investigated region generated with that design and gives no guarantee of producing good estimates of outputs generated at different levels of input variables. The PG enzyme activity and biomass concentrations of the first optimization study, including its validation experiments, were predicted by the regression equations of the second optimization study (Eq. 1, 2) with low R 2 values, such as 0.06 and 0.02, respectively. When the ANN models were compared to the general MLR models (Eqs. 5, 6) , biomass data were predicted with higher R 2 by the ANN model (Tables 5, 7 ). The performance of ANN models in terms of R 2 are better than those of RSM models, which were performed beforehand. The ANN modeling, with its non-linear features, is superior to the RSM in estimating the fermentation outputs, which belong to different studies of that particular system. Therefore, neural networks can be considered to a practical prediction tool, especially for biological measurements, such as biomass and enzyme activity, that require laborious analytical procedures and produce a certain amount of laboratory waste. On the other hand, we conclude that the use of fermentation data collected based on experimental design techniques clarified the interactions between inputs and outputs of the black box, i.e., neural network. As a result, the integration of experimental design and ANN techniques help researchers understand the complex systems better.
