Brualdi and Ma found a connection between involutions of length n with k descents and symmetric k × k matrices with non-negative integer entries summing to n and having no row or column of zeros. From their main theorem they derived two alternating sums by algebraic means and asked for combinatorial proofs. The purpose of this note is to give such demonstrations.
Introduction
It is known that the descent statistic on involutions has the nice properties of being symmetric and unimodal, but does not have the property of being log-concave. In [BM14] , Richard Brualdi and Shi-mei Ma relate involutions enumerated by decent number to symmetric matrices. In their paper, they derived two identities involving symmetric matrices by algebraic means and asked for combinatorial proofs. The purpose of this note is to provide such demonstrations. First, let us state Brualdi and Ma's main theorem from which they concluded their identities.
Let S n be the symmetric group on the set {1, . . . , n} and let I n be the collection of involutions in S n . A permutation π ∈ S n has a descent at index i if π(i) > π(i + 1). Let Des(π) = {i : π(i) > π(i + 1)} be the collection of descents of π and des(π) = | Des(π)| where the absolute value signs denote cardinality. The collection of involutions ι ∈ I n with des(ι) = k will be denoted by I(n, k) and I(n, k) = |I(n, k)|. Using the descent statistic and the set I n we can define the generating function
Let T (n, k) be the collection of symmetric k×k matrices with non-negative integer entries which satisfy the following two conditions. 1. The entries sum up to n.
No row or column contains only zero entries.
Let T (n, k) = |T (n, k)|. Since the only matrices in this note are square we will define the dimension of a k × k matrix X to be dim(X) = k. The main result of Brualdi and Ma is as follows.
Theorem 1.1 ( [BM14] ). For n ≥ 1 we have
which is equivalent to
The combinatorial proofs
The following two identities are due to Brualdi and Ma. Their proofs were algebraic whereas ours our combinatorial.
To prove the identities we will be using the method of sign-reversing involutions. A signed set S is a set where all elements have been assigned a value of +1 or −1. The elements assigned the value +1 are called the positive elements and the elements assigned −1 are the negative elements. A sign-reversing involution is a map which pairs positive elements with negative elements and leaves all other elements fixed. Thus the sum of the signs of all elements of S equals the sum of the signs of the fixed points.
Proof. We will let S = ∪ n k=1 T (n, k) be our signed set. For X ∈ S we define the sign of X to be (−1) dim(X) . Once we have defined a sign-reversing involution we will have
Now we will define our sign-reversing involution. There are four cases. Let X = (x i,j ) be a matrix in T (n, k). Let m be the largest index such that the mth column has a non-zero entry in the first row. The number m must exist for any matrix X ∈ T (n, k) since the first row cannot be all zeros. In other words, m is the number such that x 1,j = 0 for all j > m but x 1,m = 0. We are going to call x 1,m = x m,1 just x for simplicity and let k = dim(X).
Case 1: Assume that n > 1, m = 1, and if m = dim(X) then there is some i > 1 such that x i,m = 0. The matrices in this case can be partitioned into two sets. The first set Π 1 contains matrices which have x as the only non-zero entry in the mth column as displayed on the left in Figure 1 . The second set Π 2 will contain matrices which have nonzero entries other than x in the mth column as displayed on the right in Figure 1 . We will map X ∈ Π 1 to a matrix Y = (y i,j ) in the following way
We will show that this map Π 1 → Π 2 is a bijection. First we will show that Y ∈ Π 2 . For Y , m = 1 is still the number such that y 1,j = 0 for all j > m but y 1,m = x = 0. Since X ∈ Π 1 we must have m = dim(X), so X must have an (m + 1)st column. The (m + 1)st column in X can not be all zeros and x 1,m+1 = 0, so there exists an i > 1 such that x i,m+1 = 0. Thus,
It is easy to see that for any matrix Y ∈ Π 2 we can recover the matrix X ∈ Π 1 by reinserting the zeros in the mth row and column, and that this map is a bijection.
Note that dim(Y ) = dim(X) − 1, so dim(X) and dim(Y ) must have opposite parity. Further, they must have opposite signs in our signed set S.
x · · · 0 . . . Case 2: In our second case we assume that n > 1, m = dim(X) and x is the only nonzero entry in the mth column. These are all the matrices that we excluded in our first case with m = 1. We can also partition matrices in this case into two sets. The first set Π 1 will contain the matrices X which have x 1,j = 0 for all j = dim(X) as displayed in Figure 2 on the left. The second set Π 2 will contain matrices Y such that y 1,j = 0 for some j = dim(Y ).
If X ∈ Π 1 and dim(X) = 2 then the matrix A displayed in Figure 2 on the left must be empty. So the 2 × 2 matrix must be F n = 0 n/2 n/2 0 and we will let F n be a fixed point. Note that F n has only been defined for even n here.
If X ∈ Π 1 is not F n then A is not empty and dim(X) ≥ 3. We then map X to the matrix Y defined as follows
else.
We will show that the map Π 1 \{F n } → Π 2 is a bijection. First we will show that Y ∈ Π 2 . By the map we have y 1,m−1 = x = 0 and y i,m−1 = 0 for all i > 1 where dim(Y ) = m − 1. Also, since A is not empty, there is a non-zero entry in the first row of A. This non-zero entry then becomes a non-zero entry in the first row of Y , so Y has a second non-zero entry besides x in its first row. Hence, Y ∈ Π 2 . Again, it is easy to see that for any matrix Y ∈ Π 2 we can recover the matrix X ∈ Π 1 by reinserting zeros in the first row and column, so the map is a bijection.
Note that dim(Y ) = dim(X) − 1 so the dimensions of X and Y have opposite parity, and thus have opposite signs in S. Case 3: The third case deals with matrices which have n > 1, m = 1, and also one of the two following conditions. The first condition is x = 1 and x 2,j = 0 for all j > 2 as displayed in Figure 3 on the left. Let Π 1 be the set which contains all matrices which satisfy the first condition. The second condition is x > 1 as displayed in Figure 3 on the right. Let Π 2 be the set which contains all matrices which satisfy the second condition. Note that the two sets Π 1 and Π 2 are disjoint since x = 1 and x > 1 are mutually exclusive conditions.
We map X ∈ Π 1 to matrix Y defined as follows
We will show that the map Π 1 → Π 2 is a bijection. First we will show that Y ∈ Π 2 . By the map y 1,j = x 2,j+1 = 0 for all j > 1. Since x 2,2 = 0 and x 1,1 = 1 we have that
It is easy to see that for any matrix Y ∈ Π 2 we can recover matrix X ∈ Π 1 by subtracting 1 from y 1,1 > 1 and inserting a first row and column of all zeros except for a 1 in the upper left hand corner. So the map in Case 3 is also a bijection.
Again, we have dim(Y ) = dim(X) − 1 so X and Y have dimensions of opposite parity, and thus have opposite signs in S.
Case 4: Our last case contains all other matrices not yet considered. One such matrix occurs when n = 1. The only matrix in T (1, k) for any k ≥ 1 is F 1 = [1] a 1 × 1 matrix. We will let F 1 be a fixed point. All remaining matrices have n > 1 and are the matrices with m = 1 not considered in Case 3. These matrices have x = 1 and some j > 2 such that x 2,j = 0 as displayed in Figure 4 . Let dim(X) = k. Define matrix A = (a i,j ) to be the k − 1 × k − 1 matrix with a i,j = x i+1,j+1 for 1 ≤ i, j ≤ k − 1. Note that A is not the empty matrix since otherwise X = [1] which does not have entries which sum up to n > 1. Since A is not empty, by our assumption there is a j − 1 = 1 such that a 1,j−1 = x 2,j is non-zero. This implies that matrix A falls under the first or second case. We then apply the map from the appropriate case to A and obtain
′ then A must have fallen under Case 2 and is a fixed point. The matrix A must be equal to F n−1 and n − 1 ≥ 2 is even (i.e. n ≥ 3 is odd). It follows that X must be the 3 × 3 matrix
which we will also let be a fixed point. Note that F n has now been defined for all n ≥ 1 and that dim(F n ) shares the same parity as n. If A = A ′ then we use A ′ to obtain matrix Y defined as follows
Just like in the first or second case, dim(A ′ ) is exactly one larger or smaller than dim(A). It follows that dim(Y ) is equal to dim(X) + 1 or dim(X) − 1, so X and Y have dimensions of opposite parity. Thus, they have opposite signs in S. Except for the fixed point F n which exists for any n ≥ 1, we have paired up all the matrices in S to another matrix in S with opposite sign. By the method of sign-reversing involutions we can see by equation (1) Let W (n, k) be the number of matrices in T (n, k) such that the main diagonal is all zeros.
Corollary 2.2 ([BM14]).
We have for even n that n k=2 (−1) k W (n, k) = 1.
Proof. In the proof of Theorem 2.1, note that in Cases 3 and 4 the matrices are assumed to have at least one non-zero entry on their main diagonal, so these two cases will not apply to matrices counted by W (n, k). In Cases 1 and 2, if X has zero for all the entires in the main diagonal then so does Y . So our sign-reversing involution in Theorem 2.1 can be applied to this sum as well. The only fixed point in Cases 1 and 2 is F n where n is even. Thus, the sum above equals (−1) n = 1 as desired.
