Exponential varieties arise from exponential families in statistics. These real algebraic varieties have strong positivity and convexity properties, generalizing those of toric varieties and their moment maps. Another special class, including Gaussian graphical models, are varieties of inverses of symmetric matrices satisfying linear constraints. We develop a general theory of exponential varieties, with focus on those defined by hyperbolic polynomials and their integral representations on the hyperbolicity cone. We compare the multidegrees and ML degrees of the gradient map for such polynomials.
Introduction
An exponential variety is a real algebraic variety in an affine or projective space that has a distinguished set of positive points. This positive part maps bijectively to a convex body. The inverse to this map is an algebraic function from the convex body to the variety.
This situation is familiar to geometers from the theory of toric varieties. The convex body is a polytope or polyhedral cone which is in bijection with the positive part of the toric variety via the moment map. The inverse of the moment map is an algebraic function whose degree is the Euler characteristic of an associated hypersurface in the torus [18, Thm. 3.2] .
A similar situation happens for the image L −1 of a linear subspace L ⊂ R n under the coordinatewise inversion map (x 1 , . . . , x n ) → (x , and by passing from R n to the projective space RP n−1 , one obtains a canonical bijection between the interior of any polytope and its dual. In [30, Example 3.5 ], this process was described as "how to morph a cube into an octahedron".
In this paper we present a general theory that explains these examples and many more. Our point of departure is the setting of exponential families in statistics [4] . Exponential varieties arise from exponential families, and the known results on the latter explain the remarkable positivity properties of the former. In Section 2 we review the basics on exponential families, such as the bijection between the canonical parameters and the sufficient statistics (Theorem 2.2). The fundamental examples of exponential families are the multivariate Gaussian family and the full discrete exponential family. Two new points in Section 2 are the connection to the theory of barrier functions in convex optimization (cf. [13] ) and our definition of rational exponential families. These statistical models have the property that the gradient of their log-partition function is given by rational functions, a property much stronger than that required by Drton and Sullivant [8] for algebraic exponential families.
In Section 3 we define hyperbolic exponential families. These are associated with homogeneous hyperbolic polynomials and their hyperbolicity cones [14, 21] . Classical results by Gårding [10] ensure the existence of an underlying base measure (Theorem 3.3). Using recent work of Scott and Sokal [28] , we derive a converse (Theorem 3.5). It states that every exponential family whose canonical parameters form a convex cone and whose partition function is the power of a homogeneous polynomial must be a hyperbolic exponential family.
The formal definition of exponential varieties finally appears in Section 4. They arise by fixing a linear subspace L in the space of canonical parameters. The exponential variety is the Zariski closure of the image of L under the gradient map of the log-partition function. In the discrete case, L has to be defined over Q in order to get an algebraic object. In the hyperbolic case, every linear subspace that meets the parameter cone defines an exponential variety. This includes the Gaussian case, and we recover the linear concentration models of [30] .
In Section 5 we examine the gradient multidegree of a hyperbolic exponential family. This is the cohomology class of the graph of the gradient map. Its coefficients characterize the degrees of the exponential varieties defined by generic linear subspaces L. Theorem 5.5 furnishes inequalities relating these degrees and the ML degree for special subspaces L.
Elementary symmetric polynomials are hyperbolic, but they generally do not arise from the Gaussian family, because they cannot be represented as determinants of symmetric matrices with homogeneous linear entries; see [21, Example 5.10] . Section 6 offers a detailed study of the exponential varieties that are defined by elementary symmetric polynomials.
Section 7 is devoted to Hankel models. We show that the Grassmannian of lines, in its Plücker embedding, has the structure of an exponential variety. This arises from the Gaussian case by taking the linear space L of all Hankel matrices. The extension to (generalized) Hankel matrices of multivariate polynomials is related to optimization via sums of squares [3] .
We close the introduction with a running example that will illustrate the general theory.
Example 1.1. Consider the following elementary symmetric polynomials in four parameters:
E 3 (θ) = θ 1 θ 2 θ 3 + θ 1 θ 2 θ 4 + θ 1 θ 3 θ 4 + θ 2 θ 3 θ 4 , E 2 (θ) = θ 1 θ 2 + θ 1 θ 3 + θ 1 θ 4 + θ 2 θ 3 + θ 2 θ 4 + θ 3 θ 4 , E 1 (θ) = θ 1 + θ 2 + θ 3 + θ 4 .
The polynomial E 3 is hyperbolic with respect to C = {θ ∈ R 4 : E i (θ) > 0 for i = 1, 2, 3}. This set C is the convex cone over the 3-dimensional body known as the elliptope, and shown on the left in Figure 1 . The closed dual cone K = C ∨ has as its base the convex hull of the Steiner surface, shown in the middle of Figure 1 , which is the zero set of the quartic Q = σ 
where σ 1 , σ 2 , σ 3 , σ 4 are coordinates for the dual R 4 . Here, our algebraic exponential family is defined by the gradient map of the cubic E 3 :
, θ → θ 2 θ 3 +θ 2 θ 4 +θ 3 θ 4 , θ 1 θ 3 +θ 1 θ 4 +θ 3 θ 4 , θ 1 θ 2 +θ 1 θ 4 +θ 2 θ 4 , θ 1 θ 2 +θ 1 θ 3 +θ 2 θ 3 . This map restricts to a bijection between C and the interior of K. The degree of ∇E 3 is four, i.e. generic points σ ∈ CP 3 have four preimages under the induced map ∇E 3 : CP 3 CP 3 . But if σ lies in the interior of K, then precisely one of these preimages lies in C = int(K ∨ ). The map ∇E 3 transforms the boundary of C into the boundary of K as follows. The four circles in ∂K are created by blowing up the four vertices of ∂C, and the six points where they touch are obtained by blowing down the six edges on ∂C. The tetrahedron spanned by the vertices of C is mapped to the octahedron spanned by these six touching points in ∂K.
We now fix a hyperplane L in R 4 that intersects the interior of C; see Figure 2 . The inclusion of L R 3 in R 4 is dual to a projection π L : R 4 → R 3 . The image of the cone K under this map is dual to that seen in C by intersecting with L, i.e. π L (K) = (L ∩ C)
∨ . In the picture, we are cutting the body C by a plane, and dually we project K into a plane.
The image of L under ∇E 3 is a quartic surface in CP 3 ; see Figure 4 . That complex surface is our exponential variety, denoted L ∇E 3 . The intersection curve {Q = 0} ∩ L ∇E 3 decomposes into two components, having degrees 6 and 10. The sextic curve is smooth. It is the ramification locus of the Steiner surface {Q = 0} under the map π L : CP 3 CP 2 . We now come to the punchline. The exponential variety L ∇E 3 has a distinguished positive part, namely the semialgebraic set L
to be derived in Theorem 4.5. The intersection of the left body C with a plane in Figure 1 maps bijectively to a quartic surface inside the middle body K. That surface maps bijectively onto the two-dimensional convex set shown on the right in Figure 1 . The branch curve is a plane curve of degree six, namely, the image of the ramification sextic. The four ellipses in Figure 1 (right) are the projections of the circles in Figure 1 (middle). The six points are the projection of the vertices of the octahedron. We shall return to this in Example 6.8. ♦
Exponential Families
A statistical model is a family of probability distribution functions or probability density functions on a sample space (X , ν, T ). Here ν is the base measure on the set X , and T : X → R d is a measurable function that represents the sufficient statistics. We fix an inner product · , · on R d . In the standard basis, θ, σ = θ T Sσ for some positive definite symmetric matrix S. An exponential family is a parametric statistical model on (X , ν, T ) of the form
Here h : X → R is a weight function which serves to modify the given base measure ν. Without loss of generality, we can replace ν by h(x) · ν. Afterwards we have h(x) ≡ 1. To simplify notation in later sections, the following non-standard formulation will now be used. We replace T (x) by −T (x) and write all our exponential families in the form
The sample space X itself is less important than its image T (X ) in R d . The reason is that in (2) we see the samples x ∈ X only through their sufficient statistics T (x). So, since ν induces a measure on T (X ), we might as well regard the set T (X ) as our space of data.
The function A(θ) is known as the log-partition function, or as the cumulant generating function. It is uniquely determined by (X , ν, T ) via the requirement that X p θ (x)ν(dx) = 1. This equation implies the following integral representation of the log-partition function:
We are interested in the set of all parameters θ for which this integral is finite:
By [4, Theorem 1.13] , the set C is convex in R d . The function A : C → R is convex, and it is analytic on the interior of C. The convex set C is the space of canonical parameters. An exponential family is said to be regular if C is open in R d . It is called minimal if T (X ) spans the whole R d . See [4, Chapter 1] for standard definitions and basic properties of exponential families. We restrict our attention to exponential families that are minimal and regular.
Let DA(θ) be the differential of A(θ). We view this as a linear form on R d . As such it lives in the dual R d with coordinates σ = (σ 1 , . . . , σ d ) and plays a crucial role in this paper.
If · , · is the standard scalar product then θ * = −∇A(θ), which explains the name. Formally, the gradient map maps R d to its dual. The left R d has coordinates θ, the right R d has coordinates σ, and the pairing is the inner product θ, σ . The sufficient statistics T (x) are elements of (R d , σ). In that space we consider the convex hull of all sufficient statistics:
The following result is standard in the theory of exponential families (see [4, Theorem 3.6] ).
Theorem 2.2. Let (X , ν, T ) be an exponential family that is minimal and regular. Then the gradient map F defines an analytic bijection from C to the interior of K.
For extra clarity, let us paraphrase: the space C of canonical parameters is a convex set in the primal (R d , θ), while the space K of sufficient statistics is a convex set in the dual (R d , σ). The gradient of the log-partition function defines a bijection between C and int(K). This paper concerns situations when this bijection has desirable algebraic properties. Definition 2.3 (Rational exponential family). We say that an exponential family (X , ν, T ) is rational if the gradient map F is a rational function
The case of primary interest to us arises when the partition function is a negative power of a homogeneous polynomial f in the unknowns θ = (θ 1 , . . . , θ d ). Suppose that ·, · is the standard scalar product. In that case we have A(θ) = −α log f (θ), where α > 0 is a constant, and the gradient map is the rational function
For an algebraic geometer it is more natural to view this as a map of projective spaces:
Example 2.4. If d = 4 and f = E 3 is the third elementary symmetric polynomial, then this is Example 1.1. Here C and K are dual convex cones in R 4 , visualized in Figure 1 by their 3-dimensional cross sections. These live in the real part RP 3 of CP 3 . Theorem 2.2 tells us that the map (7) restricts to a bijection between the interiors of the two convex bodies. ♦ We next present two models that are fundamental in statistics and its applications. and we identify R d with the space S m of real symmetric m × m matrices with inner product A, B = tr(AB). So, the sufficient statistics are symmetric matrices of rank ≤ 1. For this exponential family, the convex set C in (4) is the cone of positive definite matrices in S m , which we denote by PD m . This cone is open and selfdual. The set K in (5) is its closure -the cone of positive semidefinite matrices in S m . The integral in (3) is the standard multivariate Gaussian integral. We find
Hence the multivariate Gaussian distribution on R m forms a rational exponential family. Its defining polynomial f (θ) is the determinant of a symmetric m × m-matrix, and we have α = 1/2. The gradient map F in (6) is θ → 1 2 θ −1 . Theorem 2.2 says that matrix inversion is an involution on the open cone C = int(K) of positive definite matrices in S m . ♦ Example 2.6 (Full discrete family). We consider discrete random variables with finite state space X = {1, 2, . . . , d}. Here ν is the counting measure on X , and the sufficient statistics are the unit vectors T (i) = e i in R d . The probability distribution function (2) has the form
The log-partition function equals
The gradient map F satisfies
The convex set in (4) is the entire space, C = R d , so this family is regular. The space of sufficient statistics, defined in (5) , is the closed (d − 1)-dimensional probability simplex , by way of the bijection r : θ → (e −θ 1 , . . . , e −θ d−1 ). The gradient map is the composition of r and a rational function. This will allow us in Example 4.3 to obtain exponential varieties from lattices L. As noted in [8, 18, 26] and elsewhere, these are precisely toric varieties. ♦ We close this section by pointing out a connection between statistics and optimization which seems to have not yet been stated explicitly in the mathematical literature.
Remark 2.7. In his 1997 paper [13] , Güler presented a framework for interior point methods in convex optimization based on canonical barrier functions. This theory can be viewed as a special case of exponential family theory. The following discussion explains how this works.
Fix a d-dimensional pointed convex cone K in R d , let ν be the Lebesgue measure on K. To match the notation above, set X = K and let T be the identity on K. Then, in the setting of [13, Section 3] , the log-partition function A(θ) in (3) becomes the logarithm of the characteristic function of the dual cone K ∨ = C. This is the universal barrier function of C:
For example, let C be the positive definite cone PD m . In Güler's theory [13, 14] , the integral (10) corresponds to interior point methods in semidefinite programming and the induced rational exponential variety is precisely that in Example 2.5. In other words, the multivariate Gaussian family comes from the universal barrier function of PD m . Our gradient map F is known as the duality mapping in convex optimization [13, Section 5] . That it defines a bijection between the interiors of C and K is shown in [13, Theorem 5.1] . This is a special case of what statisticians know about exponential families (Theorem 2.2).
The optimization problem of most interest in statistics is that of finding the maximum likelihood estimator (MLE). For an exponential family the solution to this problem can be described as follows. Suppose we are given n independent observations x 1 , . . . , x n in X . We record these observations by the average value of their sufficient statistics. This is the point
The MLE is defined as the canonical parameter vectorθ that makes the data x 1 , . . . , x n most likely. By [4, Theorem 5.5] , the MLE exists and is unique precisely whenσ lies in the interior of K. If this holds, thenθ is the unique inverse image ofσ in C under the gradient map. In other words, computing the MLE for an exponential family means intersecting the fiber F −1 (σ) with the convex set C. For a rational exponential family we can study this fiber and its algebraic degree using methods from algebraic geometry. This was pioneered in [30] for the special case of linear Gaussian concentration models. It will be developed in full generality in this paper. The pertinent algebraic complexity measures, namely the gradient multidegree and the maximum likelihood degree (ML degree), will be introduced in Section 5.
Hyperbolic Polynomials and Riesz Kernels
In this section, we introduce a new class of rational exponential families associated with hyperbolic polynomials and their hyperbolicity cones. Recall (e.g. from [14, 21] ) that a homogeneous polynomial f of degree p in θ = (θ 1 , . . . , θ d ) is hyperbolic if there exists a point τ in R d \{f = 0} such that every line through τ meets the hypersurface {f = 0} in p real points, counting multiplicities. Assume that this holds and let C be the connected component of R d \{f = 0} that contains τ . It is known that C is an open convex cone in R d . This cone is called the hyperbolicity cone of f . As seen in Example 3.2, it may depend on τ . , the hyperbolicity cone C consists of the positive definite matrices in S m , where the witness point τ can be taken to be the identity matrix. Hence, we recover the Gaussian family in Example 2.5. ♦ Example 3.2. Let C be a convex polyhedral cone in R d , defined by s linear inequalities
is a hyperbolic polynomial. The hyperbolicity cone C can here be replaced with any of the other chambers in the arrangement of hyperplanes { j = 0} j=1,...,s . In the setting of [13, 14] , this models interior point methods for linear programming, with barrier function A(θ) = − s j=1 log( j (θ)). Its gradient map defines a bijection between C and the interior of the dual cone K = C ∨ . ♦
In this paper, we concentrate on hyperbolic polynomials whose hyperbolicity cone C is pointed, that is, C ∩ (−C) = {0} in R d . Such hyperbolic polynomials are called complete. The exponential family associated to a complete hyperbolic polynomial f with hyperbolicity cone C is the exponential family with sample space X = C ∨ and sufficient statistics T (x) = x. In particular, the space of sufficient statistics is the dual cone K = C ∨ . The following theorem, essentially due to Gårding [10] , assures that there exists a measure on K such that the partition function of the hyperbolic exponential family is a negative power of f .
In what follows, both dη and dσ denote the Lebesgue measure on R d . The appearance of the scalar i = √ −1 may look puzzling at first, but it is essential for Gårding's theory.
Theorem 3.3. Let f be a complete hyperbolic polynomial with hyperbolicity cone C ⊂ R d , and fix α > d. The following integral converges for any θ ∈C, its value does not depend on the choice of θ, and it defines a nonnegative function q α that is supported on K = C ∨ :
The polynomial f can be recovered from the measure ν α (dσ) = q α (σ)dσ on K, via the formula
Proof. It follows directly from Theorem 3.1 in Gårding's paper [10] that the formula f (θ)
does not depend on the choice θ ∈ C, and that it vanishes for σ / ∈ K. In general, the expression for q α (σ) may not be a well-defined function. However, it is well-defined if α > d. See also [14, Theorem 6.4 ]. As we see later, the condition α > d is only sufficient but not necessary.
The measure q α (σ) in Theorem 3.3 is known as the Riesz kernel. It is the inverse Laplace transform of f (θ) −α and it is uniquely determined (up to points with Lebesque measure zero) by the integral representation (11) . Theorem 3.3 ensures that hyperbolic exponential families are in fact well-defined exponential families. It establishes that the hyperbolicity cone C is the space of canonical parameters, that the space of sufficient statistics T (X ) equals K = C ∨ , and that the measure on T (X ) is given by the Riesz kernel. In addition, this theorem shows that, for the class of pointed hyperbolicity cones, the log-barrier function is easy to compute and equals −α log f (θ). This fact is useful for optimization (see also Example 4.8).
Definition 3.4 (Hyperbolic exponential families). Let
The corresponding hyperbolic exponential family is the rational exponential family with log-partition function A(θ) = −α log f (θ). Here α > 0 is such that the partition function has the integral representation (11) , and then A(θ) is the logarithm of that integral.
The connection between the Riesz kernel and hyperbolicity was studied in recent work of Scott and Sokal [28] . Their results imply the following converse to Theorem 3.3. It states that every exponential family whose partition function is the power of a homogeneous polynomial must be a hyperbolic exponential family. Theorem 3.5 characterizes hyperbolic polynomials and it means that our definition of hyperbolic exponential families is adequate. 
then f is hyperbolic with respect to each point in the cone C.
Proof. By [28, Theorem 2.2], the function f (θ) −α is completely monotone on the convex cone C. Then, by [28, Corollary 2.3], we can conclude that f has no zeros in the subset C+iR
This means that the polynomial f is hyperbolic with respect to each point τ in C.
The introduction of hyperbolic exponential families in this section appears to be a novel contribution to statistics. The Riesz kernel q α (σ) is crucial here because it ensures that these families are well-defined statistical models. For the Gaussian family (Example 3.1), the kernel q α (σ) is closely related to the Wishart distribution on the positive definite cone PD m (see the proof of Proposition 3.6 below). Recall that the Wishart distribution is the sampling distribution for covariance matrices in the Gaussian family. One could perform Bayesian inference in hyperbolic exponential families by fixing a prior distribution on the cone C.
In order for hyperbolic exponential families to become useful for data analysis, it is essential to gain a better understanding of the Riesz kernel. In general, it is a hard problem to compute q α (σ) in an explicit form. In the remainder of this section, we discuss some concrete examples, starting with the Gaussian family in Example 3.1. These are situations where the hyperbolic polynomial f has a symmetric determinantal representation. We refer to the article of Scott and Sokal [28] for further examples, many results, and open problems. , the corresponding Riesz kernel equals
The denominator Γ m (α) in equation (12) denotes the multivariate gamma function
Proof. We compute the Riesz kernel from the Wishart density function. The Wishart distribution is a probability distribution over the positive definite cone PD m with two parameters: the degrees of freedom n ∈ (m − 1, ∞) and a scale matrix Λ ∈ PD m . Its density function is
We replace the parameters n and Λ with the new parameters α = n/2 and θ = (2Λ) −1 , and we use the fact that the integral of (13) over σ ∈ PD m is equal to 1. This implies
where · , · denotes the trace inner product on symmetric matrices. By comparing this expression with (11) and by using the uniqueness of this integral representation, we see that the Riesz kernel of
is given by the right hand side of (12) .
Using an analog of Proposition 3.6 for Hermitian matrices, one can compute the Riesz kernel of the elementary symmetric polynomial E 2 (θ). This was carried out in [28, Corollary 5.8]. We here go over this for the smallest instance. The same example is also featured in [28, Proposition 3.8] .
By Proposition 3.6, the following integral representation is valid for α > 1/2:
By setting σ 1 = σ 11 , σ 2 = σ 22 , and σ 3 = σ 11 + σ 22 + 2σ 12 , this transforms into an integral over the dual K = C ∨ to the hyperbolicity cone. Namely, we get the integral representation
By comparing this expression with (11), we see that the Riesz kernel of f is equal to
Note that the polynomial in the parenthesis vanishes on the boundary of K; it is the quadric dual to f . See [28, equation (4.16) ] for the analogous formula for E 2 (θ) in four variables. ♦
In the context of Proposition 3.6, this hyperbolic polynomial is the determinant of a diagonal matrix. Its hyperbolicity cone is the positive orthant C = R m >0 . This cone is self-dual, so that K = R m ≥0 . We consider the case α = 1/2. Proposition 3.8. The Riesz kernel for determinants of m × m diagonal matrices equals
Proof. Let θ denote the diagonal matrix diag(θ 1 , . . . , θ m ). We use the fact that the Gaussian density on R m with mean 0 and covariance matrix θ integrates to 1. This implies
By making the change of variables 1 2
By comparing this expression with (11), we see that the Riesz kernel equals (15) .
In principle, the computation of Riesz kernels as in Propositions 3.6 and 3.8 can be restricted to cases when the parameters satisfy some linear constraints. The resulting hyperbolic polynomials f (θ) admit a symmetric determinantal representation. This requires integrating out the complementary parameters, a task that is very difficult to do. Even the case of products of linear forms (Example 3.2) is challenging, as the following example shows.
, and take the hyperbolicity cone to be
By replacing σ 1 = y 1 + y 3 + y 4 and σ 2 = y 2 + y 3 − y 4 , and defining
we find
Hence the Riesz kernel is
The integral over K can be expressed in terms of general hypergeometric functions. Performing this computation requires a case distinction, and we here consider the case when σ 2 ≥ σ 1 . Then we may substitute y 3 → σ 1 v and y 4 → σ 1 u and obtain
where F 1 is the first Appell hypergeometric function in two unknowns. Here we are using formula (6) in http://mathworld.wolfram.com/AppellHypergeometricFunction.html. A similar analysis can be carried out for the other case σ 1 > σ 2 , but this is omitted here. ♦ Suppose now that f (θ) is an arbitrary product of linear forms as in Example 3.2, and we wish to find integral representations of f (θ) −α . The Riesz kernel q α (σ) is expressible in terms of Aomoto-Gel'fand hypergeometric functions [1, 31] . The corresponding hypergeometric D-modules should be useful for computing with Riesz kernels. More generally, it would be interesting to develop the holonomic gradient method [15] for hyperbolic exponential families.
Restricting to Linear Subspaces
Many important statistical models arise by restricting a given exponential family (X , ν, T ) to a linear subspace L ⊂ R d of the canonical parameters. Figure 2 is meant to illustrate this. We shall assume C ∩ L = ∅ and dim L = c. Fix a basis of L and let L ∈ R c×d denote a matrix whose rows are the elements of that basis. The map π L :
In what follows we identify L = π L . Later on, we often abuse notation and we write L also for the projectivization of the linear subspace
By restricting C to C ∩ L we obtain an exponential family (X , ν, T L ) with sample space X , canonical parameter space
In what follows we fix the basis consisting of the rows of L, and we identify R c with L via τ → L T τ . This means that the convex set C L = C ∩ L lives in R c with coordinates τ .
Lemma 4.2. The gradient map of the restricted exponential family
Proof. A computation similar to (17) shows that all canonical parameters τ ∈ C L satisfy
Thus the derivative of A L (τ ) with respect to τ i is equal to the directional derivative of A(θ) in the direction given by the i-th row of L. This implies the following identify which proves (18):
Example 4.3 (Toric varieties from discrete exponential families). We build on Example 2.6 and consider linear restrictions of the parameter space in the full discrete exponential family. Let L be a linear subspace of R d that is defined over the rational numbers, and take L ∈ Z c×d . We assume that ( Consider the image F (L) of L under the gradient map F in (9) . This image is a semialgebraic set of dimension c − 1 inside the (d − 1)-dimensional simplex K. To be explicit,
Since L has integer entries, we can here replace the space L ⊥ with the lattice
, regarded as the complexification of K. This is the projective toric variety associated with the polytope K L . To be explicit,
In algebraic statistics, one refers to F (L) as the toric model of the lattice L Z . The linear map L takes this model bijectively onto the polytope K L of sufficient statistics. In geometry, this bijection is known as the moment map of the toric variety L F . Given any point in int(K L ), its unique preimage in F (L) is known as the Birch point or the MLE. For further reading on toric models see [23, Section 1.2.2], [26] , and other introductions to algebraic statistics. ♦ We now finally come to the definition of exponential varieties. They arise when restricting a rational exponential family to a subspace L. They are analogous to the toric varieties seen above. However, strictly speaking, our toric varieties L F are not exponential varieties since the full discrete exponential family is not rational. That is why we needed integers in L.
Definition 4.4 (Exponential variety)
. Let (X , ν, T ) be a rational exponential family with canonical parameter space C ⊂ R d , sufficient statistics T , and gradient map
Here the Zariski closure could be taken in R d , but we usually prefer to work in CP Theorem 4.5. Let (X , ν, T ) be a rational exponential family and let L be a linear subspace of C. Then the gradient map F L of the restriction to L can be written as a sequence of maps
The convex set C L of canonical parameters maps bijectively to the positive exponential variety L Proof. Let τ be the coordinates on C L and θ the coordinates on C. The projection
This is precisely what is being asserted in (20) . By Theorem 2.2, the two gradient maps F and F L are both bijections. Since C L ⊂ C is an embedding, the projection π L must be a bijection when restricted to
Corollary 4.6. The dimension of the exponential variety L F equals that of the space L.
In the remainder of this paper, we focus on the situation studied in Section 3. We consider only rational exponential families that are defined by homogeneous hyperbolic polynomials. Theorem 3.5 ensures that this is no serious restriction. Thus we are interested in the restriction f | L of a hyperbolic polynomial f to a linear subspace L of R d . Using notation as before, the hyperbolicity cone of f L equals C L = C ∩ L, and its dual is the cone
From the perspective of algebraic geometry, we could define the exponential variety L ∇f for any homogeneous f ∈ R[θ 1 , . . . , θ d ] and any subspace L ⊂ CP d−1 . Namely, L ∇f is the closure of the image of L under the gradient map in (7). This level of generality makes perfect sense for the study of algebraic degrees as in Section 5. However, in order for L ∇f to have a distinguished positive part L ∇f 0 , with its remarkable role as the "middleman" in the bijection F L : C L → int(K L ) between two dual convex sets, we need that f is hyperbolic.
The most prominent hyperbolic polynomial is the determinant of a symmetric matrix:
Example 4.7 (Linear Gaussian concentration models). Consider the multivariate Gaussian family described in Example 2.5, with C = PD m and K = PD m in the space S m of real symmetric m × m-matrices. A linear subspace L with L ∩ C = ∅ defines a linear Gaussian concentration model. The corresponding exponential variety L ∇f was studied in [30] , where it was denoted by L −1 . Its positive part consists of all covariance matrices in the model, i.e.,
The instances of most interest are the Gaussian graphical models in [30, Section 4] , where L is defined by the vanishing of some of the off-diagonal entries θ ij . Colored Gaussian graphical models appear in [30, Section 5] , and the case when L consists of diagonal matrices is studied in [30, Section 3] . For a concrete example, let m = 4 and consider the subspace
The exponential variety L −1 is a cubic curve in the CP 3 of diagonal matrices σ, namely
The positive part L
The Riesz kernel for this particular exponential variety was computed in Example 3.9. ♦ [14] ) for linear optimization over K. The case of linear programming was studied in [7] . Here K is a convex polytope and K L the line segment of possible values of the objective function. The central path and the exponential curve are shown in Figure 3 for the case when d = 3, c = 2, and f (θ) is a product of six linear forms. ♦ We discuss two further examples of combinatorial interest. These are based on [20, 28] .
Example 4.9 (Graphs). We fix a connected simple graph G with vertex set {0, 1, . . . , m} and edge set E(G). The reduced Laplacian of G is a symmetric m × m matrix Λ G with rows and columns indexed by {1, . . . , m}. Its off-diagonal entries are −θ ij , and the i-th row sum of Λ G equals θ 0i . By convention, θ ij = 0 if {i, j} / ∈ E(G). The spanning tree polynomial f (θ) = det(Λ G ) is a complete hyperbolic polynomial. We fix the exponential family for f . Now, let H be any subgraph of G that is also connected. We consider the linear subspace
The exponential variety L ∇f is an invariant of the pair H ⊂ G. It lives in CP |E(G)|−1 and its dimension is |E(H)| − 1. The players of Theorem 4.5 are quite interesting in this case.
For a concrete example, let m = 3 and G the complete graph K 4 , with reduced Laplacian
The cubic polynomial f (θ) = det(Λ K 4 ) has 16 monomials, one for each spanning tree of . This is the basis generating function of the Vámos matroid, a popular hyperbolic polynomial. The specialization studied by Kummer [20] is the restriction of f to the subspace L = {θ ∈ R 8 :
The main result in [20] states that the 3-dimensional body C L is a spectrahedron. The bijection from C L to the interior of
On this particular plane L, the gradient map ∇f is an involution, that is,
However, for generic choices of L, the exponential variety L ∇f is a non-linear threefold in CP 7 . For instance, if we replace
∇f is a hypersurface of degree 18 in a 4-plane in CP 7 . If we further replace θ 6 by −θ 6 then L ∇f has codimension 2 and degree 10 in a 5-plane in CP 7 . ♦ In Examples 4.9 and 4.10 we saw that the exponential variety L ∇f can be linear again when L is chosen in a very special manner. This raises the question for which pairs (f, L) this happens. The remainder of this section is devoted to what we know about this question.
The case of linear Gaussian concentration models, where f (θ) = det(θ), C = PD m and L ∇f = L −1 , was studied by Jensen [19] . He proved that the exponential variety L −1 is linear if and only if L is a Jordan algebra, i.e., θ 2 ∈ L for all m × m matrices θ in L. Moreover, Jensen showed that if L −1 is linear then L −1 = L under the identification of σ with θ. The situation is not as nice and clean for hyperbolic polynomials f (θ) other than the symmetric determinant. As we have seen in Example 4.9, a linear exponential variety L ∇f can be quite different from L. It would be very desirable to find a characterization that generalizes Jensen's results on Gaussian families to hyperbolic exponential families.
As a first start, we examine the special case of codimension 1. The following result explicates the conditions under which an exponential variety L ∇f happens to be a hyperplane. We now show how these conditions can be checked for the cubic in our running example. 
The quadric has a linear factor if and only if all 3×3 minors of this symmetric matrix vanish. Up to scaling and permuting coordinates, this happens only for two points, namely a = (−1 : 1 : 1 : 1) and a = (1 : −1 : 0 : 0). In the first case, the quadric is θ 1 (θ 2 + θ 3 + θ 4 ), providing us with two planes L that yield the same exponential variety L ∇E 3 = {σ 1 = σ 2 + σ 3 + σ 4 }. In the second case the quadric is (θ 2 − θ 1 )(θ 3 + θ 4 ). Each factor yields L ∇E 3 = {σ 1 = σ 2 }. It is straightforward to generalize this construction to other polynomials of degree 3. ♦
The situation is more difficult when the given polynomial f has degree m ≥ 4. To find all hyperplanes that are exponential for f , we must eliminate the quantifiers in the formula
To this end, we consider the variety of all homogeneous polynomials of degree m − 1 in d unknowns that have a linear factor. This variety is denoted Chow 1,m−2 . It is a variant of the Chow variety of polynomials that are products of linear forms. This is a classical topic in algebraic geometry with recent connections to computational complexity [5, Section 6.4]. For a given f , we must intersect the linear space spanned by the partial derivatives of f with Chow 1,m−2 . Each intersection point furnishes a candidate for an exponential hyperplane. For instance, let d = 3 and m = 4, so f is a ternary quartic. Then
span a 2-plane in the CP 9 of plane cubics. We must intersect that plane with Chow 1,2 , which is a variety of codimension 2 and degree 21 in CP 9 . Its prime ideal is generated by 35 polynomials of degree 8. The 21 points (a 1 : a 2 : a 3 ) in that intersection represent all lines {a 1 σ 1 + a 2 σ 2 + a 3 σ 3 = 0} in CP 2 that can have the structure of an exponential variety with respect to the quartic f .
Gradient multidegree and ML degree
In this section we introduce algebraic complexity measures for hyperbolic exponential families. The partition function is f −α where α > 0 and f is a homogeneous hyperbolic polynomial. We are interested in the rational map F : CP d−1
CP
d−1 defined by the gradient of the log-partition function A(θ) = −α · log f (θ). We shall work in the convenient setting of projective geometry. This means that the logarithm and the constant α are ignored. From now on, F is simply the rational map (7) defined by the gradient of the polynomial f (θ).
The following definition makes sense for any homogeneous polynomial f (θ). However, in our context we always assume that f (θ) is hyperbolic, that the hyperbolicity cone C is pointed in (R d , θ) and that its dual K is a pointed cone in (R d , σ). We regard C and K as convex bodies in (affine charts of) the real projective spaces (RP d−1 , θ) and (RP d−1 , σ). The gradient map F = ∇f defines a bijection between the interiors of these two convex bodies. Its inverse is an algebraic function, and we are interested in the degree of that function.
Definition 5.1. Let f be a homogeneous polynomial in θ 1 , . . . , θ d , and let X f be the graph of its gradient map F = ∇f . Thus X f is the closure in CP d−1 × CP d−1 of the set of points (θ, σ), where θ lies in CP d−1 but is not in the singular locus of the hypersurface {f = 0}, and σ = F (θ). By construction, the graph X f is an irreducible subvariety of dimension d − 1 in
We define the gradient multidegree of the polynomial f to be the class [X f ] of that variety in the integral cohomology ring of the product of the two projective spaces:
The ring generators are the divisor classes s = [CP d−1 ×{σ i = 0}] and t = [{θ j = 0}×CP d−1 ]. In concrete geometric terms, the gradient multidegree of f is the generating function
where α i is the cardinality of the finite set (7). We call this the gradient degree of f .
In statistical applications, the quantity α d measures the algebraic complexity of the function σ → θ from the sufficient statistics to the natural parameters. It plays the role of the ML degree for the exponential family in question. However, in this paper we reserve the term "ML degree" for exponential varieties, as in Definition 5.4 below. This is consistent with the usage in [30] . The number α d = degree(F ) is referred to as the gradient degree of the hyperbolic polynomial f , or as the gradient degree of the hyperbolic exponential family. 
The gradient multidegree of f is the following class in the integral cohomology of CP 3 × CP 3 :
We see that the gradient degree of the polynomial f is 4. Hence we can use Cardano's formula to express the MLEθ in terms of radicals in the sufficient statistics σ of the data. To be explicit, the graph X f is the subvariety of CP 3 × CP 3 defined by the 2 × 2-minors of
over the nonsingular locus of {f = 0}, and taking the Zariski closure of the resulting set. If we replace the unknowns σ 1 , σ 2 , σ 3 , σ 4 by fixed generic real numbers, then we get a system of equations in θ = (θ 1 : θ 2 : θ 3 : θ 4 ) that has four complex solutions. Assuming that σ is in the interior of the red convex body K, precisely one of these solutions lies in the yellow convex body C. The colors refer to Figure 1 . This unique solution is the MLEθ. ♦ In the computer algebra system Macaulay2 [12] , we can compute [X f ] from a given hyperbolic polynomial f using the built-in command multidegree. See [22, Section 8.5] for an explanation of how multidegrees in commutative algebra represent cohomology classes on toric varieties. Here is a piece of Macaulay2 code that generates (24) and the output (23):
Degrees => {{1,0},{1,0},{1,0},{1,0},{0,1},{0,1},{0,1},{0,1}}]; f = t1*t2*t3 + t1*t2*t4 + t1*t3*t4 + t2*t3*t4 ; gradf = {diff(t1,f),diff(t2,f),diff(t3,f),diff(t4,f)}; M = matrix { {s1,s2,s3,s4}, gradf }; multidegree saturate( minors(2,M), ideal(gradf) ) This method works only for small examples because the command saturate is slow. To compute the gradient multidegree for larger polynomials f (θ), it is better to use the formula
To count the number of points in this intersection, one can either use Gröbner bases over a finite field, or the homotopy methods supplied by numerical algebraic geometry [2] . We now turn our discussion to exponential varieties. Let f be a fixed hyperbolic polynomial with hyperbolicity cone C ⊂ R d . Consider any linear subspace L which intersects the interior of C, and we set c = dim(L). The corresponding exponential variety in CP Thus the ML degree of the exponential variety L ∇f is the cardinality of the generic fiber of π L restricted to L ∇f . This is the algebraic degree of the function that takes points in π L (K) back to their unique preimage in the nonnegative variety L ∇f 0 .
Our main result in this section relates the various notions of degrees:
Theorem 5.5. The following inequalities hold for all exponential varieties:
Moreover, the left inequality is an equality if and only if
Proof. Recall from (25) The left inequality is derived from the following well-known fact in algebraic geometry. When the center of the projection is disjoint from the variety, then the degree of the variety equals the product of the degree of the map and the degree of the image. Moreover, when the center of the projection intersects the variety, the product of the cardinality of the generic fiber times the degree of the image is strictly smaller than the degree of the variety. In our situation, the center of the projection π L is L ⊥ , which completes the proof of the theorem.
We now offer an illustration of this result with two combinatorial examples. 
This implies, for instance, that MLdegree(
We especially note that the gradient map ∇g is 26-to-1 whereas ∇f is birational. ♦ Example 5.7. Various cases of equality in Theorem 5.5 occur for Gaussian graphical models on four nodes. Here d = 10 and f (θ) is the determinant of a symmetric 4 × 4-matrix (θ ij ).
• Let c = 10 and L = R 10 the complete model K 4 . The degrees in (26) are 1 = 1 = 1.
• Let c = 8 and L = {θ 13 =θ 24 =0} the 4-cycle model. The degrees in (26) are 5 < 9 = 9.
• Let c = 3 and fix the first model in [30, Table 2 ]. The degrees in (26) are 5 = 5 < 9.
• Let c = 7 and L = {θ 13 =θ 24 =θ 14 =0} the 4-chain. The degrees in (26) are 1 < 5 < 17.
In the remainder of this section, we examine the genericity conditions under which equality holds in the two inequalities in (26) . It is immediate from the definition of the gradient multidegree that degree(L ∇f ) = α c for generic subspaces L. From the proof of Theorem 5.5 we know that the left inequality is an equality if and only if L ∇f ∩ L ⊥ = ∅. We believe that this holds for all polynomials f when L is generic, but we are presently unable to prove it.
Conjecture 5.8. Let f be a homogeneous hyperbolic polynomial in θ 1 , . . . , θ d . Then the exponential variety L ∇f defined by a generic linear subspace L in CP d−1 has its degree equal to its ML degree. Equivalently, for generic L we have L ∇f ∩ L ⊥ = ∅.
In the following, we provide a partial result concerning the set-theoretic image, here denoted (∇f )(L). This image is a dense subset of L ∇f , but in general they may differ.
and only if L is not contained in the hyperplane tangent to the hypersurface {f = 0} at a smooth point belonging to L.
Proof. For any τ ∈ CP d−1 that does not belong to the singular locus of {f = 0}, we have
and hence
Here, F = ∇f . To prove the 'only if' direction, consider a point τ that is smooth on {f = 0}. Then the tangent hyperplane at τ is F (τ )
⊥ and therefore f (τ ) = 0. This means that L is contained in the tangent hyperplane to {f = 0} at τ .
This proposition implies that the image (∇f )(L) is disjoint from L
⊥ if and only if the singular locus of the intersection L ∩ {f = 0} is contained in the singular locus of {f = 0}. This is true for generic L by Bertini's Theorem. The following corollary identifies cases when the gradient map ∇f is regular on L. In such cases, the set-theoretic image ∇(f )(L) will be closed and hence equal to L ∇f , so we can conclude that it is generically disjoint from L ⊥ .
Corollary 5.10. If the subspace L is generic of dimension strictly smaller than the codimension of the singular locus of {f = 0}, then the ML degree equals the degree of L ∇f .
Elementary Symmetric Polynomials
Elementary symmetric polynomials form an important class of hyperbolic polynomials. In this section, we study the exponential varieties obtained by slicing their hyperbolicity cones by generic L. Our main result is the formula for the gradient multidegree in Theorem 6.2.
We write E m for the elementary symmetric polynomial of degree m in the d unknowns θ 1 , . . . , θ d , and we consider its gradient map ∇E m : CP
This is the elementary symmetric polynomial of degree m − 1 in the d − 1 unknowns θ 1 , . . . , θ i−1 , θ i+1 , . . . , θ d . The hyperbolicity cone of E m equals
This defines a hyperbolic exponential family as in Section 3. The geometry of this family (for d = 4, m = 3) was studied in Example 1.1. We shall return to this at the end of this section. See Example 3.7 and its pointer to [28] for some information on its Riesz kernel. The exponential family discussed here is not an instance of Example 4.7. Indeed, by [21, Example 5.10], the elementary symmetric polynomial E m is not a symmetric determinant whose entries are linear forms, provided 2 ≤ m ≤ d − 2. Hence our model in this section is not a linear Gaussian concentration model. In particular, the theory in [30] is not applicable.
Definition 6.1. The Eulerian number A(r, s) is the number of permutations of {1, 2, . . . , r} with precisely s ascents. We have A(r, 0) = A(r, r − 1) = 1 and the following recursion holds:
The Eulerian numbers for small r are A(3, The gradient multidegree of E m is given by a formula in terms of Eulerian numbers:
Theorem 6.2. The gradient multidegree of the elementary symmetric polynomial equals
, where
Moreover, the gradient degree of E m is just the Eulerian number
For example, the formula for d = 6, m = 3 is in (27 
The numbers α i in Theorem 6.2 are instances of the mixed Eulerian numbers. We use the following geometric interpretation of these numbers. The kth hypersimplex is the polytope
This is a (d−1)-dimensional polytope with d k
vertices. For instance, ∆ 1 is a (d−1)-simplex. For s, t > 0, the Minkowski sum s∆ k + t∆ 1 is a polytope of dimension d − 1. We consider the volume of s∆ k + t∆ 1 with respect to the normalized Lebesgue measure that is defined by vol(∆ 1 ) = 1. This volume is a homogeneous polynomial in s and t of degree d − 1.
Lemma 6.3. The combinatorial numbers α i in Theorem 6.2 satisfy
Equivalently, α i equals the mixed volume of the polytopes
where the hypersimplex ∆ m−1 appears i − 1 times and the simplex ∆ 1 appears d − i times.
. In words, the normalized volume of the hypersimplex is the Eulerian number. This is a classical result due to Laplace. Mixed volumes of hypersimplices were studied recently in [6, 25] . The formula we need is that the mixed volume of i − 1 copies of ∆ m−1 and
where ∆ m−1 appears i − 1 times and ∆ 1 appears d − i times. Croitoru gave a recursive formula for mixed Eulerian numbers in [6, Theorem 2.4.6]. One checks that the sum in (29) satisfies both, Croitoru's recursion and initial conditions. This proves the lemma.
Thus, the content of Theorem 6.2 is that the coefficients of the gradient multidegree [X Em ] are the mixed volumes in Lemma 6.3. We shall prove this using toric geometry [9] .
We decompose the gradient map as ∇E m = π • f , where f : CP Proof. We first argue that π has no base points on the dense torus of X ∆ m−1 . Equivalently, the homogenous equations We next consider the other orbits on the toric variety X ∆ m−1 . Each of these corresponds to a proper face H of ∆ m−1 . Each face H is obtained by fixing some of the coordinates at 0 or 1, so it is a hypersimplex of smaller dimension. Suppose the torus orbit corresponding to H meets the center of projection of π in a point. Then, by considering its nonzero coordinates, we obtain an inconsistent system of equations, just like in the first paragraph above. is the intersection of its ten minimal primes θ i , θ j , θ k and the five embedded primary ideals
This defines the ten coordinate lines in CP 4 , with embedded points at their intersections. ♦ Proof of Theorem 6.2. Fix the polytope P = ∆ m−1 + ∆ 1 . This is the generalized permutohedron [25] which is the convex hull of all points (2, The normal fan of P is a common refinement of the normal fans of ∆ m−1 and ∆ 1 . Hence, there are regular toric maps from X P to X ∆ m−1 and X ∆ 1 . Pulling back the line bundle L 1 (resp. O P d−1 (1)) from X ∆ m−1 (resp. X ∆ 1 ), we obtain a line bundleL 1 (resp.L 2 ) on X P . The pull-back of the system S 1 (resp. H 0 (O(1))) is a base point free systemS 1 (resp.S 2 ). As both,S 1 andS 2 , are base point free, the intersection of the zero locus of i − 1 generic sections ofS 1 and d − i generic sections ofS 2 must be contained in the dense torus of X P . The tori in all three toric varieties are naturally isomorphic. Hence the common zero locus of these sections corresponds to points of the torus of CP distinct reduced points, one for each coordinate subspace, by Corollary 6.5. This number gets subtracted from the Bézout number, and therefore
This explains the bold face numbers along the borderline diagonal for m = 7 in (28). For i > d − m + 3 the intersection is not proper in CP d−1 . It contains the base locus of S, which is the singular locus of {E m = 0}, whose dimension strictly dominates the dimension of the other components. This is an instance of excess intersection. The same issue occurs for other hyperbolic polynomials f (θ). For the Gaussian case, when f (θ) is the symmetric determinant, this is addressed in [30, Theorem 2.3] . For the elementary symmetric polynomial, we resolved this problem by passing to the toric variety X ∆ m−1 . This worked well here, thanks to Lemma 6.4. However, for other f (θ), the toric approach will not suffice. Figure 1 , is the convex hull of the surface {Q = 0} in (1). The gradient multidegree of E 3 equals
The leading coefficient tells us that the map C → K is 4-to-1. The second coefficient reveals that the surface L ∇E 3 has degree 4 whenever L is a random plane in RP 3 . However, when the plane L meets the singular locus of {E 3 = 0} then the degree of that surface will drop.
• The plane L = {θ 1 + θ 2 = 2θ 3 } contains one singular point. The variety L ∇E 3 is a cubic surface that is singular along the line {4σ 1 − σ 3 + σ 4 = 4σ 2 − σ 3 + σ 4 = 0}.
• The plane L = {θ 1 +θ 2 +θ 3 = 0} intersects {E 3 = 0} in exactly the same singular point.
But now the resulting exponential surface is a plane:
• The plane L = {θ 1 = 2θ 2 } meets {E 3 = 0} in two singular points. Now L ∇E 3 is the quadric {45σ
• The plane L = {θ 1 = 0} spanned by three singular points maps to the facet L ∇E 3 = {σ 1 = σ 2 + σ 3 + σ 4 } of the octahedron inside K that was mentioned in Example 1.1. The generic case is exhibited by the plane in Figure 2 , which is L = {θ 1 +2θ 2 +3θ 3 = 6θ 4 }. 
Finally, if L is one of the six coordinate lines, then L ∇E 3 is a point. In our picture this means that the edges of the tetrahedron in C contract to the vertices of the octahedron in K. ♦ Example 6.9. Let d = 5. It is instructive to ponder the geometry of the convex bodies C and K and how these 4-dimensional bodies encompass their various exponential varieties.
First consider m = 4. Here the situation is analogous to Examples 1.1 and 6.8. The body K consists of all points σ ∈ RP 4 where σ 5 is the sum of all entries in a positive semidefinite 4×4-matrix with diagonal (σ 1 , σ 2 , σ 3 , σ 4 ). The map from C to K is 11-to-1, since
The main component in the algebraic boundary of K is the hypersurface dual to {E 4 = 0}. This threefold has degree 8 and it touches each of the five facets of the ambient 4-simplex in a Steiner surface (1) . For a general hyperplane L ⊂ CP 4 , the exponential variety L ∇E 4 is a threefold of degree 17. If L is a general 2-plane, then L ∇E 4 is a surface of degree 9. Next consider m = 3. Now K is strictly contained in the previous body, and ∂K meets each tetrahedral facet of the ambient 4-simplex in an inscribed sphere, such as {σ
The main component in ∂K is the hypersurface dual to {E 3 = 0}, which is defined by a polynomial of degree 14 with 3060 terms. Setting σ 5 = 0, the resulting surface decomposes as twice the inscribed sphere times an irreducible surface of degree 10. This suggests that there is lots of interesting geometry yet to be discovered in the cones of sufficient statistics for the hyperbolic exponential families given by elementary symmetric polynomials for d ≥ 5. ♦
Hankel Models
The paradigm of an exponential variety is the set of symmetric matrices whose inverses satisfy certain linear constraints. These arise from the exponential family structure on the multivariate normal distributions. Here the underlying hyperbolic polynomial f (θ) is the determinant of a symmetric m × m-matrix of unknowns. The resulting linear Gaussian concentration models were studied in [30] . In this paper we encountered them in Example 4.7.
In this section we discuss a beautiful family of examples that is related to numerous topics in the mathematical sciences. The cone K L represents polynomials that are sums of squares. We shall see that the Grassmannian Gr(2, m + 1) of 2-dimensional linear subspaces of R m+1 , in its Plücker embedding in RP ( 
∨ is the cone of all nonnegative polynomials of degree 2m − 2 in one variable x; see [3, Section 3.5.1].
Hankel matrices are closely related to Toeplitz matrices. In fact, under renaming the coordinates in S m , they represent exactly the same subspace L. See [11] for an introduction to Toeplitz matrices from the engineering perspective. In statistics, Toeplitz matrices are an instance of a colored Gaussian graphical model as in [30, Section 5] . The results in this section are stated for Hankel matrices, but the story would be isomorphic for Toeplitz matrices.
To match the notation with Section 4, we now have d = and c = 2m
that is dual to the inclusion L ⊂ R d can be described as follows. We identify the domain R d with S m , now regarded as the ambient space for covariance matrices Σ = (σ ij ). We identify the target R c with the space R[x] ≤2m−2 of univariate polynomials of degree at most 2m − 2. Each symmetric matrix Σ is mapped to such a polynomial as follows:
The image K L of the positive semidefinite cone K = PD m under the map π L consists of all polynomials that are sums of squares in R[x]. Since we are in one variable, every nonnegative polynomial is a sum of squares. Hence K L is the cone of all nonnegative polynomials.
The following result is a reformulation of a well-known result in linear algebra, stating that the inverses of Hankel matrices are precisely the Bézout matrices; see [16, Section 6] . Proof. We here write Gr(2, m + 1) for the cone over the Grassmannian, so this is an affine variety of dimension 2m − 1. The Plücker coordinates on the ambient space R ( m+1 2 ) are denoted p ij for 0 ≤ i < j ≤ m, and these satisfy the quadratic Plücker relations p il p jk − p ik p jl + p ij p kl = 0 for 0 ≤ i < j < k < l ≤ m.
The degree of Gr(2, m + 1) is the Catalan number 
These linear equations have an upper triangular structure, so they can be inverted to express the Plücker coordinates p ij in terms of the Bézout coordinates σ ij . This is the promised linear change of coordinates in R ( m+1 2 ) . In particular, we can write the quadrics (32) in the σ ij .
This defines the structure of an exponential variety on the Grassmannian Gr(2, m + 1). The positive exponential variety Gr(2, m + 1) 0 consists of all solutions to (32) such that Σ = (σ ij ) is positive definite. This model is in bijection with the cone K L of nonnegative polynomials of degree at most 2m − 2 under the sufficient statistics map π L in (31). takes the set Gr(2, 5) 0 to the 7-dimensional convex cone of all nonnegative sextics. ♦ Maximum likelihood estimation means inverting the map from the positive Grassmannian Gr(2, 5) 0 onto K L . This inverse takes a nonnegative polynomial of degree 2m − 2 to the analytic center of its Gram spectrahedron [24] . We prove that this algebraic function from K L to L −1 0 has the expected degree, meaning that the left inequality in (26) holds with equality. 
+ 2
i/2 j=1 σ j,i−j+1 when i is odd. We now pass to Plücker coordinates p ij for the Grassmannian Gr(2, m + 1). The Plücker relations (32) are homogeneous with respect to the N-grading given by degree(p jk ) = j + k. By (33), the linear form i is a positive integer linear combination of all Plücker coordinates of degree i. Equivalently, in the graded poset that underlies the straightening law for Gr(2, m+ 1) as in [22, Section 14.3] , the linear form i is a positive sum of all poset elements of height i. This implies that { 1 , . . . , 2m−1 } is a linear system of parameters modulo the Stanley-Reisner ideal of that poset. That ideal is generated by the underlined leading monomials in (32). From this it follows that { 1 , . . . , 2m−1 } is a linear system of parameters modulo the ideal of Pücker relations. This is equivalent to Gr(2, m + 1) ∩ L ⊥ = ∅ in CP ( m+1 2 )−1 , as desired.
It would be very interesting to extend this analysis to Hankel matrices of polynomials in more than one variable. While we do not yet have any results to report on this problem, let us still close our paper by describing the corresponding linear Gaussian concentration model. In our view, this may become an important object for convex algebraic geometry [3, 30] .
We fix two arbitrary positive integers r and s, and we set m = For example, for r = 2, s = 3, we start with the linear subspace L ⊂ RP 20 given in (34). Its exponential variety L −1 consists of the inverses of all such Hankel matrices. This is a projective variety of dimension 14 in CP 20 , whose positive part maps bijectively onto the cone K L of all nonnegative ternary quartics. That cone was described in [27, Theorem 6.2] .
