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A procedure is given for constructing univariate compactly supported, biorthogo-
nal multiwavelets from biorthogonal scaling vectors with support in [21, 1]. A
family of biorthogonal scaling vectors is constructed using fractal interpolation
functions, and the associated biorthogonal multiwavelets are constructed. These
scaling vectors and wavelets remain biorthogonal when restricted to integer inter-
vals, making them well suited for bounded domains. © 1999 Academic Press
In this paper we consider the problem of constructing biorthogonal multiwavelets
associated with a given pair of biorthogonal scaling vectors. In particular, we consider the
case when the support of the scaling vectors is contained in [21, 1]. As observed in [6]
(see also Section 1), any multiresolution analysis generated by a compactly supported
scaling vector can be reindexed so that it is generated by a scaling vector supported in
[21, 1]. We give necessary and sufficient conditions for the existence of biorthogonal
multiwavelets supported in [21, 1] associated with biorthogonal scaling vectors supported
in [21, 1] and, in the case that such multiwavelets exist, present a procedure for their
construction. The construction of biorthogonal multiwavelets from biorthogonal scaling
vectors is equivalent to the completion of two nonsquare matrix polynomials. For a related
completion in the case of orthogonal multiwavelets see [10, 13, 14].
We also construct, using fractal interpolation functions, a two-parameter family ^, of
continuous, biorthogonal scaling vectors that contains the family of orthogonal scaling
vectors constructed in [7]. We find a one-parameter subfamily 6^ (parameterized by
21 , s , 17) of ^ such that the scaling vectors are symmetric and the associated
multiwavelets are symmetric/antisymmetric. The biorthogonal scaling vectors F and F˜
and associated multiwavelets in the case s 5 0 are shown in Figs. 2 and 3. In this case
the shift invariant space V0 generated by F is the space of continuous, piecewise linear
functions in L2(R) with half-integer knots.
Finally, we show that, due to the symmetry and support of the scaling vectors in 6^,
the scaling vectors and multiwavelets in this family are easily adapted to bounded
intervals, i.e., one does not need to construct special boundary wavelets.
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This work was begun in [11]. Recently several other papers on biorthogonal multi-
wavelets have appeared, including [1, 4, 15, 16]. As we were finishing this paper, we
learned of results of Vaidyanathan and Chen [15, 16] that overlap with some of our results
in Section 2. In particular, the characterization of square biorthogonal matrices given in
Lemma 2.1 is a special case of Theorem 4.1 in [16].
1. PRELIMINARIES
Here we gather some elementary results about projections on Rn and give a brief review
of multiwavelets.
1.1. Projections and Dual Bases
A square matrix A is called a projection if A2 5 A. If X and Y are subspaces of Rn such
that X ù Y 5 {0} and X 1 Y 5 Rn, then there is a unique projection A such that range
A 5 Y and ker A 5 X. Conversely, if Y 5 range A and X 5 ker A for some projection
A, then X ù Y 5 {0} and X 1 Y 5 Rn.
The following lemma will be used to prove the existence of certain projections.
LEMMA 1.1. Let X0 , Y0 , X1 , Y1 be subspaces of Rn such that X0 , X1, Y0 , Y1,
X0 ù Y0 5 {0}, and X1 1 Y1 5 Rn. Then there exist subspaces X, Y such that
X0 , X , X1, Y0 , Y , Y1, X ù Y 5 $0%, and X 1 Y 5 Rn.
Proof. Let & denote the collection of ordered pairs (X˜ , Y˜ ) of subspaces of Rn such
that X0 , X˜ , X1, Y0 , Y˜ , Y1, and X˜ ù Y˜ 5 {0}. Note that & is nonempty since
(X0, Y0) [ &. If X˜ 1 Y˜ 5 Rn then we may choose X 5 X˜ and Y 5 Y˜ . If X˜ 1 Y˜ Þ
Rn then (since X1 1 Y1 5 Rn) there must be some u in either X1 or Y1 that is not in X˜
1 Y˜ . If u [ X1, let X˜ 9 5 X˜ 1 span u and Y˜ 9 5 Y˜ , else let Y˜ 9 5 Y˜ 1 span u and X˜ 9
5 X˜ . Then, (X˜ 9, Y˜ 9) [ & and dim(X˜ 9 1 Y˜ 9) 5 1 1 dim(X˜ 1 Y˜ ). It then follows that
there is some (X, Y) [ & such that X 1 Y 5 Rn. n
Let U and W be m-dimensional subspaces of Rn. If 8 5 (u1, . . . , um) and 0 5
(w1, . . . , wm) are bases for U and W, respectively, such that
^ui, wj& :5 ui
Twj 5 di, j, for 1 # i, j # m, (1)
then 8 and 0 are said to be biorthogonal bases (or dual bases) for U and W. With a slight
abuse of notation, we identify an m-tuple of (column) vectors in Rn (such as 8) with the
obvious n 3 m matrix. Then (1) is equivalent to 8T0 5 I. The following lemma (see,
for example [12]) gives a necessary and sufficient condition for the existence of biorthogo-
nal bases.
LEMMA 1.2. Suppose U and W are m-dimensional subspaces of Rn. There exist dual
bases for U and W if and only if U ù W' 5 {0}.
Proof. Suppose (u1, . . . , um) and (w1, . . . , wm) are dual bases for U and W. Let
z [ U ù W'. Then z 5 ¥
j51
m
^wj, z&uj 5 0, since z ' wj for j 5 1, . . . , m. Hence, U
ù W' 5 {0}.
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If U ù W' 5 {0}, then dual bases can be constructed as follows. Let 8 5 (u1, . . . ,
um) and 0 5 (w1, . . . , wm) be bases for U and W, respectively.
Suppose a [ Rm satisfies 0T8a 5 0. Then y 5 8a is in U ù W' and so y 5 0.
Since 8 (considered as a collection of vectors) is linearly independent, a 5 0. Thus, G 5
0T8 is nonsingular. Observe that 89 5 8G21 is also a basis for U and that 0T89 5
I. Hence, 89 and 0 are biorthogonal bases for U and W. n
1.2. Multiwavelets
A multiresolution analysis of multiplicity r is a nested sequence of closed linear
subspaces (Vp) in L2(R) satisfying the following:
(A) f [ Vp iff f(22p z ) [ V0 for p [ Z,






Vp is dense in L2(R),
(E) there are r functions f1, . . . , fr such that the collection of integer translates
{fs( z 2n)us 5 1, . . . , r and n [ Z} is a Riesz basis of V0.
The vector function F 5 (f1, . . . , fr)T is called a scaling vector and is said to
generate the multiresolution analysis (Vp). Since {fs(2 z 2n)us 5 1, . . . , r and n [ Z}
is a Riesz basis of V1 and V0 , V1, it follows that F satisfies a matrix-vector refinement
equation of the form
F~ x! 5 Î2 O
j[Z
CjF~2x 2 j! (2)
for some sequence of r 3 r matrices (Cj) 5 ((cs,t)j) (called scaling coefficients). Taking
the Fourier transform of (2) yields






is an (r 3 r) matrix of 2p periodic functions. The Riesz basis condition implies that the
sequence r 3 r matrices (Cj) are in l2(Z)r3r, i.e., r 3 r matrices whose elements are
in l2(Z).
In this paper, we only consider compactly supported scaling vectors F. In this case the
conditions (C) and (D) follow from (A), (B), and (D) (see [6] for the relevant references).
Also, it follows that there are only a finite number of nonzero coefficients Cj in (2). If the
scaling functions {f1, . . . , fr} are all supported in [2L, 1], then the reindexed
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multiresolution analysis (V9p) given by V9p 5 Vp11 is generated by the set of 2r scaling
functions {fs(2 z 2n), us 5 1, . . . , r; n 5 0, 1} all supported in [2L/ 2, 1]. Therefore,
without loss of (much) generality, one may assume that any compactly supported scaling
vector is supported in [21, 1]. Further, as shown in Lemma 2.1 of [6], the generators may
be assumed to be minimally supported on [21, 1]; that is, the nonzero restrictions to the
unit interval [0, 1] of the integer shifts of the scaling functions are linearly independent,
none of the scaling functions are supported in [21, 0], and all of the scaling functions are
supported in [21, 1]. In this case, the only nonzero coefficients that can occur in (2) are
C22, C21, C0, and C1.
A vector function C 5 (c1, . . . , cr)T is called a multiwavelet associated with the
scaling vector F if {fs( z 2n)us 5 1, . . . , r and n [ Z} ø {cs( z 2n)us 5 1, . . . ,
r and n [ Z} is a Riesz basis of V1. Let Wj be the closed linear span of {cs( z 2n)us 5
1, . . . , r and n [ Z}; then
Vj11 5 Vj 1 Wj, j [ Z. (5)
The density and separation conditions (C) and (D) of the definition of multiresolution
analysis imply that
Vj 5 clos span ø
k,j
Wj. (6)
Since W0 , V1, it follows that C can be expressed in the form
C~ x! 5 Î2 O
j[Z
DjF~2x 2 j! (7)
for some sequence of r 3 r matrices (Dj) 5 ((ds,t)j) (called wavelet coefficients). In the
Fourier domain







If both F and C are compactly supported, then by reindexing as above, one may assume
that F and C are supported in [21, 1]. In the case that F is minimally supported in [21,
1], the only possible nonzero coefficients in (7) are D22, D21, D0, and D1.
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1.3. Biorthogonal Multiwavelets
For (column) vector functions L and G with elements in L2(R), define
^L, G& 5 E
R
L~ x!G~ x!Tdx. (10)
A pair of scaling vectors F and F˜ is said to be biorthogonal if
^F, F˜ ~ z 2 n!& 5 d0,nI, n [ Z, (11)
that is, if the ordered bases generated by the scaling vectors are dual bases.
Suppose F and F˜ are biorthogonal scaling vectors with scaling coefficient sequences
(Cj) and (C˜ j), respectively. Define lm 5 (C2m, C2m11) and l˜m 5 (C˜ 2m, C˜ 2m11) for m [
Z. Then
^F, F˜ ~ z 2n!& 5 2^O
j[Z
CjF~2 z 2 j!, O
k[Z










Thus, a necessary condition for a pair of scaling vectors to be biorthogonal is
O
m[Z
lm1nl˜ mT 5 d0,nI, n [ Z. (12)
Now suppose the scaling vectors F and F˜ are compactly supported. Define the r 3 2r
matrix Laurent polynomials L and L˜ by
L~ z! 5 O
k[Z
lkz2k and L˜ ~ z! 5 O
k[Z
l˜kz2k. (13)
It is easy to verify that (12) is equivalent to
L~ z!L˜ ~ z21!T 5 I. (14)
We refer to L( z) and L˜ ( z) as the polyphase symbols for F and F˜ , respectively.
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A pair of multiwavelets C and C˜ is said to be biorthogonal if
2j^C~2j z !, C˜ ~2k z 2n!& 5 d0,ndj,kI, n, j, k [ Z. (15)
In the case of (uni)wavelets (i.e., r 5 1), there is a simple procedure for finding wavelets
once biorthogonal (or orthogonal) scaling functions are known. In the orthogonal multi-
wavelets case there is again a procedure (somewhat more complicated than the uniwavelet
procedure) for finding compactly supported orthogonal multiwavelets [7, 10, 13] associ-
ated with compactly supported orthogonal scaling vectors. In this paper, we give neces-
sary and sufficient conditions for the existence of biorthogonal multiwavelets supported in
[21, 1] associated with a given pair of biorthogonal scaling vectors supported in [21, 1]
and give a procedure for constructing these multiwavelets, when they exist.
Suppose C and C˜ are multiwavelets with associated scaling vectors F and F˜ and
multiresolution analyses (Vj) and (V˜ j). If C and C˜ are biorthogonal, then, using (6), it
follows that Wj 5 Vj11 ù V˜ j' and W˜ j 5 V˜ j11 ù Vj', j [ Z. So, the biorthogonality
condition (15) can be replaced by the conditions
^F~ z !, C˜ ~ z 2n!& 5 ^C~ z !, F˜ ~ z 2n!& 5 0, (16)
^C~ z !, C˜ ~ z 2n!& 5 d0,nI, ; n [ Z. (17)
Suppose C and C˜ are compactly supported with finite coefficient sequences (Dj) and
(D˜ j), respectively, and that F and F˜ are compactly supported biorthogonal scaling vectors
with coefficient sequences (Cj) and (C˜ j). Define bm 5 (D2m, D2m11), b˜ m 5 (D˜ 2m,
D˜ 2m11), and let B( z) and B˜ ( z) be the associated Laurent polynomials
B~ z! 5 O
k[Z
bkz2k and B˜ ~ z! 5 O
k[Z
b˜ kz2k. (18)
Then, as in the derivation of (12), C and C˜ are biorthogonal (i.e., satisfy (16)) if and only
if
L~ z!B˜ ~ z21!T 5 0, B~ z!L˜ ~ z21!T 5 0, and B~ z!B˜ ~ z21!T 5 I. (19)
Define
H~ z! 5 SL~ z!B~ z!D and H˜ ~ z! 5 SL˜ ~ z!B˜ ~ z!D . (20)
Then Eqs. (14) and (19) are equivalent to the single equation
H~ z!H˜ ~ z21!T 5 I. (21)
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1.4. Perfect Reconstruction Filter Banks
Biorthogonal wavelets constructed from two multiresolution analyses, generated by
biorthogonal scaling vectors F and F˜ have been shown to be associated with certain
classes of subband coding schemes (i.e., quadrature mirror filters, Fig. 1).
Such subband coding schemes constructed from compactly supported biorthogonal
scaling vectors and wavelet vectors generate perfect reconstruction filters (see [1, 3, 14]).
This perfect reconstruction condition is equivalent to showing
H˜ ~ z21!TH~ z! 5 I. (22)
Since H( z) and H˜ ( z) are square invertible matrices, the conditions specified by Eqs. (21)
and (22) are equivalent. Thus, if matrix polynomials H( z) and H˜ ( z) are constructed from
compactly supported biorthogonal scaling vectors and wavelet vectors we see that the
biorthogonality condition is equivalent to the perfect reconstruction condition (see
also [1]).
2. MULTIWAVELET CONSTRUCTION
Suppose F, F˜ are a pair of biorthogonal scaling vectors minimally supported in [21,
1] with polyphase symbols L( z) and L˜ ( z). Then L( z) and L˜ ( z) are first-order matrix
polynomials. The problem of finding biorthogonal multiwavelets associated with F and F˜
is equivalent to completing the rectangular matrices L( z) and L˜ ( z) to square matrices
H( z) and H˜ ( z) as in (20) and satisfying (21).
If the multiwavelets are supported in [21, 1] as well, then H( z) and H˜ ( z) are
polynomials of first order. The following lemma provides a characterization of square
matrix polynomials H( z) and H˜ ( z) of first order satisfying (21).
LEMMA 2.1. Suppose H(z) and H˜ (z) are t 3 t matrix polynomials of first order. Then
H~ z!H˜ ~ z21!T 5 I (23)
if and only if H(z) and H˜ (z) are of the form
H~ z! 5 H~1!~I 2 A 1 Az! and H˜ ~ z! 5 H˜ ~1!~I 2 A˜ 1 A˜ z! (24)
FIG. 1. Schematic representation of a quadrature mirror filter subband coding scheme.
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for some t 3 t matrices A, A˜ , H(1), and H˜ (1) satisfying
A˜ 5 AT, A 5 A2, and H~1!H˜ T~1! 5 I. (25)
Proof. If H( z) and H˜ ( z) satisfy Eqs. (24) and (25), then it is straightforward to verify
that H( z) and H˜ ( z) satisfy (23).
Conversely, suppose H( z) and H˜ ( z) satisfy (23). Clearly, H(1)H˜ (1)T 5 I. Let V( z) 5
H˜ (1)TH( z) and V˜ ( z) 5 H(1)TH˜ ( z). Then
V~1! 5 V˜ ~1! 5 I (26)
and
V~ z!V˜ ~ z21!T 5 I. (27)
It follows from (26) that V( z) 5 I 2 A 1 Az and V˜ ( z) 5 I 2 A˜ 1 A˜ z for some t 3
t matrices A and A˜ , and from (27) that A and A˜ satisfy conditions (25). n
LEMMA 2.2. Let L(z) 5 l0 1 l21z be an r 3 s, r , s, matrix polynomial of first order.
Let A be an s 3 s projection (i.e., A2 5 A). Then
L~ z! 5 L~1!~I 2 A 1 Az! (28)
if and only if
range A , ker l0 (29)
and
ker A , ker l21. (30)
Proof. Clearly, L( z) 5 L(1)(I 2 A 1 Az) if and only if
l0 5 L~1!~I 2 A! (31)
and
L~1! A 5 l21. (32)
Postmultiplying (31) by A gives l0A 5 0. Since L(1) 5 l0 1 l21, (32) implies l21A 5
l21. Conversely, if l0A 5 0 and l21A 5 l21, then Eqs. (31) and (32) must hold.
Clearly, l0A 5 0 is equivalent to (29) and l21A 5 l21 implies (30). Suppose (30)
holds; then range l21T , range AT. Since AT is a projection, it acts like the identity on its
range. Hence, ATl21T 5 l21T , which is equivalent to l21A 5 l21. n
The next theorem gives a characterization of biorthogonal polyphase symbols L( z) and
L˜ ( z) that can be completed to first-order square matrix polynomials H( z) and H˜ ( z).
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THEOREM 2.3. Suppose L(z) 5 l0 1 l21z and L˜ (z) 5 l˜0 1 l˜21z are r 3 s, r , s matrix
polynomials of first order. Then there are (s 2 r) 3 s first-order matrix polynomials B(z)
and B˜ (z) such that H(z) and H˜ (z), defined by
H~ z! 5 SL~ z!B~ z!D and H˜ ~ z! 5 SL˜ ~ z!B˜ ~ z!D , (33)
satisfy (23), if and only if
range l0T ù range l21T 5 $0%, range l˜ 0T ù range l˜ 21T 5 $0% (34)
and
L~ z!L˜ T~ z21! 5 I. (35)
Proof. Suppose L and L˜ satisfy (34) and (35). Let X0 5 range l˜ 0T, Y0 5 range l˜ 21T ,
X1 5 ker l21 5 (range l21T )', and Y1 5 ker l0 5 (range l0T)'. The conditions (34) imply
X0 ù Y0 5 {0} and X1 ù Y1 5 Rs. Expanding (35) and matching the coefficients of
z and z21 shows l0l˜ 21T 5 l21l˜ 0T 5 0. Thus X0 , X1 and Y0 , Y1. By Lemma 1.1 there
exist subspaces X and Y such that
range l˜ 0T , X , ~range l21T !'
range l˜ 21T , Y , ~range l0T !'
X ù Y 5 $0% and X 1 Y 5 Rs. (36)
Let A be the unique projection with range A 5 Y and ker A 5 X. Then range A , ker
l0 and ker A , ker l21. Thus, range AT , ker l˜0 and ker AT , ker l˜21. By Lemma 2.2,
L( z) 5 L(1)(I 2 A 1 Az) and L˜ ( z) 5 L˜ (1)(I 2 AT 1 ATz).
Substituting z 5 1 into (35) gives L(1)L˜ (1)T 5 I. Thus ker L(1) ù range L˜ (1)T 5
0. Since ker L(1) 5 (range L(1)T)', it follows from Lemma 1.2 that there exist dual
bases 8 5 (u1, . . . , us2r) and 9 5 (v1, . . . , vs2r) for the spaces ker L˜ (1) and ker
L(1), respectively. As in Section 1 we consider 8 (9) to be a matrix whose jth column
is uj (vj). Let B(1) 5 8T and B˜ (1) 5 9T. It is easy to verify that B(1) and B˜ (1) are
such that H(1) 5 (L(1)T, B(1)T)T and H˜ (1) 5 (L˜ (1)T, B˜ (1)T)T satisfy H(1)H˜ (1)T 5
I. Thus (23) holds by Lemma 2.1.
Now suppose H( z)H˜ ( z21)T 5 I. Then (35) holds, and Lemmas 2.1 and 2.2 imply the
existence of some projection A such that range A , ker l0, ker A , ker l21, range AT
, ker l˜0, and ker AT , ker l˜21. Taking transposes and orthogonal complements implies
range l0T , ~range A!' 5 ker AT and range l21T , ~ker A!' 5 range AT. ~37!
Since AT is a projection, range l0T ù range l21T , ker AT ù range AT 5 {0}. Similarly,
range l˜ 0T ù range l˜ 21T 5 {0}. n
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The construction of B( z) and B˜ ( z) given in the above proof is a two-stage process: (i)
Find a projection A so that L( z) 5 L(1)(I 2 A 1 Az) and L˜ ( z) 5 L˜ (1)(I 2 A 1 Az)
(this is equivalent to finding subspaces X and Y satisfying (36)). (ii) Find B(1) and B˜ (1)
so that H(1)H˜ (1)T 5 1.
3. A FAMILY OF SELF-AFFINE BIORTHOGONAL MULTIWAVELETS
Here we construct a two-parameter family of biorthogonal scaling vectors and associ-
ated multiwavelets using fractal interpolation functions. This family contains the one-
parameter family of orthogonal scaling vectors constructed in [7]. Fractal interpolation
functions were first used in wavelet constructions in [9].
3.1. Fractal Interpolation Functions
Fractal interpolation functions, introduced by Barnsley in [2], naturally arise in multi-
wavelet constructions in the following way: Let h denote the piecewise linear “hat”
function defined by h( x) 5 (1 2 uxu)1. Note that h is a scaling function with refinement
equation
h~ x! 5 ~12!h~2x 1 1! 1 h~2x! 1 ~
1
2!h~2x 2 1!, x [ R. (38)
Let C0[0, 1] denote the space of continuous functions on R whose support lies in [0, 1].
Suppose w [ C0[0, 1] is such that (h, w)T is a scaling vector. Then w must be a linear
combination of h(2 z 21), w(2 z ), and w(2 z 21); i.e., w must satisfy an inhomogeneous
refinement equation of the form
w~ x! 5 h~2x 2 1! 1 O
i50,1
siw~2x 2 i!, x [ R, (39)
for some constants s0 and s1. (We have chosen the normalization w(12) 5 1. If w(
1
2) 5
0, then w is zero at all dyadic rational points and so, by continuity, must be identically
zero.) Using w(12 n11) 5
1
2 n 1 s0w(
1
2 n) and the continuity of w at 0 implies that us0u , 1.
Similarly, using w(1 2 12 n11) 5
1
2 n 1 s1w(1 2
1
2 n), the continuity of w at 1 shows
us1u , 1.
Let r 5 max(us0u, us1u) , 1. Consider the operator Gs0,s1: C0[0, 1] 3 C0[0, 1] given
by
Gs0,s1~ f ! 5 h~2 z 21! 1 O
i50,1
si f~2 z 2i!. (40)
Then Gs0,s1 is a contraction on C0[0, 1] (in the sup norm) with contractivity r. By the
contraction mapping principle, Gs0,s1 has a unique fixed point w; i.e., w is the unique
solution of the inhomogeneous dilation equation (39).
Equation (39) may be used to calculate exact expressions for various inner products
involving w. For example,
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^w, 1& 5 ^h~2 z 21!, 1& 1 O
i50,1





2 ^w, 1& O
i50,1
si.









4~1 2 s#!~2 2 s#!
^w~ z 11!, h& 5
2 2 s0
4~1 2 s#!~2 2 s#! . (42)
Let t0, t1 [ (21, 1) and t# :5 (t0 1 t1)/ 2. Let u be the unique fixed point of Gt0,t1. As
above, we find
^u, w& 5 S23 1 2t# 2 t0
2 2 t1
2
4~1 2 t#!~2 2 t#! 1
2s# 2 s02 2 s12
4~1 2 s#!~2 2 s#!DS 12 2 s0t0 2 s1t1D . (43)
There are two interesting special cases for which w is piecewise polynomial:
● s0 5 s1 5 0 for which w 5 h(2 z 21) and
● s0 5 s1 5
1
4 for which w( x) 5 4x(1 2 x) for 0 # x # 1.
3.2. Biorthogonal Scaling Vectors
Let u and w be as above and define scaling vectors Fs0,s1 5 (f1, f2)T and F˜ t0,t1 5
(f˜ 1, f˜ 2)T by
f1 5 g~h 2 aw 2 bw~ z 1 1!! f2 5 dw (44)
f˜ 1 5 g˜~h 2 a˜u 2 b˜ u~ z 1 1!! f˜ 2 5 d˜ u, (45)
where
a 5 ^u, h&/^u, w&,
b 5 ^u~ z 1 1!, h&/^u, w&,
a˜ 5 ^w, h&/^u, w&,
b˜ 5 ^w~ z 1 1!, h&/^u, w&, (46)
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and g, d, g˜, and d˜ are chosen so that
^f1, f˜ 1& 5 gg˜S ^h, h& 2 ^h, u&^w, h& 1 ^h, u~ z 1 1!&^w~ z 1 1!, h&^u, w& D 5 1
^f2, f˜ 2& 5 dd˜ ^u, w& 5 1. (47)
Note that here we assume that the coefficients of gg˜ and dd˜ in (47) are nonzero, i.e.,
^u, w& Þ 0, (48)
and
^h, h&^u, w& 2 ^h, u&^w, h& 2 ^h, u~ z 1 1!&^w~ z 1 1!, h& Þ 0. (49)
Using Eqs. (42) and (43), we see that Eqs. (48) and (49) are, respectively, equivalent
to
8~1 2 t#!~2 2 t#!~1 2 s#!~2 2 s#! 1 3~2t# 2 t02 2 t12!~1 2 s#!~2 2 s#!
1 3~2s# 2 s02 2 s12!~1 2 t#!~2 2 t#! Þ 0 (50)
and
64~1 2 t#!~2 2 t#!~1 2 s#!~2 2 s#! 1 24~2t# 2 t02 2 t12!~1 2 s#!~2 2 s#!
1 24~2s# 2 s02 2 s12!~1 2 t#!~2 2 t#! 2 9@~2 2 t1!~2 2 s1!
1 ~2 2 s0!~2 2 t0!#~2 2 s0t0 2 s1t1! Þ 0. (51)
In Section 3.3 we restrict ourselves to the case of symmetric w and u, and, for that case,
we explicitly verify (50) and (51).
Since (44) may be inverted to solve for h and w in terms of f1 and f2 (and, similarly,
for h and u in terms of F˜ t0,t1), it follows that Fs0,s1 (respectively, F˜ t0,t1) generates the
same FSI space as (h, w)T (respectively, (h, u)T). Furthermore, since f1(0) Þ 0 and
f2(0) 5 f2(1) 5 f1(1) 5 f1(21) 5 0, it follows that
$f1x@0,1#, f
1~ z 2 1!x@0,1#, f2%
is linearly independent. Hence, the integer translates of f1 and f2 form a Riesz basis. The
density and separation conditions follows from the compact support of the F. Thus, F and
F˜ are scaling vectors if (50) and (51) hold.
By the definitions of Fs0,s1 and F˜ t0,t1 in (44)–(47), they satisfy all of the the biorthogo-
nality conditions in (11) except for
^f1, f˜ 1~ z 2 1!& 5 0 (52)
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^f1~ z 2 1!, f˜ 1~ z !& 5 0. (53)
Equations (52) and (53) are equivalent to
^h, h~ z 2 1!& 5
^h, w&^u, h~ z 2 1!&
^u, w&
(54)
^h, h~ z 2 1!& 5
^h, u&^w, h~ z 2 1!&
^u, w&
. (55)
Substituting Eqs. (42) and (43) into Eq. (54) yields (with the help of Mathematica)
0 5 8 2 12s0 1 4s02 1 24s1 2 16s0s1 1 4s12 1 6t1~22 1 3s0 2 s02 2 6s1 1 4s0s1 2 s12!
1 2t12~2 2 3s0 1 s02 1 6s1 2 4s0s1 1 s12! 1 t02~4 2 6s0 1 2s02 2 6s1 1 s0s1 1 2s12!
1 t0~24 2 36s0 1 12s02 1 6s0s1 2 6s12 1 t1~216 1 24s0 2 8s02 1 6s1 2 4s0s1 1 s12!!,
(56)
and, similarly, Eq. (55) is equivalent to (56) with the si’s and the ti’s interchanged:
0 5 8 2 12t0 1 4t02 1 24t1 2 16t0t1 1 4t12 1 6s1~22 1 3t0 2 t02 2 6t1 1 4t0t1 2 t12!
1 2s12~2 2 3t0 1 t02 1 6t1 2 4t0t1 1 t12! 1 s02~4 2 6t0 1 2t02 2 6t1 1 t0t1 1 2t12!
1 s0~24 2 36t0 1 12t02 1 6t0t1 2 6t12 1 s1~216 1 24t0 2 8t02 1 6t1 2 4t0t1 1 t12!!.
(57)
This gives a two-parameter family of biorthogonal scaling vectors:
LEMMA 3.1. Suppose F 5 Fs0,s1 and F˜ 5 F˜ t0,t1 are given by (44) and (45). Suppose
s0, s1, t0, t1 [ (21, 1) are such that (50), (51), (56), and (57) hold. Then F and F˜ are
continuous biorthogonal scaling vectors.
Remark. The family of self-affine orthogonal scaling vectors constructed in [7] can be
recovered by choosing t0 5 s0 and t1 5 s1. Then (56) and (57) become
0 5 8 1 12~s0 1 s1! 2 28~s02 1 s12! 2 14s0s1 1 6~s03 1 s13!
1 18~s02s1 1 s0s12! 1 2~s04 1 s14! 2 7~s03s1 1 s0s13!, (58)
which recovers the polynomial condition given in Lemma 3.1 of [7].
3.3. Symmetric Scaling Vectors and Symmetric/Antisymmetric Multiwavelets
We next consider the one-parameter subfamily of symmetric biorthogonal scaling
vectors Fs, F˜ s˜ obtained by choosing
46 HARDIN AND MARASOVICH
s0 5 s1 5 s t0 5 t1 5 s˜. (59)
Then u and w are symmetric about x 5 12. Substituting (59) into Eqs. (42) and (43) gives
a 5 b 5
3~1 2 s!~1 2 ss˜!
4 2 s˜ 2 s 2 2ss˜ (60)
and
a˜ 5 b˜ 5
3~1 2 s!~1 2 ss˜!
4 2 s˜ 2 s 2 2ss˜ . (61)
In this case, the conditions (48) and (49) become
^u, w& 5
4 2 s 2 s˜ 2 2ss˜
12~1 2 s!~1 2 s˜!~1 2 ss˜! Þ 0
^h, h& 2 2~^h, u&^w, h&/^u, w&! 5
7 2 4s 2 4s˜ 1 ss˜
6~4 2 s 2 s˜ 2 2ss˜! Þ 0, (62)
which can be verified using elementary inequalities and usu, us˜u , 1. In fact, it is not
difficult to verify that the expressions in (62) are positive. One choice for d, d˜, g, and g˜
is given by
d 5 d˜ 5 1/Î^u, w& 5 2Î3Î~21 1 s˜!~21 1 s!~21 1 s˜s!24 1 s˜ 1 s 1 2s˜s (63)
and
g 5 g˜ 5 Î^u, w&/~^h, h&^u, w& 2 2^h, u&^w, h&! 5 Î6Î 4 2 s˜ 2 s 2 2s˜s7 2 4s˜ 2 4s 1 s˜s . ~64!
Equations (56) and (57) reduce to the single equation
s˜ 5
1 1 2s
22 1 5s . (65)
If 21 , s , 17, then 21 , s˜ ,
1
7 and so, by Lemma (3.1), Fs and F˜ s˜ are continuous
biorthogonal scaling vectors.
Define the parameters a 5 ag(1 2 2a 2 2s)/(2d), b 5 12 2 a, c 5 ag(3 2 2a 2
2s)/(2d), d 5 a 1 s, and e 5 d/g. Using the refinement equations (38) and (39) for h
and w, and the definition (44) of F in terms of h and w, we obtain the following nonzero
dilation matrix coefficients for F:
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C22 5
1
Î2 S0 a0 0D C21 5 1Î2 Sb c0 0D
C0 5
1
Î2 S1 c0 dD C1 5 1Î2 Sb ae dD . (66)
The nonzero scaling coefficients for F˜ are
C˜ 22 5
1
Î2 S0 a˜0 0D C˜ 21 5 1Î2 Sb˜ c˜0 0D
C˜ 0 5
1
Î2 S1 c˜0 d˜D C˜ 1 5 1Î2 Sb˜ a˜e˜ d˜D , (67)
where a˜ 5 a˜g(1 2 2a˜ 2 2s˜)/(2d), b˜ 5 12 2 a˜, c˜ 5 a˜g(3 2 2a˜ 2 2s˜)/(2d), d˜ 5
a˜ 1 s˜, and e˜ 5 d/g.
Using the scaling coefficients above we get
l21 5
1
Î2 S0 a b c0 0 0 0D l0 5 1Î2 S1 c b a0 d e dD
l˜21 5
1
Î2 S0 a˜ b˜ c˜0 0 0 0D l˜0 5 1Î2 S1 c˜ b˜ a˜0 d˜ e˜ d˜D . (68)
Let v1 5 (0, a, b, c), v˜1 5 (0, a˜, b˜ , c˜), v2 5 (0, c, b, a), v˜2 5 (0, c˜, b˜ , a˜), v3 5
v˜3 5 (1, 0, 0, 0), v4 5 (0, d, e, d), and v˜4 5 (0, d˜ , e˜, d˜ ). Then the biorthonormality
(11) and properties of the support of F and F˜ imply
viv˜j
T 5 0, i Þ j, v1v˜1T 5 v2v˜2T 5 1/ 2, v3v˜3T 5 1, and v4v˜4T 5 2. ~69!
So, v1, v2, v3, v4, as well as v˜1, v˜2, v˜3, v˜4, are linearly independent. Since range l21T 5
span{v1T} and range l0T 5 span{(v2 1 v3)T, v4T} it follows that range l21T ù range l0T 5
{0}. Similarly, range l˜ 21T ù range l˜ 0T 5 {0}. Hence, l0, l21, l˜0, and l˜21 satisfy (34).
Therefore, L( z) and L˜ ( z) can be extended to linear polynomials H( z) and H˜ ( z) as in
Theorem 2.3; i.e., we can find biorthogonal multiwavelets with support in [21, 1] for the
biorthogonal scaling vectors F and F˜ .
We next explicitly carry through the extension to find B( z) and B˜ ( z). Let
A 5 2v˜1Tv1. (70)
From (69) it is clear that A is a projection. Since
L~1! 5
1
Î2 Sv1 1 v2 1 v3v4 D and L˜ ~1! 5 1Î2 S v˜1 1 v˜2 1 v˜3v˜4 D , (71)
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it is easy to verify from (69) that L( z) 5 L(1)(I 2 A 1 Az) and L˜ ( z) 5 L˜ (1)(I 2
AT 1 ATz).
It only remains to find B(1) and B˜ (1) that complete the matrices L(1) and L˜ (1). One
choice for the completion is given by (the completion is not unique)
B~1! 5
1
Î2 Sv1 1 v2 2 v3Î2(v1 2 v2)D
B˜ ~1! 5
1
Î2 S v˜1 1 v˜2 2 v˜3Î2(v˜1 2 v˜2)D .
This leads to the wavelet coefficients
D22 5
1
Î2 S0 a0 Î2 aD D21 5 1Î2 S b cÎ2 b Î2 cD
D0 5
1




Î2 S0 a˜0 Î2 a˜D D˜ 21 5 1Î2 S b˜ c˜Î2 b˜ Î2 c˜D
D˜ 0 5
1
Î2 S21 c˜0 2Î2 c˜D D˜ 1 5 1Î2 S b˜ a˜2Î2 b˜ 2Î2 a˜D . (73)
Note that with this choice of B(1) and B˜ (1) the wavelets c1 and c˜ 1 are symmetric and
c2 and c˜ 2 are antisymmetric about x 5 0. As in the case of the family of orthogonal
multiwavelets in [7], these biorthogonal wavelets are easily restricted to a bounded
interval with integer endpoints.
We summarize the results of this section:
THEOREM 3.2. Suppose 21 , s , 17 and s˜ is given by (65). Let Fs 5 (f1, f2)T and
F˜ s˜ 5 (f˜ 1, f˜ 2)T denote the resulting scaling vectors. Let Vp and V˜ p denote the multireso-
lution analyses generated by Fs and F˜ s˜, respectively. Then
● Fs and F˜ s˜ are continuous biorthogonal scaling vectors with scaling coefficients
given in (66) and (67), respectively.
● f1 and f˜ 1 are symmetric about x 5 0 and f2 and f˜ 2 are symmetric about x 5 12.
● The hat function h is in both V0 and V˜ 0. Thus the scaling vectors Fs and F˜ s˜ have
approximation order 2.
● There exist associated biorthogonal multiwavelets C, C˜ supported in [21, 1] with
coefficients given in (72) and (73).
● c1 and c˜ 1 are symmetric about x 5 0 and c2 and c˜ 2 are antisymmetric about
x 5 0.
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3.3.1. Examples
An important special case is given by s 5 0 and s˜ 5 212 . Then V0 is the space of
continuous piecewise linear polynomials with half integer knots. Using (60)–(64) we
calculate a 5 23, a˜ 5 1, d 5 d˜ 5 2, and g 5 g˜ 5 =3. Then
a 5
21
6Î3 , b 5 21/6, c 5
5
6Î3 , d 5
2
3 , e 5
2
Î3
a˜ 5 0, b˜ 5
21





2 , e˜ 5
2
Î3 .
The scaling and wavelet coefficients for the resulting F and C are
C22 5
1































































The scaling and wavelet coefficients for the resulting F˜ and C˜ are
C˜ 22 5
1
















































The graphs of the biorthogonal scaling vectors F and F˜ are shown in Fig. 2, and the
graphs of the biorthogonal multiwavelets F and F˜ are shown in Fig. 3.
A second interesting example is s 5 14, in which case V0 is the space of continuous
piecewise quadratic functions with integer knots. In this case, s˜ 5 22 and so F˜ is not
continuous or even in L2(R). It is shown in [5] that F˜ is a distribution that is the second
derivative of a continuous function.
3.4. Self-Affine Biorthogonal Multiwavelets on [0, 1]
We now show (as in the case of the symmetric/antisymmetric multiwavelets con-
structed in [7]) that it is easy to use the family of symmetric/antisymmetric biorthogonal
multiwavelets and scaling vectors to construct multiresolution analyses on a bounded
interval I with integer endpoints. Without loss of generality we assume I 5 [0, 1].
FIG. 2. Graphs of the biorthogonal scaling functions {f0, f1} and {f˜ 0, f˜ 1} for s 5 0 and s˜ 5 212.
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Suppose s, s˜, Fs, F˜ s˜, Cs, and C˜ s˜ are as in Theorem 3.2. Let Vp and V˜ p denote the
multiresolution analyses generated by Fs and F˜ s˜, respectively. Let 9p 5 Vpx[0,1] and
9˜ p 5 V˜ px[0,1], and let 0p 5 9p11 ù 9˜ p' and 0˜ p 5 9˜ p11 ù 9p'. For p $ 0, define
fp,k
i :5 H2~12p!/ 2f1~2p z 2k!x@0,1# i 5 1, k 5 0, 2p22p/ 2fi~2p z 2k! i 5 2, k 5 0 or i 5 1, 2; k 5 1, . . . , 2p 2 1
and
f˜ p,k





j & 5 H 1 i 5 j, k 5 l0 otherwise,
and so {fp,ki : i 5 1, 2; k 5 0, . . . , 2p 2 1 or i 5 1, k 5 2p} and {f˜ p,ki : i 5 1,
2; k 5 0, . . . , 2p 2 1 or i 5 1, k 5 2p} are biorthonormal bases for 9p and 9˜ p,
respectively. Since 9p and V˜ p have biorthogonal bases, we have 9p ù 9˜ p' 5 {0} and,
thus, 9p11 5 9p 1 0p. Also dim 0p 5 dim 9p11 2 dim 9p 5 (2p12 1 1) 2
(2p11 1 1) 5 2p11. Hence, the 2p11 functions in 0p,
FIG. 3. Graphs of the biorthogonal wavelets {c1, c2} and {c˜ 1, c˜ 2} for s 5 0 and s˜ 5 212.
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cp,k
i :5 H2~12p!/ 2c1~2p z 2k!x@0,1# i 5 1, k 5 0, 2p 2 122p/ 2ci~2p z 2k! i 5 2, k 5 0 or i 5 1, 2; k 5 1, . . . , 2p 2 2,
and the 2p11 functions in 0˜ p,
c˜ p,k
i :5 H2~12p!/ 2c˜ 1~2p z 2k!x@0,1# i 5 1, k 5 0, 2p 2 122p/ 2c˜ i~2p z 2k! i 5 2, k 5 0 or i 5 1, 2; k 5 1, . . . , 2p 2 2,
generate biorthogonal bases for 0p and 0˜ p, respectively.
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