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Abstract
We define a family of statistics over a generic finite Coxeter system indexed by subsets of its reflections
set, and we study the corresponding generating functions, proving that they have a lot of interesting combi-
natorial properties. In particular, we prove equidistribution results, namely we investigate some conditions
in order to have that different subsets have the same associated generating function. Furthermore, some
previous results which hold for the symmetric group, are extended and generalized to any classical Weyl
group.
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1. Overview
Given a generic finite Coxeter system (W,S), one of the most celebrated combinatorial and
enumerative problems, see e.g. [14,18,20,21,28,31,35,39] and the references therein, is to study
its Poincaré polynomial W(X), and its Eulerian polynomial A(X), which are tightly associated
(in a meaning which will be explained in the following) to the reflections set T and to the gener-
ating set S of W , respectively.
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1084 A. Conflitti / Journal of Algebra 320 (2008) 1083–1098In this paper, following the ideas in [22], which investigates the same question for Sn, the
symmetric group of permutations of n objects, we generalize these polynomials considering any
generic subset T of T , and for each one we define a polynomial ΦWT (X) which is an analogue of
W(X) and A(X), and we show that for any T ⊂ T , ΦWT (X) has a lot of interesting combinatorial
properties. Furthermore, we extend and generalize the result in [22] to any classical Weyl group.
Our main results are in Section 4: studying sequences of certain Bruhat subgraphs and
Coxeter–Dynkin subgraphs linked by special isomorphisms, we investigate equidistribution
problems; namely, we study some general algebraic conditions, which we call faithful linking,
on T1 = T2 in order to guarantee {
ΦWT1(X) = ΦWT2(X),
ΦWT \T1(X) = ΦWT \T2(X).
(1)
Furthermore, we conjecture that for a couple of subsets T1,T2 ⊂ T the enumerative condition (1)
is indeed equivalent to the algebraic condition to be faithfully linked.
Finally, in Section 5 we extend and generalize the results in [22] to any classical Weyl group.
We point out that a very milder version of our combinatorial approach has been very effective
for studying several algebraic and combinatorial topics about a generic finite Coxeter system,
such as certain its representations, see [3,4], orderings, see [8,9,13], descent classes, parabolic
subgroups and generalized quotients, see [15,16].
2. Notations and preliminaries
In this section we collect some definitions, notations and results that will be used in the fol-
lowing. The cardinality of a set X will be denoted by #X , and for two sets X ,Y we denote with
X unionmulti Y the disjoint union of X and Y , and with X \ Y = {x: x ∈ X , x /∈ Y} the difference set.
For n ∈ N we let [n] = {t ∈ N: 1 t  n} = {1, . . . , n}, [0] = ∅, and [±n] = {t ∈ Z \ {0}: −n
t  n} = {±1, . . . ,±n}. Given n,m ∈ N \ {0}, nm, we let [n,m] = [m] \ [n − 1].
We refer to [36] for combinatorics notations and terminology and to [14,17,19,23,29,31,
37] for comprehensive references about Coxeter systems. In particular, given a Coxeter system
(W,S), where W is a Coxeter group with distinguished generating set S, and u ∈ W , we denote
by l(u) the length of u in W , with respect to S, i.e. the least m such that u = s1 · · · sm with sj ∈ S
(such a minimum length expression is called reduced expression for u), and
T = {usu−1: s ∈ S, u ∈ W}
the reflections set of (W,S).
Furthermore, we denote by e the identity of W , and we define the rank of (W,S) as the
cardinality of S.
We define the Coxeter–Dynkin graph of (W,S) as an undirected graph whose vertex set is S
and whose edges are the unordered pairs {s, t} such that ord(st) 3 (∞ allowed); the edges with
ord(st) 4 are labeled with that number. A Coxeter system is called irreducible if its Coxeter–
Dynkin graph is connected.
Given a pair of Coxeter systems (W1, S2), (W2, S2), we define a Coxeter–Dynkin isomorphism
as an isomorphism between the two Coxeter–Dynkin graphs, viz. a bijection ψ : S1 ∼−→S2 such
that ord(s1s2) = ord(φ(s1)φ(s2)) for any s1, s2 ∈ S1.
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D(u) = {s ∈ S: l(us) < l(u)}
its (right) descent set, and
I (u) = {t ∈ T : l(ut) < l(u)}
its (right) reflections set.
It is well known that l(u) = #I (u).
We always assume that (W,S) is partially ordered by strong Bruhat order. We recall (see
e.g. [14, Chapter 2] or [31, §5.9]) that this means that if u,v ∈ W , u < v if and only if there exist
n ∈ N and t1, . . . , tn ∈ T such that
v = ut1 · · · tn,
l(ut1 · · · tj+1) > l(ut1 · · · tj ) for any j ∈ [n − 1].
We define the Bruhat graph of (W,S) as the directed graph whose vertex set is W and whose
edges are the ordered pairs (u, v) such that u−1v ∈ T and l(u) < l(v).
Given two Coxeter system (W1, S2), (W2, S2), we define a Bruhat isomorphism as an isomor-
phism between their Bruhat orders, viz. ψ : W1 ∼−→W2 such that u v if and only if φ(u) φ(v)
for any u,v ∈ W1; see [7,30,38] for a characterization in terms of Coxeter–Dynkin isomorphisms.
It is well known that the poset W with the strong Bruhat order has a maximum if W is finite,
see e.g. [14, §2.3]; we denote w0 such maximum element. It is easily proved that l(w0) = #T
and w20 = e.
For any J ⊂ S, subgroups WJ of W generated by the set J are called parabolic subgroups.
We denote by TJ the reflections set of WJ . Furthermore, if WJ is finite it has a top element in
the Bruhat order which we denote w0(J ).
Parabolic subgroups have complete systems of combinatorially distinguished coset represen-
tatives. For any J ⊂ S we denote
WJ = {u ∈ W : D(u) ∈ S \ J}
the quotient of (W,S) with respect to J .
The following result is well known, see e.g. [14].
Proposition 1. Let (W,S) be a Coxeter system and J ⊂ S. Then
(1) The pair (WJ ,J ) is a Coxeter system, and if u = s1 · · · sr (sk ∈ S) is a reduced expression,
and u ∈ WJ , then all sk ∈ J . In particular, the function length on (W,S) agrees the function
length on (WJ ,J ), and WJ ∩ S = J .
(2) An element u belongs to WJ if and only if no reduced expression for u ends with a letter
from J .
(3) Every u ∈ W has a unique factorization u = uJ · uJ such that uJ ∈ WJ and uJ ∈ WJ , and
for this factorization l(u) = l(uJ ) + l(uJ ) holds.
(4) The Bruhat ordering on W agrees on WJ with the Bruhat ordering of the Coxeter system
(WJ ,J ).
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IT (u) =
{
z ∈ T : l(uz) < l(u)}= T ∩ I (u)
and
lT (u) = #IT (u)
for any u ∈ W ,
CWT (j) =
{
u ∈ W : lT (u) = j
}
,
and
ΦWT (X) =
∑
u∈W
XlT (u) =
#T∑
j=0
FWT (j)Xj ∈ N[X],
where FWT (j) = #CWT (j).
Note that if T = T then IT (u) = I (u) and lT (u) = l(u) for any u ∈ W , and since (W,S) is
a finite Coxeter system, viz. #W < ∞, then ΦWT (X) is the Poincaré polynomial of (W,S) (see
e.g. [39]), and if T = S and #W < ∞ then ΦWS (X) is the Eulerian polynomial of (W,S) (see
e.g. [18,20,35]).
We note that in the case of an infinite Coxeter system (W,S) with finite rank, the Eulerian
distribution ΦWS (X) =
∑
u∈W Xdes(u) does not make sense even as a formal power serie in X,
since there are only finitely many values {0, . . . ,#S} of des(u) and hence infinitely many group
elements u with the same value of des(u).
Finally, we give a very brief description of notation related to the classical Weyl groups Sn, Bn,
and Dn, which will be used in Section 4 and Section 5, and we remind to [36], [14, Chapter 8],
and [34, Chapters 7–8] for comprehensive references.
For any n  2, we denote by Sn the symmetric group of permutations of n objects, by En =
{(j, j + 1): j ∈ [n − 1]} its classical generating set, and by Tn = {(i, j): 1  i < j  n} its
reflections set.
We denote by Bn the hyperoctahedral group (also known as group of signed permutations)
of rank n, by EBn = {sB0 , sB1 , . . . , sBn−1} its set of generators, where sBj = (j, j + 1)(−j,−j −
1) for any j ∈ [n − 1], and sB0 = (−1,1), and by T Bn = {(i, j)(−i,−j): 1  i < |j |  n} ∪{(j,−j): j ∈ [n]}, its reflections set.
Finally, we denote by Dn the group of even signed permutations of rank n, by EDn =
{sD0 , sD1 , . . . , sDn−1} its set of generators, where sDj = sBj for any j ∈ [n − 1], and sD0 =
(1,−2)(2,−1), and by T Dn = {(i, j)(−i,−j): 1 i < |j | n} its reflections set.
3. General results
In this section we prove some general results about ΦWT (X) which hold for any finite Coxeter
system (W,S) and any T ⊂ T .
We note that if (W,S) = (Sn,En) then the polynomials ΦSnT (X) are the polynomials Φ(n)T (X)
studied in [22].
A. Conflitti / Journal of Algebra 320 (2008) 1083–1098 1087Theorem 2. For any finite Coxeter system (W,S) and any T ⊂ T
FWT (j) > 0
for all j = 0, . . . ,#T .
Proof. Let w0 be the maximum element in the Bruhat order of W . We fix once and for all an its
reduced expression,
w0 = sr · · · s1,
with r = l(w0) and sj ∈ S for any j ∈ [r].
Note that for definition of maximum element in the Bruhat order, I (w0) = T .
We define
tj = s1 · · · sj−1sj sj−1 · · · s1
for any j ∈ [r]. We have tj = tk if and only if j = k, because if tj = tk for some j < k then w0 =
sr · · · s1tkti = sr · · · ŝk · · · ŝj · · · s1 (i.e. sj and sk deleted), which contradicts r = l(w0). Further-
more, from Strong Exchange Condition in Coxeter systems, we get T = I (w0) = {tj : j ∈ [r]},
thus l(w0) = #T .
Hence T = {tj1, . . . , tjz} ⊂ T , with z = #T and jk < jk+1 for any k ∈ [z − 1]. We have e ∈
CWT (0) and for any k ∈ [z] we consider the element
u = sjk · · · s1 ∈ W.
We have I (u) = {tα: α ∈ [jk]} and IT (u) = {tjα : α ∈ [k]}, therefore u ∈ CWT (k) and the desired
result follows. 
Proposition 3. For any finite Coxeter system (W,S) and any T ⊂ T , the polynomial ΦWT (X) is
symmetric, i.e.
FWT (j) =FWT (#T − j)
for any j = 0, . . . ,#T .
Proof. For any z ∈ T and any u ∈ W , we have that z ∈ IT (u) if and only if uz < u in the Bruhat
order.
Let
f : W ∼−→ W,
u −→ w0u.
It is well known, see e.g. [14, §2.3], that f is an antiautomorphism of Bruhat order, therefore
uz < u if and only if w0uz > w0u so IT (f (u)) = T \ IT (u) for any T ⊂ T . 
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#W > 2), there exist T1,T2 ⊂ T such that T1 = T2 and ΦWT1(X) = ΦWT2(X).
In the sequel we examine more closely this topic, see Theorem 14, Corollary 15 and Theo-
rem 19.
Definition 4. Let (W,S) be a finite Coxeter system and T ⊂ T . We define
TM = {w0zw0: z ∈ T },
the mirrored T .
We define T ⊂ T to be self-mirrored if T = TM .
Theorem 5. For any finite Coxeter system (W,S) and any T ⊂ T ,
#T = #TM,
(TM)M = T ,
(T \ T )M = T \ TM,
and moreover
ΦWT (X) = ΦWTM (X);
in particular
ΦWT \T (X) = ΦWT \TM (X).
Proof. The first three equalities are straightforward from the definitions, taking in account that
the map
W
∼−→ W,
u −→ w0uw0
is an automorphism of Bruhat order, see e.g. [14, §2.3].
Now we prove ΦWT (X) = ΦWTM (X).
We have already noted that for any T ⊂ T , any z ∈ T , and any u ∈ W , z ∈ IT (u) if and only
if uz < u in the Bruhat order.
Consider the involution
ϕ : W ∼−→ W,
u −→ uw0.
It is well known, see e.g. [14, §2.3], that ϕ is an antiautomorphism of Bruhat order, hence,
recalling that w20 = e, z ∈ IT (u) if and only if w0zw0 /∈ ITM (ϕ(u)), therefore for any j = 0, . . . ,
t = #T = #TM , u ∈ CWT (j) if and only if ϕ(u) ∈ CWTM (t − j).
But from Proposition 3 FW (t − j) =FW (j) and the desired result follows. TM TM
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any finite Coxeter system (W,S); here we study what happens with a generic subset T ⊂ T , and
ΦWT (X).
Definition 6. Let (W,S) be a finite Coxeter system and T ⊂ T . We call(
(T1, J1), . . . , (Tr , Jr)
)
a splitting system of T if the following conditions hold:
(1) T = T1 unionmulti · · · unionmulti Tr , with Tk = ∅ for any k ∈ [r],
(2) J1, . . . , Jr ⊂ S are disjoint and such that Tk ⊂ TJk (the reflections set of the parabolic sub-
group WJk ) for any k ∈ [r],
(3) uv = vu for any u ∈ WJμ and v ∈ WJν with 1 μ = ν  r .
Theorem 7. Let (W,S) be a finite Coxeter system, and T ⊂ T with splitting system ((T1, J1), . . . ,
(Tr , Jr )). Then
ΦWT (X) = #W ·
r∏
k=1
1
#WJk
Φ
WJk
Tk (X)
holds.
Proof. Let J∗ =⊎rk=1 Jk ; then from Proposition 1 any u ∈ W can be written as u = uJ∗ · uJ∗
with uJ∗ ∈ WJ∗ and uJ∗ ∈ WJ∗ . From the identity lT (u) = lT (uJ∗) and the definition ΦWT (X) =∑
u∈W XlT (u), we have
ΦWT (X) =
#W
#WJ∗
Φ
WJ∗
T (X) =
#W∏r
k=1 #WJk
Φ
WJ∗
T (X),
because WJ∗ = WJ1 × · · · × WJr .
Therefore without loss of generality we can consider the case S =⊎rk=1 Jk , i.e. W = WJ∗ ,
viz.
(W,S) = (WJ1 , J1) × · · · × (WJr , Jr).
We prove the statement by induction on r .
Let r = 2, i.e. ((T1, J1), (T2, J2)) is a splitting system for T , and S = J1 unionmulti J2. From Propo-
sition 1 and the definition of splitting system, we have that any u ∈ W can be written as
u = u1u2 = u2u1, where u1 ∈ WJ1 and u2 ∈ WJ2 . Note that u1 ∈ WJ2 and u2 ∈ WJ1 hence
lT (u) = lT1(u1) + lT2(u2) and for any 0 k  #T = #T1 + #T2,
FWT (k) =
k∑
z=0
FWJ1T1 (z)F
WJ2
T2 (k − z),
therefore for r = 2 the desired result follows.
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We have that (
(Z1,H1), (Tr , Jr)
)
is a splitting system of T , therefore
ΦWT (X) = Φ
WH1
Z1 (X)Φ
WJr
Tr (X),
and by induction on r the desired result follows. 
Notice that by Theorem 7, it is enough to compute ΦWT (X) for irreducible Coxeter systems
(W,S). In fact the following result is a simple consequence of Theorem 7.
Corollary 8. Let (W,S) a Coxeter system with reflections set T and suppose that W = W1 ×
· · · × Wk where W1, . . . ,Wk are irreducible Coxeter system. Then for any T ⊂ T
ΦWT (X) =
k∏
j=1
Φ
Wj
Tj (X),
where Tj = T ∩ Wj for any j ∈ [k].
In our last result of this section we obtain a closed formula to compute the polynomial ΦWT (X)
in terms of sizes of generalized descent classes.
Theorem 9. For any finite Coxeter system (W,S) and any T ⊂ T ,
ΦWT (X) =
∑
J⊂T
X#J (1 − X)#(T \J )#WJ(T )
holds, where WJ
(T ) = {u ∈ W : IT (u) ⊂ J } = {u ∈ W : I (u) ⊂ T \ (T \ J )}.
Proof. Write
XlT (u) =
∑
IT (u)⊂J⊂T
X#J (1 − X)#(T \J ).
Then
ΦWT (X) =
∑
u∈W
XlT (u) =
∑
u∈W
∑
IT (u)⊂J⊂T
X#J (1 − X)#(T \J )
=
∑
J⊂T
X#J (1 − X)#(T \J )
∑
{u∈W : IT (u)⊂J }
1,
and the desired result follows. 
A. Conflitti / Journal of Algebra 320 (2008) 1083–1098 10914. Faithfully linked reflections
Now we investigate some general conditions for different subsets T1 = T2, with T1 = (T2)M ,
to have the same associated polynomial, i.e. ΦWT1(X) = ΦWT2(X). In order to do this, we need
some definitions and to prove some auxiliary results which should be of independent interest.
We remark that equidistribution results and questions are widely studied in combinatorics, see
e.g. [1,2,5,6,10–12,20,21,24–27,32,33] and the references therein.
Definition 10. Let (W,S) be a finite Coxeter system and T ⊂ T ; we define K(T ) as the minimal
subset of S such that T ⊂ TK(T ).
Moreover, we define T1,T2 ⊂ T to be faithfully linked (by ϕ) if there exists a Coxeter system
isomorphism ϕ : WK(T1) ∼←→WK(T2) such that ϕ(T1) = T2.
So, in particular, #T1 = #T2.
Note that to be faithfully linked is an equivalence relation.
For example, let n 2 and consider the Coxeter system (Sn,En): then T1 = {(a1, b1)}, T2 =
{(a2, b2)} are faithfully linked if and only if b1 − a1 = b2 − a2.
If (W,S) = (Bn,EBn ) we have that {sBj } is faithfully linked only with {sBk } for all 0  j 
k  n, any reflection {(a1, b1)(−a1,−b1)} such that 1 a1 < a1 +1 < b1  n is faithfully linked
only with {(a2, b2)(−a2,−b2)} where 1 a2 < b2  n and b1 − a1 = b2 − a2, any reflection in
the set {
(j,−j): j ∈ [3, n]}unionmulti {(j, k)(−j,−k): 1 j < −k  n} \ {(1,−2)(−1,2)}
is faithfully linked only with itself, and finally {(1,−2)(−1,2)} and {(2,−2)} are faithfully
linked because the minimal parabolic subgroup which contains them is a dihedral group.
Analogously, if (W,S) = (Dn,EDn ) with n  4 we have that {sDj } is faithfully linked only
with {sDk } for all 0 j  k  n, any reflection {(a1, b1)(−a1,−b1)} such that 1 a1 < a1 + 1 <
b1  n is faithfully linked only with {(a2, b2)(−a2,−b2)} where 1 a2 < b2  n and b1 − a1 =
b2 − a2, whereas any reflection in the set {(j, k)(−j,−k): 1 j < −k  n} \ {(1,−2)(−1,2)}
is faithfully linked only with itself.
Definition 11. Let (W,S) be a finite Coxeter system; we define J1, J2 ⊂ S to be flipped (by ψ ) if
and only if J1  J2 as Coxeter–Dynkin graphs and there exists a Coxeter–Dynkin automorphism
ψ : J1 ∪ J2 ∼−→J1 ∪ J2
such that ψ2 = id, ψ(J1 ∩ J2) = J1 ∩ J2 and ψ(J1 \ J2) = J2 \ J1.
Moreover, if ψ flips J1 and J2 we define a Coxeter system automorphism
ψ : WJ1∪J2 ∼−→WJ1∪J2
in the following way: for any u ∈ WJ1∪J2 , u = s1 · · · sr with sk ∈ J1 ∪ J2 for any k ∈ [r], ψ(u) =
ψ(s1) · · ·ψ(sr). Remark that ψ is well defined by Tits’ Word Theorem, see [19].
Therefore ψ(WJ ∩J ) = WJ ∩J and ψ((WJ ∪J )J1) = (WJ ∪J )J2 .1 2 1 2 1 2 1 2
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J1 and J2 are flipped, because there can be troubles from the eventual edges between J1 \ J2 and
J2 \ J1 in the Coxeter–Dynkin graph of J1 ∪ J2.
For example if (W,S) = (S6,E6), J1 = {(1,2), (3,4)} and J2 = {(2,3), (5,6)}, then J1  J2
but they are not flipped.
Nevertheless, in some sense it is possible to overcome these problems.
Definition 12. Let (W,S) be a finite Coxeter system and J1, J2 ⊂ S be such that J1  J2 as
Coxeter–Dynkin graphs; we define a flipping chain between J1 and J2, to be a sequence
J1 =X1 ←→X2 ←→ ·· · ←→Xn−1 ←→Xn = J2
such that
(1) Xk ⊂ S for any k ∈ [n];
(2) Xk−1 and Xk are flipped for any k ∈ [2, n].
Proposition 13. Let (W,S) be an irreducible finite Coxeter system and J1, J2 ⊂ S be such that
J1  J2 as Coxeter–Dynkin graphs; then there is a flipping chain between J1 and J2.
Proof. Without loss of generality we may assume J1 = J2 and WJ1∪J2 = WJ1 × WJ2 , and we
may also assume that (W,S) is a Coxeter system of type A, B or D and rank greater than 3,
because for the remaining cases the result can be checked by direct inspection.
Again without loss of generality, we may assume J1  J2  Ek1 × · · · × Ekr , and now assume
J1 ∪ J2 ⊂ En ⊂ S for some n 4.
We write J1 = Ek1(j1) × · · · × Ekr (jr ), where Ek(j) = {sj , . . . , sj+k−1}, sj = (j, j + 1) ∈ En
for all j and k, and jα + kα < jα+1 for any α ∈ [r − 1].
It is clear that J1 = Ek1(j1) × · · · × Ekα0 (jα0) × · · · × Ekr (jr ) and
Ek1(j1) × · · · × Ekα0 (jα0 + 1) × · · · × Ekr (jr )
are flipped if jα0 + kα + 1 < jα0+1, so there is a flipping chain between J1 and the set
Q= Ek1(z1) × · · · × Ekr (zr )
where zα + kα + 1 = zα+1 for any α ∈ [r − 1], and zr + kr = n.
Furthermore, it is easy to see that for any α ∈ [r − 1] the sets
Q= Ek1(z1) × · · · × Ekα (zα) × Ekα+1(zα + kα + 1) × · · · × Ekr (zr )
and
Ek1(z1) × · · · × Ekα+1(zα) × Ekα (zα + kα+1 + 1) × · · · × Ekr (zr )
are flipped, thus there is a flipping chain between the sets Q and
R= Eh (ω1) × · · · × Ehr (ωr),1
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ωα+1 for any α ∈ [r − 1], and ωr + hr = n.
Hence there is a flipping chain between J1 and R, and since J1  J2, there is a flipping chain
between J2 and R, therefore the desired result follows.
The others cases, J1 ∪ J2 ⊂ EBn , J1 ∪ J2 ⊂ EDn are analogous. 
Theorem 14. For any finite irreducible Coxeter system (W,S) and any T1,T2 ⊂ T faithfully
linked,
ΦWT1(X) = ΦWT2(X)
and
ΦWT \T1(X) = ΦWT \T2(X)
hold.
Proof. From Proposition 13 and Definition 10 there exists a flipping chain
K(T1) =X1 ←→X2 ←→ ·· · ←→Xn−1 ←→Xn =K(T2)
between K(T1) and K(T2). For any j ∈ [2, n], let ψj be the map which flips Xj−1 and Xj ; we
define T˜1 = T1 and T˜j = ψj(T˜j−1).
Moreover, we define Xn+1 = Xn =K(T2) and ψn+1 = ϕ ◦ ( ψn ◦ · · · ◦ ψ2)−1, where ϕ is the
map which faithfully links T1,T2: then ψn+1 = ψn+1|Xn+1 is a Coxeter–Dynkin automorphism
and T2 = ψn+1(T˜n).
Therefore, without loss of generality, we may assume K(T1) and K(T2) flipped.
We have ΦWTk (X) =
∑
u∈W X
lTk (u) and ΦW
T \Tk (X) =
∑
u∈W X
lT \Tk (u) for any k ∈ {1,2}, hence
in order to prove the statement it is enough to exhibit a bijection f : W ∼−→W such that lT1(u) =
lT2(f (u)) and lT \T1(u) = lT \T2(f (u)) for all u ∈ W .
For any k ∈ {1,2}, let Jk = K(Tk) and J = J1 ∪ J2. Then from Proposition 1 we can write
W = WJ × WJ = WJ × (WJ )J1 × WJ1 = WJ × (WJ )J2 × WJ2 .
Let ψ be the map which flips J1 and J2 and ϕ be the map which faithfully links T1 and T2;
we define
f : WJ × (WJ )J1 × WJ1 ∼−→ WJ × (WJ )J2 × WJ2,
uJ (uJ )
J1uJ1 −→ uJ ψ
(
(uJ )
J1
)
ϕ(uJ1).
Then f is a well defined bijection, and from Proposition 1 for any u ∈ W and t1 ∈ TJ1 ⊂ TJ we
have ut1 < u if and only if uJ t1 < uJ if and only if uJ1 t1 < uJ1 , and similarly for J2. Thus for any
u ∈ W , l(u) = l(uJ )+ l(uJ ) = l(uJ )+ l((uJ )J1)+ l(uJ1) = l(uJ )+ l( ψ((uJ )J1))+ l(ϕ(uJ1)) =
l(f (u)) and lT1(u) = lT1(uJ1) = lT2(ϕ(uJ1)) = lT2(f (u)), therefore lT \T1(u) = l(u) − lT1(u) =
l(f (u)) − lT2(f (u)) = lT \T2(f (u)), and the result follows. 
Note that we need the hypothesis ‘irreducible’ in Theorem 14 only to apply Proposition 13.
Anyway we remark that this is not a restrictive hypothesis by Corollary 8.
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hence the following result follows immediately.
Corollary 15. For any finite Coxeter system (W,S) and s1, s2 ∈ S
ΦWT \{s1}(X) = ΦWT \{s2}(X)
holds. Moreover if (W,S) is irreducible, then for any J1, J2 ⊂ S such that J1  J2
ΦWT \J1(X) = ΦWT \J2(X)
holds.
We note that in general it is impossible to weaken the hypothesis ‘faithfully linked’ with-
out adding other constraints; for example if (W,S) is (S4,E4) or (B4,EB4 ) and t1, t2 ∈ T then
ΦWT \{t1}(X) = ΦWT \{t2}(X) if and only if t1 and t2 are faithfully linked.
We feel that the converse of Theorem 14 also holds.
Conjecture 16. Let (W,S) be an irreducible finite Coxeter system and T1,T2 ⊂ T . Then T1 and
T2 are faithfully linked if and only if{
ΦWT1(X) = ΦWT2(X),
ΦWT \T1(X) = ΦWT \T2(X).
5. The cases W =Bn and W =Dn
In this section we concentrate on the cases W = Bn and W = Dn, proving some general
results about ΦBnT (X) and Φ
Dn
T (X).
We note that many results in [22, §4] hold for Bn and Dn as well, with essentially the same
statements. Because of the extremely close similarities in proof, we only sketch the argument.
Definition 17. For any n  2, let 1  ξ1 < ξ2  n. We define T ⊂ T Bn or T ⊂ T Dn , to be a
(ξ1, ξ2)-screen if the following conditions are satisfied:
(1) (i, j)(−i,−j) ∈ T for any ξ1  i < |j |  ξ2, and if T ⊂ T Bn , (−j, j) ∈ T for any j ∈
[ξ1, ξ2],
(2) if there exists 1  |i0| < ξ1 such that (i0, r)(−i0,−r) ∈ T for some ξ1  r  ξ2, then
(i0, r)(−i0,−r) ∈ T for all ξ1  r  ξ2,
(3) if there exists ξ2 < |j0|  n such that (r, j0)(−r,−j0) ∈ T for some ξ1  r  ξ2, then
(r, j0)(−r,−j0) ∈ T for all ξ1  r  ξ2.
We need the following lemma whose proof is straightforward from definitions.
Lemma 18. For any n  2 let θ ∈ Bn or θ ∈ Dn. Then for any σ ∈ Sn ⊂ Dn ⊂ Bn we have:
l(θσ ) = l(θ) if and only if inv(θσ ) = inv(θ) (in their window notation), and similarly l(σ θ) =
l(θ) if and only if inv(σθ) = inv(θ).
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ξ1 < ξ2  n.
Let ξ1  a1 < b1  ξ2 and ξ1  a2 < b2  ξ2 be such that b1 − a1 = b2 − a2, and T1 =
T \ {(a1, b1)(−a1,−b1)}, T2 = T \ {(a2, b2)(−a2,−b2)}.
Then
Φ
Bn
T1 (X) = Φ
Bn
T2 (X),
respectively
Φ
Dn
T1 (X) = Φ
Dn
T2 (X).
Proof. From Lemma 18 we see that the analogues of Lemma 4.13 in [22, §4] for Bn and Dn hold
as well; namely let n 2, and let T ⊂ T Bn , respectively T ⊂ T Dn , be a (ξ1, ξ2)-screen for some
1 ξ1 < ξ2  n. For any θ ∈ Bn, respectively θ ∈ Dn, let ξ1  aθ < bθ  ξ2, −n uθ < vθ  n.
We define
Ωθ =
{
aθ  j  bθ : uθ  θ(j) vθ
}
,
and let fθ ∈ Sn be any (not signed) permutation such that fθ (j) = j if j /∈ Ωθ . Then lT (θ) =
lT (θfθ ) if and only if lG(Ωθ )(θ) = lG(Ωθ )(θfθ ), where G(Ωσ ) = {(i, j)(−i,−j) ∈ Ωσ × Ωσ :
i < j}.
Taking in account it and again Lemma 18 it is not hard to see that the proof of Theorem 4.14
in [22, §4] works also in our case, and we are done. 
We note that Theorem 19 is best possible: in fact we have considered sets of the shape T \
{(a, b)(−a,−b)}, where T is a screen and 1  a < b  n, but it is impossible to weaken the
latter hypothesis, see e.g. the case n = 4. This happens because {(2,−2)} and {(1,−2)(−1,2)}
are faithfully linked, but a reflection of the shape (a,−b)(−a, b) with 1 a < b n, (a,−b) =
(1,−2), or (j,−j) with j ∈ [3, n], is faithfully linked only with itself.
Moreover, we note that the analogue of Theorem 4.15 in [22, §4] holds for Bn and Dn as well.
It is well known that for every finite irreducible Coxeter system (W,S), its Poincaré polyno-
mial ΦWT (X) =
∑
u∈W Xl(u) has a very nice factorization which is proved by homological and
geometrical techniques, see e.g. [28,31]. In [22, §4] by purely combinatorial methods we proved
a closed formula about ΦSnT (X) for some special classes of subsets T ⊂ Tn (and any n  2)
which, in particular, implies the known result about ΦSnTn (X); here we do the same for Bn as well.
Theorem 20. For any n 2 let Hn = T Bn \ T Bn−1; then for any T ⊂ T Bn−1,
Φ
Bn
T ∪Hn(X) = Φ
Bn−1
T (X) ·
X2n − 1
X − 1
holds.
Proof. We have T ∩Hn = ∅ then lT ∪H (θ) = lT (θ) + lH (θ) for any θ ∈ Bn. Thereforen n
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Bn
T ∪Hn(X) =
∑
θ∈Bn
XlT (θ)+lHn (θ)
=
n∑
j=1
( ∑
θ∈Bn
θ(n)=j
XlT (θ)+lHn (θ) +
∑
θ∈Bn
θ(n)=−j
XlT (θ)+lHn (θ)
)
=
n∑
j=1
(
Xn−j
∑
θ∈Bn
θ(n)=j
XlT (θ) + Xn+j−1
∑
θ∈Bn
θ(n)=−j
XlT (θ)
)
=
∑
θ∈Bn−1
XlT (θ) ·
( 2n−1∑
j=0
Xj
)
. 
Corollary 21. For any n 2,
Φ
Bn
T Bn
(X) =
n∏
j=1
X2j − 1
X − 1
holds.
For Dn a similar result, which indeed is the analogue of Proposition 5.4 of [22, §5] about Sn,
holds.
Theorem 22. For any n 4 let Qn = {(1, j)(−1,−j): j ∈ [±n] \ [±1]} ⊂ T Dn ; then
Φ
Dn
Qn(X) = (n − 1)!
(X2 + 1)n − (2X)n
(X − 1)2 .
Proof. We have Bn = Dn unionmulti (Bn \ Dn) and Qn ⊂ T Dn ⊂ T Bn . We define
f : Dn ∼←→Bn \ Dn
as f ([θ1, θ2, . . . , θn]) = [−θ1, θ2, . . . , θn].
It is not hard to see that f is a bijection and lQn(θ) = lQn(f (θ)) for any θ .
Hence
Φ
Dn
Qn(X) =
1
2
Φ
Bn
Qn(X) =
∑
θ∈Bn
θ(1)>0
XlQn (θ) =
n∑
j=1
∑
θ∈Bn
θ(1)=j
XlQn (θ) =
n∑
j=1
n−j∑
r=0
∑
θ∈Zj (r)
XlQn (θ)
where Zj (r) = {θ ∈ Bn: θ(1) = j, #{θ(k) < −j : k ∈ [2, n]} = r}.
It is easy to see that lQn(θ) = 2r + j − 1 for any θ ∈ Zj (r) and #Zj(r) = (n− 1)!2j−1
(
n−j
r
)
,
therefore
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Dn
Qn(X) = (n − 1)!
n∑
j=1
(2X)j−1
n−j∑
r=0
(
n − j
r
)
X2r
= (n − 1)!
n∑
j=1
(2X)j−1
(
X2 + 1)n−j
= (n − 1)!(X2 + 1)n−1 n−1∑
j=0
(
2X
X2 + 1
)j
,
and the desired result follows. 
Acknowledgment
The author would like to thank his advisor Francesco Brenti for suggesting this problem and
his helpful advice.
References
[1] R.M. Adin, F. Brenti, Y. Roichman, Descent numbers and major indices for the hyperoctahedral group, Adv. in
Appl. Math. 27 (2001) 210–224.
[2] R.M. Adin, F. Brenti, Y. Roichman, Equi-distribution over descent classes of the hyperoctahedral group, J. Combin.
Theory Ser. A 113 (6) (2006) 917–933.
[3] R.M. Adin, F. Brenti, Y. Roichman, A unified construction of Coxeter group representations (I), Adv. in Appl.
Math. 37 (1) (2006) 31–67.
[4] R.M. Adin, F. Brenti, Y. Roichman, A unified construction of Coxeter group representations (II), J. Algebra 306
(2006) 208–226.
[5] R.M. Adin, I.M. Gessel, Y. Roichman, Signed Mahonians, J. Combin. Theory Ser. A 109 (2005) 25–43.
[6] R.M. Adin, Y. Roichman, The flag major index and group actions on polynomial rings, European J. Combin. 22
(2001) 431–446.
[7] E. Bannai, Automorphisms of irreducible Weyl groups, J. Fac. Sci. Univ. Tokyo Sect. I 16 (1969) 273–286.
[8] C.D. Bennett, R.J. Blok, Partial orders generalizing the weak order on Coxeter groups, J. Combin. Theory Ser.
A 102 (2003) 331–346.
[9] C.D. Bennett, L. Evani, D. Grabiner, A simple definitions for the universal Grassmannian order, J. Combin. Theory
Ser. A 102 (2003) 347–366.
[10] D. Bernstein, MacMahon-type identities for signed even permutations, Electron. J. Combin. 11 (2004), research
paper 83, 18 pp.
[11] R. Biagioli, Major and descent statistics for the even-signed permutation group, Adv. in Appl. Math. 31 (2003)
163–179.
[12] R. Biagioli, Signed Mahonian polynomials for classical Weyl groups, European J. Combin. 27 (2006) 207–217.
[13] A. Björner, Orderings of Coxeter groups, in: Contemp. Math., vol. 34, 1984, pp. 175–195.
[14] A. Björner, F. Brenti, Combinatorics of Coxeter Groups, Grad. Texts in Math., vol. 231, Springer-Verlag, New York,
2005.
[15] A. Björner, M.L. Wachs, Generalized quotients in Coxeter groups, Trans. Amer. Math. Soc. 308 (1988) 1–37.
[16] A. Björner, M.L. Wachs, Permutation statistics and linear extensions of posets, J. Combin. Theory Ser. A 58 (1991)
85–114.
[17] N. Bourbaki, Groupes et Algèbres de Lie, Chapitres IV–VI, Éléments de mathématique, Fascicule XXXIV, Her-
mann, Paris, 1968, reprinted in Masson, Paris, 1981.
[18] F. Brenti, q-Eulerian polynomials arising from Coxeter groups, European J. Combin. 15 (1994) 417–441.
[19] K.S. Brown, Buildings, Springer-Verlag, New York, 1989.
[20] C.-O. Chow, On the Eulerian polynomials of type D, European J. Combin. 24 (2003) 391–408.
[21] B. Clarke, A note on some Mahonian statistics, Sém. Lothar. Combin. 53 (2005), Art. B53a, 5 pp.
1098 A. Conflitti / Journal of Algebra 320 (2008) 1083–1098[22] A. Conflitti, Enumerating Sn by associated transpositions and linear extensions of finite posets, Discrete Math., in
press.
[23] V.V. Deodhar, Some characterizations of Coxeter groups, Enseign. Math. (2) 32 (1986) 111–120.
[24] D. Foata, On the Netto inversion number of a sequence, Proc. Amer. Math. Soc. 19 (1968) 236–240.
[25] D. Foata, G.-N. Han, Signed words and permutations, I. A fundamental transformation, Proc. Amer. Math. Soc. 135
(2007) 31–40.
[26] D. Foata, M.-P. Schützenberger, Major index and inversion number of permutations, Math. Nachr. 83 (1978) 143–
159.
[27] D. Foata, D. Zeilberger, Denert’s permutation statistic is indeed Euler–Mahonian, Stud. Appl. Math. 83 (1990)
31–59.
[28] V. Gasharov, Factoring the Poincaré polynomials for the Bruhat order on Sn, J. Combin. Theory Ser. A 83 (1998)
159–164.
[29] H. Hiller, Geometry of Coxeter Groups, Pitman (Advanced Publishing Program), Boston/London/Melbourne, 1982.
[30] A. van den Hombergh, About the automorphisms of the Bruhat-ordering in a Coxeter group, Indag. Math. 36 (1974)
125–131.
[31] J.H. Humphreys, Reflection Groups and Coxeter Groups, Cambridge University Press, Cambridge, 1990.
[32] P.A. MacMahon, The indices of permutations and the derivation therefrom of functions of a single variable associ-
ated with the permutations of any assemblage objects, Amer. J. Math. 35 (1913) 281–322.
[33] P.A. MacMahon, Combinatory Analysis, Chelsea Publishing Company, New York, 1984.
[34] C. Musili, Representions of Finite Groups, Hindustan Book Agency, India, 1993.
[35] V. Reiner, The distribution of descent and length in a Coxeter group, Electron. J. Combin. 2 (1995), research paper
25, 20 pp.
[36] R.P. Stanley, Enumerative Combinatorics, vol. 1, Cambridge University Press, 1997.
[37] R. Suter, Coxetergruppen, Elem. Math. 52 (1997) 12–22 (in German).
[38] W.C. Waterhouse, Automorphisms of the Bruhat order on Coxeter groups, Bull. London Math. Soc. 21 (1989)
243–248.
[39] R. Winkel, A combinatorial derivation of the Poincaré polynomials of the finite irreducible Coxeter groups, Discrete
Math. 239 (2001) 83–99.
