A k-nearest neighbors (KNN) approach to the design of radar detectors is investigated. The idea is to start with either raw data or well-known radar receiver statistics as feature vector to be fed to the KNN decision rule. In the latter case, the probability of false alarm and probability of detection are characterized in closed-form; moreover, it is proved that the detector possesses the constant false alarm rate (CFAR) property and the relevant performance parameters are identified. Simulation examples are provided to illustrate the effectiveness of the proposed approach.
Introduction
The problem of radar detection has received significant attention over the past decades and is still an active field of research, mostly employing statistical signal processing techniques based on hypothesis testing theory.
The classical detection framework has been set up by Kelly in his pioneering paper [1] . He derived the generalized likelihood ratio test (GLRT) based on the cell under test (CUT), also referred to as primary data, and a set of training or secondary data; such data are supposed to be independent and identically distributed random vectors, free of signal components, and sharing with the CUT the statistical characteristics of the noise. In [2] the performance of such a detector is assessed when the actual steering vector is not aligned with the nominal one. Later, many works have addressed the problem of enhancing either the selectivity or the robustness of GLRT-based detectors to mismatches. In particular, the adaptive matched filter (AMF) [3] is a prominent example of robust detector, while the adaptive coherence estimator (ACE, also known as adaptive normalized matched filter) [4, 5] and Kelly's detector are selective receivers, i.e., they have excellent rejection capabilities of signals arriving from directions different from the nominal one.
Other detectors try to explicitly take into account rejection capabilities at the design stage, as for instance those based on the adaptive beamformer orthogonal rejection test (ABORT) [6] or related ideas [7, 8, 9, 10] .
Recently, the possibility to bring tools from machine learning to the radar context has started to be investigated. For instance, support vector machines (SVM) have been proposed for the design of radar detectors: in particular, a linear SVM approach has been adopted in [11] , that is able to detect small SNR signals in situations where a cell-averaging constant false alarm rate (CA-CFAR) scheme is unable. An SVM-based CFAR detector has also been proposed in [12] : it is robust in non-homogeneous environments including multiple targets and clutter edge. Notably, SVM-based approaches are showing their effectiveness also for detection problems outside the radar domain, namely spectrum sensing [13, 14, 15] . The k-nearest neighbors (KNN) approach has been used to detect radar signals in non-Gaussian noise [16] .
Therein, modified Kelly's and ACE stastistics are the entries of the feature vectors. The proposed detector is not CFAR, but its probability of false alarm (P f a ) is not very sensitive to unknown disturbance (clutter plus thermal noise) statistics. Finally, deep learning tools have been applied to detection, classification, and waveform generation for automotive radars [17, 18, 19] .
One of the main issues with the application of machine learning tools to radar detection is that it is generally very difficult to theoretically assess the performance of the resulting receivers. In this paper, we make a step towards this direction by investigating the potential of a novel family of detectors based on the KNN approach. The latter is in fact one of the simplest machine learning algorithms for classification, since it basically performs computation of distances with respect to a training set, followed by a count-based decision rule (e.g., majority); by contrast, SVM for instance requires to solve numerically an optimization problem to obtain the decision rule, which hampers its theoretical analysis. The contribution of the present paper is twofold. First, we statistically characterize the KNN detection procedure, providing general closed-form expressions for the probability of false alarm and probability of detection; second, we apply the proposed framework to the design and analysis of radar detectors based on different criteria (feature vectors). Numerical results are provided to illustrate the effectiveness of the detectors that can be obtained by the proposed approach.
The remaining of the paper is organized as follows. Sec. 2 sets up the KNN-based detection problem and provides a general characterization of the achievable performance. Sec. 3 is instead devoted to the design and analysis of radar detectors based on the proposed framework (derivation details reported in Appendix A). We conclude the paper in Sec. 4.
KNN-based detectors

Problem formulation
Let o ∈ O n denote the n-dimensional observation vector containing the data collected over a given space O n ; they can be in general measurements obtained through a set of sensors, information stored in a database, etc. Data are typically mapped into a lower dimensional space where some distinguishing characteristics of the observed phenomenon tend to emerge. This process is known as feature extraction and can be defined as a function F : O n → F m that maps the observation vector o ∈ O n into a feature vector x ∈ F m , i.e., x = F(o). As to F m , it represents the feature space, assumed to be an mdimensional Euclidean vector space ( · will denote the Euclidean norm). In this context, a general two-class classification problem can be formulated as the following binary hypothesis testing problem
and consists in determining whether the feature vector x is distributed ac- hypothesis is simple, i.e., completely specified, the probability of a type I error is commonly denoted probability of false alarm (P f a ). On the other hand, type II errors occur whenever the decision scheme decides for H 0 when H 1 is true (missed detection) and its probability is equal to 1 − P d with P d denoting the probability of detection, that is, the probability to decide for H 1 when H 1 holds true. Radar detectors are commonly designed to guarantee 
where
. . , m, denoting the jth feature obtained from the data under H 0 , and similarly
with
T . Fig. 1 shows a two-dimensional example. To implement the KNN-based decision rule, we associate to a given input data under test o the feature vector
T ; more precisely,
T , the elements of the training sample T (the "label" i is either 0 or 1 depending on the fact that t i belongs to T 0 or T 1 , respectively), we compute the following statistic
with N k (x) the set of the k vectors x i s closest to the test vector x according to the Euclidean norm · ("the k nearest neighbors of x"), as highlighted in Fig. 1 . Finally, H 0 or H 1 is selected according to the decision rule
where T is a chosen detection threshold. Notice that, due to the fact that the i are binary digits, the test can be equivalently re-written as
with M the greatest integer such that T ≥ M/k and # stands for "the number of". Notice also that is a discrete random variable and, hence, different values of T do not necessarily correspond to different values of P f a (for a deterministic test).
Performance assessment of KNN detectors
In this section, we provide closed-form analytical formulas for the P f a and the P d of the proposed KNN-based approach, which are useful to predict the achievable classification performance and offer some insights to interpret the classification process, as shown later in Sec. 3.
For future reference E[·] denotes the expectation operator,
For the case of a generic vector of features x, we have the following result. (2)- (3)). The following expression holds true for the probability that the KNNbased decision statistic in eq. (4) exceeds the threshold T : (1)), and I Y (y) is the indicator function of the set Y introduced to constrain the above probability to be nonzero only if y ∈ Y,
Proof. The proof relies on a proper decomposition of the event
corresponding to outcomes of the underlying random experiment that lead the KNN classifier to decide for H 0 . Obviously, P ( > T ) is the probability of the complementary of the above event. In formulas, the KNN classifier decides for H 0 only if the outcomes of the random experiment belong to
, with h ≤ k, occurs when, given a subset of h feature vectors belonging to T 0 , indexed by j 1 , . . . , j h , and a subset of N T − (k − h) feature vectors belonging to T 1 , indexed by i 1 , . . . , i N T −(k−h) , each element in the first subset is closer to the test vector x than any other element in the second subset. Thus, the event defined by eq. (6), where h = k − M , is tantamount to imposing that at most M feature vectors of T 1 belongs to N k (x). However, the elements of the (finite) union in eq. (6) are not mutually exclusive events. For this reason, we introduce the additional events
As to B 00
, it denotes the event that the h feature vectors belonging to T 0 and indexed by j 1 , . . . , j h , are the closest to x among all the vectors in the training set T 0 . Similarly,
occurs when the N T − (k − h) feature vectors, belonging to T 1 and indexed by i 1 , . . . , i N T −(k−h) , are the farthest from x among all the vectors in the training set T 1 . Using the above definitions, we define the event
and re-write eq. (6) as the union of mutually exclusive events, i.e.,
To give a concrete example, in Fig. 1 we report a possible realization of the elements in the feature space that would lead the KNN detector to decide for H 0 . In general, P ( > T ) can be obtained as the (unconditional) complementary probability of the union over all possible combinations that produce the event B j 1 :j k−M ;i 1 :i N T −M , namely as
To compute the right-hand side of the above formula, we can simply count all the possible combinations of k − M and N T − M feature vectors from T 0 and T 1 , respectively, and multiply by the probability of the event Fig. 1 by red dotted ellipses) . Then, eq. (8) can be written as
The thesis follows by observing that, conditioned on y, defined in eq. (5), the above joint probability is nonzero only if y ∈ Y and can be factorized as Proposition 1 allows one to analytically express P d and P f a in terms of the two probabilities p 0 and p 1 , which are related to elementary events in the feature space. This result is fully general and does not depend on the distribution of the data (features). We will show in the sequel that, given a specific feature vector, such a tool can be used to prove the CFAR property of the resulting detector, and to identify its relevant performance parameters.
Before proceeding, we provide a simple clarifying example. Suppose that the training data and the feature vector under test are complex normal with an expected value equal to m i under H i , i = 0, 1, and a scalar covariance matrix. It follows that the hypothesis testing problem (1) becomes
where σ 2 > 0 and I m is the m × m identity matrix. Since, conditioned on x,
we have that
and
it turns out that the norm squared of the random variables (RVs) (10) and 
Application of the KNN approach to adaptive radar detection
In this section, we demonstrate that KNN-based decision schemes can be fruitfully applied to design novel radar detectors. We recall that the wellknown problem of detecting the possible presence of a coherent return from a given CUT in range, doppler, and azimuth, is classically formulated as the following hypothesis testing problem:
where z ∈ C N ×1 , n ∈ C N ×1 , and v ∈ C N ×1 denote the received vector, the corresponding noise term, and the known steering vector of the useful target echo. The noise term is commonly modeled according to the complex normal distribution with zero mean and unknown (Hermitian) positive definite matrix C, i.e., n ∼ CN N (0, C). Modeling α ∈ C has an unknown deterministic parameter returns a complex normal distribution for z under both hypotheses; the non-zero mean of the received vector under H 1 makes it possible to discriminate between the two hypotheses, namely by resorting to the GLRT.
The above classical approach led to a number of well-known receivers following the pioneering paper by Kelly [1] , as recalled in Sec. 1; they exploit (in addition to the primary received signal z) a set of secondary data r 1 , . . . , r K S , independent of z, free of signal components, and sharing with the CUT the statistical characteristics of the noise. As already observed, in this paper we want to investigate the potential of choosing between H 0 and H 1 based on a KNN classifier. For the specific radar detection problem at hand, we consider as input data the vector obtained by stacking both primary and secondary data,
T , and define S as K S times the sample covariance matrix based on secondary data, namely
with H denoting the complex conjugate transpose. In the following we develop the KNN approach for different choices of the feature vector.
First approach: a solution based on a raw data
We propose to use as feature vector x the "whitened data" under test,
i.e.,
Moreover, in radar detection problems it is customary to assume that signals backscattered by moving targets follow a statistical model as, for instance, the one provided in the hypotheses test (12) . The availability of a model for the data introduces significant advantages in the KNN training procedure, allowing the whole training set T to be constructed artificially, without requiring any preliminary collection phase, as instead typical in the majority of machine learning problems. For the specific case at hand, we can draw N T independent realizations of the observation
der both H 0 and H 1 hypotheses. More precisely, the training data under H 0 , i.e., x 0 i , i = 1, . . . , N T , are generated assuming z, r 1 , . . . , r K S ∼ CN N (0, C) with C a preassigned (i.e., a design value) covariance matrix. Similarly, the training data under H 1 , i.e., x 1 i , i = 1, . . . , N T , are generated according to z ∼ CN N (αv, C), r 1 , . . . , r K S ∼ CN N (0, C), and based on a preassigned value of the nominal signal-to-noise ratio (SNR), defined as
The performance assessment is conducted in comparison to natural ref-
erences, namely Kelly's detector, AMF, and ACE, given by We set N = 8 and K S = 16 and generate N T = 10 3 training data for each hypothesis, so obtaining T 0 and T 1 ; for T 1 we assume design parameters f d = 0.08 and SNR = 12 dB. The KNN is implemented with k = 50 (using the Euclidean distance as metric) and the threshold is set to T = 1/2, i.e., the algorithm chooses H 1 if at least 26 out of 50 closest data belong to T 1 .
First consider the case that the actual Doppler frequency is perfectly matched to the design value. The performance of the KNN detector is compared to AMF, Kelly's detector, and ACE in Figure 2 . With the chosen parameters, we obtained P f a = 0.0048 for the KNN detector, and the threshold setting for AMF, Kelly's detector, and ACE has been performed to guarantee the same P f a . It is apparent that the proposed approach can achieve a very high P d even for reduced SNR values, that is, it is much more powerful than the competitors, including Kelly's detector which requires more than 4 dB of SNR to achieve the same performance. The results under mismatched conditions are also interesting. In particular, Fig. 3 
The results show that, although the proposed KNN-based detector experiences a significant P d loss compared to the matched case, it is anyway more powerful than Kelly's detector and close to the AMF, but with the great advantage of strong detection capabilities under matched conditions. The price to pay for this excellent performance is the loss of the CFAR property. To investigate how changes in the noise distribution affect the resulting P f a , a simulation analysis assuming a different value for the one-lag correlation coefficient, now set to 0.5, is conducted. For this setup, the resulting P f a = 0.0062, meaning that the proposed detector is quite insensitive to changes in the noise statistics, despite it does not strictly possess the CFAR property. In next section, we will show that such a property can be recovered by using a different feature vector; moreover, we will show that the same power of Kelly's detector can be obtained, but with a level of robustness or selectivity that can be controlled by tuning some design parameters.
Second approach: a CFAR solution based on known statistics
To come up with a CFAR detector, we propose to use a vector of features x obtained by stacking (compressed) statistics of some well-known radar detectors (among them we cite here AMF, Kelly's detector, ACE, Energy detector, W-ABORT, etc.). It is very important to notice that all the above statistics can be decomposed in terms of common statistics. To be more definite, consider the AMF and Kelly's detector given in the previous section; they can be decomposed as [20] t AMF =t β , t Kelly =t 1 +t (15)
More generally, all the above listed statistics share a common dependency on botht and β, which suggests that they can be conveniently stacked to construct a feature vector x having the following structure
denoting an arbitrary (nonlinear) function of the β statistic and
an arbitrary (nonnegative) diagonal matrix that introduces a set of additional degrees of freedom, better explained in the following.
For the specific choice of x given in (18), we have the following results.
T and T a training set containing 2N T independent realizations (N T under H 0 and N T under H 1 ). The probabilities p 0 x, x 0 1:k−M and p 1 x, x 1 1:N T −M given in Proposition 1 and involved in the computation of P f a and P d can be expressed in closed-form, as shown in Appendix A. Based on them, it turns out that the P f a depends upon the SNR (14) used to generate the training data, but is otherwise independent of the actual covariance matrix C, that is, the detector possesses the constant false alarm rate (CFAR) property. In addition, P d depends only upon the SNR (14) used to generate the training data, as well as on
Proof. See Appendix A.
Proposition 2 shows that, although the proposed design is quite different from the traditional approach to radar detection, and specifically that based on the GLRT or other statistical hypothesis testing tools, it is still possible to obtain a receiver with desirable properties: in particular, the CFAR property allows one to obtain the same P f a irrespective of the unknown noise statistics, which is very important in practical applications. Moreover, the performance in terms of P d depends on the classical parameters SNR and cosine squared of the angle between the nominal and actual steering vector, as in most wellknown CFAR detectors (Kelly's detector, AMF, ACE, etc.).
An additional advantage of the proposed KNN-based approach is that, by acting on the choice of the statistics in the feature vector and on their relative weights given by the diagonal matrix D, it is possible to obtain a detector that is either more robust or more selective than Kelly's detector. In particular, we illustrate in the following the performance of a detector whose feature vector is composed by the Kelly's detector and AMF, i.e.,
where eqs. (15), (16) , and (17) have been used.
In this case, we aim at obtaining a detector that is more robust than namely [20] 
In this case, the aim is to obtain a detector with intermediate performance between such two receivers, and again without loss of generality, we consider We will specialize the formulas for p 0 and p 1 by considering a feature vector of the form (18) . To this end, it will be immediately apparent that the involved RVs are the independent random quantities (t, β), As a matter of fact, we have that
Moreover, the inequality
can be re-written as where Ft1 |β 1 is the CDF oft 1 given β 1 , and f β 1 is the PDF of β 1 . This concludes the proof of the expressions given in the statement.
Following the lead of previous reasoning, it is also possible to determine the parameters P d depends on, also under mismatched conditions (i.e., a steering vector not aligned with the nominal one). In fact, to compute P d we suppose that x comes from a z containing signal plus noise and, in particular z = αp + n with p not necessarily aligned with v. It follows that
