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Abstract
This thesis studies the use of separated control surfaces attached beneath the deck of a long-span
bridge as an effective method for controlling wind induced vibrations, namely, buffeting and
fluttering, making stress on the influence of the former. In this work, a state space formulation
of the controlled bridge was developed. This formulation was analyzed varying the different
parameters involved in the structural control. As it was seen that the state space formulation
was dependent on the mean wind speed a variable gain approach was employed, showing an
efficient performance of the control algorithm on the wind design range; however in turbulent
winds the performance of the control system may not be as good as expected, in as much as the
buffeting forces have a great influence on the heaving vibration mode. Since the wind fluctuations
are a stochastic process a parametric analysis of the system was carried out, showing also that
the use of control surfaces is not a very effective system for controlling the turbulent component
of the wind.
xiv
Resumen
Esta tesis estudia el control activo de puentes de gran luz utilizando superficies de control fijadas
debajo del tablero, como un me´todo efectivo para controlar las vibraciones inducidas por el
viento, en particular, buffeting y fluttering, haciendo especialmente e´nfasis en la primera. En
este trabajo, se desarrollo´ una formulacio´n en espacio de estados la cual fue analizada variando
los diferentes para´metros involucrados en el control activo del puente. Se observo´ que esta
formulacio´n es dependiente de la velocidad media del viento, por lo tanto se utilizo´ en enfoque de
control estoca´stico con que utiliza ganancias variables, el cual demostro´ un eficiente desempen˜o en
el para el rango de velocidades de viento deseadas; sin embargo, el funcionamiento del sistema de
control no es tan bueno como se podr´ıa esperar cuando se tienen vientos altamente turbulentos,
en razo´n a que las fuerzas de buffeting tienen una gran influencia en el modo de vibracio´n vertical.
Como las fluctuaciones del viento son un proceso estoca´stico, se realizo´ un ana´lisis parame´trico del
sistema, demostrando que el uso de superficies de control no son tan eficientes como se desear´ıa
para la mitigacio´n de las vibraciones inducidas por la turbulencia del viento.
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Chapter 1
Introduction
“. . . the Tacoma Narrows bridge failure has given us invaluable information . . . It has
shown [that] every new structure which projects into new fields of magnitude in-
volves new problems for the solution of which neither theory nor practical experi-
ence furnish an adequate guide. It is then that we must rely largely on judgment
and if, as a result, errors or failures occur, we must accept them as a price for
human progress.”
Othmar Ammann,
leading bridge designer and member of the Federal Works Agency Commission
investigating the collapse of the Tacoma Narrows Bridge
Bridges are structures subjected to traffic-, seismic- and wind-induced forces. Wind forces impel
on the structure vibrations which could make collapse it: that was the case of the Brighton
Chain suspended-bridge in 1836, of a bridge over the Ohio river in West Virginia in 1854 and the
well-known case of the Tacoma Narrows Bridge (Figure 1.1) in November 7, 1940 (Billah and
Scanlan (1991)). Thenceforth, wind effects on structures have become a new topic of research,
becoming of primal importance the study of aerodynamic and aeroelastic stability of structures.
Thus, engineers, nowadays, face the problem of making each time longer bridges, which at the
same time promotes the study of wind effects on those structures.
On the other side, a recent field of concern in structural engineering is the mitigation of vibrations
1
2Figure 1.1: Collapse of the Tacoma Narrows Bridge (source Billah and Scanlan (1991))
induced by environmental loads as those caused by earthquakes and wind as a method to reduce
structural damage inasmuch as they represent a threat to human lives and the infrastructure.
Recently, active control of structures has been regarded as an effective method of hazard reduction
which has becoming increasingly popular (Yao (1972); Housner et al. (1997)). Its main idea is
that through the application of actuators and sensors the structural forces and vibrations can
be kept between serviceability and safety bounds, such that desirable performance criteria are
achieved. However, the main strides made in last years have aimed the development of structural
control for seismic protection, leaving its application to bridges subjected to wind-induced loading
in a second place (Housner et al. (1997)). Notwithstanding, some developments have been carried
out, as will be briefly discussed in the following.
1.1 Previous work
After the Tacoma Narrows Bridge collapse1, structural engineering community realized the fact
that wind stability is one of the design government criteria in long-span bridges. Ever since,
1The Tacoma Narrows had a main span of 854 m
3several strategies have been used to increase the flutter and torsional divergence velocity in
bridges. In the first suspension bridges erected after the disaster, torsional stiffening of the
truss girder was a very common strategy employed to reach aerodynamic/aeroelastic stability;
however these torsional rigid girders have large structural dead loads and also are prone to higher
wind loading than box girders (particularly drag forces), in addition to difficult and expensive
manufacturing, erecting and maintenance processes. The construction in 1966 of the Severn
Bridge (United Kingdom), showed that bridge stability could be achieved by the use of a flat-
box-aerodynamic shaped girder. Nevertheless box girder decks are not useful anymore beyond
certain span lengths. For example, the 1991-m-span-length Akashi Kaykio Bridge, built in Japan,
the up-to-date longest suspension bridge in the world, was constructed using again a torsional
rigid truss girder.
In recent years, several alternatives have been proposed to increase the wind stability of long-span
bridges: the use of tuned mass dampers (TMD) (Nobuto et al. (1988)), the use of a twin-deck
system (Richardson (1981)), the movement of the center of gravity of the deck by means of tanks
filled with water, as was implemented in the Humber Bridge in the United Kingdom (Branceleoni
(1992)), the use of active tendons (Ackkire and Preumont (1996); Bossens and Preumont (2001)),
the change of shape in the cable configuration (Astiz (1998)), the use of aerodynamic appendages
(Cobo del Arco and Aparicio (1998)) and the use of actively controlled winglets as a modification
of the latter (Raggett (1987); Wilde and Fujino (1998), Huynh and Thoft-Christensen (2001)).
Nobuto et al. (1988) studied the use of TMDs on a sectional model of a bridge deck. They placed
two TMDs on the leading and trailing edges of the girder and their frequencies were tuned to
the resulting flutter frequency, increasing in this way the flutter velocity on 14% approximately;
however the performance of the system resulted very sensible to the tuning of the TMDs.
Ackkire and Preumont (1996) and Bossens and Preumont (2001) have studied the use of active
tendons in cable-stayed brides. This method places strategically along the deck several actuators
which control the deformation of different cables, such that the actuators hinder the girder
vibration. This method is only useful for cable-stayed bridges and has the advantage that it also
is useful for controlling vibrations induced by earthquakes and traffic.
The aerodynamic appendages strategy was proposed in Raggett (1987) and Ostenfeld and Larsen
(1992). They described along general lines two methods which could serve as means of active
4control of bridges: the use of wings separated of the deck, and the use of ailerons next to the
bridge girder. Ostenfeld and Larsen (1992, 1997) also proposed the active control of these control
surfaces as a way to generate forces; the rotation of the surfaces produces the aeroelastic forces
that are used to stabilize the structure, cancelling or reducing the vibrations induced by wind
loading on the bridge. In other words, the idea proposes to attach by means of aerodynamically
shaped pylons one or two control surfaces above or below the bridge deck running parallel to
the girder and far enough from the deck that it lies in the undisturbed flow field, so that the
control surfaces modify the flow around the deck, increasing in this way the flutter speed. Cobo
del Arco and Aparicio (1998) suggested the use of winglets as aerodynamic appendages attached
to the deck, fixed or actively controlled; they located the wings in different configurations and
concluded that the use of winglets can increase the flutter speed of the bridge, however the use
of symmetrically placed wings can increase the flutter speed, but not the torsional divergence
speed, so there is a maximum length in bridges using wings as an active control method.
Kobayashi and Nagaoka (1992) reported the first experimental research of the active aerodynamic
flutter suppression on a wind tunnel test bridge model deck section with winglets positioned above
the girder, obtaining an increase of 100% on the flutter speed, based on an algorithm proposed
in Ostenfeld and Larsen (1992). They varied the angle of rotation of the wings in time as a
predetermined function of the angle of rotation of the girder, so that if the bridge is rotating
in a sinusoidal motion at a frequency ω, the flap is rotating at the same frequency but out of
phase, that is, the deck rotation is modelled as αd(t) = α0 sin(ωt) and the winglet rotation as
αw(t) = aα0 sin(ωt+ φ), where a controls the amplitude of the winglet and φ is the out-of-phase
angle between the movement of the flap and the movement of the girder; those parameters must
be carefully set by the designer.
On the other hand, Wilde and Fujino (1998) directly addressed the control of winglets to control
flutter in bridge decks using active control theory, under the assumption that there is no flow
interaction within the control surfaces and the deck, deriving a state space formula describing
the motion of a sectional model of a wind-bridge-control surfaces (BWCS) system. Since the
developed equation of motion was dependent on average wind velocity, they proposed a variable-
gain output feedback control law, defined over the possible wind velocity range in which the
bridge would be exposed to. The main assumption of Wilde and Fujino (1998), which deserves
further experimental study, is that neither the flow around the control surfaces is not disturbed
5by the presence of the deck nor by the wake of the leading flap. It is further supposed that the
flow around the deck is not disturbed by the presence of the wings, so that the total load on the
cross section can be obtained by the superposition of the load acting on the deck and the load
acting on the winglets.
Huynh and Thoft-Christensen (2001) also studied the use of control surfaces attached below
the deck. They did not address the active control of such wings, however they analyzed the
flap configuration and the flap rotation angles as parameters for analyzing the flutter velocity,
concluding that the best position of the control surfaces is one where the leading control surface
is twisted in an angle opposed in sign to the one of the deck and the trailing flap, an angle with
the same sign as the deck.
The use of ailerons next to the bridge deck, studied independently by Hansen and Thoft-
Christensen (1998) and Wilde et al. (2001), actively changes the geometry, and therefore the
aerodynamic parameters of the bridge girder, modifying the flow pattern around the girder to
lessen the wind-impelled excitation. These authors showed also that this method is an efficient
one for controlling wind-induced excitations.
1.2 Main objectives of the thesis
The publications reported to date on the use control surfaces as a method of controlling wind
induced vibrations have especially focused the control of the fluttering phenomenon using deter-
ministic approaches. Nevertheless, up to the author’s knowledge no research addressed explicitly
the interaction between self-excited and buffeting vibrations nor considered the vibrations of the
controlled bridge as parametric. For this reason, the following are the objectives of the present
work:
• Propose a linear structural stochastic control for controlling self excited and buffeting-
induced vibrations using the current approaches as a starting point.
• Analyze the stability of the uncontrolled and controlled bridge using stochastic differential
equations which model the parametric vibration of the bridge caused by the wind excitation.
6Finally, it must be said, that the present study will focus exclusively on the approach of the sep-
arated control surfaces located beneath the bridge deck using a two degree of freedom structural
model (pitching and heaving modes).
1.3 Structure of the document
With the aim of making this document as self-contained as possible, it is included a chapter
on wind effects on bridges, a chapter on synthetic wind fields simulation, and one explaining
the simulation of the different aerodynamic and aeroelastic parameters of a wing; also the novel
state space approach developed by Boonyapinyo et al. (1999) and Chen et al. (2000) is explained
in chapter 5; the development of the state space equations which represent the dynamics of the
BWCS system is addressed in chapter 6; next, the proposed stochastic control and the parametric
stochastic stability of the winged bridge is developed in chapters 7 and 8 respectively. The
document ends with a summary of the main results found in the research and offers suggestions
for future work.
Chapter 2
Wind effects on bridges
Bridge design must ensure that the aerodynamic1 and aeroelastic2 effects of wind will not be
present under normal serviceability conditions and that the bridge will not vibrate excessively
under gusty winds. In this way, its design must take in care several types of vibrations, among
those we have: vortex shedding induced vibrations, torsional divergence, flutter, buffeting and
galloping. In the following, a brief description of the wind-induced vibrations will be developed
after Simiu and Scanlan (1996), Morguental (2000) and Jurado and Herna´ndez (2000).
2.1 Vortex shedding induced vibrations
A bluff body inside a flow produces a wake behind it; the flow within the wake is turbulent, but
in certain intervals of the Reynolds number3 (between 250 and 2× 105) it can be observed that
the body causes a vortex trail, moving downstream, that is shed from the flow. This vortex trail,
known as von Karman vortex street (see Figure 2.1), has a periodic behaviour in time and space
which induces on the structure an oscillating force actuating perpendicularly to the flow. The
1Aerodynamic effects are those induced in a structure by the wind considering its geometry before deformation.
2Aeroelastic effects are those impelled in a structure by the wind taking seriously into account the movement
and deformation of the structure.
3The Reynolds number expresses a relationship between the inertial forces and the viscous forces present in
a flow. It is given by Re = Ulρ/µ where U is the flow speed, l expresses a characteristic length, ρ is the flow
density and µ its dynamic viscosity. When this number is small, it is said that the flow is laminar or steady ; on
the other hand, when the Re is high (greater than 105 approximately), the flow is said to be turbulent.
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8periodic frequency of this vortex trail is largely dependent on the body geometry, the speed of
the flow and the density and viscosity of the fluid. This trail of vortices induces on the structure
Figure 2.1: Von Karman vortex street (source Frandsen (2002))
a vertical (lift) force L(t), expressed by,
L(t) =
1
2
ρU2DCL sin (2piNst) (2.1)
where ρ is the air density, CL is the lift coefficient and Ns is the vortex shedding frequency.
If the body has a degree of freedom associated with a certain stiffness in the direction of the
periodic force, it will exercise an oscillation due to its inertia and the forcing action. In this
way, when the vortex shedding frequency is near the natural frequency of oscillation of the body,
a phenomenon known as resonance is produced, which has a bounded maximum amplitude.
This vortex-induced vibrations can also be experienced by bridges which in this case becomes a
serviceability problem, however it generally may be overcome by either increasing the damping or
stiffening the structure to shift the natural frequency away; this maybe done by the application
of tuned mass dampers and changing the arrangement of additional cables.
92.2 Divergence
It is an instability phenomenon usually present on structures subjected to high wind speeds, like
airplane airfoils. It is characterized by a sudden torsional movement of the structure; in this way
it can be associated to the buckling phenomenon present in columns.
2.3 Fluttering
There are various kinds of fluttering, however, here is merely discussed the one related to bridges.
The classical fluttering is an aeroelastic phenomenon in which several degrees of freedom of
a structure becomes coupled in an unstable oscillation driven by the wind (see Figure 2.2).
This movement inserts energy to the bridge during each cycle so that it neutralizes the natural
damping of the structure, thus the new system (bridge-fluid) behaves like if had an effective
negative damping, leading to a exponentially growing response, and finally driving the bridge
toward failure due to excessive deflection and stresses. It can be concluded that flutter is a
stability problem as opposed to vortex induced vibrations being a response problem. The wind
speed which causes the beginning of the fluttering phenomenon (when the effective damping
becomes zero) is known as the flutter velocity. Flutter analysis is usually based on a linear and
elastic behaviour of the compound system fluid-structure. This is justified because the bridge
oscillations are usually small. Fluttering occurs even in steady flow, so that it is recognized as a
self-exciting phenomenon. Hence, bridge design must ensure that flutter velocity will be higher
that the maximum mean wind speed present at the site. This is worth to mention that, usually
Figure 2.2: Fluttering (source Walther et al. (1988))
in physics courses it is taught that the Tacoma Narrows Bridge collapsed because of vortex
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shedding-induced resonance (it was the initial hypothesis of von Karman). However Billah and
Scanlan (1991) clearly states that it collapsed due to fluttering.
2.4 Buffeting
When the vibrations on a structure are caused by the variations on wind speed and direction
(turbulence), it is said that the structure vibrates due to buffeting. This vibrations can occur for
example when the body is inside the wake left by another body upstream. Buffeting response
does not generally lead to catastrophic failures, however, it may cause fatigue damage of the
structure and may affect the safety of passing vehicles because of excessive vibrations, hence, it
is a serviceability problem.
2.5 Galloping
Galloping is a instability usually present on slender structures such cables with an ice coating
fixed to it. This instability is characterized by an along wind oscillation of the structure with
amplitudes large many times the characteristic dimension of the structure. It is an important
issue in the design of cable-stayed bridges, and power transmission lines.
Chapter 3
Simulation of wind velocity fluctuation
fields
Wind as a natural phenomenon random in nature can be modelled as a stochastic process. As
the analysis of the structural response to wind-induced load can be carried out by means of a
Monte Carlo simulation, it is mandatory to accurately describe the random properties of wind
velocity. Wind velocity is a non-stationary process, composed of a fluctuating part u(t) and a
imposed steady part U¯ which represents the mean; the fluctuations about U¯ can be modelled
as a Gaussian ergodic stationary non-homogeneous three dimensional and multivariate (since it
varies along the span of the bridge) stochastic process. However, the simulation can be further
simplified modelling the wind velocity fluctuation field as three one-dimensional multivariate
process, with the coherence between different dimensions ignored inasmuch as the error in this
way included is frequently small.
There are several approaches for simulating sample functions from a stochastic process, among
them we have, (a) the spectral representation method, (b) the auto-regressive modelling method,
(c) the turning band method, (d) the noise shower method, (e) the scale refinement methods and
(f) the covariance decomposition method.
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3.1 The spectral representation method
The spectral representation method is widely used today. Its origin dates back to Rice (1954)
who setup the foundation of the method, however, were Shinozuka (1972) and Shinozuka and
Jan (1972) who first applied it to simulate multidimensional, multivariate, non-stationary and
non-Gaussian stochastic processes. Yang (1972, 1973) and Shinozuka (1974) made use of the
FFT technique to drastically speed up the computational efficiency of the method, applying it
also to multidimensional cases. Yamazaki and Shinozuka (1988) extended the application of the
method to the simulation of non-Gaussian stochastic fields by means of an iterative procedure,
whereas, Deodatis and Shinozuka (1989) built a method to simulate stochastic waves. Shinozuka
et al. (1989) developed a method to generate ergodic multivariate stochastic processes using the
idea of double-indexing the frequencies, but this algorithm simulated sample functions which
were not ergodic. Later Deodatis (1996) further developed the spectral representation method
and used it to successfully simulate ergodic multivariate stochastic processes. Cao et al. (2000)
improved Deodatis (1996) method making it computationally more efficient in the particular case
of homogeneous processes when the cross spectral density matrix is real and used it to simulate
one-dimensional wind velocity fields on long-span bridges.
In the following lines the method is briefly summarized after Deodatis (1996) and Cao et al.
(2000). Let us consider a one dimensional n-variate (1-D,n-V) stochastic processes vector {fj(t)}
with components fj(t), j = 1, . . . , n, zero mean
E [fj(t)] = 0 j = 1, . . . , n (3.1)
and cross-spectral density matrix given by
S(ω) =

S11(ω) S12(ω) · · · S1n(ω)
S21(ω) S22(ω) · · · S2n(ω)
...
...
. . .
...
Sn1(ω) Sn2(ω) · · · Snn(ω)
 (3.2)
where Sjj(ω), j = 1, . . . , n are the power spectral density functions of the n components of the
process and Sjk(ω), j, k = 1, . . . , n, j 6= k are the corresponding cross-spectral density functions.
It can be demonstrated that S(ω) is a Hermitian and usually complex non-negative definite
matrix. Shinozuka (1972) stated that the stochastic process fj(t), j = 1, . . . , n can be simulated
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by
fj(t) =
√
2∆ω
j∑
m=1
N∑
l=1
|Hjm (ωml)| cos (ωmlt− θjm (ωml) + Φml) j = 1, . . . , n (3.3)
as N →∞, where Hjm is a component of a lower-triangular matrix H(ω), which can be obtained
by means of a Cholesky decomposition of the cross-spectral density matrix S(ω), that is,
S(ω) = H(ω)HT∗(ω) (3.4)
The elements of H(ω) can be expressed in polar form as
Hjm (ωm) = |Hjm (ω)| exp (iθjm (ω)) j = 1, . . . , n m = 1, . . . , n j ≥ m (3.5)
where i2 = −1 and
θjm (ω) = tan
−1
(
Im [Hjm (ω)]
Re [Hjm (ω)]
)
(3.6)
The double-indexing of the frequency originally proposed by Shinozuka et al. (1989) is given by
ωml =
(
l +
m
n
− 1
)
∆ω l = 1, . . . , N (3.7)
where the frequency increment ∆ω stands for
∆ω =
ωu
N
(3.8)
In the last equation, ωu is a fixed upper cutoff frequency (a constant) beyond which the elements
of the cross-spectral density matrix, Sjk are assumed to be zero, that is, |ω| = 0 for ω ≥ ωu. As
ωu is a fixed value and ∆ωN = ωu, then N →∞ as ∆ω → 0
In equation (3.3) {Φml} is a sequence of random variables uniformly distributed over the interval
[0, 2pi) which can be understood as random phase angles.
The stochastic process fj(t) simulated by equation (3.3) is periodic with period given by
T = n
2pi
∆ω
(3.9)
which indicates that the smaller ∆ω, the longer the period T of the stochastic process.
A sample function {f 0j (t)} of the stochastic process {fj(t)}, j = 1, . . . , N is obtained after
sampling values {φml} from the random variables {Φml} and taking in care that they must obey
the Nyquist’s sampling theorem condition,
∆t ≤ 2pi
2ωu
(3.10)
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in order to avoid aliasing (Mitra (1998)).
The simulation method expressed in equation (3.3) has the following properties (the reader is
referred to Deodatis (1996) for detailed proofs):
1. The ensemble expected value of the simulated stochastic process E[fj(t)] and their targets
E[f 0j (t)] are identical and equal to zero, i.e.,
E[fj(t)] = E[f
0
j (t)] = 0 j = 1, . . . , n (3.11)
2. The ensemble auto/cross correlation function Rjk(τ) of the generated stochastic process
and their targets R0jk(τ) are identical,
Rjk(τ) = R
0
jk(τ) j, k = 1, . . . , n (3.12)
where R(τ) and S(ω) are related by the Wiener-Khintchine formulas, that is,
S(ω) =
1
2pi
∫ ∞
−∞
R(τ) exp(−iωτ)dτ (3.13)
R(τ) =
∫ ∞
−∞
S(ω) exp(iωτ)dω (3.14)
3. The sample function of the generated stochastic process are bounded as follows
f 0j (t) ≤
√
2∆ω
j∑
m=1
N∑
l=1
|Hjm (ωml)| j = 1, . . . , n (3.15)
4. Each and every sample function given by (3.3) is ergodic in the mean〈
f 0j (t)
〉
T0
= E
[
f 0j (t)
]
= 0 j = 1, . . . , n when T = T0 (3.16)
and in correlation〈
f 0j (t)f
0
k (t+ τ)
〉
T0
= R0jk(τ) j, k = 1, . . . , n when T = T0 (3.17)
where the operator 〈·〉 stands for
〈g(t)〉T ≡
1
T
∫ T
0
g(t)dt (3.18)
as ∆ω → 0 and N → ∞ in (3.3) while keeping in mind that ωu = N∆ω and Sjk(ω) = 0
for |ω| ≥ ωu and j, k = 1, . . . , n.
5. The simulated stochastic process is Gaussian as N → ∞ in (3.3) because of the central
limit theorem.
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3.1.1 Generation of the one-dimensional multivariate stochastic pro-
cess using the FFT technique
By using the FFT technique, we can increase the computational efficiency of the algorithm. We
can recast (3.3) in the following form,
f 0j (p∆t) =
j∑
m=1
Re
{
gjm (q∆t) exp
(
i
(
m∆ω
n
)
(p∆t)
)}
p = 0, . . . , nM − 1 j = 1, . . . , n
(3.19)
where q ≡ mod(p,M) is the remainder of the division of p and M and
gjm (q∆t) =
M−1∑
l=0
Bjm(l∆ω) exp (i (l∆ω) (q∆t)) q = 0, . . . ,M − 1 (3.20)
with
Bjm(l∆ω) =

√
2∆ω |Hjm (ωlmn)| exp (−iθjm (ωlmn) + iφml) when 0 ≤ l ≤ N − 1
0 when N ≤ l ≤M − 1
(3.21)
for j,m = 1, . . . , n, j ≥ m and l = 0, . . . ,M − 1, where ωlmn = l∆ω + m∆ωn . The second case in
(3.21), that is, when N ≤ l ≤M − 1 accounts for the assumption that S(ω) = 0 for |ω| ≥ ωu.
The sample function f 0j (p∆t), j = 1, . . . , n stated in (3.19) is periodic with period T = 2pin/∆ω,
therefore nM∆t = 2pin/∆ω which can be written as ∆t∆ω = 2pi/M or
∆t =
2pi
∆ωM
(3.22)
Replacing the above equation in (3.20) we have
gjm (q∆t) =
M−1∑
l=0
Bjm(l∆ω) exp
(
i
2pi
M
lq
)
j,m = 1, . . . , n j ≥ m q = 0, . . . ,M − 1 (3.23)
Using (3.8), (3.10) and (3.22) the following condition is established
M ≥ 2N (3.24)
The sample function is therefore calculated using (3.19), after applying the FFT technique to
(3.23) as gjm (q∆t) is M times the inverse discrete Fourier transform of Bjm(l∆ω), resulting in
a drastically increase of the computational efficiency.
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3.1.2 Particularization of the method for generating a wind velocity
field
The method outlined above can be particularized to the case in which the random field is homo-
geneous, that is, S11(ω) = S22(ω) = · · · = Snn(ω) = S(ω). On the other hand, as the orthogonal
spectrum of wind velocity fluctuations in the atmosphere is usually neglected because it is very
small, then Sjk(ω) can usually be treated as real, and therefore S(ω) can be treated as a real
matrix. The elements of S(ω) can be expressed as
Sjj(ω) = Sj(ω) j = 1, . . . , n
Sjk(ω) =
√
Sj(ω)Sk(ω)Coh (∆jk, ω) j, k = 1, . . . , n, j 6= k
(3.25)
where Sj(ω) is the power spectral density function of the process and Coh (∆jk, ω) is known as
the coherence function between the stochastic processes f 0j (t) and f
0
k (t).
Kaimal and et. al. (1972) stated a power spectral density function which relates the longitudinal
wind velocity fluctuations at different heights,
Suu (z, ω) =
200zu2∗
U(z)
(
1 + 50 ωz
2piU(z)
)5/3 (3.26)
likewise, Simiu and Scanlan (1996) proposed a spectrum of vertical wind velocity fluctuations,
Svv (z, ω) =
3.36zu2∗
U(z)
(
1 + 10
(
ωz
2piU(z)
)5/3) (3.27)
where,
u∗ =
0.4U(z)
ln
(
z
z0
) (3.28)
and z is the height in meters, ω is the frequency in rad/s, u∗ is the friction velocity as a function
of the surface roughness in m/s, U(z) is the mean wind speed at height z in m/s and z0 is the
surface roughness.
On the other hand, Davenport (1968) suggested a model of the coherence function between the
velocity fluctuations at two different heights zj and zm (however in this case zj = zm = z),
Coh (∆jm, ω) = exp
(
− ω
2pi
Cz∆jm
1
2
(U(zj) + U(zm))
)
(3.29)
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where ∆jm is the distance between points j and m and Cz is a constant which can be fixed to
10 for structural design purposes.
Considering the case of n uniformly distributed points along the bridge span, with a distance
interval ∆ between adjacent points, then ∆jm = |j −m|∆, therefore, (3.29) can be rewritten as,
Coh (∆jm, ω) = exp
(
− ω
2pi
Cz∆
U(z)
)|j−m|
= C(ω)|j−m| (3.30)
where,
C ≡ C(ω) = exp
(
− ω
2pi
Cz∆
U(z)
)
(3.31)
Taking in mind (3.25) and (3.29), S(ω) can be recast as follows
S (ω) = S(ω)

1 C C2 · · · Cn−1
C 1 C · · · Cn−2
C2 C 1 · · · Cn−3
...
...
...
. . .
...
Cn−1 Cn−2 Cn−3 · · · 1

(3.32)
It is possible to show that S(ω) in the above equation has a correspondingH(ω) matrix, obtained
by means of Cholesky’s decomposition, as indicated by (3.4) and given by
H(ω) =
√
S(ω)G(ω) (3.33)
where,
G (ω) =

1 0
C
√
1− C2
C2 C
√
1− C2 √1− C2
C3 C2
√
1− C2 C√1− C2 √1− C2
...
...
...
...
. . .
Cn−1 Cn−2
√
1− C2 Cn−3√1− C2 Cn−4√1− C2 · · · √1− C2

(3.34)
that, is
G
jm
(ω) =

0 when 1 ≤ j ≤ m ≤ n
C |j−m| when m = 1,m ≤ j ≤ n
C |j−m|
√
1− C2 when 2 ≤ m ≤ j ≤ n
(3.35)
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inasmuch as 0 < C < 1 then
√
1− C2 > 0 and therefore H(ω) is a real matrix. In this case, it
can be proved that θjk(ω) = 0, j,m = 1, . . . , n, j ≥ k. Finally, replacing (3.33) into (3.3) we
have,
fj(t) =
√
2∆ω
j∑
m=1
N∑
l=1
√
Sjm (ωml)Gjm (ωml) cos (ωmlt+ Φml) j = 1, . . . , n (3.36)
as N →∞, therefore, (3.21) changes to,
Bjm(l∆ω) =

√
2∆ωS
(
l∆ω + m∆ω
n
)
Gjm
(
l∆ω + m∆ω
n
)
exp (iφml) when 0 ≤ l ≤ N − 1
0 when N ≤ l ≤M − 1
(3.37)
for j,m = 1, . . . , n, j ≥ m and l = 0, . . . ,M − 1.
3.2 The auto-regressive modelling method
Papoulis (1991) and Chen and Kareem (2001) describe this method. It models the multi-
correlated wind fluctuations as the output of a filtered vector Gaussian white noise w(t). The
filter in this case is a linear system described by an auto-regressive (AR) model and the input
has zero mean and identity covariance matrix. The AR model is expressed as
f(t) =
p∑
k=1
Pkf(t− k∆t) + Lw(t) (3.38)
where p is the order of the AR model, ∆t is the sampling interval and Pk for k = 1, . . . , p are
the coefficient matrices of the Yule-Walker equations :
R(j∆t) =
p∑
k=1
R((j − k)∆t)PTk , for j = 1, . . . , p (3.39)
In the last equation, R(j∆t), j = 1, . . . , p stands for the correlation matrix of the wind fluctua-
tion vector f(t). As was seen above, they can be obtained from the cross-spectral density matrix
S(ω) using the Wiener-Khintchine formula (3.14). Also, matrix L in (3.38) can be obtained from
the Cholesky decomposition,
LTL = R(0)−
p∑
k=1
PkR(k∆t) (3.40)
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The RHS of the last equation can be understood as the cross power spectral density of the
white noise input (Papoulis (1991)). The AR model can be written in terms of the controllable
canonical discrete state-space format:
xw(t) = Adwxw(t−∆t) +Bdww(t) (3.41)
f(t) = Cdwxw(t) +Ddww(t) (3.42)
where
xw(t) =

xw1(t)
xw2(t)
...
xwn(t)
 ; Adw =

0 I 0 · · · 0
0 0 I · · · 0
...
...
...
. . .
...
0 0 0 · · · I
Pp Pp−1 Pp−2 . . . P1

; Bdw =

0
0
...
I
 ; (3.43)
Cdw =
[
PpL Pp−1L · · · P1L
]
; Ddw = L (3.44)
Using the relationships,
Adw = exp(Aw∆t); Bdw = (exp(Aw∆t)− I)A−1w Bw; Cdw = Cw; Ddw = Dw (3.45)
the equivalent continuous state space representation can be obtained,
x˙w(t) = Awxw(t) +Bww(t) (3.46)
f(t) = Cwxw(t) +Dww(t) (3.47)
3.3 Generation of the wind velocity fluctuation field
An artificial wind velocity fluctuation field was simulated using the spectral representation
method. The multivariate wind field was made of 18 waves, setting the distance between consecu-
tive points as 250m. For computational reasons the parabolic camber of the deck was neglected in
the simulation, inasmuch as the assumption of a non-homogeneous multivariate process makes the
algorithm simulation, using Cao et al. (2000) approach, 148 times faster as the one by Deodatis
(1996); this is explained by the fact that wind fluctuation power spectral density is dependent on
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the height of the points. The algorithm was run on a 650 MHz-Pentium III processor with 256
MB of RAM, using MATLAB v6.0 and it took approximately 32 minutes to make the simulation.
The simulation conditions of the algorithm were as follows:
• Number of simulated points: n = 18.
• Distance between simulated points: ∆ = 250 m.
• Sampling frequency: 1
∆t
= 4 Hz.
• Upper cutoff frequency: ωu = 4pi rad/s.
• Number of divisions in frequency: N = 1024.
Kaimal’s spectrum was selected as the target power spectral density. Davenport formula was
selected as the coherence function between simulated points; in this way, those formulas require
the parameters detailed below:
• Height above the ground: z = 84 m.
• Ground surface roughness length: z0 = 0.03 m.
• Davenport’s formula constant Cz = 10.
The wind speed was set to 40 m/s. In this way, the period of the simulated multivariate stochastic
process was T = 9216 seconds. Figure 3.1 shows the first 200 seconds of the generated field
for points 1, 2 and 18 in order to distinguish the similitudes and differences among the three
realizations, while Figure 3.2 shows the auto-cross correlation functions of the realizations at
different points of the simulated multivariate stochastic process. As can be seen realizations 1
and 2 have a strong correlation between them since they are near to each other, while on the
contrary realizations 1 and 18 have a weaker correlation since they are far apart. If the simulated
points were closer among them (say ∆ = 30 m) one could see in Figure 3.1 that nearer realizations
would have a similar shape and low frequency behaviour, however here it is not the case because
there is a strong loss of coherence for ∆ = 250 m, in view of the fact that the coherence decays
exponentially with distance, as is stated by equation (3.29).
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Figure 3.1: Simulation of horizontal wind velocity fluctuations at points 1, 2 and 18, for a mean
wind velocity of 40 m/s.
Finally, Figure 3.3 shows the power spectral density check of the simulated wind velocity hori-
zontal fluctuations field. The spectrum check was made using the Yule-Walker AR method. As
can be observed, some deviations can be seen between the simulated spectra and the target at
low frequencies. However, this error is negligible.
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Figure 3.2: Auto and cross correlation functions of the simulated horizontal wind velocity fluc-
tuations at points 1, 2 and 18, for an average wind speed of 40 m/s
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Figure 3.3: Power spectral density check of the simulated wind velocity horizontal fluctuations
field, for an average wind speed of 40 m/s
Chapter 4
Aerodynamic and aeroelastic
parameters of bridge decks and airfoils
Since the infamous collapse of the Tacoma Narrows Bridge, wind engineers have made great
efforts to understand aeroelastic and aerodynamic analysis associated with long span bridges.
Many of their developments were rooted on classical analysis of aircraft airfoils. However, this is
only an approximation, because airfoils are designed to be aerodynamically efficient, inasmuch
as the flow about them is usually undisturbed; this is not the case of bridge-deck-bluff bodies.
Therefore, it is mandatory to accurately adjust airfoil theory to compensate for the differences
between the behaviour of an airfoil and a bridge deck section.
As will be seen in the following, the equations of bridge aeroelastic and aerodynamic analysis
have several coefficients which must be determined. In this chapter the analytic determination
of this coefficients is addressed.
Theodorsen’s theory
Theodorsen developed in his seminal paper of 1935 (Theodorsen (1935)) a theory used extensively
in aircraft design, which is useful for estimating the aeroelastic forces acting on a flat plate of
width B = 2b moving in a fluid at velocity U (see Figure 4.1). Using potential flow theory,
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Figure 4.1: Scheme of Theodorsen’s flat plate
Theodorsen stated that the aeroelastic (self-excited) forces, lift Lse(t) and moment Mse(t) acting
over the flat plated per unit length can expressed by (Jurado and Herna´ndez (2000)),
Lse(t) = −1
2
ρU2B
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α˙(t)+
pi
[
2F −
(
1
2
− a
)
GF +
K2a
4
]
α(t)− pi
2
K2
[
1 +
4G
K
]
h(t)
B
}
(4.1)
Mse(t) =
1
2
ρU2B2
{
piF
(
1
2
+ a
)
h˙(t)
U
− pi
2
[
1
2
(
1
2
+ a
)
−
(
1
2
+ a
)
2G
K
+ F
(
a2 − 1
4
)]
B
U
α˙(t)
+
pi
2
[
K2
4
(
a2 +
1
8
)
+ 2F
(
1
2
+ a
)
+GK
(
a2 − 1
4
)]
α(t)−
pi
2
[
K2a
2
+
(
1
2
+ a
)
2GK
]
h(t)
B
}
(4.2)
where, K = Bω/U is the reduced frequency, ω is the angular frequency of oscillation, a is
1/b times the distance which separates the mass center of inertia and the elastic center of the
wing, U is the mean wind velocity of the flow, ρ is the air density (ρ = 0.125 Kg/m3) and F
and G are the real and imaginary terms respectively of the Theodorsen’s circulation function
C(K) = F (K) + jG(K) (Jain et al. (1996)),
F ≡ F (K) = J1 (K) (J1 (K) + Y0 (K)) + Y1 (K) (Y1 (K)− J0 (K))
(J1 (K) + Y0 (K))
2 + (Y1 (K)− Y0 (K))2
G ≡ G(K) = − Y1 (K)Y0 (K) + J1 (K) J0 (K)
(J1 (K) + Y0 (K))
2 + (Y1 (K)− J0 (K))2
(4.3)
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where J0(K) and J1(K) are Bessel functions of the first kind and Y0(K) and Y1(K) are Bessel
functions of the second kind. Both functions F (K) and G(K) and plotted in Figure 4.2.
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Figure 4.2: Real and Imaginary parts of the Theodorsen’s circulatory function
As is currently recognized in bridge theory, identification of aeroelastic forces cannot be made
using the analytical approach developed by Theodorsen, as bridge decks do not have an aerody-
namic shape; instead wind tunnel test are performed to experimentally measure an appropriate
description of the deck forces-movement interaction. Scanlan and Tomko (1971) developed a set
of equations which define the aeroelastic forces in a similar way to that stated by equations (4.1)
and (4.2),
Lse(t) =
1
2
ρU2B
(
KH∗1 (K)
h˙(t)
U
+KH∗2 (K)
Bα˙(t)
U
+K2H∗3 (K)α(t) +K
2H∗4 (K)
h(t)
B
)
(4.4)
Mse(t) =
1
2
ρU2B2
(
KA∗1(K)
h˙(t)
U
+KA∗2(K)
Bα˙(t)
U
+K2A∗3(K)α(t) +K
2A∗4(K)
h(t)
B
)
(4.5)
where the coefficients H∗i (K) and A
∗
i (K), i = 1, . . . , 4 are functions dependent of the deck shape
and of the frequency of oscillation of the deck popularly known as flutter derivatives, which must
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be determined experimentally for a bridge deck section in a wind tunnel test by means of system
identification techniques, as commented in Simiu and Scanlan (1996). The drag component (the
component associated with lateral motion) is in practice usually neglected as it is not significant
compared with lift or moment forces; however, when it is included (c.f. equations (5.8), (5.9)
and (5.10)), the corresponding flutter derivatives can be estimated using quasi-steady theory, as
follows (Chen et al. (2000)),
P ∗1 (K) = −
4
K
CD (4.6)
P ∗2 (K) = −
1
K
(C ′D − CL) (4.7)
P ∗3 (K) = −
4
K2
C ′D (4.8)
P ∗4 (K) = 0 (4.9)
P ∗5 (K) =
2
K
(C ′D − CL) (4.10)
P ∗6 (K) = 0 (4.11)
H∗5 (K) =
4
K
CL (4.12)
H∗6 (K) = 0 (4.13)
A∗5(K) = −
8
K
CM (4.14)
A∗6(K) = 0 (4.15)
where CL, CD and CM are respectively the static lift, drag and moment coefficients, and C
′
D =
dCD
dα
∣∣∣
α=0
, as will be defined in Chapter 5 (c.f. page 33).
Relating equations (4.1) and (4.2) with (4.4) and (4.5) respectively, we can deduce that for a
flat plate, the flutter derivatives H∗i and A
∗
i , i = 1, . . . , 4 are expressed in terms of Theodorsen’s
circulation function as
H∗1 (K) = −
2pi
K
F (K) (4.16)
H∗2 (K) = −
pi
K
(
1 + F (K)
2
+
2G(K)
K
)
(4.17)
H∗3 (K) = −
pi
K2
(
2F (K)− KG(K)
2
)
(4.18)
H∗4 (K) =
pi
2
(
1 +
4G(K)
K
)
(4.19)
A∗1(K) =
pi
2K
F (K) (4.20)
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A∗2(K) =
pi
K
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F (K)− 1
8
+
G(K)
2K
)
(4.21)
A∗3(K) =
pi
K2
(
F (K)
2
− KG(K)
8
)
(4.22)
A∗4(K) = −
pi
2K
G(K) (4.23)
assuming that a = 0 which is valid for most bridge deck sections because of symmetry. The
corresponding airfoil flutter derivatives are plotted in Figures 4.3 and 4.4.
Finally, it must be said that Theodorsen theory is not valid for bridge deck sections because
the deck shape has not an aerodynamic shape, and therefore they are not appropriate in actual
design analysis, that is, only wind tunnel tests are suitable for determining an accurate bridge
response (Jain et al. (1996); Jurado and Herna´ndez (2000)).
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Chapter 5
Self-excited response analysis
As will be seen in Chapter 8, wind turbulence may help to feed energy from the least stable
vibration modes to the more stable ones, and in this way provide stabilization to the bridge.
This is the main reason why coupled self-excited and buffeting response analysis is important in
bridge design, as it allows the modelling of energy transfer between vibration modes. Another
reason which motives the coupled response analysis is the well-known fact that low vibration
frequencies of long-span bridges are crowded, and in this way, long-span bridges always vibrate
in several modes at the same time.
There are many approaches to calculate the coupled self-excited and buffeting bridge response to
wind forces. Jain et al. (1996) and Katsuchi et al. (1999) formulated a technique whose resulting
equations of motion have frequency dependent parameters; thereby, its solution requires iterative
methods for calculating the flutter speed; also the frequency dependence of their method restricts
it to frequency domain solutions. Boonyapinyo et al. (1999) and Chen et al. (2000) independently
proposed a state-space technique in which aerodynamic coupling among self-excited and buffeting
responses of long-span bridges are considered; a state space approach like this is useful because
it allows the use of tools based on the linear system theory for the analysis and control of a
dynamic system. However, as the flutter derivatives are calculated only for some frequencies,
approximations are necessary to define the aeroelastic mass, damping and stiffness matrices,
therefore these approximations reduce the accuracy of flutter prediction, but the method is still
very useful. In the following lines this method is succinctly summarized.
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5.1 State-space equation of the compound bridge-wind
mechanical system
A linear mechanic system (in this case a bridge) of n degrees-of-freedom can be expressed by the
differential equation
md¨(t) + cd˙(t) + kd(t) = f(t) (5.1)
wherem, c and k are respectively the mass, viscous damping and stiffness matrices of the system,
d(t) is the nodal displacement vector and f(t) is the external load vector.
Using a modal analysis approach, the dynamic response of the structure can be expressed in
terms of natural modes of vibration Φ(x, y, z) and generalized displacement coordinates q(t) as,
d(x, y, z, t) ≈
r∑
i=1
Φi(x, y, z)qi(t) (5.2)
or as,
d(x, y, z, t) ≈ Φ(x, y, z)q(t) (5.3)
where r is the number of modes of vibration to take into account, qi(t) is the i-th component of
q(t), i = 1, . . . , r and Φ = [Φ1,Φ2, . . . ,Φr] is the modal shape matrix.
As the wind-induced forces per unit span acting on the bridge are defined as
f(t) = fse(t) + fb(t) (5.4)
where fse(t) and fb(t) are the self-excited (aeroelastic forces) and buffeting (aerodynamic forces)
forces respectively, then the decoupled driving equation of motion of a bridge subjected to wind
loads can be expressed as,
Mq¨(t) +Cq˙(t) +Kq(t) = Qse(t) +Qb(t) (5.5)
or expressing it in state-space form as q˙(t)
q¨(t)
 =
 0 I
−M−1K −M−1C
 q(t)
q˙(t)
+
 0
M−1
Qse(t) +
 0
M−1
Qb(t) (5.6)
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where M = ΦTmΦ, C = ΦTcΦ, and K = ΦTkΦ, are the mass-, damping- and stiffness-
generalized matrices, each over dot means d
dt
()), and
Qse(t) = Φ
T fse(t)
Qb(t) = Φ
T fb(t) (5.7)
are the generalized self-excited and buffeting forces respectively. It is a good place to remember
that the essence of modal analysis is to determine the response of a n-degree-of-freedom system by
approximating it into r independent single-degree-of-freedom systems, determining the response
of each individual system and then combining the separate responses into the response of the
original system.
The self-excited forces, lift, drag and moment, as depicted in Figure 5.1, per unit span are
u(t)
v(t)
U D(t)
L(t)
M(t)
Bd
h(t)
p(t) α(t)
Figure 5.1: Aeroelastic forces on bridge deck section
commonly described as follows (Jain et al. (1996)):
Lse(t) =
1
2
ρU2(t)Bd
(
KH∗1 (K)
h˙(t)
U¯
+KH∗2 (K)
Bdα˙(t)
U¯
+K2H∗3 (K)α(t) +K
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h(t)
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+KH∗5 (K)
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+K2H∗6 (K)
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(5.8)
Dse(t) =
1
2
ρU2(t)Bd
(
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p˙(t)
U¯
+KP ∗2 (K)
Bdα˙(t)
U¯
+K2P ∗3 (K)α(t) +K
2P ∗4 (K)
p(t)
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+KP ∗5 (K)
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+K2P ∗6 (K)
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)
(5.9)
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Mse(t) =
1
2
ρU2(t)B2d
(
KA∗1(K)
h˙(t)
U¯
+KA∗2(K)
Bdα˙(t)
U¯
+K2A∗3(K)α(t) +K
2A∗4(K)
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+KA∗5(K)
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+K2A∗6(K)
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Bd
)
(5.10)
where ρ is the air density (ρ = 0.125kg/m3), U¯ is the average wind speed, U(t) is the instanta-
neous wind speed, Bd is the bridge deck width, K = ωBd/U¯ is the reduced frequency, ω is the
circular frequency of oscillation, p(t), h(t) and α(t) are the drag, lift and torsional displacements
and H∗i (K), P
∗
i (K) and A
∗
i (K), for i = 1, . . . , 6 are the flutter derivatives, defined in chapter 4.
Special attention must be given to the fact that expressions (5.8), (5.9) and (5.10) are supposed
to be valid only for small rotations and displacements on steady flow, thus they are commonly
used to define the beginning of the aeroelastic instability.
In this way the self-excited forces acting on a beam element of length l(e) can be expressed by
f (e)se (t) = U
2(t)v
(e)
d
(
a(e)s (K)d
(e)(t) +
Bd
U¯
a
(e)
d (K)d˙
(e)(t)
)
(5.11)
where,
f (e)se (t) = l
(e)

L(e)se (t)
D(e)se (t)
M (e)se (t)
 , (5.12)
v
(e)
d = diag
(
1
2
ρ
[
Bd Bd B
2
d
])
, (5.13)
a(e)s (K) is the element aerodynamic stiffness matrix,
a(e)s (K) = l
(e)v
(e)
d

K2H∗4 (K) K
2H∗6 (K) K
2H∗3 (K)
K2P ∗6 (K) K
2P ∗4 (K) K
2P ∗3 (K)
K2A∗4(K) K
2A∗6(K) K
2A∗3(K)
 , (5.14)
a
(e)
d (K) is the element aerodynamic damping matrix,
a
(e)
d (K) = l
(e)v
(e)
d

KH∗1 (K) KH
∗
5 (K) KH
∗
2 (K)
KP ∗5 (K) KP
∗
1 (K) KP
∗
2 (K)
KA∗1(K) KA
∗
5(K) KA
∗
2(K)
 (5.15)
d(e)(t) is the element displacement vector,
d(e)(t) =

h(e)(t)/Bd
p(e)(t)/Bd
α(e)(t)
 , (5.16)
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and h(e)(t), p(e)(t) and α(e)(t) are respectively the vertical, lateral and torsional displacement at
the center of the deck beam element.
After assembling the contributions of all finite elements, the total self-excited forces can be
expressed as
fse(t) = U
2(t)
(
as(K)d(t) +
Bd
U¯
ad(K)d˙(t)
)
(5.17)
and finally, replacing (5.7) and (5.3) into (5.17), we have
Qse(t) = U
2(t)
(
As(K)q(t) +
Bd
U¯
Ad(K)q˙(t)
)
(5.18)
where As(K) = Φ
Tas(K)Φ and Ad(K) = Φ
Tad(K)Φ.
On the other hand, the buffeting forces, lift, drag and moment, per unit span are given by
Lb(t) =
1
2
ρU¯2Bd
(
−2CLχLbu(K)
u(t)
U¯
+ (C ′L + CD)χLbw(K)
w(t)
U¯
)
(5.19)
Db(t) =
1
2
ρU¯2Bd
(
2CDχDbu(K)
u(t)
U¯
− C ′DχDbw(K)
w(t)
U¯
)
(5.20)
Mb(t) =
1
2
ρU¯2B2d
(
2CMχMbu(K)
u(t)
U¯
− C ′MχMbw(K)
w(t)
U¯
)
(5.21)
where CL, CD and CM are the steady average lift, drag and moment force coefficients respec-
tively, C ′L, C
′
D and C
′
M are its derivatives evaluated at α = 0, χLu(K), χLbw(K), χDbu(K) are
the aerodynamic admittances and u(t), w(t) are the horizontal and vertical fluctuating wind
speed components respectively. The aerodynamic admittances are frequency dependent correc-
tion terms of the quasi-steady buffeting force coefficients CL, CD and CM which relate the wind
speed fluctuation and the developed wind force per unit span inasmuch as these coefficients alone
fail to hold when relatively quickly time-varying gust velocities are agitating the system; they
typically depict a diminution with increasing frequency of the force level from that of the steady
force. The aerodynamic admittances are dependent on the geometrical configuration of the deck
and each of their absolute magnitude is referred as the aerodynamic admittance function. The
buffeting forces are usually expressed using the quasi-steady theory setting χ(K) = 1 because in
this way calculations are usually conservative.
The buffeting forces acting on a deck beam element of length l(e) can be expressed as
f
(e)
b (t) = U¯
2v
(e)
d
(
a
(e)
bu
u(e)(t)
U¯
+ a
(e)
bw
w(e)(t)
U¯
)
(5.22)
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where u(e)(t), w(e)(t) are the horizontal and vertical fluctuating wind speed components at the
center of the deck beam element respectively, f
(e)
b (t) is the element buffeting force vector (also
acting at the center of the element),
f
(e)
b (t) = l
(e)

L
(e)
b (t)
D
(e)
b (t)
M
(e)
b (t)
 , (5.23)
a
(e)
bu = l
(e)v
(e)
d

−2CLχLbu(K)
2CDχDbu(K)
2CMχMbu(K)
 (5.24)
and
a
(e)
bw = l
(e)v
(e)
d

(C ′L + CD)χLbu(K)
−C ′DχDbu(K)
−C ′MχMbu(K)
 (5.25)
After assemblage procedure of the finite element method, the total buffeting forces can be cal-
culated by
fb(t) = U¯
2
(
abu
u(t)
U¯
+ abw
w(t)
U¯
)
(5.26)
or as
Qb(t) = U¯
2
(
Abu
u(t)
U¯
+Abw
w(t)
U¯
)
(5.27)
where Abu = Φ
Tabu, Abw = Φ
Tabw.
As As(K) and Ad(K) are functions of the reduced frequency whilst Qse(t) is function of time,
it is better to express (5.17) as a frequency independent equation, avoiding so iterative solutions
of (5.5) as those proposed in Simiu and Scanlan (1996), Jain et al. (1996) and Katsuchi et al.
(1999).
Taking the Fourier transform of (5.11) we have (setting f (e)se (t0) = 0 and d
(e)(t0) = 0 at t0 = 0)
F
{
f (e)se (t)
}
= U2(t)v
(e)
d
(
a(e)s
(
ωBd
U¯
)
+ j
ωBd
U¯
a
(e)
d
(
ωBd
U¯
))
F
{
d(e)(t)
}
(5.28)
Since f (e)se (t) and d
(e)(t) are equal to zero for t < 0, the Fourier transform can be replaced by a
Laplace transform making s = jω, j2 = −1. So the above equation becomes
L
{
f (e)se (t)
}
= U2(t)v
(e)
d
(
a(e)s
(
ωBd
U¯
)
+
sBd
U¯
a
(e)
d
(
ωBd
U¯
))
L
{
d(e)(t)
}
(5.29)
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The matrix a(e)s
(
ωBd
U¯
)
+ sBd
U¯
a
(e)
d
(
ωBd
U¯
)
can be either expressed in terms of Roger’s rational function
approximation (RFA) (Roger (1977)) as
a(e)s
(
ωBd
U¯
)
+
sBd
U¯
a
(e)
d
(
ωBd
U¯
)
≈ a(e)1 +
(
sBd
U¯
)
a
(e)
2 +
(
sBd
U¯
)2
a
(e)
3 +
m∑
l=1
a
(e)
l+3
sBd
U¯
sBd
U¯
+ d
(e)
l
(5.30)
where a
(e)
i , i = 1, . . . ,m + 3 are frequency-independent matrices, d
(e)
l , l = 1, . . . ,m are real
positive coefficients (for the system expressed by (5.29) to be stable) and m is the order of the
RFA, or the minimum-state formula, which was originally described by Karpel (1981) and refined
by Tiffany and Adams (1988),
a(e)s
(
ωBd
U¯
)
+
sBd
U¯
a
(e)
d
(
ωBd
U¯
)
≈ a(e)1 +
(
sBd
U¯
)
a
(e)
2 +
(
sBd
U¯
)2
a
(e)
3 + g
(e)
(
sBd
U¯
I+R(e)
)−1
e(e)
(5.31)
where g(e) and e(e) are fully populated matrices of appropriate dimensions and R(e) is a diagonal
matrix composed of m terms Rii for i = 1, . . . ,m which must be positive to assure stability of
the filter represented by (5.29).
The advantage of the minimum state method is that the number of aerodynamic states required
can easily be a tenth of that required by Roger’s RFA method for similar accuracy. The drawback
is that its solution requires a nonlinear optimization. However, Roger’s formula is more robust.
5.1.1 State-space equation using Roger’s rational function approxi-
mation
Expression (5.30) can be rewritten as
a(e)s (K) + (jK)a
(e)
d (K) ≈ a(e)1 + (jK)a(e)2 + (jK)2a(e)3 +
m∑
l=1
jKa
(e)
l+3
jK + d
(e)
l
(5.32)
where, i = 1, . . . ,m+ 3, and
a(e)s (K) + (jK)a
(e)
d (K) = l
(e)K2

H∗4 (K) + jH
∗
1 (K) H
∗
6 (K) + jH
∗
5 (K) H
∗
3 (K) + jH
∗
2 (K)
P ∗6 (K) + jP
∗
5 (K) P
∗
4 (K) + jP
∗
1 (K) P
∗
3 (K) + jP
∗
2 (K)
A∗4(K) + jA
∗
1(K) A
∗
6(K) + jA
∗
5(K) A
∗
3(K) + jA
∗
2(K)
 (5.33)
This approximation can be carried by means of optimization techniques in a least square sense,
that is, making a regression of experimental data points we can find a
(e)
i , i = 1, . . . ,m + 3.
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Boonyapinyo et al. (1999) suggested to take m varying from 1 to 3, depending on the number of
terms needed to adequately adjust the flutter derivatives.
Replacing (5.30) into (5.29) and taking inverse Laplace transform on both sides of (5.29) one
obtains,
f (e)se (t) = U
2(t)v
(e)
d
(
a
(e)
1 d
(e)(t) +
(
Bd
U¯
)
a
(e)
2 d˙
(e)(t) +
(
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U¯
)2
a
(e)
3 d¨
(e)(t) +
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l=1
d(e)sel(t)
)
(5.34)
where,
d(e)sel(t) = L
−1
 a
(e)
l+3
sBd
U¯
sBd
U¯
+ d
(e)
l
L
{
d(e)(t)
} , l = 1, . . . ,m (5.35)
Taking Laplace transforms at both sides of (5.35), it follows
L
{
d(e)sel(t)
}
=
a
(e)
l+3
sBd
U¯
sBd
U¯
+ d
(e)
l
L
{
d(e)(t)
}
, l = 1, . . . ,m (5.36)
so that,
d˙(e)sel(t) = a
(e)
l+3d˙
(e)(t)− d(e)sel(t)
U¯
Bd
d
(e)
l , l = 1, . . . ,m (5.37)
After assembling, one obtains,
Qse(t) = U
2(t)
(
A1q(t) +
(
Bd
U¯
)
A2q˙(t) +
(
Bd
U¯
)2
A3q¨(t) +
m∑
l=1
qsel(t)
)
(5.38)
and
q˙sel(t) = Al+3q˙(t)− qsel(t)
U¯
Bd
dl, l = 1, . . . ,m (5.39)
Substituting (5.38) and (5.39) into (5.6), yields
y˙(t) = A(t)y(t) +B(t)Qb(t) (5.40)
where,
y(t) =

q(t)
q˙(t)
qse1(t)
...
qsem(t)

, (5.41)
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A(t) =

0 I 0 · · · 0
−M¯−1K¯ −M¯−1C¯ U2(t)M¯−1 · · · U2(t)M¯−1
0 A4 − U¯Bdd1I · · · 0
...
...
...
. . .
...
0 A3+m 0 · · · − U¯BddmI

, (5.42)
B(t) =

0
M¯−1
0
...
0

(5.43)
and
M¯(t) =M− U2(t)B
2
d
U¯2
A3, C¯(t) = C− U2(t)Bd
U¯
A2, K¯(t) = K− U2(t)A1 (5.44)
Observe that equation (5.40) combines the effect of coupled buffeting and self-excited vibrations
on a single equation.
It is a good point to annotate that the added aerodynamic mass matrix U2(t)
B2d
U¯2
A3 is usually
neglected in bridge studies, however its use is very important in aircraft design (Wilde and Fujino
(1998)).
5.1.2 State-space equation using Karpel’s minimum-state formula for
a single element
Formula (5.31) can be reexpressed as
a(e)s (K) + (jK)a
(e)
d (K) ≈ a(e)1 + (jK)a(e)2 + (jK)2a(e)3 + g(e)
(
(jK)I+R(e)
)−1
e(e) (5.45)
with a(e)s (K) + (jK)a
(e)
d (K) given by (5.33).
The above approximation can carried out using a nonlinear least square fitting of the experimental
data points. The approximation can be improved by increasing m until (5.45) makes an adequate
fit of (5.33).
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Substituting (5.31) into (5.29) and taking inverse Laplace transform on both sides of (5.29) it
follows that,
f (e)se (t) = U
2(t)v
(e)
d
(
a
(e)
1 d
(e)(t) +
(
Bd
U¯
)
a
(e)
2 d˙
(e)(t) +
(
Bd
U¯
)2
a
(e)
3 d¨
(e)(t) + g(e)x(e)a (t)
)
(5.46)
where x(e)a (t) is known as the vector of aerodynamic states of the element,
x(e)a (t) = L
−1
{(
sBd
U¯
I+R(e)
)−1
e(e)L
{
d(e)(t)
}}
(5.47)
Taking Laplace transforms at both sides of (5.47), one obtains(
sBd
U¯
I+R(e)
)
L
{
x(e)a (t)
}
= e(e)L
{
d(e)(t)
}
(5.48)
in order that,
x˙(e)a (t) =
U¯
Bd
e(e)d(e)(t)− U¯
Bd
R(e)x(e)a (t) (5.49)
Replacing (5.46) and (5.49) into (5.6), yields the state-space representation (5.40) where,
y(t) =

d(e)(t)
d˙(e)(t)
x(e)a (t)
 , (5.50)
A(t) =

0 I 0
−m¯(e)−1k¯(e) −m¯(e)−1c¯(e) U2(t)m¯(e)−1v(e)d g(e)
U¯
Bd
e(e) 0 − U¯
Bd
R(e)
 (5.51)
,
B(t) =

0
m¯(e)−1
0
 (5.52)
and
m¯(e)(t) =m(e)−U2(t)B
2
d
U¯2
v
(e)
d a
(e)
3 , c¯
(e)(t) = c(e)−U2(t)Bd
U¯
v
(e)
d a
(e)
2 , k¯
(e)(t) = k(e)−U2(t)v(e)d a(e)1
(5.53)
Finally, it must be said that the number of terms used in the approximations of both, minimum-
state and Roger’s RFA be set and have to be chosen carefully to ensure accurate results; it is a
trade off between accuracy and size of the representation. As can be seen from equations (5.42)
and (5.51), the system is linear time invariant for a fixed mean wind velocity, that is for U(t) = U¯ .
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Figure 5.2: Degrees of freedom of a finite element
5.1.3 Assemblage procedure of the wind-induced forces
As a part of a finite element model, these distributed forces are converted into nodal forces by
means of a lumping procedure whereby one-half of the uniform load over the element is supposed
to act at each element end. Each finite element has 12 degrees of freedom, 6 at each node (3
translations and 3 rotations) as can be seen in Figure 5.2. In this way, the wind-induced force
components f(t), drag, lift and moment, act respectively at the degrees of freedom 2, 3, 4, 8, 9
and 10.
5.2 Calculation of critical wind velocity under steady
winds
Turbulent winds induce buffeting forces. Therefore, in this section, we will neglect the second
term of the right hand side of equation (5.40), and will set U(t) to U¯ , so we will be considering
only aeroelastic forces, that is, (5.40) reduces to:
y˙(t) = Ay(t) (5.54)
It is well-known in linear system theory that when all of the eigenvalues λi = λRi+jλIi of matrix
A (called poles) have negative real part, the system is stable, but, when at least one of them
has a real part greater or equal than zero, the system becomes unstable; in this case, the alluded
stability is BIBO (Szidarovszky and Bahill (1998)). Imagine a spring-mass-damper mechanical
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system subjected to a external force f(t),
mx¨(t) + cx˙(t) + kx(t) = f(t) (5.55)
with initial conditions x˙(t0) = 0, and x(t0) = 0 for t0 = 0. The transfer function of this system
is given by,
H(s) =
1
ms2 + cs+ k
(5.56)
Let
ξ =
c
2
√
km
(5.57)
be the viscous damping factor and let
ωn =
√
k
m
(5.58)
be the natural frequency of oscillation of the system, in order that the transfer function becomes,
H(s) =
ω2n
m (s2 + 2ξωns+ ω2n)
(5.59)
Since k > 0, the poles of this system are given by,
s1,2 = −ξωn ∓ jωn
√
1− ξ2 (5.60)
Relating equation (5.40) with the equation that describes the wind-bridge mechanical system,
the poles of matrix A in (5.54) can be seen as the poles of the new mechanical system. That
means that the real part of the eigenvalues of A, λRi can be associated to −ξiωni in (5.60)
because of uncoupled modes. As ωn is always positive, if the real part of λRi becomes greater
than zero with an increasing wind speed, it means that ξi, the viscous damping of the wind-
bridge system becomes negative. In this way, the beginning of the instability is occurs when
net damping of the wind-bridge system becomes a zero, for a wind speed known as the critical
wind velocity Ucr. Then, if a pair of eigenvalues of A becomes purely imaginary, the bridge
will fail in an exponentially-increasing oscillation movement, the aforementioned flutter. As the
viscous damping at the flutter velocity is zero, the flutter frequency can be easily found from the
imaginary part of the eigenvalue (making ξ = 0 in equation (5.60)). In contrast, if the imaginary
part of one eigenvalue becomes zero, the bridge becomes unstable, failing with a non-oscillating
diverging movement. In this case, the bridge is said to fail by divergence (Bucher and Lin (1988)).
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5.3 Application of the method in a two-degree-of-freedom
deck section model
To illustrate the application of the method a two-degree-of-freedom bridge section was chosen
with vertical and torsional degrees of freedom considered here as an example. The working model
corresponds to a 1:150 scaled version of one the preliminary models of the Akashi-Kaikyo Bridge
(Fujino et al. (1992)). Figure 5.3 shows one of those proposed models. The bridge parameters are
summarized in Table 5.1, and the flutter derivatives are assumed to be modelled by Theodorsen’s
theory.
Figure 5.3: Model of the Akashi-Kaikyo suspension bridge (source Simiu and Scanlan (1996))
Table 5.1: Structural and geometric parameters of the working model (per unit length)
Parameter Value
Deck width (Bd) 0.292 m
Frequency of heaving mode (ωh) 7.879 rad/s
Frequency of pitching mode (ωα) 25.057 rad/s
Damping of heaving mode (ξh) 0.111 %
Damping of pitching mode (ξα) 0.095 %
Mass of heaving mode (mh) 0.191 Kg
Mass moment of inertia of pitching mode (Iα) 1.935× 10−03 Kg m2
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For the aforementioned bridge, the equation of motion in frequency domain is given by,s2
 mBd 0
0 Iα
+ s
 chBd 0
0 cα
+
 khBd 0
0 kα
L

 h(t)/Bd
α(t)
 = L {fse(t)} (5.61)
where m is the deck mass per unit length, Iα is the mass moment of inertia, ch, cα, kh, kα
symbolizes the damping and stiffness coefficients of the vertical and torsional degrees of freedom
respectively, fse(t) is the vector of self-excited forces, expressed by,
L {fse(t)} = U2(t)VdQdL

 h(t)/Bd
α(t)
 (5.62)
where,
Vd =
 −12ρBd 0
0 1
2
ρB2d
 (5.63)
and
Qd ≡ Qd(K) =
 K2 (H∗4 (K) + jH∗1 (K)) K2 (H∗3 (K) + jH∗2 (K))
K2 (A∗4(K) + jA
∗
1(K)) K
2 (A∗3(K) + jA
∗
2(K))
 (5.64)
As the flutter derivatives were calculated using Theodorsen’s theory, the above equation was
expanded in Karpel’s minimum state representation as
Qˆd(K) = a1 + (jK)a2 + g ((jK)I+R)
−1 e (5.65)
Calculation of matrices a1, a2, g, R and e was as will be explained below. Matrices Qd(K),
K ∈ K, for K = {0.1 : 0.01 : 0.2, 0.3 : 0.1 : 1.0, 5.0} were calculated; as can be seen K covers the
range in which fits were required. Then, beginning from initial random matrices a10, a20, g0, R0
and e0, a nonlinear regression was made, to fit (5.65) to (5.64) in the set K solving the following
optimization problem:
min
a1,a2,g,R,e
∑
K∈K
∥∥∥Qd(K)− (a1 + (jK)a2 + g ((jK)I+R)−1 e)∥∥∥2
subject to inf K ≤ Rii ≤ supK, for i = 1, . . . ,m
(5.66)
where, the operator ‖·‖ stands for ‖A‖ = ∑pi=1∑qj=1 |aij|,A ∈ Rp×q
Approximations using 1, 2, 3, 5 and 10 lag terms were calculated. It was noted that using only
a lag term, the fit was not good at some points, while it was seen that using two lag terms
the approximation error was only slightly inferior that employing a higher degree in the rational
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function approximation, that is, using 3, 5 and 10 terms; hence two lag terms in this example
were employed. Also, the regression was made with an additional matrix a3; it was observed
that it has an insignificant effect on the improvement of the rational function approximation in
low frequencies, inasmuch as the term (jK)2 in (5.45) becomes negligible for a small K, which
is the general case in bridge analysis.
Figures 5.4 and 5.5 show the flutter derivatives approximation made by equation (5.65); aeroelas-
tic data for the set K were denoted by the different symbols (×, +, ◦, ∗), while the approximation
using two lag terms was symbolized by a solid line. As can be seen, Karpel’s minimum state
representation fits very well the data set generated from Theodorsen’s theory. The following
matrices were obtained:
a1 =
 1.3040330 3.5334140
0.3354198 0.8738144
 ; a2 =
 3.3842200 2.3575520
0.7988867 −0.1875175
 ;
g =
 3.4690530 3.2669750
0.8526074 0.8640608
 ;R =
 0.1911883 0
0 0.7477236
 ;
e =
 −0.01446793 0.07817446
−0.23044170 0.25954960

(5.67)
The deterministic stability of the model was checked by means of a complex eigenvalue analysis.
Figure A.1 shows how the position of the poles of the system (5.61), the damping and the
oscillation frequency of the different modes of vibration of the bridge change with an increasing
mean wind speed. It can be seen that the system is stable in the mean wind velocity interval
U¯ = [0, 10.4)m/s, becoming marginally stable at the critical velocity, U¯cr = 10.4m/s, which
corresponds to the flutter onset, as the pitching mode damping becomes negative. From this
point, for a increasing wind speed, there exists at least one eigenvalue with positive real part,
meaning that the system is unstable. Figure 7.5 shows the fluttering phenomenon in the analyzed
bridge, for a wind speed of 12 m/s. On the other hand, it can be noted that the heaving and
pitching frequencies tend to keep constant for low mean wind speeds, and for high wind speeds
they tend to gather, nevertheless, these frequencies maintain separate until failure.
It is also interesting to note that with an increasing deck width, the critical speed decreases
for a given section, as can be seen from Figure 5.6. This figure was calculated using the same
parameters of the deck section specified above but girder width, which varies. However, it must
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Figure 5.4: Approximation of the flutter derivatives A∗i made by Karpel’s minimum state formula
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Figure 5.6: Variation of the flutter speed with an increasing deck width
be taken into account that the characteristics parameters of the section like mass, stiffness and
damping could also change with deck width; anyway this figure gives some insights of why a
twin box deck section can withstand higher wind speeds than a single box section (Richardson
(1981)), in view of the fact that the critical speed of a narrow deck section is higher than the
one of a wider girder. Also, Figure 5.6 stresses the fact that wider decks are proner to fail by
divergence than narrow deck sections.
Chapter 6
State-space model of a bridge with
control surfaces
6.1 Antecedents
As commented in section 1.1, there are essentially two main approaches of using control surfaces:
contiguous control surfaces located next to the edges of the girder and separated control surfaces
positioned below or above the edges of the girder. The latter of these approaches will be the
subject of the present chapter. In the following lines an extension of the work of Wilde and
Fujino (1998) will be carried out.
6.2 State-space representation of a section deck model of
a bridge with control surfaces
Figure 6.1 shows a bridge deck (d) section with two separated control surfaces below the leading
and trailing edges of the girder (referred afterwards as wing 1 (w1) and wing 2 (w2) respectively),
and located at distances e1 and e2 from the elastic center of the deck; the coordinate system
has its origin at the center of gravity of the bridge deck, as shown in Figure 6.1; the positive
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Figure 6.1: Cross section of bridge deck with control surfaces
movements are, downward, windward and clockwise for the vertical, horizontal and torsional
movements respectively.
The motion of an element of the bride-wind-control surfaces (BWCS) system can be modelled
as
Mq¨(t) +Cq˙(t) +Kq(t) = Q(t) (6.1)
where the vector of forces acting on the section is represented by
Q(t) = Tlgd Qsed(t)+T
lg
w1
Qsew1(t)+T
lg
w2
Qsew2(t)+T
lg
d Qbd(t)+T
lg
w1
Qbw1(t)+T
lg
w2
Qbw2(t)+T
lg
u u(t)
(6.2)
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Equation (6.1) can also be rewritten in a state-space fashion, yielding,
 q˙(t)
q¨(t)
 =
 0 I
−M−1K −M−1C
 q(t)
q˙(t)
+
 0
M−1
 [ Tlgd Tlgw1 Tlgw2 ]

Qsed(t)
Qsew1(t)
Qsew2(t)

+
 0
M−1
 [ Tlgd Tlgw1 Tlgw2 ]

Qbd(t)
Qbw1(t)
Qbw2(t)
+
 0
M−1
Tlgu u(t) (6.3)
where, Qsed(t),Qsew1(t),Qsew2(t) represent the loads due to self-excited forces in the deck, leading
and trailing surfaces, Qbd(t),Qbw1(t),Qbw2(t) symbolizes the buffeting forces acting on the same
surfaces,
u(t) =
 u1(t)
u2(t)
 (6.4)
represent the torques applied on the leading and trailing surfaces due to the controlled movement
of the control surfaces, Tlgd , T
lg
w1
, Tlgw2 , T
lg
u , are transformation matrices which will be described
in subsection 6.2.1, and
q(t) =
[
h(t)
Bd
p(t)
Bd
α(t) δ1(t) δ2(t)
]T
(6.5)
symbolizes the motion of the different degrees of freedom of the system: h(t) and p(t) denote, re-
spectively, the vertical and horizontal displacement of the system, α(t) is the torsional movement
of the deck, δ1(t) and δ2(t) represents the variables describing the rotations of the leading and
trailing surfaces respectively relative to the deck and Bd and stands for the deck width. In addi-
tion, M, C and K, in equation (6.1), represent the mass, damping and stiffness matrices of the
system respectively, with entries corresponding to their associate coefficients in their respective
degrees of freedom; these matrices will be derived in subsection 6.2.2.
As the considered system is linear, the principle of superposition can be used, and therefore,
the contribution of the self-excited forces relative to the deck and control surfaces is added to
the forces caused by buffeting and those caused by the control forces. Also, equation (6.1)
supposes that the flow around the deck or trailing surfaces is unaffected by the wake created by
the upstream members; for these reason, the aerodynamics of the control surfaces and deck are
formulated independently.
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There are two ways of formulating the state space model of the BWCS system: using Karpel’s
minimum-state formulation or Roger’s rational function approximation; however, before devel-
oping the respective formulae, some considerations regarding the forces and displacements acting
on the system must be provided.
6.2.1 Relationship between the forces and displacements acting on
the bridge-wind-control surfaces system and its components
In equation (6.5) were defined the degrees of freedom of the BWCS system. As it is supposed
that the aerodynamics of the control surfaces and deck are formulated independently, then each
of these surfaces has its own movements, which are related to the absolute coordinate system
q(t). Thus, the deck movements and the vector of displacements are related by,
hd(t) = Bd
h(t)
Bd
(6.6)
pd(t) = Bd
p(t)
Bd
(6.7)
αd(t) = α(t) (6.8)
In the same way, between control surface movements and components of the vector of global
displacements the following relationship exists
hw1(t) = Bd
h(t)
Bd
+ d1 cosα(t)− e1 sinα(t)− d1 (6.9)
pw1(t) = Bd
p(t)
Bd
− e1 cosα(t)− d1 sinα(t) + e1 (6.10)
αw1(t) = α(t) + δ1(t) (6.11)
hw2(t) = Bd
h(t)
Bd
+ d2 cosα(t) + e2 sinα(t)− d2 (6.12)
pw2(t) = Bd
p(t)
Bd
+ e2 cosα(t)− d2 sinα(t)− e2 (6.13)
αw2(t) = α(t) + δ2(t) (6.14)
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Linearizing the above equations, i.e. expanding the sine and cosine terms in a MacLaurin series
and employing only the first term of it, and setting the result in matrix form, yields,
qd(t) = T
gl
d q(t); T
gl
d =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

qw1(t) = T
gl
w1q(t); T
gl
w1 =

Bd
Bw1
0 − e1
Bw1
0 0
0 Bd
Bw1
− d1
Bw1
0 0
0 0 1 1 0

qw2(t) = T
gl
w2q(t); T
gl
w2 =

Bd
Bw2
0 e2
Bw2
0 0
0 Bd
Bw2
− d2
Bw2
0 0
0 0 1 0 1

(6.15)
where,
qd(t) =
[
hd(t)
Bd
pd(t)
Bd
αd(t)
]T
(6.16)
qw1(t) =
[
hw1(t)
Bw1
pw1(t)
Bw1
αw1(t)
]T
(6.17)
qw2(t) =
[
hw2(t)
Bw2
pw2(t)
Bw2
αw2(t)
]T
(6.18)
On the other hand, considering the BWCS system as a whole, the sum of wind-induced forces
acting in the same degrees of freedom expressed in equation (6.5) are:
Ld(t) = Lsed(t) + Lsew1(t) + Lsew2(t) + Lbd(t) + Lbw1(t) + Lbw2(t) (6.19)
Dd(t) = Dsed(t) +Dsew1(t) +Dsew2(t) +Dbd(t) +Dbw1(t) +Dbw2(t) (6.20)
Md(t) = − (Lsew1(t) + Lbw1(t)) (e1 cosα(t) + d1 sinα(t))
+ (Lsew2(t) + Lbw2(t)) (e2 cosα(t)− d2 sinα(t))
+ (Dsew1(t) +Dbw1(t)) (e1 sinα(t)− d1 cosα(t))
− (Dsew2(t) +Dbw2(t)) (e2 sinα(t) + d2 cosα(t))
+Msed(t) +Mbd(t) +Mw1(t) +Mw2(t) (6.21)
Mw1(t) = Msew1(t) +Mbw1(t) + u1(t) (6.22)
Mw2(t) = Msew2(t) +Mbw2(t) + u2(t) (6.23)
Linearizing the above equations, using the fact that sinα(t) ≈ α(t) and cosα(t) ≈ 1 for small
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rotations of the control surfaces, and expressing them in matrix form yields,
Q(t) =

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0

(Qsed(t) +Qbd(t)) +

1 0 0
0 1 0
− (e1 + d1α(t)) e1α(t)− d1 1
0 0 1
0 0 0

(Qsew1(t) +Qbw1(t)) +

1 0 0
0 1 0
e2 − d2α(t) − (e2α(t) + d2) 1
0 0 0
0 0 1

(Qsew2(t) +Qbw2(t)) +

0 0
0 0
1 1
1 0
0 1

u(t) (6.24)
where,
Q(t) =
[
Ld(t) Dd(t) Md(t) Mw1(t) Mw2(t)
]T
(6.25)
Qsed(t) =
[
Lsed(t) Dsed(t) Msed(t)
]T
(6.26)
Qsew1(t) =
[
Lsew1(t) Dsew1(t) Msew1(t)
]T
(6.27)
Qsew2(t) =
[
Lsew2(t) Dsew2(t) Msew2(t)
]T
(6.28)
Qbd(t) =
[
Lbd(t) Dbd(t) Mbd(t)
]T
(6.29)
Qbw1(t) =
[
Lbw1(t) Dbw1(t) Mbw1(t)
]T
(6.30)
Qbw2(t) =
[
Lbw2(t) Dbw2(t) Mbw2(t)
]T
(6.31)
The terms d1α(t) and d2α(t) in equation (6.24) are despreciable in comparison to e1 and e2
respectively, thus they can be neglected; the same applies to e1α(t) and e2α(t) as they are small
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in comparison to d1 and d2. In this way, equation (6.24) can be approximated by,
Q(t) = Tlgd (Qsed(t) +Qbd(t)) +T
lg
w1 (Qsew1(t) +Qbw1(t)) +T
lg
w2 (Qsew2(t) +Qbw2(t)) +T
lg
u u(t)
(6.32)
where
Tlgd =

1 0 0
0 1 0
0 0 1
0 0 0
0 0 0

; Tlgw1 =

1 0 0
0 1 0
−e1 −d1 1
0 0 1
0 0 0

; Tlgw2 =

1 0 0
0 1 0
e2 −d2 1
0 0 0
0 0 1

; Tlgu =

0 0
0 0
1 1
1 0
0 1

(6.33)
6.2.2 State space model using Karpel’s minimum state representation
For the present, only the effect self-excited forces will be analyzed; later the influence of the
buffeting forces will be taken into account. As stated in chapter 5, the movement of the deck
due to self-excited forces alone can be modelled as,
Mdq¨d(t) +Cdq˙d(t) +Kdqd(t) = Qsed(t) (6.34)
where, Md = diag ([mdBd mdBd Jα]), Cd = diag ([chBd cpBd cα]), Kd = diag ([khBd kpBd kα])
are the girder mass, damping and stiffness matrices,
Qsed(t) = Vd
((
Bd
U¯
)2
A3dq¨d(t) +
(
Bd
U¯
)
A2dq˙d(t) +A1dqd(t) +Gdxad(t)
)
(6.35)
is the vector of self-excited forces acting on the section of the bridge deck and
x˙ad(t) =
U¯
Bd
Edqd(t)− U¯
Bd
Rdxad(t) (6.36)
its corresponding vector of aerodynamic states; also Vd stands for
Vd = U
2(t)

1
2
ρBd 0 0
0 1
2
ρBd 0
0 0 1
2
ρB2d
 ; (6.37)
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analogously, the self-excited forces in the control surfaces can be modelled as,
Qsewk(t) = Vwk
((
Bwk
U¯
)2
A3wkq¨wk(t) +
(
Bwk
U¯
)
A2wkq˙wk(t) +A1wkqwk(t) +Gwkxawk(t)
)
(6.38)
with along with its aerodynamic states vector
x˙awk(t) =
U¯
Bwk
Ewkqwk(t)− U¯
Bwk
Rwkxawk(t) (6.39)
for k = 1, 2, arranging Vw1 and Vw2 in a similar way as in (6.37); in this way, the movement of
the control surfaces can be stated as the solution of the differential equation,
Mwkq¨wk(t) +Cwkq˙wk(t) +Kwkqwk(t) = Qsewk(t) (6.40)
where, Mwk = diag ([mwkBwk mwkBwk Jδwk]), Cwk = diag ([chwkBwk cpwkBwk cδwk]), Kwk =
diag ([khwkBwk kpwkBwk kδwk]) are the wing mass, damping and stiffness matrices.
Adding equations (6.34) and (6.40) and making use of the relations (6.15) and (6.32) one can
obtain,
Mq¨(t) +Cq˙(t) +Kq(t) = Tlgd Qsed(t) +T
lg
w1
Qsew1(t) +T
lg
w2
Qsew2(t) +T
lg
u u(t) (6.41)
where,
M = [mdBd mdBd Jα Jδw1 Jδw2] (6.42)
C = [cdBd cdBd cα cδw1 cδw2] (6.43)
K = [kdBd kdBd cα kδw1 kδw2] (6.44)
As can be seen, all terms describing the inertial coupling between deck and surfaces are ignored,
because the thickness and width of the control surfaces are only a fraction of the dimension of
the deck.
Finally, replacing the above formulae into (6.2), the equation of motion of the BWCS system
(6.1) can be rewritten in state space form as
y˙(t) = A(t)y(t) +

0
M¯−1
0
0
0

[
Tlgd T
lg
w1 T
lg
w2
]

Qbd(t)
Qbw1(t)
Qbw2(t)
+

0
M¯−1
0
0
0

Tlgu u(t) (6.45)
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where,
y(t) =

q(t)
q˙(t)
xad(t)
xaw1(t)
xaw2(t)

, (6.46)
A(t) =

0 I 0 0 0
−M¯−1K¯ −M¯−1C¯ U2(t)M¯−1Tlgd VdGd U2(t)M¯−1Tlgw1Vw1Gw1 U2(t)M¯−1Tlgw2Vw2Gw2
U¯
Bd
EdT
gl
d 0 − U¯BdRd 0 0
U¯
Bw1
Ew1T
gl
w1 0 0 − U¯Bw1Rw1 0
U¯
Bw2
Ew2T
gl
w2 0 0 0 − U¯Bw2Rw2

,
(6.47)
M¯ =M− U2(t)
((
Bd
U
)2
Tlgd VdA3dT
gl
d −
(
Bw1
U
)2
Tlgw1Vw1A3w1T
gl
w1 −
(
Bw2
U
)2
Tlgw2Vw2A3w2T
gl
w2
)
,
(6.48)
C¯ = C− U2(t)
((
Bd
U
)
Tlgd VdA2dT
gl
d −
(
Bw1
U
)
Tlgw1Vw1A2w1T
gl
w1 −
(
Bw2
U
)
Tlgw2Vw2A2w2T
gl
w2
)
,
(6.49)
K¯ = K− U2(t)
(
Tlgd VdA1dT
gl
d −Tlgw1Vw1A1w1Tglw1 −Tlgw2Vw2A1w2Tglw2
)
. (6.50)
As can be seen, there are eight structural states, and three pairs of aerodynamic states vectors
corresponding to the self-excited aerodynamics of the deck and the control surfaces. It is a good
point to remember that the self-excited forces are only dependent on the average wind velocity U ;
therefore, as can be seen from equations (6.47) to (6.50), the system is linear and time invariant
setting U(t) = U¯ .
6.2.3 State space model using Roger’s rational function approxima-
tion
Making a reasoning similar to that stated in sections 5.1.1 and 6.2.2, we can arrive at the following
state space form using Roger’s rational function approximation: in equation (6.45), matrix A(t)
can be expressed as,
A(t) =
 A11 A12
A21 A22
 (6.51)
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where
A11 =
 0 I
−M¯−1K¯ −M¯−1C¯
 , (6.52)
A12 = U
2(t)
[
0 0 0 0 0 0 0 0 0
M¯−1Tlg
d
Vd · · · M¯−1Tlgd Vd M¯−1Tlgw1Vw1 · · · M¯−1Tlgw1Vw1 M¯−1Tlgw2Vw2 · · · M¯−1Tlgw2Vw2
]
,
(6.53)
A21 =

0 A4dT
gl
d
0
...
0 A(3+md) dT
gl
d
0 A4w1T
gl
w1
0
...
0 A(3+mw1) w1T
gl
w1
0 A4w2T
gl
w2
0
...
0 A(3+mw2) w2T
gl
w2

(6.54)
and
A22 =

− U¯Bd d1dI 0 0 0 0 0 0 0 0
0
. . . 0 0 0 0 0 0 0
0 0 − U¯Bd dmddI 0 0 0 0 0 0
0 0 0 − U¯Bw1 d1w1I 0 0 0 0 0
0 0 0 0
. . . 0 0 0 0
0 0 0 0 0 − U¯Bw1 dmw1w1I 0 0 0
0 0 0 0 0 0 − U¯Bw2 d1w2I 0 0
0 0 0 0 0 0 0
. . . 0
0 0 0 0 0 0 0 0 − U¯Bw2 dmw2w2I

(6.55)
using M¯, C¯, and K¯, as defined in equations (6.48), (6.49) and (6.50).
It is expected that the main stabilizing action comes from the vertical forces induced by the wind
on the control surfaces, multiplied by the arms e1 and e2 resulting in a large stabilizing moment.
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6.3 Two-degree-of-freedom deck section model with con-
trol surfaces: open loop configuration
To the bridge analyzed in section 5.3 were attached a pair of control surfaces below the deck.
The parameters of those surfaces were set to the values shown in Table 6.1; also, the Karpel’s
Table 6.1: Structural and geometric parameters of the control surfaces (per unit length)
Parameter Value
Control surface width (Bw) 0.1 Bd
Position of control surfaces from center of deck e 0.5 Bd
Frequency of pitching mode (ωδ) 37.7 rad/s
Damping of pitching mode (ξδ) 70.0 %
minimum state formulation parameters of the wings were set to (Wilde (2003)):
a1 =
 0.3576 4.5450
0.0894 1.1360
 ; a2 =
 4.1880 1.5350
1.0580 −0.3998
 ;
g =
 3.0090 0.1818
0.7563 0.0455
 ;R =
 0.0320 0
0 0.1902
 ; e =
 −0.6369× 10−4 0.2414× 10−2
−0.3673 1.5540

(6.56)
A deterministic stability analysis was made for the open loop configuration of the BWCS system.
Figure A.2 shows a pole map of this system, and the variation the corresponding damping and
frequency parameters of the poles with a growing wind speed. It was seen that in the open loop
configuration, the behavior of the bridge does not depend on the values of the frequency and
damping of the control surfaces, as will be discussed in the next chapter, these parameters only
have influence in the closed loop configuration; also, it was noted that the position of the poles
corresponding to the control surface vibration modes remains constant with the mean wind speed
variation.
On the other hand, it was found that the critical speed for the aforementioned system is 10.7
m/s. The instability of the system appears because the pitching mode damping becomes neg-
ative. Comparing this result with the presented in section 5.3 for the bridge without control
surfaces (Ucr = 10.4 m/s), it can be seen that the control surfaces in an open loop configuration
increases the critical wind speed of the system in 3%, which is a desirable feature inasmuch as
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the winged bridge does not become unstable for lower wind velocities than the bridge without
control surfaces.
Comparing Figures A.1 and A.2, it can be easily seen that the vibration frequencies of the
pitching and heaving mode do not change with an increasing mean wind speed; however, the
damping of these modes does. So, it can be concluded that the main effect of the attachment of
a pair of wings under the bridge wing system is that they impel the increase of the damping of
the different modes of vibration of the system.
Figure 6.2 shows the relationship between the control surface width/deck width ratio and the
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Figure 6.2: Critical wind speed for a given deck width and a Bw/Bd ratio
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critical velocity for several deck widths. It can be seen that narrower decks have a higher critical
velocity than wider decks. Also it can be seen that the optimal Bw/Bd ratio can be found in the
0.15 to 0.25 range approximately. However, in practice, lower ratios should be preferred inasmuch
as broader wings increase the dead load of the bridge, and that the critical wind velocity does not
decrement excessively with narrower control surfaces, so the selection of the wing width implies a
trade off between cost and performance. It is seen also that wider control surfaces tend to make
the bridge prone to fail the bridge by divergence; however this is only a hypothesis inasmuch as
the influence of the wake made by the leading wing could have a great influence on this result.
The controlled case, that is the closed loop configuration of the BWCS system, will be discussed
in the next chapter.
Chapter 7
Stochastic control of the
bridge-wind-control surfaces system
Civil engineering structures cope with a singular set of problems. They are massive systems
which require large actuation forces, their modelling is uncertain in both the inherent nature of
the structure as well as the external forces that they must withstand. In addition, structures are
infinitesimal systems that are not completely observable from sensors located at a single point;
even, these sensors maybe contaminated with noise (Housner et al. (1997)).
Stochastic optimal control theory is specially suitable to manage such difficulties, as it can
determine the best strategy for controlling a dynamic system in the presence of uncertainty;
for example, it can encompass a number of functions like,
• Parameter and system identification.
• Definition of a control scheme for a dynamic system subject to random disturbances, with
perhaps noisy observations, in order to achieve some objective.
• Estimation of the states of a dynamic system from noisy and incomplete output measure-
ments.
A brief description of each of the previously mentioned items, with exception of the former, will
be given in the following, after Stengel (1986).
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7.1 Setup of the problem
Let
x˙(t) = f (x(t),u(t),w(t),p(t), t) ; x(t0) = x0 (7.1)
y(t) = h (x(t),u(t),w(t),p(t), t) (7.2)
z(t) = j (y(t),n(t), t) (7.3)
be a set of equations which describe respectively the evolution of the state, output and measure-
ment of a time-varying nonlinear dynamical system, where x(t) is the n-dimensional state vector,
y(t) is the r-dimensional process output vector, z(t) is the r-dimensional vector of observations,
p(t) is the l-dimensional vector of system parameters, u(t) is the n-dimensional controllable in-
puts vector, w(t) is the s-dimensional vector of uncontrollable inputs (disturbances) and n(t)
is the r-dimensional measurement noise (sensor noise) vector. It must bear in mind that the
dimension of y(t) and z(t), depend only on r, the number of sensors.
The time-optimal control problem to be solved is to find a control vector u∗(t), t ∈ [t0, tf ] which
drives the state vector from an initial to a final value while minimizing a scalar cost functional,
J0, given by
J0 = φ (x (tf ) ,w (tf ) ,p (tf ) , tf ) +
∫ tf
t0
L (x (t) ,u (t) ,w (t) ,p (t) , t) dt (7.4)
where L() is a functional called the Lagrangian and φ() is the terminal constraint. Under the
premise that the disturbances and measurement noise, and perhaps the parameter variations
are stochastic processes, the system response will also be a stochastic process. Hence, the cost
function must be given as the expected value of the deterministic cost function (7.4), as
J = E
[
φ (x (tf ) ,w (tf ) ,p (tf ) , tf ) +
∫ tf
t0
L (x (t) ,u (t) ,w (t) ,p (t) , t) dt
]
(7.5)
Assuming the sensor and disturbance noise to be small zero mean additive and white, and the
initial conditions and parameters of the system to be random, then the stochastic optimal control
solution, u∗(t), is found by the solution of the following problem:
Solve:
u∗(t) = argmin
u(t)
E
[
φ (x (tf ) , tf ) +
∫ tf
t0
L (x (t) ,u (t) , t) dt
]
(7.6)
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for t ∈ [t0, tf ] subject to the stochastic differential constraint,
dx(t) = f (x(t),u(t), t) dt+ L(t)w(t)dt (7.7)
and to the initial conditions,
E [x(t0)] = x0; E
[
(x(t0)− x0) (x(t0)− x0)T
]
= P0 (7.8)
in the assumption that the effects of disturbances are small, Gaussian, white and additive, with
L(t) defined as in (7.19), and P0 is the n× n initial covariance matrix; also,
y(t) = h (x(t),u(t), t) (7.9)
z(t) = j (y(t),n(t), t) (7.10)
and,
E [w(t)] = 0; E
[
w(t)wT(τ)
]
=W(t)δ(t− τ) (7.11)
E [n(t)] = 0; E
[
n(t)nT(τ)
]
= N(t)δ(t− τ) (7.12)
where, N(t) and W(t) are respectively the r × r and s × s autocorrelation matrices of the
measurement and disturbance noise.
It is clear that, if the control u(t) were known, then the stochastic differential equation (7.7) could
be solved employing Itoˆ calculus, leading to a response that is Markovian; the state vector x(t)
could be solved provided that its transition probability density function or its statistical moments
can be found within some error induced by closure. Nevertheless, calculation of the optimal
control u∗(t) requires equation (7.6) to be minimized, which itself demands knowledge of the state
vector, x(t), implying some kind of recursive nonlinear estimation and design procedure. As can
be seen, stochastic control of nonlinear systems is a difficult task; in this way, the aforementioned
problem is usually solved using a neighboring scheme.
7.2 Linear quadratic control in the continuous time case
A neighboring scheme linearizes the state evolution, observation and measurement equations and
assumes that the cost function is quadratic in the states and control, leading to the time domain
62
linear quadratic gaussian (LQG) theory and its frequency domain analog, the H2 control (Stengel
(1986)). The LQG problem can be stated as,
Solve:
u∗(t) = argmin
u(t)
1
2
E
[
xT(tf )S(tf )x(tf ) +
∫ tf
t0
xT(t)Q(t)x(t) + uT(t)R(t)u(t)dt
]
(7.13)
for t ∈ [t0, tf ] subject to the linear dynamic constraint,
dx(t) = F(t)x(t)dt+G(t)u(t)dt+ L(t)w(t)dt (7.14)
and to the generalized initial condition,
E [x(t0)] = x0; E
[
(x(t0)− x0) (x(t0)− x0)T
]
= P0 (7.15)
with measurement equation,
z(t) = H(t)x(t) + n(t) (7.16)
and, disturbance and measure noises characterized by (7.11) y (7.12) respectively; in this case,
F(t), G(t), L(t) and H(t) are Jacobian matrices defined as,
F(t) =
∂f
∂x
(n× n) (7.17)
G(t) =
∂f
∂u
(n×m) (7.18)
L(t) =
∂f
∂w
(n× s) (7.19)
H(t) =
∂h
∂x
(r × n) (7.20)
evaluated along the solution of the deterministic optimal path problem.
It must be taken into account that if the state vector x(t) is completely measurable, then the
optimal solution to the linear quadratic control problem can be solved, for example, by stochastic
dynamic programming. However, usually this is not possible in civil engineering structures as
the states represented for instance by the velocities and displacements relative to each degree of
freedom are either immeasurable (i.e. those associated with actuator dynamics) or never fully
accessible. In practice, measurement is usually limited to absolute accelerations and perhaps,
relative displacements between structural members in a limited set of points as a result of the
cost of the sensors (Housner et al. (1997)). Accordingly, as the states of the system cannot be
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directly sensed, they must be estimated. It can be shown that the design of the estimator has
nothing to do with the controller design, i.e. the design of the estimator and the one of the
controller are completely independent tasks (Stengel (1986), Szidarovszky and Bahill (1998)).
7.2.1 State estimation
As indicated, the state vector estimator xˆ(t) can be used instead of unknown true state of the
dynamical system to reach an optimal solution. In continuous time, the optimal estimator is
a Kalman-Bucy filter (Kalman (1960), Kalman and Bucy (1961)), which assures that xˆ(t) is
a minimum-variance estimator, unbiased in the sense that E [xˆ(t)] = E [x(t)] and linear in the
observation data z(t) (Stengel (1986)).
Let
e(t) = x(t)− xˆ(t) (7.21)
be the estimation error, for t ∈ [0, tf ] setting t0 = 0. The state estimate is characterized by
the conditional probability distribution function of x(t), so that the first and second centralized
moments are given by xˆ(t) = E [x(t)] and Pˆ(t) = E
[
e(t)eT(t)
]
. If the dynamical system is
described by (7.7) to (7.16) and the measurement and disturbance noises are characterized by
(7.11) and (7.12) respectively, then the state estimate is given by the solution to
dxˆ(t) = F(t)xˆ(t)dt+G(t)u(t)dt+K(t) [z(t)−H(t)xˆ(t)] dt; xˆ(0) = xˆ0 (7.22)
where the filter gain is
K(t) = P(t)HT(t)N−1(t) (7.23)
and the state covariance error estimate P(t) is given by the integration of the Ricatti equation
˙ˆ
P(t) = F(t)Pˆ(t) + Pˆ(t)FT(t) + L(t)W(t)LT(t)− Pˆ(t)HT(t)N−1(t)H(t)Pˆ(t) (7.24)
subject to the initial condition
Pˆ(0) = Pˆ0 (7.25)
As can be seen, the state-estimation error covariance matrix P(t), for a linear-optimal state
estimator is independent of the actual control input.
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7.2.2 Stochastic control for linear time varying systems
Given the optimal estimator xˆ(t), it can be demonstrated that the filter residual z(t)−H(t)xˆ(t)
is a zero mean white noise process with evolutive autocovariance function
N′(t) = N(t) +H(t)P(t)HT(t) (7.26)
As is commented in Stengel (1986), the filter and control design procedures are dual problems
because they are identical in form (compare equations (7.7) and (7.22)). Hence, the optimal
control law can be demonstrated to be
u∗(t) = −R−1(t)GT(t)S(t)xˆ(t) (7.27)
where S(t) is the solution to the Ricatti equation
S˙(t) = −FT(t)S(t)− S(t)F(t)−Q(t) + S(t)G(t)R−1(t)GT(t)S(t) (7.28)
with final condition
S(tf ) = Sf (7.29)
One of the great properties of the above approach is that it can guarantee closed-loop asymptotic
stability for a great variety of linear systems, including those that are by nature unstable.
7.3 Linear quadratic control in the discrete time case
Controller strategies are usually implemented in hardware working with discrete and digital
algorithms; therefore, it is worth to analyze the above described control strategies in the discrete
time case. The duality between state estimation and control design procedures also applies for
the discrete time linear quadratic controller; thus, an analogous formulation can be developed.
Consider a cost function of the form,
J =
1
2
E
xTkfSkfxkf +
kf−1∑
k=0
(
xTkQkxk + u
T
kRkuk
) (7.30)
subject to the linear system constraint,
xk+1 = Φkxk + Γkuk +Λkwk (7.31)
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and to the initial condition on the random variable xk satisfying
E [x0] = x¯0; E
[
(x0 − x¯0) (x0 − x¯0)T
]
= P0. (7.32)
The system (7.31) can be observed through the noisy measurement equation
zk = Hkxk + nk (7.33)
In the above formulation, the disturbance and measurement noises, wk and nk respectively, are
white, Gaussian and additive, and its probabilistic behavior is driven by
E [wk] = 0; E
[
wjw
T
k
]
=Wkδjk (7.34)
E [nk] = 0; E
[
njn
T
k
]
= Nkδjk (7.35)
The current state xk can be estimated from the past information database on control and mea-
surement, that is, from uj and zj for j = 0, . . . , k. However, a profile of the conditional probability
density function of xj for j = 0, . . . , k would be more useful than the control and measurement
histories. As the control history is known and the noises affecting the system are a Gaussian
sequence, then the state is also a Gaussian sequence; in this way, the state history can be entirely
characterized by the knowledge of the state mean and covariance profile estimations, that is, the
working information set would be stated as,
=[0, k] = {xˆj,Pj|j = 0, . . . , k} (7.36)
On the other hand, because the dynamic system (7.31) is Markovian and the measurement errors
are uncorrelated in time, all the needed information about the past trajectory is contained in the
present state and covariance estimates. Then the information set can be reduced to
=k = {xˆk,Pk} (7.37)
which is equivalent to (7.36).
The conditional estimates of actual state are given by the state’s mean and covariance before and
after measurement updates, and can be estimated and predicted using a Kalman filter. These
estimates are as follows (Stengel (1986), Pollock (1999)),
• State prediction:
xˆk(−) = E [xk |=k−1 ] (7.38)
xˆk(−) = Φk−1xˆk−1(+) + Γk−1uk−1 (7.39)
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• Covariance prediction:
Pˆk(−) = E
[
(xk − xˆk(−)) (xk − xˆk(−))T |=k−1
]
(7.40)
Pˆk(−) = Φk−1Pk−1(+)ΦTk−1 +Λk−1Wk−1ΛTk−1 (7.41)
• State prediction updating:
xˆk(+) = E [xk |=k ] (7.42)
xˆk(+) = xk(−) +Kk (zk −Hkxˆk(−)) (7.43)
• Covariance prediction updating
Pˆk(+) = E
[
(xk − xˆk(+)) (xk − xˆk(+))T |=k
]
(7.44)
Pˆk(+) =
[
P−1k (−) +HTkN−1k Hk
]−1
(7.45)
with a filter gain,
Kk = Pk(−)HTk
[
HkPk(−)HTk +Nk
]−1
(7.46)
and initial conditions
xˆ0(+) = x¯0; P0(+) = P0 (7.47)
As can be seen, the covariance and filter gain computations are unaffected by the control signal
uk, although it influences the propagation of the mean.
On the other hand, the optimal control law is expressed by,
uk = −Ckxˆk(+) (7.48)
with optimal gain matrix,
Ck =
(
Rk + Γ
T
kSk+1Γk
)−1
ΓTkSk+1Φk (7.49)
where,
Sk = Qk +Φ
T
kSk+1Φk −ΦTkSk+1Γk
(
Rk + Γ
T
kSk+1Γk
)−1
ΓTkSk+1Φk (7.50)
subject to the final condition
Sk|k=kf = Skf (7.51)
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The optimal feedback control law treats the state estimate as if it were the actual state and by
the separation principle, the estimation algorithm is independent of the control law.
Finally, combining (7.43) and (7.39), yields,
xˆk(+) = Φk−1xˆk−1(+) + Γk−1uk−1 +Kkεk (7.52)
where,
εk = zk −Hk [Φk−1xˆk−1(+) + Γk−1uk−1] (7.53)
is the optimal filter residual. It can be shown that εk, is a zero-mean white random sequence
with
E
[
εkε
T
k
]
= Nk +HkPk(−)HTk , (7.54)
so, the filter residual εk has the effect of disturbance input on state estimate propagation.
7.4 Stochastic control for linear time invariant systems
The problem stated in equations (7.13) to (7.20) can be simplified considering a linear and time
invariant system and a cost function with constant matrices. However, this assumption still uses
time varying optimal control and estimation gain matrices. Notwithstanding, the behavior of
the estimation and control gain matrices is almost constant, except in short intervals of time at
the onset and end of the trajectory, respectively. Control gains are almost constant up to the
final moments of a trajectory, when xT(tf )Sfx(tf ) in (7.13) becomes more important than the
integral term in the same equation. Conversely, estimation gain shows a transient behaviour
at the beginning of the trajectory, when initial conditions may contain more information than
the measurements, settling down to almost constant values as the times goes on. Considering
the steady behaviour time much larger than transient behaviour time in gain matrices, then
the stochastic cost function (7.13) is dominated by its integral terms, and constant control and
estimation gains could be considered good approximations of the optimal gain profiles.
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7.4.1 Asymptotic stability of the Linear Quadratic Regulator
Consider a feedback controller which minimizes the following quadratic cost function with zero
terminal cost,
J =
1
2
E
[∫ tf
0
xT(t)Qx(t) + uT(t)Ru(t)dt
]
(7.55)
subject to the linear dynamic system constraint,
dx(t) = Fx(t)dt+Gu(t)dt+ L(t)w(t)dt; x(0) = x0 (7.56)
with measurement equation
z(t) = Hx(t) + n(t) (7.57)
for F, G, L, H and Q > 0, R > 0, assumed to be constant matrices. When there is no
measurement noise, the minimizing control law becomes
u(t) = −C(t)x(t) (7.58)
with gain matrix given by,
C(t) = R−1GTS(t) (7.59)
and
S˙(t) = −FTS(t)− S(t)F−Q+ S(t)GR−1GTS(t); S(tf ) = 0 (7.60)
It can be shown that the gain matrix in (7.59) guarantees global asymptotic stability of the
system (Stengel (1986)); thus the closed-loop system defined by
x˙(t) = Fx(t)−GC(t)x(t) = [F−GC(t)]x(t) (7.61)
is stable. This result is independent of the stability of the open-loop system.
On the other hand if tf in (7.60) becomes infinite, then S(0) turns into a constant as S(t) is
a monotone and bounded function; hence, limtf→∞ S˙(0) = 0 and (7.60) turns into an algebraic
Ricatti equation
0 = −FTS(0)− S(0)F−Q+ S(0)GR−1GTS(0) (7.62)
where S(0) is the solution. This solution is stable with time running in reverse. Replacing S(0)
into (7.59) and setting tf as infinite in equation (7.55), yields
C(0) = R−1GTS(0) (7.63)
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which also assures global asymptotic stability. Then, the feedback control law becomes,
u(t) = −C(0)x(t) (7.64)
which is referred to as the linear quadratic regulator (LQR).
Closed-loop stability of (7.61) is assured if: (a) [F,G] is a completely controllable pair (to
guarantee that all unstable modes can be controlled); (b) R is positive definite (guaranteeing
the existence of R−1 in (7.59) and (7.63) and assuring that the control has a positive impact on
the cost function); (c) Q is positive definite (assuring that unstable modes are penalized in the
cost function and that all motions have a positive effect on J). If the system has naturally stable
modes, then it is indispensable only that [F,D] is a detectable pair (where Q = DTD) and that
[F,G] is a stabilizable pair, as the unstable modes can be adequately controlled while the stable
modes take care of themselves.
7.4.2 Asymptotic stability of the Kalman-Bucy filter
Because control and estimation are dual problems, stability of the Kalman-Bucy filter is analogue
to that of the LQR. In this case, the estimation error is defined as (7.21) where the estimate xˆ(t)
is generated by a constant-gain Kalman-Bucy filter,
dxˆ(t) = Fxˆ(t)dt+Gu(t)dt+K [z(t)−Hxˆ(t)] dt; xˆ(0) = xˆ0 (7.65)
with steady-state filter gain given by
K = P(∞)HTN−1 (7.66)
In the above equation P(∞) is the solution of the algebraic Ricatti equation
0 = FP(∞) +P(∞)FT + LWLT −P(∞)HTN−1HP(∞) (7.67)
The state and measurement equations take the forms (7.56) and (7.57) respectively, where [F,H]
is a completely observable par, and w(t) and n(t) are zero mean white process with
E
[
w(t)wT(τ)
]
= Wδ(t− τ) (7.68)
E
[
n(t)nT(τ)
]
= Nδ(t− τ) (7.69)
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and N and LWLT assumed to be positive definite matrices.
From equations (7.21), (7.56), (7.57) and (7.65), the estimation-error dynamic is expressed by
de(t) = (F−KH)e(t)dt+ Lw(t)dt−Kn(t)dt (7.70)
It can be demonstrated that the gain matrix (7.66) guarantees global asymptotic stability of the
estimator (7.70) (Stengel (1986)). The stability of the Kalman-Bucy filter is guaranteed if: (a)
[F,H] is a detectable pair, (b) [F,D] is a stabilizable pair (where LWLT = DTD); (c) LWLT is
a positive semi-definite matrix and (d) N is a positive definite matrix.
7.4.3 Asymptotic stability of the stochastic regulator
The continuous time stochastic regulator or LQG (Linear Quadratic Gaussian) regulator is a
closed-loop system consisting of the constant-gain linear quadratic regulator and the constant-
gain Kalman-Bucy filter, arranged as in Figure 7.1 The driving equations are
x˙(t) = Fx(t) +Gu(t) + Lw(t) (7.71)
z(t) = Hx(t) + n(t) (7.72)
˙ˆx(t) = Fxˆ(t) +Gu(t) +K [z(t)−Hxˆ(t)] (7.73)
u(t) = −Cxˆ(t) (7.74)
with the initial conditions,
E [x(0)] = x0; E
[
(x(0)− x0)T(x(0)− x0)
]
= P0 (7.75)
the gains,
K = PHTN−1 (7.76)
C = R−1GTS (7.77)
and
0 = −FTS− SF−Q+ SGR−1GTS (7.78)
0 = −FP+PFT + LWLT −PHTN−1HP (7.79)
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Figure 7.1: Block diagram of the stochastic regulator
Usually, the stability of the closed-loop system is described in terms of the combined state and
estimation error dynamics. Using (7.56), (7.21) and (7.70) the total system equation can be
expressed as dx(t)
de(t)
 =
 F−GC GC
0 F−KH
 x(t)
e(t)
 dt+
 L 0
L −K
 w(t)
n(t)
 dt (7.80)
Finally, it can be shown (Stengel (1986)) that the stability of the total system is described by
the separately evaluated stability of the LQR and the Kalman-Bucy filter.
7.5 Control design problem statement
The winged bridge of section 6.3 was controlled using a stochastic regulator algorithm inasmuch
as it is supposed that there exists noise in the sensor devices, in the form of an additive white noise
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applied to the observation equation and that the system is subjected to buffeting forces, which
can be understood as a disturbance to the self-excited system. The aerodynamic coefficients
given in Table 7.1 are supposed to relate the wind turbulence and the buffeting forces acting on
deck and control surfaces (c.f. equations (5.19),(5.20) and (5.21)).
Table 7.1: Aerodynamic lift, drag and moment coefficients of deck and control surfaces
Parameter Value Parameter Value
CL 0.0942 C
′
L 1.9050
CD 0.3230 C
′
D 0.0000
CM 0.0104 C
′
M 0.2717
To apply the stochastic regulator, the disturbances of the system must be modelled as Gaussian
white noises. This can be accomplished modelling the horizontal and vertical wind fluctuations
(u(t) and v(t) respectively) as a filtered white noise using an autoregressive (AR) model estimated
via Yule-Walker method (Papoulis (1991)). As the simulation was carried out on a digital
computer, a sampled realization of the both wind fluctuations, u[n] and v[n] respectively, was
simulated for a sampling time of T = 0.05 seconds taking into account that a 20 Hz (125.66
rad/s) sampling frequency is large enough to assure that all the main participating modes of
the BWCS system become excited (c.f. Tables 5.1 and 6.1). In the case of the vertical wind
fluctuation, it can be modelled from the Simiu and Scanlan spectrum (c.f. page 16) and the AR
model
v[n] + a1v[n− 1] + · · ·+ aNv[n−N ] =
√
var(w)w[n] (7.81)
which models adequately the wind fluctuation signal; this equation has a transfer function
L(z) =
√
var(w)
1 + a1z−1 + · · ·+ aNz−N (7.82)
where L(z) is the innovations filter of v[n], N is the order of the AR model and var(w) represents
the variance estimate of the zero-mean unit-variance Gaussian white noise input of (7.82), w[n].
An analogous formulation can be derived for the horizontal wind spectrum, assuming that both
vertical and horizontal spectrums are by no means correlated.
The coefficients of (7.81) were calculated as follows: from the power spectral density of the
process, the autocorrelation function was estimated using the inverse Fourier transform; then the
Levinson-Durbin recursion algorithm was used to solve the resulting set of Yule-Walker equations
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(c.f. section 3.2); finally, the filter (7.82) was recasted into a discrete state space form and then
into a continuous one (writing it in a “formal” way), as sketched in section 3.2:
y˙fluc(t) = Afluc(t)yfluc(t) +Bfluc(t)w(t) (7.83)
η(t) = Dfluc(t)yfluc(t) + Ffluc(t)w(t) (7.84)
where
η =
 u(t)U¯
v(t)
U¯
 (7.85)
It must bear in mind that the aforementioned AR model is dependent on the average wind
velocity; so for a given mean wind speed, the filter is linear and time invariant. Also it must be
said that an 8 degree AR model was employed for both vertical, and horizontal wind fluctuation
models.
On the other side, the BWCS model can be represented as explained in section 6.2,
y˙bwsc(t) = Abwcs(t)ybwcs(t) +Bbuf(t)η(t) +Bcs(t)u(t) (7.86)
ubwcs(t) = Dflucybwcs(t) (7.87)
where,
Bbuf(t) = U¯
2

0
M¯−1
0
0
0

[
Tlgd vd T
lg
w1vw1 T
lg
w2vw2
]

abud abvd
abuw1 abvw1
abuw2 abvw2
 (7.88)
Equations (7.84) and (7.87) can be melded in one, y˙bwcs(t)
y˙fluc(t)
 =
 Abwcs(t) Bbuf(t)Dfluc
0 Afluc(t)
 ybwcs(t)
yfluc(t)
+
 Bcs(t)
0
u(t) +
 Bbuf(t)Ffluc(t)
Bfluc(t)
w(t) (7.89)
with a corresponding observation equation,
z(t) =
[
Dbwcs 0
]  ybwcs(t)
yfluc(t)
+ n(t) (7.90)
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Observe that, both equations have the forms (7.71) and (7.72) respectively.
There are a number of different topics concerning the design, constraints, implementation and
evaluation of the control algorithm. In the following, a detailed examination of those topics will
be carried on.
7.5.1 Evaluation criteria and control strategy constraints
The required control algorithm must furnish the system stability on the selected wind design
range, having a good performance over it; in this way, some requirements and constraints should
be considered:
• The control surfaces algorithm must assure in low wind speed cases serviceability issues in
the structure; in high wind velocities the structural safety is of maximum concern. This is
achieved by minimization of the bridge girder vibrations.
• The aerodynamic/aeroelastic behaviour of the bridge and flaps discussed previously has
been done for small displacements and rotations. In this way, for large displacements, the
behaviour of the system cannot be adequately modelled. Therefore, assuming that the
bridge deck dragging and heaving displacements are small, flap and deck pitching must be
constrained to lay in the range |αw,d| < 15◦ (Ostenfeld and Larsen (1992)). This restriction
also must be imposed to avoid flow separation around control surfaces.
• Shear and moments forces evaluated in the bridge deck connection and along the deck must
be preserved between acceptable bounds.
• The deviation of the tension in the hangers and main cable from the nominal pretension
must be kept as small as possible. That is, the tension in the cables should neither approach
zero nor surpass a service maximum load. This criterion is selected to reduce the likelihood
of failure and the unseating of the cables (Dyke et al. (2000),Dyke et al. (2003)). In this
way, the tension in cables should remain within a recommend range of 0.2Tf to 0.7Tf where
Tf is the cable tension failure load.
The former two items are the only ones considered in this work, as the others are only taken into
account when a complete bridge model is considered.
75
7.5.2 Control system design
For a given mean wind velocity U¯ , the system (7.89) is linear and time invariant. On the
other side, the stochastic regulator estimates two gain matrices: one corresponding to the linear
quadratic regulator and other corresponding to the Kalman filter; these two matrices show a
good performance of the controller in a neighborhood of U¯ . However, for lower or greater wind
velocities the performance of the corresponding stochastic regulator may be poor or, even, could
destabilize the system. Therefore, the basic idea of the control algorithm is that for a set of m
wind speeds {
U¯1, U¯2, . . . , U¯m|U¯i < U¯i+1, i = 1, . . . ,m− 1
}
, (7.91)
covering the wind design range, a corresponding set of gains should be computed. So, for a
given wind speed U¯ ∈
[
U¯1, U¯m
]
, the respective gain matrices are calculated by interpolation,
approximating in this way a wind-speed variant gain, which is not exactly the same at the
selected operating points, but is close in the sense of the picked performance index. As was
studied in section 6.3, the critical wind velocity of the winged bridge in open loop configuration
is 10.7 m/s; in this work, the control algorithm was designed such that it guarantees the stability
of the bridge in the range of velocities from 5 m/s up to approximately twice the uncontrolled
bridge critical velocity, that is, 21 m/s. So, it is very important to analyze the performance of the
control strategy for the different stochastic regulators in
[
U¯1, U¯m
]
, taking in mind several aspects
like sensor and actuator dynamics, selection of the cost function and selection of the parameters
of the control surfaces. These issues will be addressed in the following.
Position of the sensors and control devices
Generally sensors and actuators should be positioned such that all major participating modes
(i.e. those which should be controlled) are observable and controllable. Also, it is very important
to take into account that locations of both sensors and actuators close to or on a modal point
should be avoided. So a careful study of the positioning of these devices must be carried out
(Soong (1990)). In this study, the analysis of the position of those sensors and actuators was not
made, inasmuch as, it is only important when a full model bridge is considered.
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Sensors
There are two types of sensors installed on the bridge: motion sensors and wind velocity sensors.
Motion sensors are positioned in the nodes of the finite deck-elements of the bridge model and
flaps along the span. They measure deck-dragging, -heaving and -pitching velocity and displace-
ment and the rotation angle and torsional velocity of the control surfaces1. Each of the measured
responses is affected by a zero mean additive Gaussian white noise n(t), which represents the
noise in the sensor devices.
On the other hand, wind velocity sensors in the vertical and horizontal directions were located
in the middle of each bridge deck or control surface finite element; it was be assumed that these
sensors give perfect measurements.
Both type of sensors, movement and wind velocity, have a sampling rate of 20 Hz, following the
criterion stated in page 72. As can be seen this frequency is greater than two times the maximum
bridge frequency we are interested in controlling (obeying Nyquist sampling theorem). This is
to avoid aliasing in recorded signals.
Finally, it is important to note that sensor devices-structure interaction are in this study ne-
glected. That is, sensor measures are supposed not to be affected by deck vibration. In the
following an almost-free noise sensor channel will be assumed for the simulations. Section 7.5.3
deals with noise in the measurement signals.
Control devices
The control system employs actuators placed in the nodes of the finite element model on both the
main and side spans; each one of these actuators is considered to have a maximum capacity; so,
in a real implementation, the model should have a saturator corresponding to the maximum load
given by the actuators. However, in the present study, the actuator dynamics, the maximum
moment capacity of the actuators and the actuator-structure interaction is neglected. In this
way, they are considered to be ideal.
1It must be taken into account that it is desirable to have a sensor for velocity, as the differentiation of a
displacement noisy measure is a bad estimate of the wind velocity inasmuch as noise effects would increase.
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Control algorithm
As stated before, it is assumed in this study that the sensor gives perfect observations affected
by additive Gaussian white noise, that ideal control devices are employed, and that there are
external disturbances acting on the system. In this way, the state can be estimated using a
Kalman filter.
As it is assumed that the control algorithm would be implemented in a digital equipment, the
sensor signals must be discretized and digitalized before show them to the control algorithm,
also the control signals must be made analogue, before apply them to the control device. So a
discrete-time control algorithm must be employed along with A/D and D/A converters, assuming
that the digital implementation works in 16 or 32 bits of precision. In this manner, the controller
in its final form should be converted to a discrete time fashion, using a zero-order hold on the
inputs transformation (MATLAB’s c2d command (Chen (1999))) such that the controller has
the same sampling time as the sensors, that is, T = 0.05 seconds.
Figure 7.2 shows block diagram representation of the control system.
u(k)
y(k)+sensor disturbance
u(t)
sensor
disturbance
y(t)
x_e(k)
y_e(k)
LQR gain
wind fluctuations
control torque
feedback
observator
−C*x_e(k)
[T verti]
w(t)
[T horiz]
u(t)
D/A converter A/D converter
Standard Gaussian
White Noise
Scope
−K−
Kest
Kalman filter
−K−
Gain
Demux
opensysbuf
Bridge + wings system
Figure 7.2: Block diagram representation of the control system
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Selection of the cost function
As was seen previously the basic idea of the optimal control is to minimize a criterion and in
this way improve the efficiency of the control algorithm; in the case of the stochastic regulator
for a linear time invariant system, equation (7.55) represents the mentioned cost function: its
weighting matrices Q and R, were chosen such that the total energy corresponding to the winged
bridge and the control forces were as small as possible. The total energy of the bridge is given
by the sum of the kinetic and the elastic energy stored in the structure. In this way, matrices Q
and R were selected such that
xT(t)Qx(t) = β(U¯)
(
1
2
x˙Td (t)Mdx˙d(t) +
1
2
xTd (t)Kdxd(t)
)
(7.92)
and
R = I (7.93)
where β(U¯) > 0 stands for a weighting parameter dependent on the mean wind speed which must
be tuned. In this case, when β(U¯) is large, the movement of the bridge is minimized regardless
of the control forces employed. The converse happens when β(U¯) approaches zero. It must bear
in mind that the minimization of the total energy attempts towards the fulfillment of the first
evaluation criterion stated in section 7.5.1, while the minimization of the control forces tries to
accomplish the second evaluation criterion; accordingly, a compromise between the control forces
and the bridge total energy must be performed.
Figure 7.3 (left) shows the influence of the variation of the weighting parameter β(U¯) and the
change of wind speed in the increase of the critical velocity for the winged bridge whose param-
eters appear in Table 6.1, while Figure 7.3 (right) shows the variation of these parameters and
its effect on the maximum absolute rotation of the deck or control surfaces. The last figure was
made in the following way: a realization of the wind fluctuation was input to the winged bridge
system in a closed loop configuration, subsequently, the time history of the rotations of the deck
and control surfaces was analyzed for a maximum absolute value. It must be said that an more
appropriate analysis can be done using excursion probabilities (Soong and Grigoriu (1993)) using
a method for calculating probabilities of structural failure like the one stated in Hurtado and
Alvarez (2001) and Hurtado and Alvarez (2003), however, this analysis will not be addressed in
this thesis.
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Figure 7.3: Influence of the variation of the weighting parameter β and the mean wind velocity
on the maximum absolute rotation of the deck and control surfaces (left) and on the critical wind
speed/mean wind speed ratio (right) for the controlled bridge
In the the present study, β(U¯) was set to 3× 105 for all wind velocities since from Figure 7.3 it
can be observed that for this value of β(U¯) the performance criteria stated in section 7.5.1, are
accomplished inasmuch as the the critical wind speed is maximized while the deck vibrations are
minimized and the maximum rotation of the control surfaces and deck remains bounded for an
increasing velocity. An unexpected behavior was observed in Figure 7.3 (left) inasmuch as for a
low value of β(U¯) (between 1 and 1000) and low velocities (10-14 m/s) the maximum absolute
value of the flaps rotation was very high, making its use infeasible in these ranges.
Selection of the damping and stiffness parameters of the control surfaces
The design process involves the selection of the different structural parameters, such that the
bridge will have an adequate behaviour during its lasting life. In this way, the choice of the
stiffness and damping parameters of the wings attached to the deck was carried out. Figure 7.4
shows the influence of these parameters on the critical wind speed of the bridge. It can be easily
seen that the most important parameter in the design of the wings is the damping since for larger
damping ratios the structure can withstand higher wind speeds.
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Figure 7.4: Influence of the variation of the damping and stiffness parameters of the control
surfaces on the critical speed of the closed loop bridge-wind-control surfaces system for U¯ = 10,
16 and 21 m/s
7.5.3 Evaluation of the control strategy
A desirable requirement in control systems is that the system must be observable and controllable.
In the case of the bridge-wind-control surfaces model, the controllability was checked. From linear
system theory, it is well know that a system is controllable if the matrix
[
A AB A2B · · · An−1B
]
(7.94)
has a rank n where n is the dimension of the corresponding state space vector. Then for the
BWCS system in the open loop configuration to be controllable, the matrix (7.94) must have a
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rank of 14. However, its rank is 8. As the system was not controllable, then the “stabilizability”
of it was checked. It could be observed that all modes with a nonzero imaginary part were
controllable: it means that the fluttering can be alleviated by the control algorithm; also, it was
observed that the noncontrollable modes take care of themselves.
Figure A.6 shows a pole map of the closed-loop system for an increasing wind velocity and a
stochastic regulator design speed of U¯ = 21 m/s. As can be seen, the closed loop system critical
velocity is 22.5 m/s, corresponding to flutter. In this way, the flutter wind speed of the deck with
flaps is 118 % higher compared to the deck without control surfaces and 110 % higher compared
to the open loop system. It is interesting to note that the controller made for a design speed of U¯
= 21 m/s perfectly controls the wind over the desired interval, however, as was discussed before,
it is better to calculate a set of gains corresponding to the set of velocities (7.91), inasmuch as
the system dynamic properties vary considerably with the mean wind velocity, so this unique
control law may not be efficient for the whole range of wind speeds.
In the following, the behavior of the controlled bridge will be analyzed for different wind speeds,
comparing it with the one of the bridge without control surfaces and the winged bridge in open
loop configuration.
Behavior of the system controlled by an LQR algorithm without buffeting forces
Figure 7.5 shows a time history plot of the variation of the rotations of the wings and the heaving
and pitching deck displacements of the winged bridge in closed loop configuration controlled by an
LQR algorithm in the presence of no buffeting forces, no noise in the sensors and an average wind
speed of 12 m/s. The controller must stabilize the bridge given that the initial displacements of
the bridge are hd = 1/Bd and αd = 0.1 radians. It was observed that this controller can quickly
stabilize the bridge for all velocity ranges. However for very high wind velocities the criteria
stated in section 7.5.1 are not fulfilled. On the other hand, Figure 7.6 presents the variation of
the control force with time. Both figures suggest that the optimal control law occurs when the
leading wing moves in the opposite direction and the trailing wing rotates in the same direction
with respect to the deck motion, also that both movements have a slight phase lead with respect
to the deck rotation. This phase lead is very important because the aeroelastic forces controlling
the bridge and induced by the wings begin to counteract the deck vibration in the same instant
82
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−10
−5
0
5
10
Time history vs Displacement
U = 12m/s
Br
id
ge
 w
ith
ou
t
co
n
tro
l s
ur
fa
ce
s
heaving/Bd
pitching (rad)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−5
0
5
Time (seg)
Br
id
ge
 w
ith
co
n
tro
l s
ur
fa
ce
s
O
pe
n 
lo
op
 re
sp
on
se
heaving/Bd
pitching (rad)
wing 1 (rad)
wing 2 (rad)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2
0
2
4
Br
id
ge
 w
ith
co
n
tro
l s
ur
fa
ce
s
Cl
os
ed
 lo
op
 re
sp
on
se
heaving/Bd
pitching (rad)
wing 1 (rad)
wing 2 (rad)
Figure 7.5: Variation of the deck heaving and pitching and rotations of the control surfaces for
a BWCS system controlled by an LQR algorithm in the presence of no buffeting forces, for U¯ =
12 m/s
the movement of the deck begins. This is in agreement with the investigations of Cobo del Arco
and Aparicio (1998) and Huynh and Thoft-Christensen (2001). Figure 7.5 also shows an example
of the fluttering in the deck without flaps and the winged bridge in the open loop case. Observe
that flutter is characterized by an increasing oscillating movement of the deck displacements.
Variation of the damping and stiffness parameters of the bridge-wind-control surfaces
system for an increasing wind speed
Each pole can be related to a pair of damping and stiffness coefficients by means of equation
(5.60). Appendix A shows various pole maps of the BWCS system for several design conditions,
along with the damping and stiffness parameters related to these eigenvalues. It can be easily
seen that for a mean wind speed less than 10 m/s, the frequencies of the controlled bridge are
almost the same as the uncontrolled one, nevertheless, the attachment of the controlled surfaces
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Figure 7.6: Variation of the control signal for a bridge wind control surface system controlled by
an LQR algorithm in the presence of no buffeting forces, for U¯ = 12 m/s
to the deck has the effect of increasing the damping of the different vibration modes of the system;
this damping increases up to the design speed of the controller; then, for greater velocities the
damping suddenly falls until the failure of the system occurs, inasmuch as at least one of the poles
moves to the right semi-plane. Relating the pole map of the variable gain stochastic regulator
(Figure A.8) with the ones corresponding to the stochastic regulators designed for U¯ = 10, 16
and 21 m/s (Figures A.4, A.5 and A.6 respectively), one can see that this controller increases
substantially the damping and stiffness of the vibration modes of the bridge. The variable gain
LQR also shares this property. In all cases, the controlled bridge failed due to fluttering.
It is worth remembering that in all the BWCS systems in closed loop configuration showed in
appendix A the coupling among vibration modes occurs. This is a typical phenomenon present in
long span bridges which is desirable to avoid (Katsuchi et al. (1999)). Maybe choosing a different
combination of matrices Q and R, the veering of the eigenvalues loci can be forced, since the
strong coupling between modes are the main source of the negative damping that leads to flutter
(Chen et al. (2000)).
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Finally, it was observed that the vibration modes corresponding to the control surfaces remain
almost constant until the failure of the bridge.
Behavior of the system controlled by the stochastic regulator including self-excited
and buffeting forces
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Figure 7.7: Time history of the self-excited and buffeting forces acting on the BWCS system for
U¯ = 16 m/s
Figure 7.7 shows that the buffeting forces acting on the BWCS system are greater than self-
excited forces; as in the employed stochastic regulator strategy the buffeting forces are treated
as disturbances to the system, one can foretell that such large turbulence-induced forces are a
serviceability problem to cope with. Bucher and Lin (1988, 1989) stated that these forces due
to turbulence in the flow can have a stabilizing or destabilizing effect in bridges. For the present
case, they destabilize the structure, as is discussed in detail in Chapter 8. From Figures 7.8 and
7.9 one can note that the these turbulence-induced disturbances can be controlled by the use of
control surfaces for low speed cases. However, in turbulent winds, although buffeting heaving
vibrations can be stabilized over a wide range of wind velocities, they cannot become enclosed
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U¯ = 10, 16 and 21 m/s
into safe bounds. This is serious drawback that can limit the use of separated wings as a mean of
controlling wind-induced vibrations. This figure also shows that the control surfaces effectively
manages the torsional vibrations of the bridge; thereby one can conclude that the main stabilizing
action comes from the torque induced by the lifting forces over the control surfaces.
Figure 7.7 shows the variation of the control torque with time for U¯ = 16 m/s; in this case the
leading wing has the greater impact on the deck vibrations control. This phenomenon is explained
in the following lines. From the aerodynamic coefficients in Table 7.1, it should be noted that
the vertical wind fluctuation has the greater influence on the bridge response to buffeting. Given
that all coefficients in Table 7.1 are positive, equations (5.19) and (5.21) highlight the fact that
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Figure 7.9: Root mean square of the BWCS in closed loop configuration displacement for an
increasing wind speed
when the vertical wind fluctuation around the mean is positive (downward direction), a positive
lift force and a negative torque (counterclockwise direction) act on the BWCS system. The
control system is entrusted to rotate the wings to generate the balancing forces; in this way, both
wings rotate in a positive direction (clockwise) to generate the equilibrium lift forces; however,
the trailing control surface rotates in a lesser degree, such that a positive torque is generated by
the pair of wings to cancel the buffeting twisting force out. The converse rotations happen when
the vertical wind fluctuation is negative (however, the leading control surface still has the largest
rotation). This is a notable difference of the BWCS system behaviour compared to the one taken
over when there are no buffeting forces (steady wind flow). Therefore, it can be concluded that
the leading control surface plays the most important role in the control system.
The performance of the control system in the heaving mode for highly turbulent winds, can be
improved if wider wings are employed, since the buffeting forces in the vertical direction are
proportional to the width of the surface. However, this is not an efficient solution, inasmuch as
it would increase the dead load of the bridge and the construction costs.
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Frequency response the controlled system
The frequency response is a representation of the system response to sinusoidal inputs at different
frequencies. Figure 7.10 shows the Bode plot of the magnitude of the transfer function matrix
H(jω) of the open and close loop winged systems between the buffeting forces and the deck
displacements for different mean wind speeds. This matrix is given by, (Szidarovszky and Bahill
(1998)),
H(jω) = D (jωI−A)−1B (7.95)
provided that, U(t) = U¯ . Also, Figure 7.11 shows the power spectral density of the pitching
and heaving deck displacement response for different wind speeds in turbulent flow. It can be
observed that the vertical wind fluctuation has a greater influence on the heaving and pitching
response of the winged bridge; also, the frequency response of both the open and closed loop
cases is almost the same for low wind speeds; in this case, the system vibrates almost in the
same frequency of the corresponding vibration mode; however, for greater wind speeds, it can
be concluded that the controlled surfaces smooths the frequency response, so that there are
not large peaks of response; furthermore, the pitching mode in high velocities has a component
corresponding to the vibration of the control surfaces. Finally, it can be said that the buffeting
component drives the bridge to move with lower pitching vibration frequencies.
Influence of the noise on the sensors
To study the influence of the noise in the system velocity and displacement n(t), its covariance
E[ni(t)nj(t)] = σ
2
i δij should be changed modelling different signal-noise ratios (SNRs). In this
way, the study begins with high ratios (for example 40 decibels), which model almost noise-free
transmission channels, decreasing the relation up to 3 decibels to analyze the performance when
noisy sensed signals are employed. Then σi, can be calculated from the relationship,
SNR (dB) = 20 log10
(
RMS ([Dbwcsybwcs]i)
σi
)
(7.96)
where RMS stands for the root mean square measure of the signal.
Two situations were modelled: one in which the SNR was approximately 3 dB and other for
36 dB. It was observed that noisy measurements do not make the bridge unstable, indeed the
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critical velocity of the bridge grew up: for example, for a design speed of 16 m/s, in the 36 dB
case the critical velocity was Ucr = 18.0 m/s while in the 3 dB situation was Ucr = 17.5 m/s.
This behavior was not expected. However, both the variance of the displacement response and
the variance of the control force increases for the noisy case, in the 36 dB case the standard
deviations of the rotations for the leading and trailing control surfaces were 116.7 and 46.1 N m
respectively, while in the 3 dB case were 140.7 and 81.9. In this way, the response of the trailing
wing notably increased. Noise in the sensors is not desirable, inasmuch as the control system
requires higher control forces, with stronger 0 to 40 rad/seg components, as can be depicted from
Figure 7.12.
A robustness analysis of the controlled BWCS system including a controller delay study was
not performed, in view of the fact that the classical phase and gain margin concepts cannot be
directly applied to MIMO systems. In this case, some special techniques of µ-analysis should be
applied, as described in Field et al. (1996).
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Figure 7.10: Bode magnitude plot of the winged bridge in the open (top) and closed loop (bottom)
cases between the buffeting forces and the deck displacements for different wind speeds
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Chapter 8
Random parametric excitation
formulation and parametric stochastic
stability analysis
“Equilibrium is only an instant of perfection, stability is more: it is the permanent
likelihood that the equilibrium is not far.”
Harm van Veen.
The Tao of Kite Flying
It was studied in earlier chapters that the state space representations (5.40) and (6.45) are
dependent on wind velocity U(t); in turn, mass, damping and stiffness aerodynamic matrices are
functions of wind speed. As the oscillatory motion of the structure depends on the variation of
such time-dependent parameters the induced vibration of the bridge is said to be parametric. In
this case the wind is called a parametric excitation. As wind excites the bridge, some average
quantity of energy flows into it. This energy is dissipated by the damping of the system; however,
when wind velocity is greater than the critical velocity, the damping of the system becomes
negative and the amplitude of the response increases. This is kind of instability is referred to as
parametric instability.
Bridge parametric instability has been addressed by several authors. For example, Lin and Ari-
aratnam (1980) investigated the effect of wind turbulence in the stochastic stability of bridges
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using a one-torsional-vibration-mode-modelled bridge; they concluded that turbulence has a
destabilizing effect. Later Bucher and Lin (1988, 1989) regarded Lin and Ariaratnam (1980)
study as incomplete inasmuch as they demonstrated that turbulence propels energy transfer be-
tween the different modes of vibration of the bridge, from the least stable modes to the more
stable ones; in this way, turbulence could have also a stabilizing effect on the bridge if there is a
favorable aerodynamic coupling between modes, as was experimentally demonstrated by Huston
(1986). Lin (1996) discusses some outstanding problems present in bridges an analyzes them
from a stochastic dynamics point viewpoint. On the other hand, nobody has aimed the problem
of the bridge-wind-control surface (BWCS) system parametric stability. In this way, the purpose
of this chapter is to explore in this uncharted field.
This chapter is distributed as follows: firstly, the deterministic and the stochastic stability con-
cepts will be briefly reviewed, following with the formulation of the random parametric excitation
(RPE) of the bridge systems, and finishing with the applications of the concepts to analyze the
BW and BWCS systems parametric instability regions.
8.1 Deterministic stability concept
In the following lines a succinct review of the concept of deterministic stability will be carried
on after Szidarovszky and Bahill (1998), Ogata (1997) and Chen (1999).
8.1.1 Elements of Lyapunov stability theory
Lyapunov stability theory is important because is the most general method for determining the
stability of a system. In 1892, A. M. Lyapunov made public two methods for determining the
stability of systems represented by ordinary differential equations. These methods were identified
as the first one and the second one. The first method is composed of all procedures in which the
explicit solution of the differential equations representing the system is used. On the other hand,
the second method does not require the explicit solutions of the differential equations modelling
the system. This is a great advantage because solving those differential equations is, in general, a
very difficult task. In the following, the second method of Lyapunov will be succinctly explained.
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The second method of Lyapunov
Let, x˙(t) = f(x(t), t) for x(t) ∈ Rn represent a dynamical system where the functions fi, i =
1, . . . , n satisfy the Lipschitz condition,
|fi(x(t), t)− fi(y(s), s)| ≤ K ‖x(t)− y(s)‖ (8.1)
for all t, s ∈ [t0, tf ], provided a positive constant K. Let xˆ be an equilibrium point of the system,
that is, f(xˆ(t)) = 0 for all t ∈ [t0, tf ]. The stability of a trajectory x around an equilibrium
solution xˆ can be expressed according to the Lyapunov definitions of stability:
Lyapunov stability: a trajectory around an equilibrium point is said to be stable if, given any
ε > 0, there exists δ > 0 such that ‖x(t0)− xˆ(t0)‖ < δ implies supt≥t0 ‖x(t)− xˆ(t)‖ < ε. The
real number δ depends on ε, and, in general depends also on t0. If δ does no depends on t0 it is
said that the equilibria state is uniformly stable.
Asymptotic Lyapunov stability: a trajectory around an equilibrium point is said to be
asymptotically stable if, it is stable and if there exist a ∆ > 0 such that ‖x(t0)− xˆ(t0)‖ < ∆
implies that limt→∞ ‖x(t)− xˆ(t)‖ = 0
Also we say that an equilibrium point xˆ is global asymptotically stable if, it is stable and all
trajectories converge to it as t → ∞. This definition suggests indirectly that this point is the
only equilibrium point of the system and that all trajectories stay bounded for t > 0. This is in
general a very useful characteristic, always present in linear time invariant systems.
The concept of Lyapunov functions
It is well know from classical mechanical theory that the energy of a mechanical system subjected
to friction always converges to a minimum if there are not additional sources of power. Lyapunov
used this principle, by means of the Lyapunov functions, to define the stability of a system. In
this way, the Lyapunov functions can be interpreted as the generalization of the energy function of
any system. Let V (x(t), t) be a continuous scalar function of the state variables with continuous
partial derivatives. Its time derivative along any trajectory is given by
V˙ (x(t), t) =
∂V
∂t
+
∂V
∂x(t)
f(x(t), t) (8.2)
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Let S be an open connected set containing the equilibrium point xˆ. The function V is said to
be a Lyapunov function if both V and its time derivative V˙ satisfy the following conditions:
1. V (x(t), t) > V (xˆ(t), t) for all x(t) 6= xˆ(t).
2. If S is unbounded, then lim‖x(t)‖→∞ V (x(t), t) =∞
3. V˙ (x(t), t) ≤ 0 for all x(t) ∈ S.
4. V˙ (x(t), t) does not vanish identically along any trajectory in S other than x(t) = xˆ(t).
It can be demonstrated that if there exists a Lyapunov function corresponding to a given system,
then the system is uniformly asymptotically stable around the point xˆ. The above conditions
can be relaxed, leading to the semi-negative-definiteness of V˙ in S; in this case, it is said that xˆ
is a stable equilibrium point of the system.
8.1.2 Stability of linear time invariant systems
It is well known in linear system theory (Szidarovszky and Bahill (1998)), that a linear time
invariant system of the form
x˙(t) = Ax(t) (8.3)
is stable if and only if all eigenvalues of matrix A have real negative parts, that is, the zeros of
the characteristic polynomial |λI−A| must have negative real parts in order (8.3) to be stable.
8.1.3 Deterministic stability analysis of the bridge-wind and bridge-
wind-control surfaces systems
The BW system state space equation is expressed by equation (5.40), whereas for the BWCS
system, it is expressed by (6.45). The deterministic stability of the bridge can be studied by
neglecting the buffeting forces, that is, by setting the buffeting forceQb(t) to zero in the respective
equations, so the deterministic versions of the systems will have the form (8.3); thus, to take
into account the buffeting forces into self-excited vibrations, the flutter derivatives are measured
in turbulent flow, making U(t) in the aforementioned equations equal to the mean wind speed,
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i.e. U(t) = U¯ . In this situation, matrix A is dependent on average wind speed. Increasing the
mean wind speed U¯ from zero, there will be found a velocity for which the bridge will become
unstable, known as the critical wind speed Uc, that is, there will be a wind velocity for which the
real part of an eigenvalue of A becomes nonnegative as discussed in past chapters.
The deterministic stability of the BW system and the BWCS systems will not be repeated here
in view of the fact that it was analyzed in sections 5.3, 6.3 and 7.5.3 respectively.
8.2 Parametric stochastic stability concept
Let
X˙(t) = f(X(t), t) +G(X(t), t)ξ(t); X(t0) = X0 (8.4)
represent a dynamical system, where X(t) ∈ Rn and ξ(t) is a random noise vector. It is said
that (8.4) is a parametrically excited system if G(X(t), t) explicitly depends on X(t). The
parametric stochastic stability analysis supplies a criterion for the study of the behaviour of
dynamic systems subjected to RPE. In this way, the stability of the system are expressed in
terms of the convergence and divergence of the statistical properties of excitation and system
physical parameters.
The stochastic stability of an equilibrium point Xˆ of equation 8.4 can be analyzed in terms of the
following stability modes: stability in the moments, stability in probability, almost sure stability,
Lyapunov stability in the moments, among others. In the following lines a review of some of the
different stability modes will be carried on according to Ibrahim (1985).
8.2.1 Almost sure stability or stability with probability one
An equilibrium point Xˆ(t) is said to be almost sure stable or that is stable with probability one
if, there exists a δ > 0 such that
∥∥∥X(t0)− Xˆ(t)∥∥∥ < δ implies
P
 lim
‖X(t0)−Xˆ(t0)‖→0
sup
t≥t0
∥∥∥X(t)− Xˆ(t)∥∥∥ = 0
 = 1 (8.5)
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Also, Xˆ(t) is said to be asymptotically almost sure stable if, it is almost sure stable and if there
exist a ∆ > 0 such that
∥∥∥X(t0)− Xˆ(t)∥∥∥ < ∆ implies that
lim
T→∞
P
[
sup
t≥T
∥∥∥X(t)− Xˆ(t)∥∥∥ = 0] = 1 (8.6)
8.2.2 Lyapunov stability in the moments
An equilibrium point Xˆ(t) is said to be Lyapunov stable in the k-th moment if, there exists a
δ > 0 such that
∥∥∥X(t0)− Xˆ(t)∥∥∥ < δ implies
lim
‖X(t0)−Xˆ(t0)‖→0
E
[∥∥∥X(t)− Xˆ(t)∥∥∥k] = 0 (8.7)
for t ≥ t0. Also, Xˆ(t) is said to be Lyapunov asymptotically stable in the k-th moment if, it is
Lyapunov stable in the k-th moment and if there exist a ∆ > 0 such that
∥∥∥X(t0)− Xˆ(t)∥∥∥ < ∆
implies that
lim
t→∞E
[∥∥∥X(t)− Xˆ(t)∥∥∥k] = 0 (8.8)
8.2.3 Stability in the moments
An equilibrium point Xˆ is said to be stable in the k-th moment if, provided any ε > 0, there
exists a δ > 0 such that
∥∥∥X(t0)− Xˆ(t0)∥∥∥ < δ implies
E
[
sup
t≥t0
∥∥∥X(t)− Xˆ(t)∥∥∥k
k
]
< ε (8.9)
where ‖·‖k stands for the Minkowski norm, that is
‖y‖k = k
√√√√ n∑
i=1
|yi|k; y ∈ Rn (8.10)
Also, Xˆ is said to be asymptotically stable in the k-th moment if, it is stable in the k-th moment
and
lim
T→∞
E
[
sup
t≥T
∥∥∥X(t)− Xˆ(t)∥∥∥k
k
]
= 0 (8.11)
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An equilibrium point Xˆ is said to be exponentially stable in the k-th moment if, given any α > 0
and β > 0, there exists δ > 0 such that
∥∥∥X(t0)− Xˆ(t0)∥∥∥k < δ implies
E
[∥∥∥X(t)− Xˆ(t)∥∥∥k] < β ∥∥∥X(t0)− Xˆ(t0)∥∥∥k exp (−α(t− t0)) (8.12)
for t ≥ t0.
A system is said to be stable in the moments if its response moments of all orders are stable.
However, stability in the moments not always provides an adequate criterion of the system
response stability, as is shown in Ibrahim (1985). It is a good point to annotate that stability in
the moments implies almost sure stability (Ibrahim (1985)).
Stability in the first and second order statistical moments
From a practical point of view, first and second order statistical moments are the only ones
taken into account, in view of the fact that as the order of the statistical moments increases the
region of stability narrows, making their use excessively restrictive for engineering applications;
also, it can be shown that, given a linear system representation, with a state vector represented
as a Markov vector process, the stability in the second moments implies almost sure stability
(Ibrahim (1985)).
Consider the system (8.4), with ξ(t) representing a zero mean stationary Gaussian process. If
ξ(t) has a correlation time1 much smaller than the relaxation time of the system2, then the
excitation can be regarded as a wide band process and can be approximated by a white noise,
and in this manner, the state space vector may be considered a Markov diffusion vector process
(Soong and Grigoriu (1993)). Replacing ξ(t) for a zero mean Gaussian white noise with spectral
density S then (8.4) can be converted into an equivalent Itoˆ stochastic differential equation,
dX(t) =m(X(t), t)dt+Σ(X(t), t)dB(t); X(t0) = X0 (8.14)
1The correlation time, τc, of a component of stationary process X(t) is defined as,
τc =
1
RX(0)
∫ ∞
0
|RX(τ)|dτ (8.13)
It is seen that for a stationary stochastic process free of armonics, the autocorrelation exists only in a time interval
where |t2 − t1| < τc.
2The relaxation time or constant time of a system is a measure of the time the system requires to return
to equilibrium (or assume a new equilibrium) after a sudden change in applied forces, constraints, boundary
conditions, etc.
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where B(t) stands for a Wiener process with E[dB(t)] = 0, E[dB(t)dBT(t)] = 2Sdt, and whose
drift vector m and diffusion matrix ΣΣT, can be found after applying the Wong-Zakai conver-
gence theorem (Wong and Zakai (1965)) to (8.4),
mj = fj +
1
2
Skr
∂gjk
∂Xl
glr (8.15)
σjlσkl = Srsgjrgks (8.16)
where use is made of the Einstein’s summation convention for the common indexes.
Equation (8.14) is a special case of (8.4) which can be solved by application of Itoˆ calculus. An
equation of the form (8.4), in which the input cannot be approximated by a Gaussian white
noise, can also be set in the form (8.14) modelling the excitation ξ(t) as a filtered Gaussian white
noise (that is, the output of a dynamic system fed by a Gaussian white noise),
dξ(t) = g(ξ(t), t)dt+ dB(t) (8.17)
so, the vector
[
XT(t) ξT(t)
]T
satisfies a differential equation with white noise as input, resem-
bling (8.14).
The Itoˆ stochastic differential rule says that for any function ψ dependent on time and on the
diffusion process X(t) as defined in (8.14) (i.e. ψ ≡ ψ(X(t), t)),
dψ =
(
∂ψ
∂t
+mj
∂ψ
∂xj
+
1
2
σjlσkl
∂2ψ
∂xj∂xk
)
dt+ σjk
∂ψ
∂xj
dBk (8.18)
The first moment equation of the diffusion processX(t), µ(t) can be found using the Itoˆ stochastic
differential rule, setting ψ = xm and taking expectations of (8.14), that is,
µ˙(t) = E [m(t)] (8.19)
whereas, the second moment equation Z(t) = E
[
X(t)XT(t)
]
can be found by substituting ψ =
xmxn into (8.18), and applying the expectation operator, taking in mind that for a Wiener process
E[dB(t)] = 0,
Z˙(t) = E
[
m(t)XT(t)
]
+ E
[
X(t)mT(t)
]
+ E
[
Σ(t)ΣT(t)
]
(8.20)
Finally, the stability of the first and second moment differential equations, (8.19) and (8.20)
respectively, must be found.
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8.2.4 RPE formulation of the BW and BWCS systems
A stochastic stability analysis begins from a random parametric formulation of the system. In
the following a RPE formulation of the BW system using Karpel’s formulation will be developed.
This study will be made only for a section of the bridge, without admittance function correction
of the buffeting forces, since a full study using the spatial correlations of the wind field would
render the formulation extremely complicated.
As was seen in chapter 5, the BW system is modelled by linear equations (5.5), (5.46) and (5.27)
and driven by Gaussian processes u(t) and v(t). From the aforementioned equations, it follows
that
Mq¨(t) +Cq˙(t) +Kq(t) = U2(t)Vd
(
A1q(t) +
(
Bd
U¯
)
A2q˙(t) +Gxa(t)
)
+U¯2Vd
(
Abu
u(t)
U¯
+Abw
v(t)
U¯
)
(8.21)
where the vector of aerodynamic states xa(t), satisfies the differential equation (5.49),
x˙a(t) =
U¯
Bd
Eq(t)− U¯
Bd
Rxa(t) (8.22)
In this case, as the instantaneous velocity U(t) is employed, flutter derivatives should be measured
in laminar flow (Bucher and Lin (1988, 1989); Cai et al. (1999)).
Considering that U(t) = U¯ + u(t) and U2(t) ≈ U¯2(1 + 2u(t)
U¯
), equation (8.21) can be recasted as
Mdetq¨(t) +Cdetq˙(t) +Kdetq(t) = 2
(
u(t)
U¯
)
U¯BdVdA2q˙(t) + 2
(
u(t)
U¯
)
U¯2VdA1q(t)
+
(
1 + 2
u(t)
U¯
)
U¯2VdGxa(t)
+U¯2Vd
(
Abu
u(t)
U¯
+Abw
w(t)
U¯
)
(8.23)
with, Mdet = M, Cdet = C − U¯BdVdA2 and Kdet = K − U¯2VdA1. Observe that the added
aeroelastic mass is neglected, following the reasons stated in page 37. Rearranging the terms of
equation (8.23) the random parametric representation form is obtained,
Y˙(t) = AdetY(t) +
[
B˜Y(t)δ +Bbuf
]
η(t) (8.24)
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where δ = [1 0], η(t) =
[
u(t)/U¯ v(t)/U¯
]T
, Y(t) =
[
qT(t) q˙T(t) xa
T(t)
]T
,
Adet =

0 I 0
−M−1detKdet −M−1detCdet U¯2M−1detVdG
U¯
Bd
E 0 − U¯
Bd
R
 , (8.25)
B˜ =

0 0 0
2U¯2M−1detVdA1 2U¯BdM
−1
detVdA2 2U¯
2M−1detVdG
0 0 0
 , (8.26)
and,
Bbuf =

0 0
U¯2M−1detVdAbu U¯
2M−1detVdAbw
0 0
 (8.27)
Using Roger’s RFA and following the same steps as above, yields the following matrices,
Adet =

0 I 0 · · · 0
−M−1detKdet −M−1detCdet U¯2M−1detVd · · · U¯2M−1detVd
0 A4 − U¯Bdd1I · · · 0
...
...
...
. . .
...
0 A3+m 0 · · · − U¯BddmI

, (8.28)
B˜ =

0 0 0 · · · 0
2U¯2M−1detVdA1 2U¯BdM
−1
detVdA2 2U¯
2M−1detVd · · · 2U¯2M−1detVd
0 0 0 · · · 0
...
...
...
. . .
...
0 0 0 · · · 0

(8.29)
Using the same steps outlined above, the RPE formulation of the BWCS system can be deduced.
In this case, the parametric equation of motion turns to
Y˙(t) = AdetY(t) +
[
B˜Y(t)δ +Bbuf
]
η(t) +Bcsu(t) (8.30)
Using Karpel’s minimum state formulation, it yields,
Y(t) =
[
qT(t) q˙T(t) xTad(t) x
T
aw1(t) x
T
aw2(t)
]T
, (8.31)
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Adet =

0 I 0 0 0
−M−1
det
Kdet −M−1detCdet U¯2M−1detTlgd VdGd U¯2M−1detTlgw1Vw1Gw1 U¯2M−1detTlgw2Vw2Gw2
U¯
Bd
EdT
gl
d
0 − U¯
Bd
Rd 0 0
U¯
Bw1
Ew1T
gl
w1 0 0 − U¯Bw1Rw1 0
U¯
Bw2
Ew2T
gl
w2 0 0 0 − U¯Bw2Rw2
 , (8.32)
B˜ =

0 0 0 0 0
2U¯2M−1detKp 2U¯M
−1
detCp 2U¯
2M−1detT
lg
d VdGd 2U¯
2M−1detT
lg
w1Vw1Gw1 2U¯
2M−1detT
lg
w2Vw2Gw2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

,
(8.33)
Mdet =M, Cdet = C− U¯Cp, Kdet = K− U¯2Kp, (8.34)
Cp = BdT
lg
d VdA2dT
gl
d −Bw1Tlgw1Vw1A2w1Tglw1 −Bw2Tlgw2Vw2A2w2Tglw2, (8.35)
Kp = T
lg
d VdA1dT
gl
d −Tlgw1Vw1A1w1Tglw1 −Tlgw2Vw2A1w2Tglw2 (8.36)
and,
Bbuf =

0 0
U¯2M−1det (VdAbud +Vw1Abuw1 +Vw2Abuw2) U¯
2M−1det (VdAbwd +Vw1Abww1 +Vw2Abww2)
0 0
0 0
0 0

(8.37)
It is easy to see that the case δ = [0 0], correspond to the determinist variant (non-
parametrically excited version) of the BW and BWCS state space representations in laminar
flow. (equations (5.51), (5.42) and (5.44)). So, subindex “det” is employed to highlight this fact.
The reader must be aware that Adet does not have buffeting force terms. Note also that the
equation of motion in the RPE formulation depends of both the external buffeting forces and the
parametric random self-excited forces.
8.2.5 Stochastic stability analysis of the BW and BWCS systems
To simplify the mathematical treatment of the stochastic stability analysis of (8.14), the wind
fluctuation vector η(t) can be replaced by a white noise excitation in view of the Wong-Zakai
convergence theorem. In this way, the buffeting component is modelled as a weakly stationary
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wide band random process so that the bridge response is modelled as a diffusion Markov process.
Inserting (8.24) into equations (8.15) and (8.16) yields respectively the drift vector,
mj(t) =
(
Adetji +
1
2
Sη1η1B˜jlB˜li
)
yi(t) +
1
2
S1rB˜jlBbuflr (8.38)
and diffusion matrix,
σjl(t)σkl(t) =
[
B˜jiyi(t)δ1r +Bbufjr
]
Srk
[
B˜klyl(t)δ1s +Bbufks
]
(8.39)
or recasting them in a matrix fashion, we obtain respectively,
m(t) = FY(t) +
1
2
B˜BbufS
T
ηηδ
T (8.40)
and,
Σ(t)ΣT(t) =
[
B˜Y(t)δ +Bbuf
]
Sηη
[
B˜Y(t)δ +Bbuf
]T
(8.41)
where,
F = Adet +
1
2
Sη1η1B˜B˜ (8.42)
and
Sηη =
 Sη1η1 Sη1η2
Sη2η1 Sη2η2
 (8.43)
stands for the white noise power spectral density of the normalized wind fluctuations process
η(t). Observe also that the case S = 0 corresponds to the non parametrically excited version of
the BWCS system representation.
The first and second statistic moments of the diffusion process X(t), can be found taking ad-
vantage of the Itoˆ stochastic differential rule for ψ = yi and ψ = yiyj respectively, and applying
expectations bearing in mind that for the Wiener process B(t), E[dB(t)] = 0, so that
µ˙(t) = Fµ(t) +
1
2
B˜BbufS
T
ηηδ
T (8.44)
d
dt
E
[
Y(t)YT(t)
]
= E
[
mYT(t)
]
+ E
[
Y(t)mT
]
+ E
[
Σ(t)ΣT(t)
]
(8.45)
As,
E
[
Σ(t)ΣT(t)
]
= Sη1η1B˜E
[
Y(t)YT(t)
]
B˜T+B˜µ(t)δSηηB
T
buf+BbufSηηδ
TµT(t)B˜T+BbufSηηB
T
buf
(8.46)
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and denoting Z(t) = E
[
Y(t)YT(t)
]
, gives,
Z˙(t) = FZ(t) + Z(t)FT + Sη1η1B˜Z(t)B˜
T +P(t) (8.47)
where,
P(t) =
1
2
B˜BbufS
T
ηηδ
TµT(t) +
1
2
µ(t)δSηηB
T
bufB˜
T + B˜µ(t)δSηηB
T
buf +
BbufSηηδ
TµT(t)B˜T +BbufSηηB
T
buf (8.48)
Matrix Z(t) in (8.47) is symmetric, so its upper triangular part can be unfolded in terms of a
new vector v(t), thus formula (8.47) becomes
v˙(t) = Hv(t) +Q(t) (8.49)
As mentioned before, given that equations (5.5), (5.46) and (5.27) are linear and that the input
vector η(t) is a stationary Gaussian vector process, the buffeting response is also a stationary
Gaussian process, implying that the statistical moments are independent of time; therefore the
time derivative of the first and second statistical moments is equal to zero, so, from (8.45) and
(8.49) results,
µ = −1
2
F−1B˜B˜bufSTηηδ (8.50)
v = −H−1Q (8.51)
According to Lin (1979), the stochastic stability approach, must be interpreted as moment sta-
bility: if the real part of an eigenvalue of F becomes positive, then the first moment becomes
unstable; in the same manner, if the real part of an eigenvalue of H becomes greater than zero,
then the second moment also becomes unstable. So, an analogous critical velocity is defined in
the sense of the first or second moments.
This analysis can be easily adjusted to manage the RPE formulation of the BWCS system in
open and closed loop configuration, as follows: in the open loop configuration u(t) in equation
(8.30) is set to zero, as there are no control forces; in the closed loop configuration, assuming
that the system is managed by a variable gain LQR control law, equation (8.30) turns to
Y˙(t) = (Adet −BcsCLQR)Y(t) +
[
B˜Y(t)δ +Bbuf
]
η(t) (8.52)
so that, a study similar to the above sketched is carried out. An study in closed loop configu-
ration using also the state estimated by the Kalman filter was not done in as much as the RPE
formulation renders very complicated.
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8.3 Charts of the stochastic moment stability/instability
boundaries
A chart of the stochastic stability/instability boundaries forecasted by first and second moments
was made for a varying wind speed and a varying white noise intensity, using the same systems
analyzed in past chapters. It must bear in mind that an RPE stability analysis involves the
use of flutter derivatives measured in laminar flow. This is not the case in the present section.
Figures 8.1 and 8.2 show the critical speed for a varying wind intensity, predicted by the first and
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Figure 8.1: Stochastic stability chart for the bridge-wind system
second moments for the BW system and BWCS systems in open and closed loop configurations
respectively. Each point in the stability chart represents a condition in which, for a given white
noise intensity and a given mean wind speed, the matrices F and H have an eigenvalue with
zero real part; in this way, the critical velocity is defined in the sense of the first or second
moments. Figures 8.1 and 8.2 also show that, the critical velocity given by the second moment is
more conservative than the corresponding to the first moment; in other words, the first stability
moment gives a higher critical velocity than the second one, indeed, in the present case the
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Figure 8.2: Stochastic stability chart for the BWCS system in open (left) and closed (right) loop
configuration
critical flutter velocity in the first moment is higher than the deterministic critical velocity of the
bridge.
In chapter 3 was explained that Kaimal’s spectrum (equation (3.26)) models the longitudinal
wind velocity fluctuations u(t). This power spectral density can be modified to model wind
fluctuations η1(t) = u(t)/U¯ yielding,
Sη1η1 (z, ω) =
200z
U¯(z)
(
1 + 50 ωz
2piU¯(z)
)5/3
(
u∗
U¯(z)
)2
(8.53)
In this way, the white noise intensity of the RPE formulation was approximated by S ≡ S(z, 0),
as Bucher and Lin (1988) suggested. Using a height above the ground of z = 96 m (0.64 m for
the 1:150 scaled version of the Akashi Kaikyo bridge), a ground surface roughness corresponding
to a snow surface (z0 = 0.05 m), from equation (3.28) it follows that u∗/U¯ = 0.053. Simiu and
Scanlan (1996) relates this term to the so called turbulence intensity
I(t) =
σu
U¯
(8.54)
by the expression
I(t) =
√
β
u∗
U¯
(8.55)
where σ2u denotes the variance of the wind fluctuation. It is commonly assumed that β is varies
with the ground surface roughness length z0, and is independent of z. Table 8.1, presents different
values of β. In the present example β = 6.5; therefore, the turbulence intensity is equal to 0.135,
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Table 8.1: Values of β corresponding to various roughness lengths (Simiu and Scanlan (1996))
Description z0 (cm) β
Snow surface 0.5 6.5
High grass 7 6.0
Palmettoa 30 5.25
Pine forestb 100 4.85
Centers of large cities 250 4.00
aType of small palm-tree with fan-shaped leaves.
bMean height of trees: 15 m; one tree per 10 m2
which is a realistic value. Replacing the above defined terms into (8.53), it follows that, the white
noise intensity S is dependent on the mean wind speed, that is, S = 0.358/U¯ approximately.
Figure 8.3, shows that the stability boundaries of the first and second moments are influenced by
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Figure 8.3: Stochastic stability/instability chart and variation of the white noise intensity for the
BW system (left) and BWCS system in closed loop configuration (right)
the mean wind velocity U¯ , the spectral density of the fluctuations S and the bridge aeroelastic
and structural parameters; also, it demonstrates that the second moment in the analyzed bridge
is unstable for both the BW and BWCS systems, when a RPE analysis is made. From this
fact, one can deduce that the present analysis was carried out on a bridge section prone to
buffeting induced vibrations, since the second moment becomes unstable in the range between 5
and 10.7 m/s approximately. This result also highlights the fact that the control surfaces could
not be as good as expected in the reduction of the vibrations induced by buffeting; therefore, an
additional analysis should be made on a section which could become stabilized by turbulence,
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since the turbulent component of the wind may reduce or increase the flutter velocity in some
cases (Bucher and Lin (1988)), depending on the aeroelastic parameters for a specific bridge.
Chapter 9
Final considerations, summary and
future work
Along the present study it was analyzed how the use of separated control surfaces beneath the
bridge’s deck can be useful to counteract the vibrations induced by wind on the bridge deck,
stressing on the analysis of coupled buffeting and self-excited forces. This research differs from
previous investigations in that neither nobody has addressed the analysis of the BWCS as a
parametrically excited system, nor the influence of the buffeting forces has been taken into
consideration.
Several suppositions where made along the present research: the deck was modelled using
Theodorsen theory; both the girder and the control surfaces shared the drag-, lift- and moment-
aerodynamic coefficients; the bridge was represented using only two degrees of freedom; the
random parametric excitation stability analysis was performed using the same flutter derivatives
employed in the deterministic analysis. This factors have a great influence in the results below
presented. In this way, it is advisable to repeat the analysis on a set of bridges with different
aerodynamic/aeroelastic and structural parameters as the ones here employed. In the following
a brief description of the principal results found in this work will be made.
The equation modelling the motion of the BWCS system was expressed in a state-space fashion,
in contraposition with the traditional iterative frequency approaches extensively used in bridge
engineering, making it very suitable for straightforward use of the concepts of control theory.
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This state space model assumes that the wake generated by the leading wing and the deck have
no interaction within them and the trailing surface. This strong hypothesis requires further study
in a wind tunnel test or a computer simulation using computational fluid dynamics techniques.
A comparison of the behaviour of the bridge without control surfaces and the winged bridge in
open loop configuration showed for the analyzed model that, the behaviour of the latter does
not depend on the values of the frequency and damping of the control surfaces, however, these
parameters do drastically affect the performance of the BWCS system in closed loop configuration
as they especially impel the increase of the damping of the different vibration modes of the system.
It was seen that the most important parameter in the design of the control system is the damping
of the control surfaces, since, for highly damped wings the structure can withstand higher wind
speeds.
It was found that the critical wind velocity for the uncontrolled BWCS system is a little greater
than the one corresponding to the bridge without control surfaces. This is a nice feature inasmuch
as the behaviour of the winged bridge does not deteriorate with the use of control surfaces, in
fact, it improves.
The variation of the control surfaces/bridge deck width ratio was carried out, demonstrating that
the best performance was achieved for the relation from 0.15 to 0.25. However, it was discussed
that lower ratios could be preferred inasmuch as the performance of the BWCS system does not
deteriorate excessively and that lower ratios imply smaller dead loads on the controlled structure.
In contrast, it was shown that higher ratios make the bridge prone to fail by divergence, however,
this is only an hypothesis since, in the present case, the wake should have a big influence on the
behavior of the controlled bridge, so that, for high ratios the wake analysis is mandatory.
The BWCS was controlled using a variable gain stochastic regulator made up of a LQR optimal
gain and a Kalman filter. The last one deals with the noise present in the sensors and the
buffeting forces affecting the system. In this case, the buffeting forces were modelled as a filtered
Gaussian white noise using an autoregressive model, and the noise in the sensors was assumed to
be Gaussian, zero mean, white and additive. This algorithm was employed to stabilize the bridge
in the range of velocities from 5 m/s up to 21 m/s, approximately twice the critical wind speed
of the BW system. Although a single stochastic regulator designed for a 21 m/s wind speed
could stabilize the bridge for all wind velocities in the working range, it was observed that the
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variable gain stochastic regulator noticeable increases the stiffness and damping of the vibration
modes of the bridge in the range of design. The use of the variable gain regulator was made
inasmuch as the system formulation changes with an increasing wind speed. This is not the best
strategy to use when a system is sensible to weak and/or rapidly varying inputs, however, it was
demonstrated that the BWCS is not the case.
The optimal control force in the presence of steady flow occurs when the leading and trailing
control surfaces twist respectively in the opposite and same direction with respect to the deck
rotation; also both movements have a slight phase lead with respect to the deck rotation. This
phase lead is very important because the aeroelastic forces controlling the bridge and induced by
the wings begin to counteract the deck vibration in the same instant the movement of the girder
begins.
In the design of the stochastic regulator, it was observed that the BWCS system in open loop
configuration is not controllable but stabilizable; in this case, it was ensured that the uncontrol-
lable modes take care of themselves. On the other hand, the optimal control involved used as
performance criteria the minimization of both the total energy of the bridge and the rotation of
the control surfaces.
The main result of this thesis it that control surfaces attached below the bridge deck although
are an outstanding mechanism to deal with self-excited vibrations; nevertheless, it is not as good
as one can expect facing up to high buffeting forces, inasmuch as the heaving displacements
by them induced are very large and despite the fact that they can be stabilized, they may not
become enclosed into serviceability bounds; on the other side, the pitching vibrations can be
adequately stabilized, even in high turbulent winds. In this way, one can conclude that the main
stabilizing action comes from the torque induced by the lifting forces over the control surfaces.
The serviceability bounds should be checked up making the analysis of the accelerations on the
girder and tension in the hangers and main cables of a full model bridge.
It was noted that the leading wing has the greater influence on the deck vibrations control, as it
was concluded that the vertical wind fluctuation is the main source of the buffeting vibrations.
In the present case, when the vertical wind fluctuation around the mean is positive (downward
direction), a positive lift force and a negative torque (counterclockwise direction) act on the
BWCS system. The control system reacts rotating both wings in a positive (clockwise) direction
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to generate the equilibrium forces; however the trailing control surface rotates in a lesser degree,
such that a positive torque is generated by the pair of wings to cancel the buffeting twisting force
out. The converse rotations happen when the vertical wind fluctuation is negative, however, in
this case, the leading control surface still has the largest rotation.
It was commented that if wider wings are employed, the buffeting heaving vibration could be
dissipated in a higher degree, however, this is not an efficient solution, in view of the fact that it
would lead to the increase of both the dead load of the controlled system and the construction
costs.
It was also demonstrated that the control system is robust against noisy measurements; they do
not make unstable the bridge, in fact, noise in the measurements made the critical velocity of the
bridge to grow up, this is a behaviour which was not expected; however the noise in the sensors
spur the actuators to apply to the structure highly varying control torques, since the variance of
the displacement response increases.
The random parametric analysis revealed that the present study was performed on a bridge
section prone to buffeting induced vibrations. This result highlights the fact that the control
surfaces could not be as good as expected in the reduction of the vibrations induced by buffeting;
therefore, an additional analysis should be made on a section which could become stabilized by
turbulence, since the turbulent component of the wind may reduce or increase the flutter velocity
in some cases, as stated by Bucher and Lin (1988), depending on the aeroelastic parameters for
a specific bridge.
Many opportunities of future work are available:
Since high buffeting forces are random in nature, the evaluation criteria stated in section 7.5.1
should be assessed from a probabilistic viewpoint by the use of excursion probabilities as a
modification of the methods stated in Hurtado and Alvarez (2001) and Hurtado and Alvarez
(2003).
A simulation on a full bridge model should be carried out because there are several aspect that
must be understood, like the performance of the wings installed only on a section of the central
span and the interaction between the control system and towers and the cables; also the full
bridge model will be subjected to a wind field not to a single realization of the wind speed
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fluctuations. In addition, an analysis of the saturation of the actuators and the influence of the
zero-order-hold in the frequency response of the BWCS system must be carried on.
As depicted from the RPE analysis, the bridge in consideration was prone to buffeting vibrations.
An analysis of the control surfaces system should be performed on bridges with different aero-
dynamic/aeroelastic behaviors. In fact, it is desirable to observe the performance of the control
system in a bridge which could be stabilized by buffeting forces.
Also, a nonlinear optimization techniques like evolutionary algorithms could be employed for
choosing better Q and R matrices subject to the fulfillment of the performance criteria stated
in section 7.5.1. This optimization should have additional restrictions like the desirable veering
of the eigenvalue loci to avoid the unwanted coupling between vibration modes.
A robustness analysis of the controlled BWCS system including a controller delay should be
performed, following the µ-analysis techniques described in Field et al. (1996).
Further research about other methods of bridge wind-induced vibration control should be carried
on since the present method maybe infeasible due to high construction and maintenance costs,
inasmuch as emergency control systems must be installed to take on the control of the wings in
the case the principal control fails. For example, the study of flaps attached next to the girder (as
an extension of the idea of time changing fairings) must be considered, since this control system
actively changes the bridge aerodynamic properties, so better performance could be obtained.
Appendix
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Appendix A
Pole maps
In the following pole maps for different configurations of the bridge and bridge-wind-control
surfaces system in open loop and closed loop configuration are shown.
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Figure A.1: Pole map for the bridge without control surfaces
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Figure A.2: Pole map for the BWCS in an open loop configuration
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Figure A.3: Pole map for the BWCS in a closed loop configuration controlled by a LQR algorithm
designed for U¯ = 16 m/s
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Figure A.4: Pole map for the BWCS in a closed loop configuration controlled by a stochastic
regulator designed in for U¯ = 10 m/s
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Figure A.5: Pole map for the BWCS in a closed loop configuration controlled by a stochastic
regulator designed for U¯ = 16 m/s
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Figure A.6: Pole map for the BWCS in a closed loop configuration controlled by a stochastic
regulator designed for U¯ = 21 m/s
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Figure A.7: Pole map for the BWCS in a closed loop configuration controlled by a variable gain
LQR U¯ = 0, . . . , 21m/s
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Figure A.8: Pole map for the BWCS in a closed loop configuration controlled by a variable gain
stochastic regulator U¯ = 0, . . . , 21m/s
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