A parameter estimation procedure, sequential uncertainty domain parameter fitting (SUFI), is presented and has the following characteristics. The procedure is sequential in nature, meaning that one more iteration can always be made before choosing the final estimates. The procedure has a Bayesian framework, indicating that the method operates within uncertainty domains (prior, posterior) associated with each parameter. The procedure is a fitting procedure, conditioning the unknown parameter estimates on an array of observed values. Finally, the procedure is iterative, requiring a stopping rule which is provided by a critical value of a goal function. Performance of the SUFI parameter estimation procedure is demonstrated using three examples of increasing complexity: (1) analysis of a solute breakthrough curve measured in the laboratory during steady state water flow, (2) estimation of the unsaturated soil hydraulic parameters from a transient drainage experiment carried out in a 6-m deep lysimeter, and (3) estimation of selected flow and transport parameters from a hypothetical ring infiltrometer experiment. The procedure was found to be general, stable, and always convergent.
Introduction
During the past several decades, considerable advances have been made in the conceptual understanding and mathematical description of water flow and solute transport processes in variably saturated soils and groundwater systems. A large number of models of different degrees of complexity and dimensionality are now available for predicting subsurface flow and transport [e.g., National Research Council (NRC), 1990; Ségol, 1994] . Still, effective application of these models to practical field situations suffers from two general problems. One issue concerns the inability of models, however complex and sophisticated numerically, to consider all of the important simultaneous physicochemical and hydrologic processes operative in the subsurface, such as the presence of physical and chemical nonequilibrium transport processes, preferential flow, various boundary processes, and spatial and temporal variability in soil hydraulic properties. The second issue is that even if a model were to be developed that would account for all pertinent processes, model users would still have difficulty collecting enough meaningful field data to effectively run the model. The past 30 years or so have probably seen more advances in numerical modeling per se than in the methodology of field data collection and how best to deal with parameter uncertainty in predictive modeling.
Various schemes have been proposed to somehow deal with the problem of uncertainty in model input parameters. The problems of parameter estimation and uncertainty should be addressed in a comprehensive manner using all available information. No experimental work is ever performed in a complete vacuum, and prior information is nearly always available in some manner; such information must be used to advantage by providing direction to further sampling. Nearly every project involves the collection of data of different types and qualities; these data should all be used to improve the understanding of the problem. For example, most environmental problems are spatial in nature, characterized by autocorrelated subsurface flow and transport parameters; autocorrelation in parameters hence must be revealed and taken advantage of. Moreover, measured values of the primary outputs of hydrologic simulation models often reveal the nature of the input fields and hence should also be utilized. While the collection of new or additional data is generally the most direct way of reducing input uncertainty, limiting factors such as cost, time, site destruction, and accuracy may not always permit further sampling. Comprehensive algorithms are needed to link the above seemingly different issues and considerations. An algorithm developed by Abbaspour et al. [1996] , the Bayesian uncertainty development algorithm (BUDA), can utilize all of the above techniques to achieve a higher reduction in uncertainty in environmental projects. The inverse procedure in this work is part of BUDA.
Of the different options mentioned above the use of measured primary outputs of hydrologic simulation models to estimate model input parameters has received special attention. Much literature is devoted to this process alternatively referred to as inverse modeling, model calibration, parameter fitting, parameter estimation, and history matching. Reviews of the subject are given by Yeh [1986] and Kool et al. [1987] . The procedure generally involves minimization of the square difference function of some measured and simulated flow or transport variable. Yeh and Yoon [1981] studied the parameter identifiability of an aquifer with optimum dimension in parameterization. Cooley [1982, 1983] incorporated prior information about the parameters into a nonlinear regression groundwater flow model. Parker and van Genuchten [1984] applied an inverse technique to laboratory and field tracer experiments, while Parker et al. [1985] used one-step laboratory outflow experiments to estimate the unsaturated soil hydraulic param-eters. Carrera and Neuman [1986] employed a maximum likelihood method and incorporated prior information in their aquifer parameter estimation procedure assuming transient and steady state conditions. Van Dam et al. [1990] modified the one-step outflow technique of Parker et al. [1985] into a multistep procedure for determining soil hydraulic functions. Eching and Hopmans [1993] , similarly, studied optimization of the hydraulic functions using both transient outflow and soil water pressure head data. Dane and Hruska [1983] , Kool et al. [1987] , and Sisson and van Genuchten [1991] determined soil hydraulic properties from in situ water content data during vertical drainage, whereas Kool and Parker [1988] applied an inverse procedure to a flow process consisting of ponded infiltration followed by gravity drainage with evaporation at the soil surface. Some studies combined parameter estimation with hydraulic scaling capabilities [Shouse et al., 1992; Eching et al., 1994] , while others coupled numerical inverse problems such as heat or mass transport with unsaturated or saturated flow [Carrera, 1987; Mishra and Parker, 1989; Sun and Yeh, 1990 ]. Yet others introduced geostatistics considerations in the parameter estimation process [Clifton and Neuman, 1982; Kitanidis and Vomvoris, 1983; Dagan, 1985; Hoeksema and Kitanidis, 1984; Kitanidis, 1995; Yeh et al., 1996] .
A common problem with most of the inverse methods is stability and convergence [Yeh, 1986] , and more robust procedures are desirable. The objective of this work is to describe and demonstrate the use of a very different approach, sequential uncertainty domain parameter fitting (SUFI), for parameter estimation. The procedure is general, forward, sequential, iterative, and Bayesian in nature. The method begins with prior uncertainty domains on the input parameters, usually invoking relatively large uncertainties, and, subsequently, conditions the model parameters on the measured data through an objective or goal function. Ultimately, posterior uncertainty domains are obtained with much reduced uncertainties. The stopping (convergence) rule is dictated by a tolerance imposed on the goal function. On the basis of our experience in working with SUFI with different problems, three of which are discussed later in this work, the proposed procedure was found to be stable, always converging, and also well suited for global optimization.
Sequential Uncertainty Domain Parameter Fitting
The first step in running SUFI is to identify the domain of uncertainty for each parameter. This is achieved by invoking a probabilistic description of the input data. Unfortunately, expressing data in probabilistic forms is not a common practice; still, given the experimental difficulties in determining most inputs, all parameters are subject to some uncertainty and hence projects should benefit from probabilistic rather than absolute statements regarding the input data. The form of the probability function for a given parameter will depend on the information available for that parameter. For example, in depicting hydraulic conductivity, knowledge of a lognormal distribution will speed up the process of convergence. In a worst- case scenario the uncertain domain of a parameter can be depicted as a finite interval, i.e., a uniform probability distribution between physically realistic lower and upper bounds of that parameter. In addition, nominal parameters can be considered in the analysis. For example, if the type of boundary condition to be imposed is uncertain, a variable A can consist of A ϭ {constant head, constant flux}. Similarly, a variable H could depict uncertainty in the type of chemical equilibrium or nonequilibrium model to be adopted, i.e., H ϭ {local equilibrium, first-order kinetics, two-site sorption kinetics}.
During the second step, uncertainty in each parameter must be propagated through a simulation model to a goal function. Some of the commonly used goal functions in parameter estimation procedures are of the form Absolute error
Root-mean-square error (RMSE)
Logarithmic form of RMSE (LRMSE)
where x m is a measured value, x s is a simulated value, and N is the number of measurements. We emphasize here that different goal functions can lead to quite different values for the estimated parameters. While a suitable goal function must always be formulated, its form may depend also on the objectives of the problem being investigated. van Genuchten and Wierenga [1986] and the sequential uncertainty domain parameter fitting (SUFI) estimation approach.
SUFI employs a Latin hypercube procedure [McKay, 1979] to obtain a solution of (4). To propagate uncertainty in the parameters, SUFI can invoke either an exhaustive stratified sampling scheme or a random stratified sampling scheme. The stratified sampling procedure is based on a division of the cumulative probability scale range into equal probability strata for each uncertain input parameter. The first moment of each stratum on the parameter scale range is taken to represent that stratum. The procedure is illustrated in Figure 1 for a lognormally distributed parameter such as the saturated hydraulic conductivity. For parameters having uniform probability distributions the interval depicting the range of the parameter is simply divided into equal strata and the midpoint of each stratum is chosen to represent that stratum. Categorical or nominal parameters are already discretized and need no further treatment. In the exhaustive stratified sampling a hydrologic simulation program is subsequently run for all possible combinations of strata for all input parameters, and for each run the goal function is calculated (Figure 2 ). For the case of the random stratified sampling, only a random subset of the exhaustive case is used for simulation. This exercise allows uncertainties in the input parameters to be propagated to the goal function. The choice of the exhaustive stratified sampling or the random stratified sampling depends on the number of parameters and the speed of the simulation program. If there are too many parameters or the simulation program is too slow, then the random stratified sampling should be invoked.
Each parameter stratum in the SUFI analysis carries a score which is initially set to zero. After each simulation the goal function is calculated, and if it meets a certain tolerance criterion (e.g., when g Ͻ 0.2), a hit is obtained and a positive point is added to the score of each of the strata of that run. For the case where the goal function possesses a distribution as the result of measurement errors, if the tolerance is greater than the lower limit on the 95% confidence interval of the goal, then we obtain a hit. When all runs are completed, a frequency distribution of hits is constructed for each stratum as illustrated in Figure 3 , where the numbers on the horizontal axes indicate the range of the parameters and the numbers on each column refer to the number of hits. Next, strata having zero or a small number of hits at both ends of each interval are eliminated, thus providing an updated uncertainty domain for the next iteration. If the initial estimate of the uncertainty range for a parameter was too small and the actual value was to the right of the interval, then all hits would fall on the rightmost stratum as shown in Figure 3 for the porosity. For the next iteration therefore we would select the interval to be [0.28, 0.32], for example. With each iteration the uncertainty domain for each parameter should get smaller, while the goal function will also decrease.
Choosing the number of strata for each parameter should be problem dependent. While having more strata may promote faster convergence because of possibly fewer iterations, too many strata could result in an unacceptable number of simulations for each iteration, especially when the simulation model runs slowly and many parameters are to be estimated. For example, if 10 parameters are present and each parameter range is divided into 3 strata, then the total number of simulations required would be 59,049 for the exhaustive stratified sampling case. For this scenario, as mentioned above, SUFI allows random stratified sampling which selects randomly a subset of simulations to be performed. For example, if we limit the number of simulations to 1% of the above exhaustive case, then each of the 59,049 simulations would be performed with a probability of 1%. This would reduce the number if simulations to about 590. Another option in SUFI for obtaining a faster result is to run the program in parallel. For example, if we would like to perform 4000 runs in an iteration, we could submit simultaneously 10 jobs of 400 runs each.
Test Cases and Parameter Estimation Results
The performance of the sequential uncertainty domain parameter fitting (SUFI) procedure is illustrated below by means of three examples of increasing complexity: (1) analysis of a solute breakthrough curve measured in the laboratory during steady state water flow, (2) estimation of unsaturated soil hydraulic pa- rameters from a transient drainage experiment carried out using a large 6-m deep lysimeter, and (3) estimation of selected flow and transport parameters from a hypothetical ring infiltrometer experiment. We also used example 1 to show the effect of a 50% error in measured data, and we performed example 3 with both exhaustive and random stratified sampling schemes.
Example 1: Analysis of Observed Solute Breakthrough Curve
The first example deals with a column experiment treated previously by van Genuchten and Wierenga [1986] . In this experiment, transport of chromium was studied through a 5-cm long column of sand. Figure 4 shows the observed effluent curve. The governing transport model for this example is the one-dimensional convection dispersion equation
subject to the initial and boundary conditions
where C is the volume-averaged concentration, R is the retardation factor accounting for linear sorption, D is the dispersion coefficient, x is the distance, t is the time, v is the pore water velocity, and C 0 is the inlet concentration. The analytical solution of this transport problem for the flux-averaged relative effluent concentration c e at the end of the column x ϭ L is given by
where T is dimensionless time (pore volume) and P is the column Peclet number. Measured c e (T) data are plotted in Figure 4 . Several methods for estimating the unknown parameters P and R in (9), i.e., trial and error, analysis of the slope of the effluent curve, analysis of a lognormal plot of the data, and using a nonlinear least squares analysis based on Marquardt's [1963] maximum neighborhood method, are discussed by van Genuchten and Wierenga [1986] . Of these four methods the least squares approach was shown to be the most accurate and objective method. The least squares approach minimized the following goal function
where c e is the calculated concentration from (9), c is the observed effluent concentration, and N is the number of observed data points. The residual sum of squares, g, was minimized using the least squares program of van Genuchten [1980] , leading to the values for P and R listed in Table 1 . The results obtained with SUFI are also listed in Table 1 and shown in Figure 4 as the solid curve which is the same as the curve Table 3 . Distribution of the Number of Hits for Iteration 1 in Table 2 obtained by van Genuchten and Wierenga [1986] . The value of the goal function based on the RMSE formulation (equation (2)) using estimated parameters obtained by SUFI was essentially the same as that obtained using the least squares approach of van Genuchten and Wierenga [1986] . Table 2 shows the progression of SUFI to convergence using as initial parameter estimates uniform distributions in the intervals P ϭ [5.0, 50.0] and R ϭ [1.0, 2.0]. The minimum and maximum parameter values in Table 2 depict the lower and upper limits of the parameter uncertainty domains; notice that these intervals become smaller and smaller as the iterative search proceeds. As mentioned earlier, no exact rules exist for choosing the number of strata. A large number of strata are possible in this example because of the small number of parameters and the simple analytical model involved (equation (9).
We emphasize that the value of the goal function during each iteration can be adjusted by a tolerance, g Ͻ tolerance, allowing us to choose prior uncertainty domains for the next iteration. Table 3 demonstrates this point for iteration 1 in Table 2 and for different tolerance levels. As the magnitude of the tolerance is decreased, the number of hits decreases until there are no hits in any of the strata for each parameter. Our experience indicates that it is better to be relatively conservative. For example, in the present case it is better to use for the second iteration the domain having a tolerance of 0.06 rather than domains having tolerances of 0.04 or 0.02. Having a higher tolerance will avoid the possibility of falling into local minima as the iterative process continues. The data in Table 3 also reveal that for the given uncertinty domains, the goal function is far more sensitive to the retardation factor R than to the Peclet number P since the strata for R are much better discriminated (leading to narrower intervals with hits) than for P.
In a second run we assumed that each measured datum could be in error by 50%. In other words, the actual value of Figure 5 . A comparison of measured water contents (data points) with simulated values using parameters obtained with the three-parameter method 1 approach of (dashed line) and the three-parameter ( only) SUFI scenario 1 approach (solid line). Figure 6 . A comparison of measured water contents (data points) with simulated values using parameters obtained with the three-parameter method 1 approach of (dashed line) and the three-parameter ( and h data) SUFI scenario 2 approach (solid line). (16)) 0.015655 (equation (2)) 0.0096 (equation (2)) 0.004945 (equation (16)) 0.007238 (equation (2)) Parameters were estimated using method 1, estimating three parameters using water content and pressure heads h; method 2, estimating six parameters using and h; scenario 1, estimating three parameters using only; scenario 2, estimating three parameters using and h; and scenario 3, estimating five parameters using only.
*Parameter values assumed to be known. Table 4 . We notice the larger values of the tolerances as compared with the previous case and the inability to reduce the tolerance after the third run. In general, measurement errors have the effect of producing more hits, and this limits the resolution with which we can choose the posterior interval. The overall effect of the measurement errors, based on our definition of a hit, is to give a larger uncertainty interval for each parameter. Given the 50% error in the measurements, we cannot get more precise values for the parameters than the intervals (5.0, 20.75) for P and (1.3, 1.58) for R. This constitutes the uncertainty in these parameters after fitting. Compare these values with (19.659, 19.665) for P and (1.34766, 1.34772) for R obtained in the case without measurement errors.
Example 2: Estimating the Unsaturated Soil Hydraulic Properties
The second example involves transient drainage of water from a large caisson 6 m deep and 3 m in diameter. The experimental study was conducted by Abeele [1984] at Los Alamos National Laboratory for the purpose of measuring the unsaturated soil hydraulic properties of Bandelier Tuff in connection with studies of radionuclide migration from waste disposal facilities. The initially dry tuff in the caisson, instrumented with tensiometers and neutron probe access tubes, was first saturated with water and then allowed to drain under gravity for 100 days. The experimental data were previously analyzed by and Kool et al. [1987] using nonlinear least squares optimization methods based on the Levenberg-Marquardt method [Marquardt, 1963] . The data were used to estimate the hydraulic parameters in the following model for the unsaturated soil hydraulic parameters [van Genuchten, 1980] :
where is volumetric water content, r is residual water content, s is saturated water content, h is pressure head, ␣ and n are shape factors, m ϭ 1 Ϫ 1/n, K s is saturated hydraulic conductivity, l is a pore connectivity parameter, and S e is effective fluid saturation:
The drainage data were analyzed by and Kool et al. [1987] using two different methods with different goal functions and input data. In the first method (method 1) three parameters, ␣, n, and K s , were estimated using the following goal function
where * ij represents measured water contents at M ϭ 5 depths and P ϭ 6 different times, h* j is the measured pressure head at x ϭ 0.4 m, ij (B) and h j (B) are model-predicted and Figure 7 . A comparison of measured water contents (data points) with simulated values using parameters estimated with the six-parameter method 2 approach of (dashed line) and the five-parameter ( only) SUFI scenario 3 approach (solid line). h values corresponding to parameter vector B ϭ (␣, n, K s ), and W ϭ 0.0016 is a weighting coefficient chosen such that the two terms of (16) attain roughly the same value . The estimation method involved an inverse solution of the one-dimensional unsaturated flow (Richards) equation for an initially saturated soil profile, i.e., h( x) ϭ 0, subject to a no flow boundary condition at x ϭ 0 and a first-type lower boundary condition at x ϭ 4.23 m by linearly extrapolating between observed pressure head data at that depth.
In the second method (method 2), six parameters, B ϭ {K s , ␣, n, r , s , l}, were estimated directly from reported laboratory and caisson (h) and K(h) data [Abeele, 1979 [Abeele, , 1984 using the following goal function Figure 8 . A comparison of measured pressure heads (data points) with simulated values using parameters estimated by method 1 of (dashed line) and scenarios 1, 2, and 3 of SUFI (solid lines). 
where * i and i (B) are observed and predicted water contents at M values of the pressure head, K* j and K j (B) are observed and predicted conductivities at N values of h, and V is a weighting factor that makes the two terms of (17) of roughly equal value. The results obtained by for the two runs are shown in Table 5 . We ran three different scenarios with SUFI. First, the goal function (2) with observed water contents only was used to perform a three-parameter (␣, n, and K s ) estimation. Second, the goal function (16) was used with measured water contents and pressure heads to again estimate ␣, n, and K s . Third, a five-parameter ( r , s , ␣, n, and K s ) estimation was carried out, again with goal function (2) and again using only water contents as the conditioning data. The latter scenario was used to examine the observation by Kool et al. [1987] that simultaneous estimation of three or more parameters required more information than just water content data. The HYDRUS [Vogel et al., 1996] code was used in each case to obtain simulated water content and pressure head data. Initial and boundary conditions were similar to those used by Kool et al. [1987] .
Hydraulic parameters estimated by SUFI using the three scenarios above are also listed in Table 5 and compared with the results obtained by (see also Kool et al., 1987) . Figures 5, 6 , and 7 show the measured water contents as a function of depth after 1, 4, 20, and 100 days for scenarios 1, 2, and 3, respectively. For scenarios 1 and 2 the curves based on the three-parameter (method 1) estimation results obtained by are also shown for reference, while for scenario 3 (Figure 7 ) curves based on the six-parameter method 2 estimation are shown. In all cases the parameters estimated by SUFI lead to a closer fit to the data. Tables 6 and 7 show the progression of SUFI toward convergence for scenarios 2 and 3, respectively. We note here that the measured value of K s as obtained by Abeele [1984] was 12.4 cm d Ϫ1 . Two important observations can be made for this test case. First, contrary to the observation of Kool et al. [1987] with respect to their nonlinear least squares analysis, SUFI was capable of a five-parameter inversion using only observed water content values. Actually, SUFI was found to have no limitation in this regard, and any number of parameters can be fitted using any pertinent observed data. As previously mentioned, the only limitation of SUFI may be the total number of simulations that need to be carried out as a function of the stratification of the parameters and the speed of the simulation code. Second, Figures 5, 6 , and 7 seem to suggest that the best fit was obtained with the five-parameter case ( data only) followed by the three-parameter case without h data, and finally the three-parameter case using both and h data. However, this conclusion is correct only if we consider water content as the output. The five-parameter estimation is highly conditioned on the 30 observed water content data and provides the best fit because of more degrees of freedom in the fitting process. This conditioning on only one variable, in this case water content, may not necessarily provide better estimates for other output variables such as pressure heads, drainage rates, or concentrations if measured. This point is further illustrated in Figures 8, 9a , and 9b. Figure 8 compares the observed pressure head data with predicted values when the parameter sets of scenarios 1, 2, and 3, as well as those of method 1 of (Table 5) , are used in the forward problem. Clearly, goal functions which included observed pressure head values provided the best estimates. The same is evident when the calculated hydraulic properties (equations (13) and (14)) using SUFIderived parameters (scenarios 1, 2, and 3) are compared with the measured hydraulic data (data points) and the method 2 curves fitted to those data ( Figures  9a and 9b) . The data points in Figures 9a and 9b are a composite of data derived from the caisson drainage experiment using a standard instantaneous profile (gravity drainage) analysis in the wet range ( Ͼ 0.164) and independently measured retention and conductivity data in the dry range ( Ͻ 0.164) obtained in the laboratory using small cores [Abeele, 1979, 1984]. Notice that the simultaneous use of observed pressure heads and water contents in the caisson (scenario 2) now provides a much better fit than when only water content data are used (scenarios 1 and 3). These results indicate that in general, it is best to somehow include data of different types in the goal function for an all-purpose simulation. Such an approach requires selection of proper coefficients, such as W in (17), for the different data types used in the goal function. As discussed in more detail later, this task is not a trivial one.
Example 3: Hypothetical Water and Solute Infiltration Test
The third example considered here is a hypothetical case involving the radially symmetric three-dimensional infiltration of water and a dissolved solute from a single-ring infiltrometer into a variably saturated, layered soil profile (Figure 10 ). This problem was previously used to mathematically verify part of the SWMS 2D code version 1.12 [Simunek et al., 1994] . The layered soil profile was assumed to be that of the Hupselse Beek watershed in the Netherlands, consisting of a 40-cm thick A horizon on top of a 300-cm B/C horizon. The hydraulic parameters describing the observed mean-scaled hydraulic functions and the assumed transport parameters of the two soil layers [Cislerova, 1987; Hopmans and Stricker, 1989] are given in Table 8 . For our purposes these parameters are treated here as true parameters.
Calculations were carried out for a period of 5 days using the SWMS 2D code with the true parameters as listed in Table 8 . The soil profile was assumed to be initially free of any solute. All sides of the flow region were considered to be impervious except for a ponded region (h ϭ 0) inside the ring infiltrometer around the origin at the surface (Figure 10 ). Figure 11 presents calculated pressure head and concentration profiles at two different times. Calculated concentrations after 2 days at 14 arbitrary locations ( Figure 10 ) were chosen to represent the measured values.
We assumed that six of the hydraulic and solute parameters in Table 8 were unknown: the saturated hydraulic conductivities of the two soil layers (K s1 and K s2 ), the longitudinal and transverse dispersivity coefficients (D L and D T ), the adsorption coefficient (), and a first-order rate constant for solute degradation in the liquid phase ( w ). The adsorption coefficient appears in the retardation factor R as follows 
where is the soil bulk density. The dispersion, adsorption, and degradation parameters were assumed to be the same for the two soil layers. We subsequently used SUFI with (2) as the goal function to estimate the 6 unknowns using the 14 "measured" concentration values as the conditioning information. The initial parameter values used to start SUFI were assumed to contain large uncertainties and were depicted with uniform distributions within the following intervals: 0.05, 0.5] , and w ϭ [Ϫ1.0 ϫ 10 Ϫ4 , Ϫ1.0 ϫ 10 Ϫ6 ]. The final estimates of these parameters as obtained with SUFI using the exhaustive stratified sampling option are given in Table 8 . Table 9 shows the progression to convergence. The predicted concentration distributions using the final estimates were essentially identical to those shown in Figure 11 .
Since the true parameters for this hypothetical example were known, the simulation model should be able to fully explain the measured concentrations; that is, we should be able to achieve a value of zero for the goal function. Such a scenario is highly unlikely in reality since measurements are always subject to some error. Also, the selected simulation model with its limited number of invoked processes and associated parameters will hardly ever correctly describe the true physical processes operating in the subsurface, thus leading to additional approximations or inaccuracies for the estimated parameters in that simulation model. Numerical approximations in the simulation model itself may also further limit the final accuracy of the parameter estimation process. To obtain a goal function of zero in this example, SUFI requires that the true values of the six parameters all fall in the middle of an interval in their respective strata. The data shown in Table 9 suggest that a goal function of zero eventually would be obtained if the iterative process were continued. Since having a goal function of zero is not the objective, the iterative process was terminated after the eighth iteration when the tolerance reached a very small value.
An interesting observation in Table 9 is that during the first and second iterations, SUFI could not discriminate among the different strata of D L and D T despite the relatively large uncertainty domains used for these two parameters. This result indicates that the goal function was insensitive to these parameters for the given level of uncertainty in the other parameters. When the other parameters became more defined during the The results with the random stratified sampling which was also performed for this example are shown in Table 10 . In this example we divided the uncertainty intervals of the parameters into six strata. This produces an exhaustive sample space of 46,656 combinations. We allowed only 0.3% of the combinations to be simulated, and this resulted in about 140 simulations in each iteration. We stopped after the tenth iteration, where a goal value of 0.0005 was obtained. The random stratified sampling also worked well for this example, and on the basis of our experience it is better to use this sampling scheme when many parameters are involved.
Influence of the Goal Function
A detailed analysis of different goal functions is beyond the scope of this paper. Still, we would like to show briefly the potentially important implications of formulating and using different goal functions. The implications are illustrated for the first test example which we analyzed also using the logarithmbased (LRMSE) goal function as given by (3). In this case we obtained the results P ϭ 57.16 and R ϭ 1.153. Figure 12 shows that the LRMSE-fitted effluent curve differs substantially from the previously obtained RMSE curve. The pronounced differences between the two cases is caused by a scale phenomenon. When the RMSE is used, the contributions of relatively small concentrations to the value of the goal function are essentially ignored. By comparison, LRMSE puts more weight on the smaller concentrations at the expense of the higher values.
Proper definition of the goal function can become even more difficult, and somewhat subjective, when different types Figure 12 . A comparison of measured effluent concentrations (data points) with simulated values using parameters estimated by SUFI assuming a logarithm-based root-meansquare error (LRMSE) objective function and a regular rootmean-square error (RMSE) objective function. ). Given that the measured K s was 12.4 cm d Ϫ1 , the parameter estimates using W should be relatively inaccurate. Using W instead of W 2 in this case leads to a goal function whose value is dominated by pressure heads solely because of their numerically larger values; this occurs in spite of the fact that in situ pressure head measurements often yield less accurate data than water content measurements.
Conclusions
The acronym SUFI was coined to represent a parameter estimation procedure which is sequential, operates within parameter uncertainty domains, employs only forward calculations, and is iterative in nature. The procedure is general, stable, always convergent, and has no inherent limitations in terms of the number of parameters that can be considered simultaneously. The number of function calls can be limited by invoking a less exhaustive sampling scheme, or the program can be made to run faster by parallel submission of smaller jobs. The sequential uncertainty domain parameter estimation procedure performed well in three different examples involving a wide range of flow and transport parameters. The procedure begins with a prior and concludes with a posterior state of belief of the value of the parameters being estimated. The states of belief are expressed as uncertainty domains, with the posterior uncertainty domain being much smaller than the prior one. Although not discussed in great detail, the importance of the goal function on the results is demonstrated.
