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Abstract
We study general Lebesgue spaces with variable exponent p. It is known that the classes L and N of functions p are such that
the Hardy–Littlewood maximal operator is bounded on them provided p ∈ L ∩P . The class L governs local properties of p and
N governs the behavior of p at infinity.
In this paper we focus on the properties of p near infinity. We extend the class N to a collection D of functions p such that the
Hardy–Littlewood maximal operator is bounded on the corresponding variable Lebesgue spaces provided p ∈L∩D and the class
D is essentially larger thanN .
Moreover, the condition p ∈D is quite easily verifiable in the practice.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of non-linear partial differential equations with a non-standard growth of coefficients uses as one of the
important tools the theory of general Lebesgue spaces Lp(.) and corresponding Sobolev spaces Wk,p(.) with variable
exponent. M. Ru˚žicˇka successfully applied these spaces in mathematical modeling of electrorheological fluids (see
[29,30]). The research of variable exponent spaces has been recently very rapidly developing. The crucial difference
between Lp(.) and the classical Lp spaces consists in the fact that Lp(.) is not in general invariant with respect to the
translation operator (see [24, Example 2.9]). Because of this, serious problems arise with regard to convolutions, the
density of smooth functions in Wk,p(.), boundedness of integral operators and the Sobolev embeddings. A number of
mathematicians studied these problems. We refer to [24] for the fundamental properties of variable exponent spaces.
In [12,18,31], the density of smooth functions in Wk,p(.) is investigated. In [13–15], analogies of classical Sobolev
continuous and compact embeddings are proved for variable exponent spaces Wk,p(.) under certain assumptions on
the function p(.). Many results have been applied in the theory of integral operators, especially Calderon–Zygmund
operators, the Riesz potential, Hardy inequalities, etc. (see [7–11,16,21–23,32]).
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investigation of the properties of variable exponent spaces and operators acting on them. Many papers deal with this
operator and its modifications, see for instance [2–6,17,19,20,26–28]. Denote by P the set of all exponent functions
p(.) for which the maximal operator is bounded on Lp(.)(RN). The major breakthrough was done by L. Diening in [5].
He proved p(.) ∈ P under the assumption
sup
{− ln |x − y|∣∣p(x)− p(y)∣∣; 0 < |x − y| 1/2}< ∞
(which we will call the weak-Lipschitz condition) in the case when p(x) is constant outside a large ball. The behavior
of p(.) at infinity was weakened in [3,4] with preserving of the boundedness of maximal operator. The main result
of these papers asserts that the maximal operator is bounded on Lp(.)(RN) provided p(.) is weak-Lipschitz and
ln |x| |p(x)− p|K near infinity for some p > 1 and K > 0. A more general sufficient integral condition at infinity
was found by A. Nekvinda in [26]. In [27] a Lipschitz function p(.) is even constructed which does not satisfy the
integral condition from [26], nevertheless the maximal operator is bounded. This function behaves as p+ ln−α |x| with
α  1/2 near infinity. A. Lerner in [25] found an interesting class C of exponent functions and proved the following
assertion: Given p(.) ∈ C then there is (maybe large) a > 0 such that a + p(x) ∈ P . Moreover, he constructed two
functions p1(.), p2(.) such that one has no limit at zero and the other at infinity. Consequently, there exist non-
continuous functions such that the maximal operator is bounded on the corresponding Lebesgue spaces.
The main aim of this paper is to find a sufficiently wide class D describing a behavior of exponent functions at
infinity which, together with the weak-Lipschitz property, guarantees the boundedness of the maximal operator on
Lp(.)(RN). Moreover, we can relatively easily verify whether condition p(.) ∈D. As an easy consequence we show
that p(.) ∈ P for each α > 0 provided p(x) = p + ln−α |x| near infinity which generalizes the results from [26]
and [27]. The paper is organized as follows: In the next section an exact formulation of a main result is established
and its easy application is found. The rest of the paper is devoted to a generalization of a method from [27] to prove
the main result.
2. Main result
We will denote by |A| the Lebesgue measure of A ⊂RN .
Definition 2.1. Let f ∈ L1loc(RN). Set
Mf (x) = sup
Qx
1
|Q|
∫
Q
∣∣f (t)∣∣dt
where the supremum is taken over all cubes Q which sides are parallel to the coordinate axes.
The operator M is called the Hardy–Littlewood maximal (or shortly maximal) operator.
Let p(.) be a measurable function defined on RN , 1 p(x) < ∞ almost everywhere. Consider spaces Lp(.)(RN)
of all measurable functions f with the finite norm
‖f ‖p(.) = inf
{
λ > 0;
∫
RN
( |f (x)|
λ
)p(x)
dx  1
}
.
Let G ⊂RN and denote by B(G) a set of all functions p(.) such that
1 < inf
x∈Gp(x) supx∈G
p(x) < ∞.
For the sake of simplicity we write B instead of B(RN). We will use the functions lnx, ln lnx, ln ln lnx and so on. We
will denote these functions by lnk where the subscript k means the number of symbols “ln.” We define the numbers
ek by
e0 = 1, ek+1 = (e)ek (2.1)
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ln0 x = x, lnk+1 x = ln(lnk x). (2.2)
Set for α > 0
bk,α(x) = − 1
α
d
dx
(
ln−αk x
)
. (2.3)
Let us now formulate the main result of this paper.
Theorem 2.2. Assume that p(.) ∈ B. Let s(t) be a monotone function on [0,∞), s(.) ∈ B(0,∞) and set q(x) = s(|x|).
Let K > 0, k ∈N, α > 0, c > 0 and assume that
(i)
∣∣p(x)− p(y)∣∣ K− ln |x − y| , |x − y| 12 ,
(ii)
∣∣∣∣dsdt (t)
∣∣∣∣Kbk,α(t), t  ek,
(iii)
∫
{x∈RN ; p(x) =q(x)}
c1/|p(x)−q(x)| dx < ∞.
Then the operator M is bounded on Lp(.)(RN).
As an easy application of the previous theorem we can formulate the following example.
Example 2.3. Assume s∞ > 1, α > 0. Set
s(t) =
{
s∞ + 1lnα t if t  e,
s∞ + 1 if t < e,
p(x) = s(|x|). Then the operator M is bounded on Lp(.)(RN).
Proof. Choose k = 1, p(x) = q(x) in Theorem 2.2. Evidently, the condition (iii) is satisfied. Since s(t) is Lipschitz,
so is p(x), which gives (i). Finally, (ii) follows from ds
dt
(t) = d
dt
(ln−α t), t > e. 
We shall now develop a method which will later enable us to prove Theorem 2.2.
3. Preliminary definitions and background material
Note that M is sublinear operator, i.e.,
M(f + g)(x)Mf (x)+Mg(x).
Let us recall the classic theorem on maximal operator (see for instance [1, Theorem 3.10]).
Lemma 3.1. Let 1 <p < ∞. Then there exists Cp > 0 such that the inequality∫
RN
(
Mf (x)
)p
dx  Cp
∫
RN
∣∣f (x)∣∣p dx
holds for any f  0.
The following lemma is a slight modification of the preceding one. Our aim is to control the behavior of norms of
M on Lq(RN) for q  p.
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RN
(
Mf (x)
)q
dx Cp
∫
RN
∣∣f (x)∣∣q dx
holds for every real number q , p  q , and for any f  0.
Proof. Let Cp be the constant from Lemma 3.1 and q  p. By the Jensen inequality, we obtain(
1
|Q|
∫
Q
∣∣f (t)∣∣dt)q/p  1|Q|
∫
Q
∣∣f (t)∣∣q/p dt
which immediately gives (Mf (x))q/p M(|f |q/p)(x) and so, by Lemma 3.1,∫
RN
∣∣Mf (x)∣∣q dx = ∫
RN
(∣∣Mf (x)∣∣q/p)p dx  ∫
RN
(
M
(|f |q/p)(x))p dx
 Cp
∫
RN
(|f |q/p(x))p dx = Cp ∫
RN
∣∣f (x)∣∣q dx
which finishes the proof. 
In what follows we will use the concept of the so-called Banach function spaces (see for instance [1, Definitions 1.1
and 1.3]).
Lemma 3.3. Let X,Y be Banach function spaces. Assume that T is sublinear operator on L1loc(RN). Then the follow-
ing conditions are equivalent:
(i) T is bounded from X into Y ,
(ii) ‖f ‖X < ∞ ⇒ ‖Tf ‖Y < ∞.
Proof. The proof is analogous to that of Lemma 1.7 in [26]. 
Observe that Lp(.)(RN) are Banach function spaces. Given p(.) ∈ B we denote the conjugate Lebesgue exponent
p′(x) by
p′(x) = p(x)
p(x)− 1 .
Clearly, p′(.) ∈ B.
Definition 3.4. We will denote by P the class of all functions p(.) ∈ B such that M is bounded on Lp(.)(R).
We will often work with the operator M on the space Lp(.)(RN)∩L∞(RN).
Definition 3.5. We define the space Lp(.)(RN)∩L∞(RN) as the collection of all functions with
‖f ‖p(.)∩∞ := ‖f ‖p(.) + ‖f ‖∞ < ∞.
Definition 3.6. We denote by P∞ the class of all functions p(.) ∈ B such that M is bounded on Lp(.)(RN)∩L∞(RN).
Since M is bounded on L∞(RN) we have a simple but useful relation P ⊂P∞.
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such that∣∣p(x)− p(y)∣∣ K− ln |x − y| (3.1)
for x, y ∈R, 0 < |x − y| 1/2.
L. Diening proved in [5] that p(.) ∈P provided p(.) ∈ L and p(.) is constant outside of a large ball.
In the next we will use the following idea. Assume that we have found a function p(.) such that M is bounded on
Lp(.)(RN)∩L∞(RN). Then we obtain automatically the boundedness of M on Lp(.)(RN) provided p(.) satisfies the
weak-Lipschitz condition. We will formulate this idea more precisely in Theorem 3.10 below.
Definition 3.8. Let p(.) ∈ L. We say that a function f belongs to a class Gp(.) (write p ∈ Gp(.)) if f (x) = 0 or
|f (x)| 1 for each x ∈Rn and∫
Rn
∣∣f (x)∣∣p(x) dx  1.
In [26] (see Lemma 2.7), the following lemma is proved.
Lemma 3.9. Let p(.) ∈ L and f ∈ Gp(.). Then∫
Rn
∣∣Mf (x)∣∣p(x) dx < ∞.
Theorem 3.10. Let p(.) ∈ P∞ ∩L. Then p(.) ∈ P .
Proof. Take f  0 and∫
RN
∣∣f (x)∣∣p(x) dx  1.
Clearly,
f (x) = fχ{f1}(x)+ f χ{f>1}(x) := f1(x)+ f2(x)
and, consequently, by the sublinearity of the maximal operator
Mf (x)Mfχ{f1}(x)+Mfχ{f>1}(x). (3.2)
Since f1 is bounded we have f1 ∈ Lp(.)(RN)∩L∞(RN). Since p(.) ∈P∞ ∩L by the assumptions we obtain∫
RN
∣∣Mf1(x)∣∣p(x) dx < ∞. (3.3)
Clearly, f2 ∈ Gp(.). Using the assumption p(.) ∈ L and Lemma 3.9 we obtain∫
RN
∣∣Mf2(x)∣∣p(x) dx < ∞
which proves with (3.3) and (3.2)∫
RN
∣∣Mf (x)∣∣p(x) dx < ∞.
Now, Lemma 3.3 finishes the proof. 
We will finish this section with several useful assertions.
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{x∈RN ; ε(x)>0}
c1/ε(x) dx < ∞.
Lemma 3.12. Assume that there are positive numbers K,L such that
ε(x) L
ln |x|
for |x| >K . Then ε(.) ∈N .
Proof. Choose c = e−2NL. Then∫
{x∈RN ; ε(x)>0}
c1/ε(x) dx =
∫
{|x|>K; ε(x)>0}
c1/ε(x) dx +
∫
{|x|K; ε(x)>0}
c1/ε(x) dx
=
∫
{|x|>K; ε(x)>0}
e−2NL/ε(x) dx +
∫
{|x|K; ε(x)>0}
e−2NL/ε(x) dx

∫
{|x|>K; ε(x)>0}
e−2N ln |x| dx +
∫
|x|K
dx
=
∫
{|x|>K; ε(x)>0}
|x|−2Ndx +
∫
|x|K
dx < ∞
which proves the claim. 
In [26] (see Theorem 2.14) and in [6] (see Theorem 8.1), the following theorems are proved.
Theorem 3.13. Let p∞ > 1 and p(.) ∈ L such that |p(.)− p∞| ∈N . Then p(.) ∈P .
Theorem 3.14. If p(.) ∈P then p′(.) ∈P .
We will now show that, given p(.) ∈ P , q(.) ∈ B, then q(.) ∈P provided q(.) is in some sense “near” to p(.).
In [26] (see Lemma 2.12), the following lemma is proved.
Lemma 3.15. Let q(.), r(.) ∈ B and assume |q(x)− r(x)| ∈N . Then the equivalence∫
RN
∣∣f (x)∣∣q(x) dx < ∞ ⇔ ∫
RN
∣∣f (x)∣∣r(x) dx < ∞
holds for each bounded function f .
Theorem 3.16. Assume that p(.) ∈ P∞. Then r(.) ∈P∞ provided |p(.)− r(.)| ∈N .
Proof. By Lemma 3.3 it suffices to prove the following implication∣∣f (x)∣∣ 1 ∧ ∫
RN
∣∣f (x)∣∣r(x) dx < ∞ ⇒ ∫
RN
∣∣Mf (x)∣∣r(x) dx < ∞.
Assume |f (x)|  1 for x ∈ RN and ∫
RN
|f (x)|r(x) dx < ∞. Using Lemma 3.15 we obtain ∫
RN
|f (x)|p(x) dx < ∞.
By the assumption p(.) ∈P∞ we have
M :Lp(.)(RN)∩L∞(RN) → Lp(.)(RN)∩L∞(RN)
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RN
|Mf (x)|p(x) dx < ∞. Since Mf (x)  1 for all x ∈ RN we obtain again by Lemma 3.15 that∫
RN
|Mf (x)|r(x) dx < ∞ which proves the lemma. 
Theorem 3.17. Let p(.) ∈ P∞, r(.) ∈ B. Assume that there are K,C > 0 such that∣∣p(x)− r(x)∣∣ C
ln |x|
for |x| >K . Then r(.) ∈P∞.
Proof. Since |p(.) − r(.)|  Cln |x| for |x|  K we obtain by Lemma 3.12 that |p(.) − r(.)| ∈N . Now, it suffices to
use Lemma 3.16. 
In what follows we will investigate M on Lp(.)(RN) ∩ L∞(RN) provided p(.) is a radially monotone function.
First we define the concept of radially monotone functions.
4. Radially decreasing functions
Let us investigate the case when p(.) is radially decreasing. We find in this section sufficient conditions on the
function s(t) which guarantee p(.) ∈ P∞.
Assume that s(t) is a decreasing function on [0,∞). Then there exists s∞ := limx→∞ s(x). Denote s0 = s(0) and
assume 1 < s∞  s(t) s(0) < ∞. Recall that
p(x) = s(|x|) for x ∈RN.
Given λ0 > e, we construct a sequence {λn}∞n=0 by
s(λn) = s(λn+1)+ 1ln(λn+1) (4.1)
and denote sn = s(λn−1) for n 1, s0 = s(0). Since s(.) is decreasing, the sequence λn is increasing and the sequence
sn is decreasing.
Lemma 4.1. Assume that there are λ0 > e, E > 0, R > 1 such that the sequence λk given by (4.1) satisfies
k∑
m=0
λ
N/s′m
m Eλ
N/s′k+3
k+1 for all k  1, (4.2)
∞∑
k=0
(
λk
λk+1
)N
< ∞, (4.3)
∞∑
k=0
(
λk
λk+1
)N(s∞−1)
< ∞, (4.4)
Rλk−1  λk for all k  1. (4.5)
Then p(.) ∈ P∞.
Proof. By Lemma 3.3, it suffices to prove the implication∣∣f (x)∣∣ 1 ∧ ∫
RN
∣∣f (x)∣∣p(x) dx < ∞ ⇒ ∫
RN
∣∣Mf (x)∣∣p(x) dx < ∞.
Assume therefore that∣∣f (x)∣∣ 1, C := ∫
N
∣∣f (x)∣∣p(x) dx < ∞. (4.6)
R
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Ωk =
{ {x; λk−1  |x| < λk} for k  1,
{x; |x| < λ0} for k = 0.
Since p(x) sk on Ωk and f (x) 1, we have
∞∑
k=0
∫
Ωk
∣∣f (x)∣∣sk dx  ∞∑
k=0
∫
Ωk
∣∣f (x)∣∣p(x) dx = C. (4.7)
Let us estimate
∑∞
k=0
∫
Ωk
|Mf (x)|sk dx. Denote Γk =⋃k−3m=0 Ωm (here we use the convention Γ0 = Γ1 = Γ2 = ∅)
and Λk =⋃∞m=k+2 Ωm. Clearly, by (4.6), we have Mf (x) 1 for x ∈RN . By the sublinearity of M , we obtain
∞∑
k=0
∫
Ωk
∣∣Mf (x)∣∣sk dx = ∫
Ω0
∣∣Mf (x)∣∣sk dx + ∞∑
k=1
∫
Ωk
∣∣Mf (x)∣∣sk dx
 |Ω0| +
∞∑
k=1
∫
Ωk
∣∣M((f χΓk )(x)+ (f χΩk−2)(x)+ (f χΩk−1)(x)
+ (f χΩk )(x)+ (f χΩk+1)(x)+ (f χΛk )(x)
)∣∣sk dx
 |Ω0| + 6s0−1
∞∑
k=1
( ∫
Ωk
∣∣M(fχΓk )(x)∣∣sk dx + ∫
Ωk
∣∣M(fχΩk−2)(x)∣∣sk dx
+
∫
Ωk
∣∣M(fχΩk−1)(x)∣∣sk dx + ∫
Ωk
∣∣M(fχΩk )(x)∣∣sk dx
+
∫
Ωk
∣∣M(fχΩk+1)(x)∣∣sk dx + ∫
Ωk
∣∣M(fχΛk )(x)∣∣sk dx
)
:= |Ω0| + 6s0−1
∞∑
k=1
(Ak +Bk +Ck +Dk +Ek + Fk). (4.8)
Let σN denote the volume of the N -dimensional unit ball.
Estimate of ∑∞k=1 Ak . Note that, by the convention Γ1 = Γ2 = ∅, we have
A1 = A2 = 0. (4.9)
Fix k  3. If x ∈ Ωk and m k − 3 then
M(fχΩm)(x)
1
σN(|x| − λm)N
∫
Ωm
∣∣f (y)∣∣dy  1
σN(|x| − λk−3)N
∫
Ωm
∣∣f (y)∣∣dy.
Consequently,
Ak =
∫
Ωk
∣∣M(fχΓk )(x)∣∣sk dx = ∫
Ωk
∣∣∣∣∣M
(
k−3∑
m=0
(f χΩm)(x)
)∣∣∣∣∣
sk
dx

∫
Ωk
(
k−3∑
m=0
M(fχΩm)(x)
)sk
dx

∫ ( k−3∑
m=0
1
σN(|x| − λk−3)N
∫ ∣∣f (y)∣∣dy)sk dx
Ωk Ωm
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∫
Ωk
(
1
σ
sk
N (|x| − λk−3)Nsk
(
k−3∑
m=0
∫
Ωm
∣∣f (y)∣∣dy)sk)dx
= 1
σ
sk
N
(
k−3∑
m=0
∫
Ωm
∣∣f (y)∣∣dy)sk ∫
Ωk
1
(|x| − λk−3)Nsk dx :=
1
σ
sk
N
SkIk.
Using the polar coordinates, we get
Ik =
∫
Ωk
1
(|x| − λk−3)Nsk dx = σN
λk∫
λk−1

N−1
(
 − λk−3)Nsk d
 σN
∞∫
λk−1

N−1
(
 − λk−3)Nsk d
.
By (4.5), we have 
 λk−1  λk−2 Rλk−3, which gives 1R
 − λk−3  0, and so,

 − λk−3 
(
1 − 1
R
)

.
This yields
Ik  σN
∞∫
λk−1

N−1
(
 − λk−3)Nsk d

σN
(1 − 1
R
)Nsk
∞∫
λk−1

N−1−Nsk d

= σN
(1 − 1
R
)NskN(sk − 1)
λ
N(1−sk)
k−1
 σN
(1 − 1
D1
)N(s0+1)N(s0 − 1)
λ
N(1−sk)
k−1 := C1λN(1−sk)k−1 . (4.10)
Since p(x) sk on Ωk and f (x) 1, we obtain by (4.7)
Sk =
(
k−3∑
m=0
∫
Ωm
∣∣f (y)∣∣dy)sk { k−3∑
m=0
|Ωm|1/s′m
( ∫
Ωm
∣∣f (y)∣∣sm dy)1/sm}sk

{
k−3∑
m=0
σ
1/s′m
N λ
N/s′m
m
( ∫
Ωm
∣∣f (y)∣∣p(y) dy)1/sm}sk

{
k−3∑
m=0
max(1, σN)1/s
′
mλ
N/s′m
m
( ∫
RN
∣∣f (y)∣∣p(y) dy)1/sm}sk

{
k−3∑
m=0
max(1, σN)1/s
′
mλ
N/s′m
m C
1/sm
}sk
max(1, σN)s0 max(1,C)s0
(
k−3∑
m=0
λ
N/s′m
m
)sk
:= J.
Setting C˜ := max(1, σN)s0 max(1,C)s0 , we obtain by (4.2) (with k − 3 instead of k)
J  C˜
(
k−3∑
m=0
λ
N/s′m
m
)sk
 C˜E
(
λ
N/s′k
k−2
)sk = C˜EλN(sk−1)k−2
and so Sk  C˜EλN(sk−1)k−2 , which gives with (4.10)
Ak 
1
σ
sk
SkIk  C˜C1EλN(1−sk)k−1 λ
N(sk−1)
k−2 = C˜C1E
(
λk−2
λ
)N(sk−1)
.N k−1
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λk−1 < 1 and N(s∞ − 1)N(sk − 1), we have
∞∑
k=1
Ak =
∞∑
k=3
Ak  C˜C1E
∞∑
k=1
(
λk−2
λk−1
)N(sk−1)
 C˜C1E
∞∑
k=1
(
λk−2
λk−1
)N(s∞−1)
< ∞. (4.11)
The estimate of ∑∞k=1 Bk . Set
q(x) =
∞∑
k=0
skχΩk (x), r(x) =
∞∑
k=0
sk+2χΩk (x).
By (4.6) and since sk  p(x) on Ωk , we have∫
RN
∣∣f (x)∣∣q(x) dx = ∞∑
k=1
∫
Ωk−2
∣∣f (x)∣∣sk−2 dx = ∞∑
k=2
∫
Ωk−2
∣∣f (x)∣∣sk−2 dx

∞∑
k=0
∫
Ωk
∣∣f (x)∣∣sk dx = ∞∑
k=0
∫
Ωk
∣∣f (x)∣∣p(x) dx = ∫
RN
∣∣f (x)∣∣p(x) dx < ∞.
Fix k  1. We obtain ln |x| lnλk  lnλk+1 for x ∈ Ωk and, using (4.1), we have
sk − sk+2 = sk − sk+1 + sk+1 − sk+2 = 1lnλk +
1
lnλk+1
 2
ln |x| .
This implies 0 q(x)− r(x) 2ln |x| for |x| λ0 and, by Theorem 3.15, we have∫
RN
∣∣f (x)∣∣r(x) dx < ∞.
Now, we obtain by Lemma 3.2
∞∑
k=1
Bk =
∞∑
k=1
∫
Ωk
∣∣M(fχΩk−2)(x)∣∣sk dx = ∞∑
k=2
∫
Ωk
∣∣M(fχΩk−2)(x)∣∣sk dx

∞∑
k=0
∫
RN
∣∣M(fχΩk )(x)∣∣sk+2 dx  Cs∞ ∞∑
k=0
∫
RN
∣∣(f χΩk )(x)∣∣sk+2 dx
= Cs∞
∞∑
k=0
∫
Ωk
∣∣f (x)∣∣sk+2 dx = Cs∞ ∞∑
k=0
∫
Ωk
∣∣f (x)∣∣r(x) dx
= Cs∞
∫
RN
∣∣f (x)∣∣r(x) dx < ∞. (4.12)
The estimate of ∑∞k=1 Ck . Set
q(x) =
∞∑
k=0
skχΩk (x), r(x) =
∞∑
k=0
sk+1χΩk (x). (4.13)
By (4.6) and since sk  p(x) on Ωk , we have
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RN
∣∣f (x)∣∣q(x) dx = ∞∑
k=0
∫
Ωk
∣∣f (x)∣∣sk dx

∞∑
k=0
∫
Ωk
∣∣f (x)∣∣p(x) dx = ∫
RN
∣∣f (x)∣∣p(x) dx < ∞.
Fix k  1. We obtain ln |x| lnλk for x ∈ Ωk and, using (4.1), we have
sk − sk+1 = 1lnλk 
1
ln |x| .
This implies
0 q(x)− r(x) 1
ln |x| for |x| λ0 (4.14)
and, by Theorem 3.15, we have∫
RN
∣∣f (x)∣∣r(x) dx < ∞.
Now, by Lemma 3.2 we obtain
∞∑
k=1
Ck =
∞∑
k=1
∫
Ωk
∣∣M(fχΩk−1)(x)∣∣sk dx = ∞∑
k=0
∫
Ωk
∣∣M(fχΩk )(x)∣∣sk+1 dx

∞∑
k=0
∫
RN
∣∣M(fχΩk )(x)∣∣sk+1 dx Cs∞ ∞∑
k=0
∫
RN
∣∣(f χΩk )(x)∣∣sk+1 dx
= Cs∞
∞∑
k=0
∫
Ωk
∣∣f (x)∣∣sk+1 dx = Cs∞ ∫
RN
∣∣f (x)∣∣r(x) dx < ∞. (4.15)
The estimate of ∑∞k=1 Dk . We have by Lemma 3.2 and (4.7)
∞∑
k=1
Dk =
∞∑
k=1
∫
Ωk
∣∣M(fχΩk )(x)∣∣sk dx  ∞∑
k=1
∫
RN
∣∣M(fχΩk )(x)∣∣sk dx
 Cs∞
∞∑
k=1
∫
RN
∣∣(f χΩk )(x)∣∣sk dx = Cs∞ ∞∑
k=1
∫
Ωk
∣∣f (x)∣∣sk dx < ∞. (4.16)
The estimate of ∑∞k=1 Ek . We have by (4.6)
∞∑
k=1
∫
Ωk+1
∣∣f (x)∣∣sk+1 dx < ∞.
Moreover, sk+1 < sk and f (x) 1 give |f (x)|sk  |f (x)|sk+1 and so,
∞∑
k=1
∫
Ωk+1
∣∣f (x)∣∣sk dx  ∞∑
k=1
∫
Ωk+1
∣∣f (x)∣∣sk+1 dx < ∞. (4.17)
Now, Lemma 3.2 gives
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k=1
Ek =
∞∑
k=1
∫
Ωk
∣∣M(fχΩk+1)(x)∣∣sk dx  ∞∑
k=1
∫
RN
∣∣M(fχΩk+1)(x)∣∣sk dx
 Cs∞
∞∑
k=1
∫
RN
∣∣(f χΩk+1)(x)∣∣sk dx = Cs∞ ∞∑
k=1
∫
Ωk+1
∣∣f (x)∣∣sk dx.
which yields with (4.17)
∞∑
k=1
Ek < ∞. (4.18)
The estimate of ∑∞k=1 Fk . Let k  1 and x ∈ Ωk . Denote Rk = λk+1 − λk . Then∣∣M(fχΛk )(x)∣∣sk =
(
sup
r>0
1
|Br(x)|
∫
Br (x)
(f χΛk )(t) dt
)sk
= sup
r>Rk
(
1
|Br(x)|
∫
Br(x)
(f χΛk )(t) dt
)sk
 sup
r>Rk
1
|Br(x)|
∫
Br(x)∩Λk
∣∣f (t)∣∣sk dt.
We have sk > sm for m k + 2 and since |f (t)| 1, we obtain by (4.7)∫
Br(x)∩Λk
∣∣f (t)∣∣sk dt = ∞∑
m=k+2
∫
Br(x)∩Ωm
∣∣f (t)∣∣sk dt

∞∑
m=k+2
∫
Br(x)∩Ωm
∣∣f (t)∣∣sm dt  ∫
RN
∣∣f (t)∣∣p(t) dt := C < ∞.
Then ∣∣M(fχΛk )(x)∣∣sk  sup
r>Rk
1
|Br(x)|
∫
Br (x)∩Λk
∣∣f (t)∣∣sk dt
 C sup
r>Rk
1
|Br(x)| = C supr>λk+1−λk
1
|Br(x)|
= C sup
r>λk+1−λk
1
σNrN
= 1
σN(λk+1 − λk)N .
Now,
∞∑
k=1
Fk =
∞∑
k=1
∫
Ωk
∣∣M(fχΛk )(x)∣∣sk dx
 C
σN
∞∑
k=1
∫
Ωk
(λk+1 − λk)−N dx =
∞∑
k=1
(λk+1 − λk)−N
∫
Ωk
dx := J. (4.19)
By (4.5), we have
λk+1 − λk 
(
1 − 1
R
)
λk+1.
Moreover,∫
dx = |Ωk| σNλNk+1,Ωk
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J  C
σN
∞∑
k=1
1
(1 − 1
R
)NλNk+1
σNλ
N
k =
C
(1 − 1
R
)N
∞∑
k=1
(
λk
λk+1
)N
,
which, together with (4.19) and (4.3) yields
∞∑
k=1
Fk < ∞. (4.20)
It follows from (4.8), (4.11), (4.12), (4.15), (4.16), (4.18) and (4.20) that
∞∑
k=0
∫
Ωk
∣∣Mf (x)∣∣sk dx < ∞. (4.21)
We define the functions q(x), r(x) as in (4.13). Then r(x) p(x) q(x). We can rewrite (4.21) as∫
RN
∣∣Mf (x)∣∣q(x) dx < ∞.
Since |Mf (x)| 1 and
0 p(x)− r(x) q(x)− r(x) 1
ln |x|
by (4.14), we obtain by Lemma 3.15∫
RN
∣∣Mf (x)∣∣p(x) dx < ∞,
which finishes the proof. 
In the following lemma we show that we can replace the conditions (4.2), (4.3), (4.4) and (4.5) by a single condition.
Lemma 4.2. Assume that there are λ0 > e and D > 0 such that the sequence λk given by (4.1) satisfies(
λk
λk+1
)N/s′k+1
 D
k
(4.22)
for each k  1.
Then there exist numbers E > 0, R > 1 such that the conditions (4.2), (4.3), (4.4) and (4.5) are satisfied.
Proof. Clearly, by (4.1)
λ
sk−sk+1
k = e (4.23)
and so,
λ
1/s′k−1/s′k+1
k = λ1/sk+1−1/skk =
(
λ
sk−sk+1
k
)1/sksk+1 = e1/sksk+1  e,
which gives
λ
1/s′k
k  eλ
1/s′k+1
k . (4.24)
Moreover, again by (4.23), we obtain
λ
1/s′k+1−1/s′k+3
k+1 = λ1/sk+3−1/sk+1k+1 =
(
λ
sk+1−sk+3
k+1
)1/sk+1sk+3

(
λ
sk+1−sk+2λsk+2−sk+3
)1/sk+1sk+3 = e2/sk+1sk+3  e2k+1 k+2
1358 A. Nekvinda / J. Math. Anal. Appl. 337 (2008) 1345–1365and, consequently,
λ
1/s′k+1
k+1  e
2λ
1/s′k+3
k+1 . (4.25)
Using (4.22), (4.24) and (4.25), we obtain
kλ
N/s′k
k  ke
Nλ
N/s′k+1
k  ke
N D
k
λ
N/s′k+1
k+1  e
3NDλ
N/s′k+3
k+1 := D˜λ
N/s′k+3
k+1 . (4.26)
Denote by [D˜] the integral part of D. If k  [D˜] + 1 then we have by (4.26)
λ
N/s′k
k 
D˜
k
λ
N/s′k+3
k+1 
[D˜] + 1
k
λ
N/s′k+3
k+1  λ
N/s′k+3
k+1 . (4.27)
Since sk+1 > sk+3, we have s′k+1 < s′k+3, and so, N/s′k+1 >N/s′k+3. This gives
λ
N/s′k+3
k+1 < λ
N/s′k+1
k+1
and, by (4.27), we have
λ
N/s′k
k < λ
N/s′k+1
k+1 for k  [D˜] + 1. (4.28)
Denote
A :=
[D˜]+1∑
m=0
λ
N/s′m
m .
Then
k∑
m=0
λ
N/s′m
m A for k  [D˜] + 1. (4.29)
Assume now k  [D˜] + 2. Then by (4.26), (4.28) and (4.29)
k∑
m=0
λ
N/s′m
m =
[D˜]∑
m=0
λ
N/s′m
m +
k∑
m=[D˜]+1
λ
N/s′m
m
A+
k−1∑
m=[D˜]+1
λ
N/s′m
m + λN/s
′
k
k A+
(
k − [D˜] − 1)λN/s′kk + λN/s′kk
= A+ (k − [D˜])λN/s′kk A+ kλN/s′kk A+ D˜λN/s′k+3k+1 .
So,
k∑
m=0
λ
N/s′m
m A+ D˜λN/s
′
k+3
k+1 for k  [D˜] + 2
which together with (4.29) gives
k∑
m=1
λ
N/s′m
m A+ D˜λN/s
′
k+3
k+1 for each k  1.
We have by (4.1)
∞∑ 1
lnλk
= 1
lnλ0
+
∞∑
(sk − sk+1) = 1lnλ0 + s1 − s∞ < ∞ (4.30)k=0 k=1
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′
k+3
k+1 ↗ ∞. Then, there is k0 such that
D˜λ
N/s′k+3
k+1 A for k > k0.
Set
B := max
1kk0
λ
−N/s′k+3
k+1
k∑
m=1
λ
N/s′m
m .
Then we have
k∑
m=1
λ
N/s′m
m 
⎧⎨⎩Bλ
N/s′k+3
k+1 for 1 k  k0,
A+ D˜λN/s
′
k+3
k+1  2D˜λ
N/s′k+3
k+1 for k > k0.
Setting E = max(B,2D˜), we obtain
k∑
m=1
λ
N/s′m
m Eλ
N/s′k+3
k+1 for each k  1,
which proves (4.2).
We have by (4.22)(
λk
λk+1
)N

(
D
k
)s′k+1
 max(1,D
s′∞)
ks
′
k+1
. (4.31)
This immediately implies
∞∑
k=1
(
λk
λk+1
)N
max(1,Ds′∞)
∞∑
k=1
1
ks
′
k+1
max(1,Ds′∞)
∞∑
k=1
1
ks
′
0
< ∞ (4.32)
and proves (4.3).
Let us estimate
∑∞
k=1(
λk
λk+1 )
N(s∞−1)
. By (4.31), we have
∞∑
k=1
(
λk
λk+1
)N(s∞−1)
max
(
1,Ds
′∞(s∞−1)) ∞∑
k=1
1
ks
′
k+1(s∞−1)
.
Now, the simple fact that s′k+1(s∞ − 1) → s∞ for k → ∞ implies
∞∑
k=1
(
λk
λk+1
)N(s∞−1)
< ∞,
which proves (4.4).
Note that, by (4.32), there is k0 such that(
λk−1
λk
)N
 1
2
for all k  k0. Set
d = max
{
λk−1
λk
; k = 1,2, . . . , k0 − 1
}
.
Since λk is increasing, we have d < 1. Thus, for each k  1,
λk−1
λk
max(d,2−1/N ) := 1
R
< 1
and so,
Rλk−1  λk
for some R > 1 and each k  1 which proves (4.5). 
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Lemma 4.3. Let the assumption (4.22) be satisfied. Then p(.) ∈ P∞.
Lemma 4.4. Let there be a D > 0 such that(
λk
λk+1
)N/s′∞
 D
k
. (4.33)
Then p(.) ∈P∞.
Proof. Let the sequence λk satisfy (4.33). Since sk ↘ s∞ we have 1/s′k ↘ 1/s′∞ and especially, 1/s′k+1 > 1/s′∞.
Using the fact λk
λk+1 < 1 and (4.33) we obtain(
λk
λk+1
)N/s′k+1

(
λk
λk+1
)N/s′∞
 D
k
and so, the assumption (4.22) is satisfied. The desired assertion follows now from Lemma 4.3. 
5. Sufficient conditions on the derivative
In this section we will denote by d
dx
s(x) the derivative of the function s at a point x to exclude a possible confusion
with the notation s′(x) for the Lebesgue’s conjugate function.
Let us recall the well-known Bernoulli inequality: if t −1, a > 1 then
(1 + t)a  1 + at.
Given 0 < x < 1 and c > 0, it is easy to see that
1
1 + x
c
 1 − x
c + 1 (5.1)
and
e−x  1 − e − 1
e
x. (5.2)
We recall the numbers ek and the functions lnk x, bk,α(x) defined by (2.1), (2.2) and (2.3). Set for α > 0
ak,α(x) = 1lnαk (x)
.
It is not difficult to verify that
dak,α(x)
dx
= −α
(lnk x)1+α
k−1∏
i=0
1
lni x
:= −αbk,α(x).
Lemma 5.1. Let k be a positive integer. Assume that the function s(x) is decreasing and that it has the derivative
d
dx
s(x) on x ∈ (ek,∞). Suppose that there are real numbers 0 < α, K > 0 and a positive integer k such that
− d
dx
s(x)Kbk,α(x) (5.3)
for x > ek . Then p(.) ∈P∞.
Proof. We find a > ek large enough so that the inequality
lnk−1 x lnk−2 x · · · ln2 x ln1+αk x < lnx, x > a (5.4)
holds.
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1
lnλn+1
= s(λn)− s(λn+1) =
λn∫
λn+1
d
dx
s(x) dx = −
λn+1∫
λn
d
dx
s(x) dx

λn+1∫
λn
Kbk,α(x) dx = −K
α
λn+1∫
λn
dak,α(x)
dx
dx
= K
α
(
ak,α(λn)− ak,α(λn+1)
)= K
α
(
1
lnαk λn
− 1
lnk λαn+1
)
and so,
α
K
1
lnλn+1
 1
lnαk λn
− 1
lnαk λn+1
.
This gives
1
lnαk λn
 1
lnαk λn+1
+ α
K
1
lnλn+1
= 1
lnαk λn+1
(
1 + α
K
lnαk λn+1
lnλn+1
)
,
which yields
lnk λn 
lnk λn+1(
1 + α
K
lnαk λn+1
lnλn+1
)1/α .
By (5.4), we have 0 < ln
α
k λn+1
lnλn+1 < 1, which, together with the Bernoulli inequality and (5.1), implies
lnk λn 
lnk λn+1
1 + 1
K
lnαk λn+1
lnλn+1
 lnk λn+1
(
1 − ln
α
k λn+1
(K + 1) lnλn+1
)
,
and consequently,
elnk λn  elnk λn+1 e−
ln1+α
k
λn+1
(K+1) lnλn+1 .
We obtain by (2.2)
elnk+1 x = eln(lnk x) = lnk x,
which gives
lnk−1 λn  lnk−1 λn+1e
− ln
1+α
k
λn+1
(K+1) lnλn+1 .
Using (5.4), we have 0 < ln
1+α
k λn+1
(K+1) lnλn+1 < 1, whence we can use (5.2) to obtain
lnk−1 λn  lnk−1 λn+1e
− ln
1+α
k
λn+1
(K+1) lnλn+1  lnk−1 λn+1
(
1 − e − 1
e
ln1+αk λn+1
(K + 1) lnλn+1
)
.
Using the same trick, we have
lnk−2 λn  lnk−2 λn+1e
− e−1e
lnk−1 λn+1 ln1+αk λn+1
(K+1) lnλn+1
 lnk−2 λn+1
(
1 −
(
e − 1
e
)2 lnk−1 λn+1 ln1+αk λn+1
(K + 1) lnλn+1
)
and repeating (k − 3) times the same trick again, we obtain
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(
1 −
(
e − 1
e
)k−1 lnk−1 λn+1 lnk−2 λn+1 · · · ln2 λn+1 ln1+αk λn+1
(K + 1) lnλn+1
)
,
which yields
λn  λn+1e−
1
K+1 (
e−1
e )
k−1 lnk−1 λn+1 lnk−2 λn+1··· ln2 λn+1 ln1+αk λn+1 .
Rewriting this inequality, we have
λn
λn+1
 e−
1
K+1 (
e−1
e )
k−1 lnk−1 λn+1 lnk−2 λn+1··· ln2 λn+1 ln1+αk λn+1 . (5.5)
Clearly,
lim
x→∞(lnx)
s′∞
N e−
1
K+1 (
e−1
e )
k−1 lnk−1 x lnk−2 x··· ln2 x ln1+αk x = 0.
Then there is L> 0 such that
e−
1
K+1 (
e−1
e )
k−1 lnk−1 x lnk−2 x··· ln2 x ln1+αk x  L(lnx)−
s′∞
N
for x > a. This yields
e−
1
K+1 (
e−1
e )
k−1 lnk−1 λn+1 lnk−2 λn+1··· ln2 λn+1 ln1+αk λn+1  L(lnλn+1)−
s′∞
N
for each n and by (5.5) we obtain(
λn
λn+1
)N/s′∞
 L
N/s′∞
lnλn+1
. (5.6)
Now, we need to estimate lnλn+1. From (4.30) we have
∞∑
n=0
1
lnλn
< ∞.
Using the embedding 1 ↪→ 1w and the estimate lnλn < lnλn+1, we have
n+ 1
lnλn+1
 C
for some C. By (5.6), we obtain(
λn
λn+1
)N/s′∞
 L
N/s′∞C
n+ 1 :=
D
n+ 1 
D
n
and so, we have verified the validity of (4.33). Now, Lemma 4.4 proves the claim. 
6. Sufficient conditions on radially monotone functions
We will now consider a more general case when p(.) is a radially monotone function.
Lemma 6.1. Let k be a positive integer. Let p(.) be a radially non-increasing function and assume that the corre-
sponding function s(.) has the derivative d
dx
s(x) on x ∈ (ek,∞). Assume that there are numbers 0 < α and K > 0
such that
− d
dx
s(x)Kbk,α(x)
holds for x > ek . Then p(.) ∈ P∞.
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The case when p(.) is radially decreasing function is solved in Lemma 5.1. Assume that p(.) is radially non-
increasing function, i.e., the corresponding function s(.) is non-increasing function. Set
r(t) =
{
s(t)+ 1ln t for x > e,
s(e)+ 1 for x  e,
and q(x) = r(|x|). Then q(.) is a radially decreasing function and
− d
dx
r(x) = − d
dx
s(x)− 1
x ln2 x
− d
dx
s(x)+ 1
x ln2 x
Kbk,α(x)+ 1
x ln2 x
.
Choose a such that (5.4) is satisfied. Since 0 < α < 1 we have 1
x ln2 x  b1,α(x) for x > e. Using (5.4), we obtain
1
x ln2 x  bk,α(x) for k  2 and x > a. Since a > ek , we have, in any case,
− d
dx
r(x) (K + 1)bk,α(x) for x > a.
Thus, using Theorem 5.1 we obtain q(.) ∈P∞. Moreover,∣∣p(x)− q(x)∣∣= 1
ln |x|
for x > e, which gives with Lemma 3.17 that p(.) ∈ P∞. 
Lemma 6.2. Let k be a positive integer and let p(.) ∈ L be a radially non-increasing function. Assume that the
corresponding function s(.) has the derivative d
dx
s(x) on x ∈ (ek,∞). Suppose that there are 0 < α and K > 0 such
that
− d
dx
s(x)Kbk,α(x)
holds for x > ek . Then p(.) ∈P .
Proof. We have by Lemma 6.1 that p(.) ∈ P∞. Due to the assumption p(.) ∈ L, we have p(.) ∈ P∞ ∩ L and
Lemma 3.10 gives p(.) ∈P . 
Definition 6.3. Let p(.) ∈ B be a radially monotone function. We say that p(.) ∈ E if there are a positive integer k and
real numbers α,K > 0 and a > ek such that the corresponding function s(t) satisfies∣∣∣∣− ddt s(t)
∣∣∣∣Kbk,α(t)
for t > a.
Theorem 6.4. Suppose p(.) ∈ L∩ E . Then p(.) ∈P .
Proof. Lemma 6.2 proves our assertion in the case when p(.) is a radially non-increasing function.
Assume that p(.) is radially non-decreasing function, i.e., the corresponding function s(.) is non-decreasing. Take
a Lebesgue conjugate function s′(t) = s(t)
s(t)−1 and q(x) = s′(|x|). It is easy to see that s′(.) is non-increasing function.
Then q(.) is radially non-increasing function and
− d
dt
s′(t) =
d
dt
s(t)
(s(t)− 1)2 
d
dt
s(t)
(s0 − 1)2 
K
(s0 − 1)2 bk,α(t).
Thus, by Theorem 5.1 we have q(.) ∈P∞. Moreover, q(.) ∈ L and Lemma 3.10 gives q(.) ∈ P . Since
q ′(x) = s
′(|x|)
s′(|x|)− 1 = s
(|x|)= p(x),
we have p(.) ∈ P by Theorem 3.14. 
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We show in this section that we are able to extend the class E to a larger class D (which contains functions not
necessarily radial) with preserving the boundedness of the maximal operator.
Definition 7.1. Let p(.) ∈ B. We say that p(.) ∈D if there exists a function q(.) ∈ E such that |p(.)− q(.)| ∈N .
The following theorem is just a shorter reformulation of Theorem 2.2.
Theorem 7.2. Let p(.) ∈ L∩D. Then p(.) ∈P .
Proof. By the definition ofD, there exists q(.) ∈ E with |p(.)−q(.)| ∈N . By the definition of E we have a monotone
function s(t), defined on [0,∞), such that∣∣∣∣ ddt s(t)
∣∣∣∣Kbk,α(t), x  a
for some K , k, α, a. Since limt→∞ bk,α(t) = 0, s(t) is Lipschitz on [a,∞). Define for t  0
s˜(t) =
{
s(t) for t  a,
s(a) for 0 t < a.
Set r(x) = s˜(|x|). Since the function s˜(.) is Lipschitz on [0,∞), so is r(.) on RN , whence r(.) ∈ L by (3.1). Moreover,
r(.) ∈ E and so, r(.) ∈ L∩ E .
By Theorem 6.4 we obtain r(.) ∈P . Since P ⊂P∞ we have r(.) ∈P∞. It is not difficult to see that |r(.)−p(.)| ∈
N and By Theorem 3.16, we obtain p(.) ∈ P∞. According to the assumption p(.) ∈ L, we obtain p(.) ∈ P by
Theorem 3.10. 
As a application of the previous theorem we can take the following example.
Example 7.3. Let function ϕ(x) ∈ L defined on RN satisfy∣∣ϕ(x)∣∣ C
ln |x| for |x| > e.
for some C > 0. Let α > 0 and
s(t) =
{
s∞ + 1lnα ln··· ln t if t  ek,
s∞ + 1 if t < ek.
Let p(x) = s(|x|)+ ϕ(x) and assume infx∈RN p(x) > 1. Then p(.) ∈ P .
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