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Abstract. The Morales–Ramis theory is the Galois theory in dynamical
systems and relate two diﬀerent kinds of integrability: integrability in
the Liouville’s sense of Hamiltonian systems and integrability in the
sense of diﬀerential Galois theory to diﬀerential equations. In this paper
are presented some applications of the Morales–Ramis theory in non
integrability problems of Hamiltonian systems whose normal variational
equation over a particular integral curve is a linear diﬀerential equation
of second order with coeﬃcients rational functions. The integrability of
the normal variational equations is analyzed by means the Kovacic’s
algoritm.
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Resumen. La teor´ıa de Morales–Ramis es la teor´ıa de Galois en el con-
texto de los sistemas dina´micos y relaciona dos tipos diferentes de inte-
grabilidad: integrabilidad en el sentido de Liouville de un sistema hamil-
toniano e integrabilidad en el sentido de la teor´ıa de Galois diferencial de
una ecuacio´n diferencial. En este art´ıculo se presentan algunas aplica-
ciones de la teor´ıa de Morales–Ramis en problemas de no integrabilidad
de sistemas hamiltonianos cuya ecuacio´n variacional normal a lo largo
de una curva integral particular es una ecuacio´n diferencial lineal de
segundo orden con coeﬁcientes funciones racionales. La integrabilidad
de la ecuacio´n variacional normal es analizada mediante el algoritmo
de Kovacic.
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Introduccio´n
Este art´ıculo, de caracter divulgativo y expositivo tiene como ﬁnalidad difundir*
la teor´ıa de Juan Morales y Jean Pierre Ramis, conocida como teor´ıa de
Morales–Ramis. Aunque no es completamente autocontenido, se cita la referen-
cia donde se puede profundizar cada tema y al ﬁnal se presenta una variedad
de ejemplos y observaciones para que el lector logre una mayor comprensio´n de
esta teor´ıa. En esta parte se da un paseo por la teor´ıa de Galois cla´sica, teor´ıa
de Galois diferencial y no integrabilidad de sistemas hamiltonianos para luego
en cada una de las secciones los respectivos temas.
La integracio´n por cuadraturas de ecuaciones diferenciales es un problema
cla´sico que, aunque ha sido tratado por grandes matema´ticos como J. Liou-
ville (1809-1882) o S. Lie (1842-1899), au´n continu´a vigente. Frente a una
ecuacio´n diferencial, se desear´ıa expresar sus soluciones mediante una fo´rmula
cerrada; por ejemplo, a la ecuacio´n,
x˙ = f(t)x,
le corresponde la fo´rmula de las soluciones,
x = λe
∫
f(t)dt, λ ∈ C.
A primera vista parece razonable que cualquier ecuacio´n diferencial ordinaria
pudiera resolverse de esta manera, sin embargo esto no es cierto. Conside´rese
por ejemplo la ecuacio´n,
x˙ = t− x2,
las soluciones de esta ecuacio´n son derivadas logar´ıtmicas de funciones de Airy.
No pueden expresarse mediante una fo´rmula que implique funciones elemen-
tales, y operaciones integrales. En este sentido, se dice que no es integrable por
cuadraturas.
El joven matema´tico E. Galois (1811-1832) abordo´ un problema distinto,
pero conceptualmente relacionado con la integracio´n por cuadraturas. Se trata
de la resolucio´n por radicales de ecuaciones algebraicas. Frente a una ecuacio´n
polino´mica con coeﬁcientes en un cuerpo Q, irreducible sobre Q, que se supone
de caracter´ıstica cero,
xn + a1xn−1 + . . . + an−1x + an =
∏
(x− αi) = 0
se quiere saber si se pueden expresar las ra´ıces αi mediante una fo´rmula cerrada
que incluye los coeﬁcientes ai, operaciones aritme´ticas y la extraccio´n de radi-
cales.Galois respondio´ a esta pregunta de un modo indirecto. A cada ecuacio´n
le corresponde el grupo de permutaciones entre las ra´ıces αi que conserva todas
las relaciones de dependencia algebraica entre ellas. Bajo ciertas hipo´tesis, el
*Iniciativa tomada por el autor debido a que en espan˜ol no hay art´ıculos publicados sobre
esta teor´ıa. Las publicaciones (en ingle´s y france´s) se encuentran en revistas especializadas
en un lenguaje muy te´cnico.
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grupo G de la ecuacio´n, es el grupo de automorﬁsmos del cuerpo Q(αi) que
dejan ﬁjo Q.
A cada subgrupo normal de H  G le corresponde un subcuerpo KG de
Q(αi). El grupo de automorﬁsmos de KG que dejan ﬁjo Q es G/H.
Cuando G es un grupo c´ıclico de orden n, entonces la extensio´n se obtiene
mediante la adjuncio´n de un radical K = Q( n
√
a).
Tras estas observaciones se llega naturalmente al resultado fundamental.
Teorema [Galois]. Una ecuacio´n es resoluble por radicales si y solo si su
grupo G es resoluble.
A cada cadena de resolucio´n:
H1  . . .  Hs = G
con Hi/Hi−1 c´ıclico, le corresponde una cadena de extensiones,
Q ↪→ K1 ↪→ . . . ↪→ Ks = Q(αi)
donde cada una de las sucesivas extensiones se hace adjuntando un radical, de
orden |Hi/Hi+1|.
Ana´logamente a la teor´ıa de Galois para ecuaciones algebraicas, existe una
teor´ıa para sistemas de ecuaciones diferenciales lineales, desarrollada por E. Pi-
card y E. Vessiot. A modo de ejemplo, supongamos que y1, y2 es un sistema
fundamental de soluciones de la ecuacio´n diferencial
y¨ = ry, r ∈ K, K cuerpo diferencial
Sea K˜ = K〈y1, y2〉, el menor cuerpo diferencial que contiene a K y a {y1, y2}.
Entonces el grupo de automorﬁsmos diferenciales de Kˆ que dejan invariantes
los elementos de K, se denomina grupo de Galois de la ecuacio´n diferencial. En
general, el grupo de Galois de un sistema de ecuaciones diferenciales lineales
con coeﬁcientes en K, es un grupo algebraico de matrices con coeﬁcientes en el
cuerpo de constantes de K.
Ana´logamente a las extensiones por radicales de la teor´ıa de Galois cla´sica,
se tienen las extensiones liouvillianas, las cuales se construyen sucesivamente
agregando una solucio´n algebraica, una integral, o bien una exponencial de
integral. Es decir, si θ es una solucio´n de la ecuacio´n, entonces
Kˆi+1 = Ki(θ),


θ algebraica.
θ =
∫
a, a ∈ K.
θ = e
∫
a, a ∈ K.
En analog´ıa con el teorema de Galois para ecuaciones algebraicas se tiene el
siguiente resultado:
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Teorema. Un sistema de ecuaciones diferenciales lineales es integrable me-
diante cuadraturas (extensiones liouvillianas) si y solo si la componente conexa
de la identidad de su grupo de Galois es triangulizable.
En la formulacio´n hamiltoniana de la meca´nica, la evolucio´n del estado de
un sistema viene determinado por las ecuaciones:
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
,
El espacio de fases de estos sistemas esta´ dotado de forma natural de una
estructura simple´ctica. Se induce una estructura de a´lgebra de Poisson en el
espacio de funciones que dependen de p y q. El pare´ntesis de Poisson de f y g
se deﬁne como
{f, g} =
n∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
.
Si {f, g} = 0, se dice que f y g esta´n en involucio´n o tambie´n que f y g
conmutan mediante el pare´ntesis de Poisson.
Dentro de este contexto, un sistema de n grados de libertad se dice integrable
en el sentido de Liouville cuando existen n constantes de movimiento indepen-
dientes y en involucio´n. Durante an˜os se han buscado criterios para determinar
la integrabilidad o no de este tipo de sistemas basados en el comportamiento
de las soluciones en el dominio complejo. A lo largo de una solucio´n particular
de las ecuaciones del movimiento, e´stas pueden aproximarse linealmente por
un sistema de ecuaciones diferenciales lineales conocido como ecuacio´n varia-
cional. Esto permite relacionar el concepto de integrabilidad en el sentido de
Liouville con el concepto de integrabilidad por cuadraturas de la teor´ıa de
Picard-Vessiot.
En la tesis doctoral Te´cnicas algebraicas para la no integrabilidad de sis-
temas hamiltonianos (ve´ase [24]) escrita por Juan Morales–Ruiz y dirigida
por Carles Simo´, se aplico´ por primera vez la teor´ıa de Galois diferencial
en la no integrabilidad de un sistema hamiltoniano. Sin embargo, simulta´nea
e independientemente, Churchill & Rod obtuvieron resultados parecidos
(menos generales). Mas tarde, gracias a una estancia postdoctoral de Juan
Morales–Ruiz en Francia trabajando con J. P. Ramis se gesta, con el si-
guiente resultado, lo que hoy se conoce como teor´ıa de Morales–Ramis (vea´nse
[30, 31])
Teorema [Morales–Ramis, 1997]. Si un sistema hamiltoniano es inte-
grable en el sentido de Liouville, entonces la componente conexa de la identidad
del grupo de Galois de la ecuacio´n variacional a lo largo de cualquier solucio´n
particular es abeliano.
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A partir de entonces, se dispone de un criterio de no-integrabilidad, que
desde ﬁnales de los an˜os 90 ha sido aplicado por varios autores de la comu-
nidad matema´tica internacional para estudiar la no-integrabilidad de distintos
sistemas, entre otros, problemas de N cuerpos, la dina´mica del so´lido r´ıgido,
el pe´ndulo forzado y determinados problemas cosmolo´gicos. Como ejemplo se
cita al mismo Juan Morales–Ruiz, quien en 2004 demuestra la no integra-
bilidad mediante integrales primeras racionales de la segunda trascendente de
Painleve´ (ve´ase [20]).
En algunos problemas, como el potencial cu´bico Henon-Heiles, el criterio de
no-integrabilidad sobre la ecuacio´n variacional no es suﬁciente para decidir. Se
considera entonces la ecuacio´n variacional de orden n, que es la aproximacio´n
de orden n del ﬂujo a lo largo de la solucio´n. No es un sistema lineal, pero si es
linealizable. Muy recientemente los autores de la teor´ıa de Morales–Ramis en
colaboracio´n con Carles Simo´ obtuvieron el siguiente resultado:
Teorema [Morales–Ramis–Simo´, 2005]. Si un sistema hamiltoniano es
integrable en el sentido de Liouville, entonces la componente conexa de la iden-
tidad del grupo de Galois de la ecuacio´n variacional linealizada de cualquier
orden a lo largo de cualquier solucio´n particular es abeliano.
En la actualidad hay varios grupos y proyectos de investigacio´n alrededor
de esta teor´ıa, uno de ellos es Sistemas dina´micos y teor´ıa de Galois, proyecto
de investigacio´n que se desarrolla en la Universitat Polite`cnica de Catalunya y
esta´ conformado por Juan Morales–Ruiz (coordinador del proyecto) y por
sus doctorandos** (ve´ase [25]). Este grupo tiene un papel activo explorando
nuevas aplicaciones y extensiones de la teor´ıa puesto que las conexiones entre
la teor´ıa de Galois y los sistemas dina´micos au´n no han sido completamente
aclaradas. De esta forma se tienen tres l´ıneas de investigacio´n diferenciadas,
aunque interrelacionadas: aplicaciones a la meca´nica celeste, teor´ıa de Galois
y teor´ıa espectral, y teor´ıa para ecuaciones diferenciales no lineales. Hace poco
Morales, Simo´ y Simo´n demostraron la no integrabilidad del problema de
Hill, un modelo del movimiento lunar (ve´ase [38]). Se han hecho importantes
avances, paralelos a Bruns, con respecto a la no integrabilidad del problema de
N -cuerpos, aunque el caso general no ha sido probado au´n. Recientemente el
autor en un trabajo conjunto con David Bla´zquez-Sanz aplicaron el problema
inverso de la teor´ıa de Morales–Ramis, a partir de una ecuacio´n variacional
conocida se generaron familias de hamiltonianos no integrables con potenciales
racionales. Particularmente analizaron las ecuaciones variacionales que daban
lugar a ecuaciones diferenciales con coeﬁcientes polinomiales y en el caso de
coeﬁcientes funciones trascendentes se utilizo´ un algoritmo que permite trans-
formar la ecuacio´n en otra con coeﬁcientes funciones racionales (ve´ase [4]).
**Primitivo Acosta-Huma´nez, David Bla´zquez-Sanz y Sergi Simo´n
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El objetivo de esta introduccio´n es motivar al lector en el estudio de esta
teor´ıa, as´ı que no se abordara´n todos los temas en el art´ıculo, solo se conside-
rara´n casos particulares. Al ﬁnal se dan referencias adicionales que incluyen los
trabajos hasta la fecha alrededor de esta teor´ıa.
1. Integrabilidad de ecuaciones diferenciales
Tal como se menciona en la introduccio´n, el estudio de la integrabilidad de
ecuaciones diferenciales es un tema vigente. Por lo tanto, para animar al lector,
esta seccio´n se ha dividido en tres partes: preliminares, teor´ıa de Picard-Vessiot
y subgrupos algebraicos.
1.1. Preliminares. Tomando como referencia [2, 3], se considera el cuerpo
C(x) de funciones racionales en una variable compleja x. Este es un cuerpo
diferencial con derivacio´n ′ = ddx . Sea η una solucio´n de la ecuacio´n diferencial
z′′ + az′ + bz = 0, a, b ∈ C(x), en alguna extensio´n diferencial de C(x).
La solucio´n de la ecuacio´n diferencial lineal anterior puede involucrar expo-
nenciales, integrales indeﬁnidas y raices de polinomios. Las funciones trigonome´-
tricas pueden ser escritas en te´rminos de exponenciales.
Definicio´n 1.1. Sea η una solucio´n de la ecuacio´n diferencial
z′′ + az′ + bz = 0, a, b ∈ C(x).
Se dice que:
1. η es algebraica sobre C(x) si η satisface una ecuacio´n polino´mica con
coeﬁcientes en C(x), es decir, η es una funcio´n algebraica de una varia-
ble (ra´ız).
2. η es una primitiva sobre C(x) si η′ ∈ C(x), es decir, η = ∫ f para algu´n
f ∈ C(x) (integral).
3. η es una exponencial sobre C(x) si η
′
η ∈ C(x), es decir, η = e
∫
f para
algu´n f ∈ C(x) (exponencial de una integral).
Definicio´n 1.2. Una solucio´n η de una ecuacio´n diferencial lineal se denomina
liouvilliana, o soluble por cuadraturas o que tiene solucio´n en forma cerrada, si
existe una cadena de cuerpos diferenciales C(x) = K0 ⊂ K1 ⊂ ... ⊂ Km = K,
con η ∈ K y tal que para cada i = 1, 2, . . ., m, Ki = Ki−1 (ηi), donde ηi es
algebraica, primitiva o exponencial sobre Ki−1.
Tales soluciones liouvillianas son construidas usando funciones algebraicas,
integrales y exponenciales. De esta forma se pueden obtener soluciones como
logaritmos y funciones trigonome´tricas, pero no soluciones en te´rminos de fun-
ciones de Bessel. El te´rmino liouvilliano es un poco ma´s generoso que el de
funciones elementales (algebraicas, logaritmos y exponenciales solamente), de-
bido a que permite la integracio´n indeﬁnida arbitraria, es decir, se puede dejar
la integral en forma impl´ıcita.
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El siguiente teorema permite eliminar el coeﬁciente de z(n−1) en una ecuacio´n
diferencial lineal de orden n.
Teorema 1.3. La ecuacio´n diferencial
z(n) + an−1z(n−1) + ... + a1z′ + a0z = 0, ai ∈ C(x),
se puede transformar en la ecuacio´n diferencial
y(n) + bn−2y(n−2) + ... + b1y′ + b0y = 0, bi ∈ C(x),
mediante el cambio z = yf , donde f = e−
1
n
∫
p, p = an−1. En particular, si
n = 2, la ecuacio´n diferencial z′′ + az′ + bz = 0 se transforma en la ecuacio´n
diferencial y′′ = ry, donde r = 14a
2 + 12a
′ − b.
Demostracio´n. Usando la fo´rmula de Abel w′ + pw = 0, w = Cfn, C ∈ C∗,
se tiene que ncfn−1f ′ + pCfn = 0, ahora, al dividir por w se sigue que f =
e−
1
n
∫
p, donde p = an−1. Finalmente, un sencillo argumento inductivo ver que
al reemplazar por yf en la ecuacio´n diferencial inicial, el coeﬁciente de z(n−1)
se anula. Realizando los ca´lculos se tiene que para n = 2, z′′ + az′ + bz = 0, se
transforma en
y′′ =
(
1
4
a2 +
1
2
a′ − b
)
y . 
Teorema 1.4. Si z′′+az′+ bz = 0, a, b ∈ C(x) tiene una solucio´n liouvilliana,
entonces toda solucio´n es liouvilliana.
Demostracio´n. La segunda solucio´n se construye con la exponencial de la cua-
dratura de la primera solucio´n que es liouvilliana. Por la deﬁnicio´n 1.2, la
segunda solucio´n tambie´n es liouvilliana. 
Teorema 1.5. La ecuacio´n diferencial z′′ + az′ + bz = 0 se transforma en la
ecuacio´n de Ricatti v′ = r − v2, donde r = 14a2 + 12a′ − b.
Demostracio´n. Por el teorema 1.3, y′′ = ry, donde r = 14a
2 + 12a
′ − b. Ahora,
al hacer la sustitucio´n v = y
′
y se tiene(
y′
y
)′
=
y′′y − (y′)2
y2
=
y′′
y
−
(
y′
y
)2
,
y por lo tanto
v′ =
1
4
a2 +
1
2
a′ − b− v2,
que es el resultado deseado. 
De ahora en adelante, cualquier ecuacio´n diferencial de la forma
z′′ + az′ + bz = 0
se transformara´ en la ecuacio´n diferencial lineal reducida (EDLR)
y′′ = ry, r =
1
4
a2 +
1
2
a′ − b.
28 Primitivo B. Acosta Huma´nez
1.2. Teor´ıa de Picard–Vessiot. La teor´ıa de Picard–Vessiot es la teor´ıa
de Galois en el contexto de las ecuaciones diferenciales lineales (ve´ase [3]).
Supo´ngase que y1, y2 es un sistema fundamental de soluciones de la EDLR.
Esto signiﬁca que y1, y2 son linealmente independientes sobre C y toda solucio´n
es una combinacio´n lineal de y1 y y2. Sea K = C(x)〈y1, y2〉, el menor cuerpo
diferencial que contiene a C(x) y a {y1, y2}.
Definicio´n 1.6 (Grupo de Galois diferencial). El grupo de todos los automor-
ﬁsmos diferenciales de K en K que dejan ﬁjos (o invariantes) los elementos
de C(x) se denomina el Grupo de Galois de K sobre C(x) y es denotado por
Gal(KupslopeC(x)).
Si σ ∈ Gal(KupslopeC(x)), entonces σy1 y σy2 son tambie´n soluciones, o lo que
es igual, es otro sistema fundamental de soluciones de la EDLR. Por tal razo´n,
existe una matriz
A =
(
a b
c d
)
∈ GL(2,C),
GL(2,C) denotando el grupo lineal de matrices cuadradas no singulares de
taman˜o 2× 2 con elementos complejos, tal que
σ
(
y1
y2
)
=
(
σy1
σy2
)
= A
(
y1
y2
)
.
Esto deﬁne una funcio´n inyectiva
ϕ : Gal(KupslopeC(x)) −→ GL(2,C)
que solo depende de la eleccio´n de y1, y2.
Ejemplo 1.1. Dadas las ecuaciones
(∗) y′′ = 0,
(∗∗) y′′ + 1
x
y′ = 0,
(∗ ∗ ∗) y′′ + y = 0,
tomando como C(x) como cuerpo diferencial, el grupo de Galois diferencial
correspondiente a cada ecuacio´n esta´ dado por
Gal(∗)  e = {1}, Gal(∗∗)  (C,+) Gal(∗ ∗ ∗)  (C, ·).
Definicio´n 1.7. Un grupo algebraico de matrices 2 × 2 es un subgrupo G ⊂
GL(2,C), deﬁnido por ecuaciones algebraicas en los elementos de matriz. Es
decir, exste un conjunto de polinomios {Pi(x11, x12, x21, x22)}i∈I , de tal manera
que, (
x11 x12
x21 x22
)
∈ G ⇔ ∀i ∈ I, Pi(x11, x12, x21, x22) = 0.
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En tal caso G es una variedad algebraica provista de una estructura de grupo.
En adelante se entiende que todo grupo mencionado es un grupo algebraico de
matrices.
Un primer ejemplo es el grupo especial lineal SL(2,C), pues,(
x11 x12
x21 x22
)
∈ SL(2,C) ⇔ x11x22 − x21x12 − 1 = 0.
Uno de los resultados fundamentales de la teor´ıa de Picard–Vessiot es el
siguiente teorema:
Proposicio´n 1.8. La imagen por ϕ de Gal(KupslopeC(x)),
ϕ (Gal(KupslopeC(x))) ⊂ GL(2,C),
es un grupo algebraico de matrices.
Proposicio´n 1.9. Para la EDLR, ϕ (Gal(KupslopeC(x))) ⊂ SL(2,C). Es decir, la
imagen de Gal(KupslopeC(x)) esta´ en SL(2,C).
Demostracio´n. Sean y1, y2 un sistema fundamental de soluciones de la EDLR,
lo cual indica que y′′1 = ry1, y
′′
2 = ry2. El wronskiano esta´ dado por
W =
∣∣∣∣y1 y2y′1 y′2
∣∣∣∣ = y1y′2 − y′1y2.
Ahora, derivando W se tiene
W ′ = y′1y
′
2 + y1y
′′
2 − y′′1 y2 − y′1y′2 = ry2y1 − ry1y2 = 0.
Esto indica que W ∈ C y de esta manera
σW =
∣∣∣∣a bc d
∣∣∣∣W = W,
por lo tanto ∣∣∣∣a bc d
∣∣∣∣ = 1
y as´ı se concluye que (
a b
c d
)
∈ SL(2,C),
que es el resultado deseado. 
Se enuncia ahora el teorema de Lie–Kolchin. Es de notar que un grupo
algebraico G tiene un u´nico subgrupo conexo G0, el cual contiene la identidad
y es un subgrupo normal de G de ı´ndice ﬁnito. Esto indica que G0, componente
identidad de G, es el subgrupo algebraico ma´s pequen˜o de G que contiene la
identidad. De aqu´ı se deduce que si G = G0, entonces G es conexo.
Teorema 1.10. [Lie–Kolchin] Las siguientes afirmaciones son equivalentes:
1. Toda solucio´n de la EDLR es liouvilliana.
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2. G0 es soluble, es decir, existe una cadena de subgrupos normales
e = G0 	 G1 	 . . . 	 Gn = G0
tal que el cociente Gi/Gj es abeliano para todo n ≥ i ≥ j ≥ 0,
3. G0 es triangularizable, es decir, existe una base en C2 tal que
G0 ⊆
{(
c d
0 c−1
)
: c, d ∈ C, c = 0
}
.
1.3. Subgrupos algebraicos de SL(2,C) y semi-invariantes.
Definicio´n 1.11. Sea y1, y2 un sistema fundamental de soluciones de la EDLR
en K. Sea f(x1, x2) un polinomio homogeneo con coeﬁcientes en C(x). Diremos
que f es un invariante si para todo σ ∈ Gal(KupslopeC(x)), σf(y1, y2) = f(y1, y2).
En este caso, f(y1, y2) ∈ C(x). Ahora, f es semi-invariante si para todo σ ∈
Gal(KupslopeC(x)), σf(y1, y2) = cf(y1, y2), c ∈ C. Se observa que θ = f(y1,y2)
′
f(y1,y2)
∈
C(x).
Se dice que un grupo G es el conjugado de un grupo G′ si existe una matriz J
tal que GJ = JG′. En este caso, G y G′ tienen la misma estructura algebraica.
Los siguiente teoremas muestran la relacio´n entre los cuatro casos en sub-
grupos algebraicos, los cuatro casos de semi-invariantes y los cuatro casos en
el algoritmo de Kovacic, establecie´ndose una correspondencia biun´ıvoca entre
estos.
Teorema 1.12. Sea G un subgrupo algebraico de SL(2,C). Entonces exclusi-
vamente uno de los siguientes cuatro casos puede ocurrir:
1. G es triangularizable.
2. G es el conjugado de un subgrupo de{(
c 0
0 c−1
)
: c ∈ C, c = 0
}
∪
{(
0 c
−c−1 0
)
: c ∈ C, c = 0
}
y el caso 1 no se da.
3. G es finito y los casos 1 y 2 no se dan.
4. G = SL(2,C).
Teorema 1.13. De acuerdo con el teorema 1.12, excepto por conjugacio´n, hay
tres grupos en el caso 3:
1. El grupo tetraedro. Este grupo es de orden 24 y esta´ generado por(
e
kπi
3 0
0 e−
kπi
3
)
,
1
3
(
2e
kπi
3 − 1
)(1 1
2 −1
)
.
2. El grupo octaedro. Este grupo es de orden 48 y esta´ generado por(
e
kπi
4 0
0 e−
kπi
4
)
,
1
2
e
kπi
4
(
e
kπi
2 + 1
)(1 1
1 −1
)
.
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3. El grupo icosaedro. Este grupo es de orden 120 y esta´ generado por(
e
kπi
5 0
0 e−
kπi
5
)
,
(
φ ψ
ψ −φ
)
,
siendo φ y psi definidas como
φ =
1
5
(
e
3kπi
5 − e 2kπi5 + 4e kπi5 − 2
)
, ψ =
1
5
(
e
3kπi
5 + 3e
2kπi
5 − 2e kπi5 + 1
)
donde en los casos anteriores 0 ≤ k ≤ 5.
Nota 1.1. La componente conexa de la identidad G0 de los casos del teorema
1.12 es resoluble excepto para el caso 4. Para los dema´s casos es abeliana
excepto para el grupo dado por
G = G0 =
{(
λ µ
0 λ−1
)
: λ ∈ C∗, µ ∈ C
}
 C∗ ∝ C.
Los casos abelianos de la componente conexa de la identidad son los siguientes
Grupo trivial G0 = e =
{(
1 0
0 1
)}
.
Grupo diagonal o multiplicativo G0 =
{(
λ 0
0 λ−1
)
: λ ∈ C∗
}
 C∗.
Grupo aditivo G = G0 =
{(
1 µ
0 1
)
: µ ∈ C
}
 C.
Teorema 1.14. Sea y1, y2 un sistema fundamental de soluciones de la EDLR,
de tal manera que en la base {y1, y2}, el grupo Gal(KupslopeC(x)) se escribe en una
de las formas cano´nicas del teorema 1.12. Entonces, para σ ∈ Gal(KupslopeC(x)),
uno de los siguientes casos puede ocurrir:
1. σy1 = cy1, c ∈ C. Es decir, y1 es un semi-invariante.
2. σy1 = cy1 y σy2 = c−1y2, o σy1 = cy2 y σy2 = −c−1y1. Adema´s, y1y2
es un semi-invariante y (y1y2)
2
es un invariante.
3. El grupo tetraedro:
(
y41 + 8y1y
3
2
)3
es un invariante. El grupo octaedro:(
y51y2 − y1y52
)2
es un invariante.
4. El grupo icosaedro: y111 y2 − 11y61y62 − y1y112 es un invariante.
5. No hay semi-invariantes no triviales.
Demostracio´n. Se procedera´ tal como en el enunciado del teorema.
1. Por el teorema 1.12, G es triangularizable, es decir,
G =
{(
c d
0 c−1
)
: c, d ∈ C, c = 0
}
,
de tal manera que se tiene
σ
(
y1
y2
)
=
(
c d
0 c−1
)(
y1
0
)
,
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es decir, σy1 = cy1, por lo tanto y1 es un semi-invariante.
2. Por el teorema 1.12, G es el conjugado de un subgrupo de{(
c 0
0 c−1
)
: c ∈ C, c = 0
}
∪
{(
0 c
−c−1 0
)
: c ∈ C, c = 0
}
,
de tal manera que
σ
(
y1
y2
)
=
(
c 0
0 c−1
)(
y1
y2
)
,
o tambie´n
σ
(
y1
y2
)
=
(
0 c
−c−1 0
)(
y1
y2
)
,
de lo cual se concluye que σy1 = cy1 y σy2 = c−1y2, o σy1 = cy2 y
σy2 = −c−1y1, por lo tanto y1y2 es un semi-invariante y (y1y2)2 es un
invariante.
Los casos 3 y 4 se consideran de la misma forma. 
2. El algoritmo de Kovacic
En 1986 Jerald Kovacic ([15]) presenta un algoritmo para resolver ecuaciones
diferenciales lineales de segundo orden con coeﬁcientes funciones racionales
sobre los complejos. El algoritmo de Kovacic se basa en los invariantes y semi-
invariantes del teorema anterior.
En [12], se hace una modiﬁcacio´n al algoritmo y se aplica para resolver cierto
tipo de funciones especiales. Sin embargo, la versio´n del algoritmo que aqu´ı se
presenta es la correspondiente a [15, 16] (vea´nse tambie´n [2, 7]).
En el caso 1, se observa que y1 es un semi-invariante mientras que θ =
y′1
y1
es un invariante, es decir, θ ∈ C(x), este cambio es cla´sico para transformar la
EDLR en una ecuacio´n de Riccatti. Por tanto, este caso requiere de la bu´squeda
de funciones racionales que sean soluciones de la Ecuacio´n de Riccatti. Para
lograr esto u´ltimo se usan las series de Laurent (fracciones parciales) teniendo
en cuenta que
θ′ = r − θ2 = (√r − θ) (√r + θ) .
De acuerdo a los teoremas anteriores, existen cuatro casos para el algoritmo de
Kovacic. Los tres primeros casos determinan la solubilidad en te´rminos liouvil-
lianos de la EDLR, mientras que en el cuarto caso el algoritmo no funciona, lo
cual indica que el grupo de Galois de la EDLR es exactamente SL(2,C) y por
tanto la EDLR no tiene soluciones liouvillianas. Si el algoritmo de Kovacic cae
en cualquiera de los tres primeros casos, no necesariamente proporciona las dos
soluciones de la EDLR, es posible que solo de una solucio´n, la cual llamaremos
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y1. Obviamente la segunda solucio´n, y2, puede ser encontrada como
y2 = y1
∫
dx
y21
.
La idea del algoritmo es ver que la EDLR caiga en el caso 1, si no es as´ı,
se busca que caiga en el caso 2, si tampoco es as´ı, se busca que caiga en el
caso 3. Si deﬁnitivamente la EDLR no cae en los casos 1 , 2 o 3, entonces
obligatoriamente cae en el caso 4.
Por el orden de r en inﬁnito, ◦ (r∞) , se entendera´ el orden de inﬁnito co-
mo un cero de r. Esto indica que si r = st , s, t ∈ C[x], entonces ◦ (r∞) =
grad(t) − grad(s). Se denotara´ por Γ′ al conjunto ﬁnito de polos de r, Γ′ =
{c ∈ C : t(c) = 0}, de tal forma que Γ = Γ′ ∪ {∞}. Se denotara´ por ◦ (rc) el
orden del polo c ∈ Γ′. Para aplicar el caso 1 del algoritmo se requiere que
todo polo de r (en caso de existir) sea de orden par o de orden 1, mientras
que obligatoriamente ◦ (r∞) ∈ {2n : n ∈ Z−} ∪ {n ≥ 2 : n ∈ Z}, si en este caso
existe una solucio´n para la EDLR, e´sta es de la forma y = Pe
∫
ω, donde P y
ω se construyen con los pasos del algoritmo. Para aplicar el caso 2, se requiere
que exista al menos un polo c ∈ Γ′ tal que ◦ (rc) ∈ {2n + 1 : n ∈ Z+} ∪ {2}.
Para aplicar el caso 3, es necesario que para todo polo c ∈ Γ′, ◦ (rc) ∈ {1, 2} ,
y ◦ (r∞) ∈ {n ≥ 2, n ∈ Z}. Si al aplicar el caso 2 o el caso 3 existe una solu-
cio´n para la EDLR, e´sta es de la forma y = e
∫
ω, donde ω se construye con
los pasos del algoritmo. El caso 4 se da cuando no se dan los casos 1, 2 o 3,
indicando que la EDLR no tiene soluciones liouvillianas. Se puede aﬁrmar que
al escoger aleatoriamente una EDLR, la probabilidad de que e´sta sea soluble
por cuadraturas es muy pequen˜a. Los pocos casos en donde se dan este tipo de
soluciones, se obtienen mediante el algoritmo de Kovacic.
Caso 1. Este caso, como ya se menciono´, corresponde a la solubilidad por
cuadraturas de la ecuacio´n de Riccatti. Por tal razo´n, la serie de Laurent de√
r en cada polo c, [
√
r]c, y en el inﬁnito, [
√
r]∞, forman parte esencial en
el desarrollo del algoritmo para este caso y son funciones racionales. Para ha-
cer ma´s divulgativo este art´ıculo se utilizara´n fracciones parciales y cuadrados
de polinomios en lugar de series de Laurent, aunque en esencia es lo mismo.
Adicionalmente se deﬁnen α+c , α
−
c , α
+
∞, α
−
∞ ∈ C, de acuerdo a la situacio´n pre-
sentada. Ahora, si p ∈ Γ, entonces ε (p) ∈ {+,−}.
Paso 1. Buscar para cada polo c ∈ Γ′ y para∞ la situacio´n correspondiente
a cada una de las que siguen:
(c1) Si ◦ (rc) = 1, entonces[√
r
]
c
= 0, α±c = 1.
(c2) Si ◦ (rc) = 2, r = · · ·+ b(x− c)−2 + · · · , entonces
[√
r
]
c
= 0, α±c =
1±√1 + 4b
2
.
34 Primitivo B. Acosta Huma´nez
(c3) Si ◦ (rc) = 2v ≥ 4,
r = (a (x− c)−v + ... + d (x− c)−2)2 + b(x− c)−(v+1) + · · · ,
entonces[√
r
]
c
= a (x− c)−v + ... + d (x− c)−2 , α±c =
1
2
(
± b
a
+ v
)
.
(∞1) Si ◦ (r∞) > 2, entonces[√
r
]
∞ = 0, α
+
∞ = 0, α
−
∞ = 1
(∞2) Si ◦ (r∞) = 2, r = · · ·+ b(x)2 + · · · , entonces[√
r
]
∞ = 0, α
±
∞ =
1±√1 + 4b
2
(∞3) Si ◦ (r∞) = −2v ≤ 0, r = (axv + ... + d)2 + b(x)v−1 + · · · , entonces
[
√
r]∞ = ax
v + ... + d y α±∞ =
1
2
(± ba − v).
Paso 2. Encontrar D = ∅ deﬁnido como
D =
{
d ∈ Z+ : d = αε(∞)∞ −
∑
c∈Γ′
αε(c)c ,∀ (ε (p))p∈Γ
}
.
Si D = ∅, entonces el caso 1 del algoritmo de Kovacic no se tiene y debe pasarse
inmediatamente al caso 2. Ahora, si #D > 0, entonces para cada d ∈ D se
construye ω ∈ C(x) tal que
ω = ε (∞) [√r]∞ + ∑
c∈Γ′
(
ε (c)
[√
r
]
c
+ αε(c)c (x− c)−1
)
.
Paso 3. Buscar un polinomio mo´nico P de grado d, para cada d ∈ D, tal
que
P ′′ + 2ωP ′ + (ω′ + ω2 − r)P = 0.
Si P no existe, entonces el caso 1 del algoritmo de Kovacic no se tiene y debe
intentarse inmediatamente el caso 2. Ahora, si P existe, entonces una solucio´n
de la EDLR esta´ dada por
y = Pe
∫
ω,
donde ω se construye en el paso 2 mediante d ∈ D.
Nota 2.1. Si a una EDLR so´lo se le puede aplicar el caso 1 del algoritmo de
Kovacic entonces su grupo de Galois es conexo y esta´ dado por:
1. SL(2,C) si el algoritmo no provee ninguna solucio´n,
2. C∗ ∝ C si el algoritmo so´lo provee una solucio´n, que no sea una exten-
sio´n cuadra´tica de su derivada logar´ıtmica,
3. C∗ si el algoritmo provee las dos soluciones.
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Solo se dara´n ejemplos completos para el caso 1 y para el caso 4 puesto estamos
interesados en que la componente conexa de la identidad no sea abeliana.
Ejemplos del Caso 1. A continuacio´n, a manera ilustrativa, se presentan
los siguientes ejemplos que sera´n utilizados posteriormente para veriﬁcar la
integrabilidad o demostrar la no integrabilidad de un sistema hamiltoniano.
Ejemplo 2.1. [Coeﬁcientes constantes] Este es el ejemplo trivial puesto que
z′′ + (λ1 + λ2)z′ + λ1λ2z = 0
se transforma en la EDLR
y =
(
(λ1 + λ2)2
4
− λ1λ2
)
y.
Esta ecuacio´n no tiene polos, as´ı que cae en el caso 1. El orden del coeﬁciente
de y en el inﬁnito es 0, as´ı que cae en (∞3) y por lo tanto b = v = 0, de lo cual
se concluye que α± = 0. Esto indica que D = {0} = ∅, P = 1 y claramente
una solucio´n liouvilliana de la EDLR esta´ dada por y = egx, donde g depende
de λ1 y λ2. En este caso, el grupo de Galois de la EDLR es isomorfo (C∗, ·).
Ejemplo 2.2. [Cauchy-Euler] La ecuacio´n diferencial
z′′ +
α
x
z′ +
β
x2
z = 0,
donde α y β son constantes, se conoce como la ecuacio´n equidimensional de
Cauchy-Euler o simplemente ecuacio´n de Euler. La ecuacio´n de Euler se trans-
forma en la EDLR
y′′ =
(
α2 − 2α− 4β
4x2
)
y.
Trivialmente se tiene que para
β =
α2 − 2α
4
,
la EDLR queda reducida a y′′ = 0. La cual es inmediatamente integrable por
cuadraturas y sus soluciones liouvillianas esta´n dadas por y1 = 1, y2 = x.
As´ı que el grupo de Galois de la EDLR es la identidad y las soluciones de la
ecuacio´n de Euler esta´n dadas por
z1 = x
−α
2 , z2 = x
−α+2
2 .
En el otro caso,
β = α
2 − 2α
4
,
se tiene un polo de orden 2 en x = 0 y en x = ∞. Esto indica que la solucio´n
de la ecuacio´n de Euler puede caer en cualquiera de los tres primeros casos,
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siendo siempre integrable para valores arbitrarios de α y β. Un caso particular
que corresponde al caso 1 esta´ dado por
m(m + 1) =
α2 − 2α− 4β
4
= 0, m ∈ Z.
La EDLR queda
y′′ =
(
m(m + 1)
x2
)
y,
por lo tanto α+∞ = 1, α
−
∞ = 0, α
+
0 = m + 1, α
−
0 = −m. Los posibles elementos
del conjunto D esta´n dados por:
α+∞ − α−0 = m + 1 α−∞ − α−0 = m
α+∞ − α+0 = −m α−∞ − α+0 = −m,
de lo cual se tiene que para m > 0, D = {m,m+1}, mientras que para m < 0,
D = {−m,−m − 1}. Tomando d = m + 1 y aplicando el paso 3 se obtiene la
solucio´n
y = Pe
∫
ω = xm+1.
La otra solucio´n esta´ dada por
y = x−m.
Claramente se observa que el grupo de Galois de la EDLR es el grupo identidad.
Ejemplo 2.3. Dada la EDLR y′′ = ry, donde
r =
4x6 − 8x5 + 12x4 + 4x3 + 7x2 − 20x + 4
4x4
.
Se establecen s y t tales que
s = 4x6 − 8x5 + 12x4 + 4x3 + 7x2 − 20x + 4, t = 4x4,
por lo tanto se tiene que
r =
s
t
= x2 − 2x + 3 + x−1 + 7
4
x−2 − 5x−3 + x−4, Γ = {0,∞} ,
adema´s se tiene que
◦ (r0) = 4 = 2v, v = 2, ◦ (r∞) = deg t− deg s = −2 = −2v, v = 1.
Es claro que esta EDLR cae dentro del caso 1 (c3,∞3). Por (c3) se tiene que
a = 1, b = −5, v = 2 y esto implica que[√
r
]
0
=
1
x2
, α±0 =
1
2
(∓5 + 2) ,
luego se tiene que
α+0 = −
3
2
, α−0 =
7
2
.
Por (∞3) se tiene que a = 1, b = 2, v = 1 y esto implica que[√
r
]
∞ = x− 1, α±∞ =
1
2
(±2− 1) ,
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y por lo tanto
α+∞ =
1
2
, α−∞ = −
3
2
.
Por el paso 2 se tiene que D = {0, 2}. Para d = 0 se tiene que
ω = −x + 1− 3
2x
+
1
x2
, ω′ = −1 + 3
2x2
− 2
x3
,
ω2 = x2 − 2x + 4− 5x−1 + 17
4x2
− 3
x3
+
1
x4
.
Ahora bien, para
M = ω′ + ω2 − r = 4
x2
− 6
x
,
el u´nico candidato a polinomio mo´nico de grado cero es P = 1, as´ı que
P ′′ + 2ωP ′ + MP = 0
indicar´ıa que M = 0, luego d = 0 se descarta para encontrar una solucio´n de
la EDLR. Para d = 2 se tiene que
ω = x− 1− 3
2x
+
q
x2
ω′ = 1 +
3
2x2
− 2
x3
,
ω2 = x2 − 2x− 2 + 5
x
+
1
4x2
− 3
x3
+
1
x4
,
por tanto se tiene
M = ω′ + ω2 − r = 4
x
− 4.
Ahora, el polinomio mo´nico de grado dos es de la forma P = x2+bx+c, as´ı que
P ′ = 2x, P ′′ = 2, por lo tanto P ′′ + 2ωP ′ + MP = 0 indica que
−2bx + (2b− 4c− 4) + 4− 3b + 4c
x
+
2b
x2
= 0,
de esta forma, b = 0 y c = −1, luego P = x2 − 1 y por lo tanto una solucio´n
de la EDLR es
y1 = Pe
∫
ω =
(
x
1
2 − x 32
)
e
x2
2 −x− 1x .
La segunda solucio´n de la EDLR es
y2 = y1
∫
1
y21
=
(
x
1
2 − x 32
)
e
x2
2 −x− 1x
∫
dx(
x− 2x 34 + x3
)
ex
2−2x− 2x
.
Como el algoritmo solo dio´ una solucio´n, que no es extensio´n cuadra´tica de su
derivada logar´ıtmica, entonces el grupo de Galois de la EDLR es G = G0 
C∗ ∝ C, el cual no es un grupo conmutativo.
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Ejemplo 2.4. La ecuacio´n diferencial xy′′ − xy′ − y = 0 se transforma en la
EDLR
y′′ = ry, r =
1
4
+
1
x
=
x + 4
4x
.
Por lo tanto ◦r0 = 1, ◦r∞ = 0 que corresponde a (c1,∞3), as´ı que[√
r
]
0
= 0, α+0 = α
−
0 = 1,
[√
r
]
∞ =
1
2
, α+∞ = −α−∞ = 1.
Ahora bien, el u´nico elemento de D esta´ dado por d = α+∞ − α+0 = 0, as´ı que
el polinomio mo´nico es P = 1,
ω =
1
x
+
1
2
, ω′ = − 1
x2
, ω2 =
1
x2
+
1
x
+
1
4
.
por tanto se tiene
M = ω′ + ω2 − r = 0.
El polinomio P = 1 satisface P ′′+2ωP ′+MP = 0 y por lo tanto una solucio´n
de la EDLR es
y1 = xe
x
2 .
La segunda solucio´n de la EDLR es
y2 = xe
x
2
∫
dx
x2ex
.
Como el algoritmo solo dio´ una solucio´n, el grupo de Galois de la EDLR es
G = G0  C∗ ∝ C, el cual no es un grupo conmutativo.
Caso 2. Tal como se menciono´ anteriormente, al descartar el caso 1, debe
buscarse que r tenga al menos un polo de orden 2 o de orden impar mayor que
la unidad (1).
Paso 1. Buscar Ec = ∅ y E∞ = ∅. Para cada c ∈ Γ′ se deﬁne Ec ⊂ Z como
sigue:
(c1) Si ◦ (rc) = 1, entonces Ec = {4}
(c2) Si ◦ (rc) = 2, r = · · ·+ b(x− c)−2 + · · · , entonces
Ec =
{
2 + k
√
1 + 4b : k = 0,±2
}
.
(c3) Si ◦ (rc) = v > 2, entonces Ec = {v}
Para ∞ se deﬁne E∞ ⊂ Z como sigue:
(∞1) Si ◦ (r∞) > 2, entonces E∞ = {0, 2, 4}
(∞2) Si ◦ (r∞) = 2, r = · · ·+ b(x)2 + · · · , entonces
E∞ =
{
2 + k
√
1 + 4b : k = 0,±2
}
.
(∞3) Si ◦ (r∞) = v < 2, entonces E∞ = {v}
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Paso 2. Encontrar D = ∅ deﬁnido como
D =
{
d ∈ Z+ : d = 12
(
e∞ −
∑
c∈Γ′
ec
)
,∀ep ∈ Ep, p ∈ Γ
}
.
Si D = ∅, entonces el caso 2 del algoritmo de Kovacic no se tiene y debe pasarse
inmediatamente al caso 3. Ahora, si #D > 0, entonces para cada d ∈ D se
construye una funcio´n racional θ deﬁnida como
θ =
1
2
∑
c∈Γ′
ec
x− c .
Paso 3. Buscar un polinomio mo´nico P de grado d, para cada d ∈ D, tal
que
P ′′′ + 3θP ′′ + (3θ′ + 3θ2 − 4r)P ′ + (θ′′ + 3θθ′ + θ3 − 4rθ − 2r′)P = 0.
Si P no existe, entonces el caso 2 del algoritmo de Kovacic no se tiene y debe
intentarse inmediatamente el caso 3. Ahora, si P existe, se establece
φ = θ +
P ′
P
y se busca ω tal que
ω2 − φω +
(
1
2
φ′ +
1
2
φ2 − r
)
= 0,
entonces una solucio´n de la EDLR esta´ dada por
y = e
∫
ω,
donde ω es solucio´n del polinomio anterior.
Ejemplo 2.5. Dada la ecuacio´n diferencial
y′′ = ry, r =
1
x
− 3
16x2
=
16x− 3
16x2
.
Se observa que ◦r0 = 2 y ◦r∞ = 1, por tal razo´n esta EDLR no cae en el caso
1. Ahora bien, por el paso 1 del caso 2 se tiene que esta EDLR cae en (c2,∞3),
luego
b = − 3
16
, E0 =
{
2 + k
√
1− 4
(
3
16
)}
= {1, 2, 3}, v = 1, E = {1},
por lo tanto los candidatos a elementos del conjunto D son
1
2
(1− 1) = 0 ∈ Z+, 12 (1− 2) = −
1
2
/∈ Z+, 12 (1− 3) = −1 /∈ Z+,
y de esta forma D = {0}. El u´nico candidato a polinomio mo´nico de grado 0
es P = 1 y la funcio´n racional θ esta´ dada por θ = 12x . Ahora bien, P
′ = P ′′ =
P ′′′ = 0, luego
θ′′ + 3θθ′ + θ3 − 4rθ − 2r′ = 1
x3
− 3
4x3
+
1
8x3
− 2
x2
+
3
8x3
+
2
x2
− 3
4x3
= 0.
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As´ı que que efectivamente P = 1 es el polinomio buscado. El paso siguiente es
buscar φ tal que
φ = θ +
P ′
P
=
1
2x
,
luego se busca ω que satisfaga la siguiente ecuacio´n cuadra´tica
ω2 − φω +
(
1
2
φ′ +
1
2
φ2 − r
)
= ω2 − 1
2x
ω +
1
16x2
− 1
x
= 0,
las soluciones de ω esta´n dadas por
ω =
1
2 ±
√
1
4x2 − 14x2 + 4x
2
=
1
4x
± 1√
x
.
Por tanto, hay dos soluciones para la EDLR dadas por
y1 = e
∫ 1
4x +
1√
x = x
1
4 e2
√
x, y2 = e
∫ 1
4x− 1√x = x
1
4 e−2
√
x.
Finalmente, la componente conexa de la identidad del grupo de Galois de la
EDLR es el grupo multiplicativo, el cual es un grupo abeliano.
Nota 2.2. El caso 2 puede aportar dos soluciones o una solucio´n. Esto depende
de r tal como sigue
r =
2φ′ + 2φ− φ2
4
, so´lo existe una solucio´n,
r = 2φ
′ + 2φ− φ2
4
, existen dos soluciones.
Caso 3. Tal como se menciono´ anteriormente, al descartar el caso 2, debe
buscarse que todo polo de r tenga a lo mas orden 2 y el orden de r en ∞
debe ser al menos 2. Este es el caso ma´s complicado debido a que se requieren
muchos ca´lculos.
Paso 1. Buscar Ec = ∅ y E∞ = ∅. Para cada c ∈ Γ′ se deﬁne Ec ⊂ Z como
sigue:
(c1) Si ◦ (rc) = 1, entonces Ec = {12}
(c2) Si ◦ (rc) = 2, r = · · ·+ b(x− c)−2 + · · · , entonces
Ec =
{
6 + k
√
1 + 4b : k = 0,±1,±2,±3,±4,±5,±6
}
.
Para ∞ se deﬁne E∞ ⊂ Z como sigue:
(∞) Si ◦ (r∞) = v ≥ 2, r = · · ·+ b(x)2 + · · · , entonces
E∞ =
{
6 +
12k
n
√
1 + 4b : k = 0,±1,±2,±3,±4,±5,±6
}
, n ∈ {4, 6, 12}.
Paso 2. Encontrar D = ∅ deﬁnido por
D =
{
d ∈ Z+ : d = n12
(
e∞ −
∑
c∈Γ′
ec
)
,∀ep ∈ Ep, p ∈ Γ
}
.
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Primero debe utilizarse n = 4 hasta que el algoritmo proporcione la respuesta
o falle, luego n = 6 y n = 12. Si D = ∅, entonces el caso 3 del algoritmo de
Kovacic no se tiene y debe pasarse inmediatamente al caso 4. Ahora, si #D > 0,
entonces para cada d ∈ D con su respectivo n, se construye una funcio´n racional
θ =
n
12
∑
c∈Γ′
ec
x− c
y un polinomio S deﬁnido como
S =
∏
c∈Γ′
(x− c).
Paso 3. Buscar un polinomio mo´nico P de grado d, para cada d ∈ D, tal
que sus coeﬁcientes este´n determinados por la recurrencia
P−1 = 0, Pn = −P,
Pi−1 = −SP ′i − ((n− i)S′ − Sθ)Pi − (n− i) (i + 1)S2rPi+1,
donde i ∈ {0, 1 . . . , n − 1, n}. Si P no existe, entonces el caso 3 del algoritmo
de Kovacic no se tiene y debe pasarse inmediatamente el caso 4. Ahora, si P
existe, se busca ω tal que
n∑
i=0
SiP
(n− i)!ω
i = 0,
entonces una solucio´n de la EDLR esta´ dada por
y = e
∫
ω,
donde ω es solucio´n del polinomio anterior, el cual es de grado n. Si se logra
determinar ω con n = 4, entonces el grupo de Galois de la EDLR es el grupo
tetraedro, si se determina con n = 6 es el grupo octaedro y con n = 12 es el
grupo icosaedro.
Ejemplo 2.6. Este ejemplo es una correccio´n al presentado por J. Kovacic
en [15]. En el ejemplo 2 de la pa´gina 25, e´l plantea la siguiente EDLR
y′′ = ry, r = − 5x + 27
36(x− 1)2 = −
2
9(x− 1)2 + . . .−
2
9(x + 1)2
+ . . . ,
y luego aplica el algoritmo sobre esta ecuacio´n, omitiendo dos exponentes.
Gracias a estas dos erratas, es muy dif´ıcil entender el ejemplo y el caso 3.
La correcta EDLR esta´ dada por
y′′ = ry, r = − 5x
2 + 27
36(x2 − 1)2 = −
2
9(x− 1)2 +
11
72(x− 1)−
2
9(x + 1)2
− 11
72(x + 1)
.
La expansio´n en series de Laurent para r alrededor de x = ∞ esta´ dada por
r = − 5
36x2
+ . . .
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Debido a que ◦r−1 = ◦r1 = ◦r∞ = 2, esta ecuacio´n podr´ıa caer en cualquiera
de los cuatro casos. Sin embargo, se puede observar mediante el paso 1 que no
cae en el caso (D = ∅) y mediante el paso 2 que no cae en el caso 2 (P = 1 no
satisface la ecuacio´n en θ). As´ı pues, se intenta el caso 3. Por el paso 1, se tiene
que
E−1 = E1 = {4, 5, 6, 7, 8}, E∞ = {2, 4, 6, 8, 10}.
Por el paso 2, las u´nicas familias posibles para que D = ∅ con n = 4 esta´n
dadas por
e∞ = 8, e−1 = 4, e1 = 4, d =
1
3
(8− 4− 4) = 0,
e∞ = 10, e−1 = 4, e1 = 6, d =
1
3
(10− 4− 6) = 0,
e∞ = 10, e−1 = 6, e1 = 4, d =
1
3
(10− 6− 4) = 0,
e∞ = 10, e−1 = 5, e1 = 5, d =
1
3
(10− 5− 5) = 0,
las dema´s familias dan valores que no son enteros no negativos, por lo tanto
el u´nico candidato a polinomio P es P = 1. Ahora bien, tomando la primera
familia se tiene
θ =
n
12
∑
c∈Γ′
ec
x− c =
1
3
(
4
x + 1
+
4
x− 1
)
=
8x
3(x2 − 1) ,
y el polinomio S esta´ dado por
S =
∏
c∈Γ′
(x− c) = (x− 1)(x + 1) = x2 − 1,
as´ı se tiene
Sθ =
8x
3
, S2r = −5x
2 + 27
36
.
El paso siguiente es encontrar P0, P1, . . . , P4 mediante la recurrencia P4 =
−P = −1, P−1 = 0,
P3 = −SP ′4 + SθP4 = 83x,
P2 = −SP ′3 − (S′ − Sθ)P3 − 4S2rP4 = − 15x
2+1
3 ,
P1 = −SP ′2 − (2S′ − Sθ)P2 − 6S2rP3 = 50x
3+14x
9 ,
P0 = −SP ′1 − (3S′ − Sθ)P1 − 6S2rP2 = − 125x
4+134x2−3
54 .
Sea ω la solucio´n de la ecuacio´n
Sω4 =
8x
3
Sω3 − 15x
2 + 1
6
Sω2 +
25x3 + 7x
27
Sω − 125x
4 + 134x2 − 3
1296
.
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La solucio´n de la EDLR sera´ e
∫
ω, donde ω satisface la anterior ecuacio´n
polino´mica de grado 4.
Nota 2.3. El tercer caso es el ma´s complicado, puesto que al ﬁnal se deben
resolver ecuaciones polino´micas de grado 4, 6 o 12. Estos ca´lculos son muy
grandes y se requiere la ayuda del computador.
Caso 4. Si no se obtienen soluciones liouvillianas por cualquiera de los casos
anteriores, entonces el algoritmo de Kovacic no puede determinar las soluciones
de la EDLR. Es decir, el grupo de Galois de la EDLR es exactamente SL(2,C).
En algunos casos, la ecuacio´n diferencial tiene coeﬁcientes que no son fun-
ciones racionales. Para solventar esto (si se puede) se algebriza la ecuacio´n
diferencial (ve´ase al respecto el cap´ıtulo 2 en [4]). Esta situacio´n se ilustra
mediante el siguiente ejemplo.
Ejemplo 2.7. Dada la ecuacio´n diferencial
d2ξ
dτ2
− sin τ
1− cos τ
dξ
dτ
+
8
1− cos τ ξ = 0.
Para poder aplicar el algoritmo de Kovacic hacemos la transformacio´n x =
cos τ
2 + 1. As´ı obtenemos
d2ξ
dx2
+
(
1/2
x
− 1/2
x− 1
)
dξ
dx
+ 4
(
1
(x− 1)2 −
1
x− 1 +
1
x
)
ξ = 0.
Al aplicar el teorema 1.3,la ecuacio´n anterior se transforma en la EDLR
d2η
dx2
= rη, r =
5− 72x
16x2(x− 1)2 = −
67
16(x− 1)2 +
31
8(x− 1) +
5
16x2
− 31
8x
.
Por el paso 1 se tiene que Γ = {0, 1,∞}, ◦(r0) = ◦(r1) = 2, ◦(r∞) = 3.
Esto indica que la EDLR puede caer en cualquiera de los tres primeros casos
(c2,∞1).
Primero se analiza el caso 1: s = 5−72x, t = 16x2(x−1)2, por lo tanto se tiene
que r = st = − 6716(x−1)2 + 318(x−1) + 516x2 − 318x , Γ = {0, 1,∞}, ◦ (r0) = ◦ (r1) = 2,
y ◦ (r∞) = deg t − deg s = 3. Es claro que esta EDLR cae dentro del caso 1,
(c2,∞1), por (∞1) se tiene que α+∞ = 0 y α−∞ = 1. Ahora, por (c2) se tiene que
para el polo x = 1, b = −6716 , mientras que para x = 0, b =
5
16 y esto implica
que [
√
r]1,0 = 0 y α
±
1,0 /∈ R, por lo tanto D = ∅. De la misma se hace para los
otros 2 casos y se concluye que D = ∅ y por lo tanto la EDLR cae en el caso 4,
indicando que no tiene soluciones liouvillianas.
Nota 2.4. [No integrabilidad inmediata de la EDLR] A simple vista se puede
determinar, utilizando el algoritmo de Kovacic, si una EDLR no es soluble
por cuadraturas, basta observar el conjunto D que determina el grado de un
polinomio. Los siguientes casos son no integrables.
Si r es un polinomio de grado impar,
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si r es de la forma
n∑
i=1
ai
(x− ci) =
P (x)
Q(x)
, ai ∈ C, ci = cj , n ≥ 2, degQ− degP > 2,
Si r es un polinomio de segundo grado escrito como(
(ax + d)2 + b
)
,
±b
a
/∈ 2Z + 1.
En particular, las ecuaciones diferenciales
Ψ′′ = (x2 + λ)Ψ, y′′ = (α2x2 − α− 1)y, y′′ =
(
1
4
x2 − 1
2
− n
)
y
son integrables si y solo si
λ ∈ 2Z + 1, 1
2α
∈ Z, n ∈ Z.
La ecuacio´n de Bessel (EDLR)
y′′ =
(
4n2 − 1
4x2
− 1
)
y,
es integrable si y solo si n ∈ Z + 12 .
3. Integrabilidad de sistemas hamiltonianos
En esta seccio´n, acorde a la introduccio´n, se presenta un breve resumen de
lo que es un sistema hamiltoniano. Se inicia recordando que en la meca´nica
cla´sica, la energ´ıa (H) de un sistema esta´ dado por la suma de la energ´ıa
cine´tica (T ) y la energ´ıa potencial (V ). La energ´ıa se expresa en funcio´n de
posiciones (qi) y momentos (pi), en lugar de posiciones y velocidades. De esta
forma, la expresio´n de la energ´ıa queda dada por
H = T + V, T =
1
2
n∑
i=1
p2i
mi
,
en donde la energ´ıa potencial (o simplemente el potencial) depende de las posi-
ciones y los momentos. Si la energ´ıa se conserva, entonces H es una constante
de movimiento (integral primera). Si el sistema es disipativo, entonces la en-
erg´ıa (H) depende del tiempo. En adelante, las masas sera´n normalizadas a la
unidad y solo se considerara´n sistemas conservativos en donde el potencial solo
dependa de las posiciones.
El matema´tico france´s J. Liouville en 1840 enuncio´ el teorema que hoy en
d´ıa lleva su nombre, teorema de Liouville y que fue formulado geome´tricamente
por V. Arnold, razo´n por la cual tambie´n se conoce como el teorema de
Liouville–Arnold.
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Definicio´n 3.1. Sea H : U ⊂ K2n → K, donde K ∈ {R,C}. Si (q, p) ∈ U ,
donde q = (q1, . . . , qn), p = (p1, . . . , pn) entonces
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
se conocen como ecuaciones de Hamilton, y al escribirlas como un sistema de
2n ecuaciones diferenciales se denomina sistema hamiltoniano con n grados de
libertad.
Nota 3.1. En adelante denotaremos por XH al campo vectorial hamiltoniano
asociado a las ecuaciones del movimiento (3.1). Es decir,
XH =


∂H
∂pi
−∂H∂qi

 .
Definicio´n 3.2. Sean f, g : U → K, el pare´ntesis de Poisson de f y g se deﬁne
como
{f, g} =
n∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
)
.
Si {f, g} = 0, se dice que f y g esta´n en involucio´n.
El teorema de Liouville–Arnold [1], traduce el problema de la integrabili-
dad de un sistema hamiltoniano de n grados de libertad a la existencia de n
constantes del movimiento independientes y en involucio´n.
Definicio´n 3.3. Un hamiltoniano H de n grados de libertad se dice comple-
tamente integrable si existen n constantes del movimiento (integrales primeras
de XH), y en involucio´n.
Nota 3.2. Se observa, que la condicio´n de involutividad de las fi implica que
estas son funcionalmente independientes, es decir sus diferenciales son lineal-
mente independientes sobre un abierto denso.
En particular, para un grado de libertad se tiene que la constante de mo-
vimiento o integral primera es la energ´ıa H, as´ı que todos los de un grado
de libertad son integrables. En dos grados de libertad, el siguiente caso del
potencial de Henon-Heiles es integrable.
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− q22q1 − 2q31 .
Como ejemplos de sistemas hamiltonianos de un grado de libertad se tienen
los siguientes:
Oscilador armo´nico
p2
2
+ k
q2
2
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Pe´ndulo simple
p2
2
+ k cos q
Campo central
p2
2
+
k
q
Nota 3.3. Un sistema hamiltoniano de n grados de libertad dado por
H =
n∑
k=1
Hk, Hk =
p2k
2
+ Vk(qk),
es integrable porque las 2n ecuaciones diferenciales son desacopladas puesto
que cada hamiltoniano es de un grado de libertad. La solucio´n de cada sistema
esta´ dada por
t =
∫
dqk√
2Hk + 2Vk(qk)
.
Si el sistema hamiltoniano es de dos grados de libertad y se quiere buscar una
solucio´n particular q1 haciendo q2 = p2 = h = 0, se procede igual y se obtiene
t =
∫
dq1√
2V (q1, 0)
.
Una aplicacio´n de los sistemas hamiltonianos es que permiten resolver ecua-
ciones diferenciales. En el caso de un grado de libertad, la ecuacio´n y′′ = f(y)
puede resolverse como sigue,
t =
∫
dy√
2h− 2 ∫ f(y)dy .
Para dos o ma´s grados de libertad hay que usar te´cnicas ma´s avanzadas.
Un ejemplo de sistema no integrable, mediante integrales primeras racionales
es el sistema de Henon-Heiles con para´metros nulos, tal como se vera´ en los
ejemplos:
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− q22q1 .
Teorema 3.4. El sistema de ecuaciones diferenciales(
η˙1
η˙2
)
=
(
a(t) b(t)
c(t) d(t)
)(
η1
η2
)
,
se transforma en la ecuacio´n diferencial
ξ¨ −
(
a(t) + d(t) +
˙b(t)
b(t)
)
ξ˙ +
(
a(t)d(t)− b(t)c(t)− a˙(t) + a(t)
˙b(t)
b(t)
)
ξ,
y las componentes conexas son iguales.
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Ejemplo 3.1. El sistema dado por(
dz
dt
dv
dt
)
=
(
0 1− cos τ
− 8(1−cos τ)2 0
)(
z
v
)
.
se transforma en
d2ξ
dτ2
− sin τ
1− cos τ
dξ
dτ
+
8
1− cos τ ξ = 0.
Durante an˜os se han buscado criterios para determinar la integrabilidad o
no integrabilidad de un sistema hamiltoniano basada en el comportamiento de
las soluciones en el dominio complejo.
Definicio´n 3.5. Consideremos H un hamiltoniano holomorfo deﬁnido sobre
U ⊂ C2n y Υ la superﬁcie de Riemann correspondiente a una curva integral
z = z(t) (la variedad riemanniana z(t) puede ser un punto de equilibrio) del
campo vectorial XH . La ecuacio´n variacional (EV) a lo largo de Υ se escribe
como
η˙ = X ′H (z(t)) η.
Como es natural, las componentes de z(t) son complejas.
Nota 3.4. Usando la parte lineal de la integral primera dH(z(t)) de la EV,
es posible reducir esta ecuacio´n variacional (es decir, la regla de eliminacio´n
de un grado de libertad) para obtener la conocida ecuacio´n variacional normal
(EVN), propia de los sistemas hamiltonianos lineales no auto´nomos,
ξ˙ = Jn−1S(t)ξ, Jn =
(
0 In
−In 0
)
donde S(t) es una matriz sime´trica, Jn es la matriz simple´ctica, In es la matriz
ide´ntica de taman˜o n × n. Este sistema de ecuaciones diferenciales (EVN) es
una EV de un sistema hamiltoniano lineal. Adema´s, XH se puede escribir en
funcio´n del gradiente de H por medio de la matriz simple´ctica, es decir,
XH = Jn∇H.
Histo´ricamente, Poincare´ dio un criterio de no integrabilidad basado en la
matriz de monodromı´a (prolongaciones anal´ıticas) de la EV a lo largo de una
curva integral real perio´dica. En 1888 S. Kowalevski obtuvo un nuevo caso
de integrabilidad del sistema de cuerpo r´ıgido con un punto ﬁjo, imponiendo
la condicio´n adicional de que la solucio´n general es una funcio´n meromorfa
de tiempo complejo. Lyapunov generalizo´ los resultados de Kowalevski y
probo´ que excepto para algunas soluciones particulares, la solucio´n general
es univaluada. Su me´todo esta´ basado en el ana´lisis de la EV a lo largo de
una solucio´n conocida. Ma´s tarde, en 1982, S. L. Ziglin obtiene el siguiente
resultado.
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Teorema 3.6. [Ziglin] Supo´ngase que un sistema hamiltoniano admite n− k
integrales primeras meromorfas sobre Υ y que el grupo de monodromı´a de
la EVN contiene una transformacio´n no resonante g. Entonces cualquier otro
elemento del grupo de monodromı´a de la EVN conserva las direcciones propias
de g.
Se dice que una transformacio´n lineal g es resonante si existen enteros
r1, . . . , rn tales que λr11 . . . λ
rn
n = 1, donde λi son los valores propios de g.
En particular, se considerara´n sistemas hamiltonianos de 2 grados de libertad
y la solucio´n particular se buscara´ en el plano invariante q2 = p2 = 0. De
esta forma la solucio´n particular se obtiene como la solucio´n de un sistema
hamiltoniano de un grado de libertad.
4. Teor´ıa de Morales–Ramis
En 1997, durante su estancia postdoctoral en Estrasburgo, Juan Morale–
Ruiz obtiene conjuntamente con Jean Pierre Ramis el siguiente resultado,
el cual es considerado como la herramienta ma´s potente para determinar si un
sistema hamiltoniano es no integrable.
Teorema 4.1 (Morales–Ramis). Si el campo hamiltoniano inicial XH es com-
pletamente integrable, entonces la componente identidad, G0 del grupo de Ga-
lois de la EVN es abeliana.
El teorema de Morales–Ramis es un poderoso criterio de no integrabilidad de
un sistema hamiltoniano: si la componente identidad, G0 del grupo de Galois
de la EVN no es abeliana, entonces el campo hamiltoniano inicial XH no es
completamente integrable. En general el rec´ıproco del teorema de Morales–
Ramis no es cierto, pues la integrabilidad de la EVN no implica la integrabilidad
completa del sistema hamiltoniano.
Nota 4.1. Si la EVN tiene una singularidad regular en el inﬁnito y G0 no es
abeliana, entonces el sistema hamiltoniano es no integrable mediante integrales
primeras meromorfas. En caso de que la EVN tenga una singularidad irregular
en el inﬁnito y G0 no sea abeliana, entonces el sistema hamiltoniano es no
integrable mediante integrales primeras racionales (ve´ase [21]).
Sistema´ticamente debe aplicarse el teorema de Morales–Ramis a un sistema
hamiltoniano de dos grados de libertad en los siguientes pasos:
1. Seleccionar una curva integral particular Υ, haciendo q2 = p2 = 0 y
resolviendo el hamiltoniano de un grado de libertad (Nota 3.3).
2. Derivar el campo hamiltoniano XH y escribir la ecuacio´n variacional
Normal(EVN) (Nota 3.4).
3. Transformar la EVN en una ecuacio´n diferencial de segundo orden (Teo-
rema 3.4), hallar la EDLR, algebrizarla si es el caso y aplicar el algo-
ritmo de Kovacic.
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4. Hallar la componente identidad, G0 del grupo de Galois diferencial de
la EDLR y ver si es abeliana (Nota 1.1).
5. Ejemplos
Como motivacio´n al teorema de Morales–Ramis y al algoritmo de Kovacic
se presentan los siguientes ejemplos.
5.1. El Problema de los tres cuerpos de Sitnikov. El sistema de Sit-
nikov es una restriccio´n al problema de los tres cuerpos dada por una conﬁgu-
racio´n muy sime´trica: los primarios con masas iguales m se mueven en elipses
de excentricidad e en el plano XY alrededor de sus centros de masa O, mientras
el tercer cuerpo inﬁnitesimal se mueve a lo largo del eje OZ perpendicular al
plano donde los primarios se mueven. Tomamos, de manera usual, la normali-
zacio´n de unidades, de tal forma que m = 1, el periodo de los primarios es 2π
y la constante gravitacional es igual a 1.
El hamiltoniano correspondiente al movimiento de la part´ıcula inﬁnitesimal
a lo largo del eje OZ de este problema es
H(z, pz) =
p2z
2
− 1
(z2 + r2(t))
1
2
y la ecuacio´n de movimiento esta´ dada por
d2z
dt2
+
z
(z2 + r2(t))
3
2
= 0,
siendo r(t) la distancia de una de los primarios al centro de masas O. Escogemos
como nuevo tiempo la anomal´ıa exce´ntrica τ . La transformacio´n es dada por
la ecuacio´n de Kepler
t = τ − e sin τ, dt = (1− e cos τ)dτ
entonces la ecuacio´n anterior se transforma en
dz
dτ
= (1− e cos τ)v, dv
dτ
= − (1− e cos τ)z
(z2 + r2(τ))
3
2
, r(τ) =
1− e cos τ
2
.
Se estudian ahora dos casos del problema de los tres cuerpos de Sitnikov.
El problema del triangulo iso´sceles. Conside´rese el caso en que la o´rbita
de los primarios es circular y la distancia de cada primario al centro de masas
O es 1.
El hamiltoniano correspondiente a este problema, del cual se sabe que es
completamente integrable, es
H(z, pz) =
p2z
2
− 1
(z2 + 1)
1
2
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y la ecuacio´n de movimiento del tercer cuerpo esta´ dada por
d2z
dt2
+
z
(z2 + 1)
3
2
= 0,
entonces la ecuacio´n anterior se transforma en
dz
dt
= v,
dv
dt
= − z
(z2 + 1)
3
2
.
Se aplican los pasos del teorema de Morales–Ramis
1. Como curva integral particular Υ se toma z = v = 0.
2. La ecuacio´n variacional normal EVN a lo largo de Υ esta´ dada por(
dz
dt
dv
dt
)
=
(
0 1
−1 0
)(
z
v
)
.
3. Se observa que
(
0 1
−1 0
)
es una matriz con coeﬁcientes constantes y
por lo tanto la EDLR tiene coeﬁcientes constantes. Por el ejemplo 2.1
la componente identidad es abeliana.
O´rbita de colisio´n triple. Conside´rese el caso en que e = 1 y la distancia de
una de los primarios al centro de masas O es r(τ) = 1−cos τ2 .
El hamiltoniano y la ecuacio´n de movimiento del tercer cuerpo correspon-
diente a este problema, del cual nada se sabe, son los mismos del caso anterior.
Esta ecuacio´n se transforma en
dz
dτ
= (1− cos τ)v, dv
dτ
= − (1− cos τ)z
(z2 + r2(τ))
3
2
, r(τ) =
1− cos τ
2
.
Se aplican los pasos del teorema de Morales–Ramis
1. Como curva integral particular Υ tomamos la o´rbita de la colisio´n triple
con e = 1, r(τ) = 1−cos τ2 , z = v = 0.
2. La ecuacio´n variacional normal EVN a lo largo de Υ esta´ dada por(
dz
dt
dv
dt
)
=
(
0 1− cos τ
− 8(1−cos τ)2 0
)(
z
v
)
.
Este sistema coincide con el del ejemplo 3.1, por tanto se transforma
en
d2ξ
dτ2
− sin τ
1− cos τ
dξ
dτ
+
8
1− cos τ ξ = 0.
Por el ejemplo 2.7 la EDLR no tiene soluciones liouvillianas.
3. La componente identidad G0 del grupo de Galois de la EDLR no es
soluble y por lo tanto no es abeliana, de lo cual se tiene que el cam-
po hamiltoniano inicial XH correspondiente al problema de los tres
cuerpos de Sitnikov con o´rbita de colisio´n triple no es completamente
La teor´ıa de Morales–Ramis y el algoritmo de Kovacic 51
integrable con integrales primeras meromorfas (la ecuacio´n diferencial
tiene una singularidad regular en el inﬁnito).
5.2. El problema planar restringido de los tres cuerpos. El hamilto-
niano correspondiente al problema de los tres cuerpos restringido al plano, con
para´metro µ = 0 esta´ dado por
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2) + (q2p1 − q1p2)−
1√
q21 + q
2
2
.
Se sabe que este hamiltoniano es completamente integrable por ser el problema
de dos cuerpos en coordenadas giratorias. La ecuacio´n de movimiento esta´ dada
por
q˙1 = q2+p1, q˙2 = −q1+p2, p˙1 = − q1
(q21 + q
2
2)
3
2
+p2, p˙2 = − q2
(q21 + q
2
2)
3
2
−p1.
Se aplican los pasos del teorema de Morales–Ramis
1. Como curva integral particular Υ se toma q1 = p2 = 1, q2 = p1 = 0.
2. La ecuacio´n variacional EV a lo largo de Υ esta´ dada por

dq1
dt
dq2
dt
dp1
dt
dp2
dt

 =


0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0




q1
q2
p1
p2

 .
3. Se observa que la matriz de la EV tiene dos bloques iguales: el primero
y el tercero, adema´s el segundo y el cuarto bloque son I2 y −I2, de tal
forma que la ecuacio´n variacional normal EVN (utilizando el primer
bloque) a lo largo de Υ esta´ dada por(
dq1
dt
dq2
dt
)
=
(
0 1
−1 0
)(
q1
q2
)
.
4. Se observa que
(
0 1
−1 0
)
es una matriz con coeﬁcientes constantes y
por lo tanto la componente identidad es abeliana.
5.3. Sistema de Henon-Heiles. El sistema de Heno´n-Heiles esta´ dado por
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− q22(A + q1)−
λ
3
q31 .
Se considerara´n dos ejemplos, el primero es un caso integrable y el segundo es
no integrable.
Un caso integrable. El sistema de Henon-Heiles
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− q22q1 − 2q31 .
q˙1 = p1, q˙2 = p2, p˙1 = q22 + 6q
3
1 , p˙2 = 2q2q1.
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Se aplican los pasos del teorema de Morales–Ramis
1. Como solucio´n particular se toma
Υ : (q˙1)2 = 4q31 , q1 =
1
t2
, p1 = − 2
t3
, q2 = p2 = 0 .
2. La ecuacio´n variacional normal EVN a lo largo de Υ esta´ dada por
η′ = X ′H(q1(t))η, X
′
H(q1(t)) =
(
0 1
12q1 0
)
=
(
0 1
12
t2 0
)
.
Por el teorema 3.4, este sistema se transforma en
d2ξ
dt2
=
12
t2
ξ .
3. Por el ejemplo 2.2 (m = 3) se tiene que el grupo de Galois de esta
ecuacio´n es la identidad, el cual es un grupo conexo abeliano.
Un caso no integrable. El sistema de Henon-Heiles que ahora se considera
es
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− q1q22 .
q˙1 = p1, q˙2 = p2, p˙1 = q22 , p˙2 = 2q1q2 .
Se aplican los pasos del teorema de Morales–Ramis:
1. Como solucio´n particular se toma
Υ : q1 =
t
2
, p1 = 1, q2 = p2 = 0 .
2. La ecuacio´n variacional normal EVN a lo largo de Υ esta´ dada por
η′ = X ′H(q1(t))η, X
′
H(q1(t)) =
(
0 1
2q1 0
)
=
(
0 1
t 0
)
.
Este sistema se transforma en
d2ξ
dt2
= tξ .
Como esta ecuacio´n esta´ en forma de EDLR, se procede a aplicar el
algoritmo de Kovacic. Por la nota 2.4 se tiene que el grupo de Galois
de esta ecuacio´n (denominada ecuacio´n de Airy) es SL(2,C) que es un
grupo conexo pero no es abeliano. Adema´s, la ecuacio´n de Airy presenta
una singularidad irregular en el inﬁnito y por lo tanto este sistema
de Henon-Heiles no es completamente integrable mediante integrales
primeras racionales.
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5.4. Otros ejemplos. Utilizando el resto de los ejemplos de la seccio´n 2,
se pueden construir sistemas hamiltonianos tales que el grupo de Galois de su
EVN no sea abeliana.
H(q1, q2, p1, p2) =
1
2
(p21 + p
2
2)− V (q1, q2) .
Se buscan las ecuaciones de Hamilton y se deriva el campo hamiltoniano
para construir la ecuacio´n variacional, de tal forma que e´sta quede
η′ = X ′H(q1(t))η, X
′
H(q1(t)) =
(
0 1
f(q1) 0
)
=
(
0 1
r(t) 0
)
.
Este sistema se transforma en
d2ξ
dt2
= r(t)ξ .
Ahora bien, si r(t) hace parte del listado de las no integrables de la nota 2.4 o si
es la correspondiente a los ejemplos 2.3, 2.4, entonces el sistema hamiltoniano
inicial no es integrable mediante integrales primeras (meromorfas o racionales).
Conclusiones y comentarios finales. En general, construir ejemplos de apli-
cacio´n del algoritmo de Kovacic a la teor´ıa de Morales–Ramis no es una tarea
fa´cil. Hay muy pocos ejemplos del algoritmo de Kovacic, sobre todo del caso
3. No menos laborioso es construir un sistema hamiltoniano a partir de una
solucio´n particular. En [4] no solo se da una respuesta a este problema, sino
que tambie´n se presenta un algoritmo para algebrizar ecuaciones diferenciales
y se demuestra, usando una versio´n lige´ramente mejorada del algoritmo de ko-
vacic (ve´ase [2]) que si una EVN de un sistema hamiltoniano tiene coeﬁcientes
polinomiales, entonces este sistema hamiltoniano es no integrable mediante in-
tegrales primeras racionales. La teor´ıa de Morales-Ramis esta´ en crecimiento
y es una oportunidad para algunos investigadores avancen y aporten en esta
l´ınea.
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