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Abstract
Predicting future human behavior from an input human
video is a useful task for applications such as autonomous
driving and robotics. While most previous works predict a
single future, multiple futures with different behavior can
potentially occur. Moreover, if the predicted future is too
short (e.g., less than one second), it may not be fully usable
by a human or other systems. In this paper, we propose a
novel method for future human pose prediction capable of
predicting multiple long-term futures. This makes the pre-
dictions more suitable for real applications. Also, from the
input video and the predicted human behavior, we generate
future videos. First, from an input human video, we gener-
ate sequences of future human poses (i.e., the image coor-
dinates of their body-joints) via adversarial learning. Ad-
versarial learning suffers from mode collapse, which makes
it difficult to generate a variety of multiple poses. We solve
this problem by utilizing two additional inputs to the gener-
ator to make the outputs diverse, namely, a latent code (to
reflect various behaviors) and an attraction point (to reflect
various trajectories). In addition, we generate long-term
future human poses using a novel approach based on unidi-
mensional convolutional neural networks. Last, we gener-
ate an output video based on the generated poses for vi-
sualization. We evaluate the generated future poses and
videos using three criteria (i.e., realism, diversity and ac-
curacy), and show that our proposed method outperforms
other state-of-the-art works.
1. Introduction
Predicting human behavior in the immediate future from
an observed human video is useful for a wide variety of ap-
plications (e.g., robotics, autonomous cars) and is a remark-
ably important task. However, it is also challenging since
several requirements have to be met. First, since some-
Figure 1. Overview of the proposed method. First, human pose in
the input video is estimated. From this, multiple plausible human
poses are predicted for a long-term near-future. Finally, the future
video based on the predicted poses is generated.
times future is uncertain, there are multiple plausible fu-
tures that may occur. Thus, future prediction methods that
predict only one future [32, 5] out of a range of plausi-
ble events, are not suitable to certain real world situations
(e.g., an autonomous car that sees a pedestrian on the road).
Also, if the predicted future implies a dangerous situation,
it is necessary to handle it appropriately. In order to deal
with a future danger, the predicted time span should be long
enough to be able to react in advance, and thus, relatively
long predictions are desirable (e.g., if the predicted future is
too short for an autonomous car to judge the danger, it can-
not stop in time). Furthermore, in case that predictions are
interpreted by humans, predictions need to be in an inter-
pretable form, such as natural language sentences or videos.
Especially, videos contain a lot of information, and thus,
many prior works try to generate videos predicting the fu-
ture [23, 21, 32, 34].
This paper presents a novel method for human pose pre-
diction of multiple futures from a given input human video.
The predicted future is long-term (about two to four times
longer than short-term future prediction [34, 23]). After
predicting the human behavior, we also generate the video
representing the predicted future.
Many existing works tackle the task of predicting future
human pose sequence from an input human pose sequence
by using Recurrent Neural Networks (RNNs) [11, 13, 32,
34]. However, RNNs suffer from the problem of vanishing
gradients and error accumulations, which hamper the learn-
ing of long data sequences. So, for long-term pose genera-
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tion, we use unidimensional convolutional neural networks
(1D CNNs) instead of RNNs. We generate predictions of
plausible future poses via generative adversarial learning
[12]. However, adversarial learning suffers from mode col-
lapse, in which only a few or a single data are generated. We
introduce a latent code [8] representing different actions to
be able to generate multiple poses. Also, we include a loca-
tion condition on the generated poses, so human motion is
attracted towards different points of the image.
Our contributions are as follows.
• We propose a novel method for future human video
prediction. We predict multiple futures by (1) impos-
ing a condition to generate various types of motions,
and (2) imposing a condition to generate motions to-
wards various locations in the image.
• In order to handle long-term future prediction of hu-
man behavior, we propose a novel approach for gen-
erating human pose sequences using unidimensional
convolutional networks.
• We provide extensive evaluation of the proposed
method to validate our results, and a comparison with
state-of-the-art works.
2. Related Work
First, Sec. 2.1 explains Generative Adversarial Networks
(GAN) [12], which are used for both predicting feasible
human behavior and generating the corresponding future
videos. Then, Sec. 2.2 and Sec. 2.3 introduce related works
for video generation tasks and for human pose prediction
tasks, respectively. Lastly, Sec. 2.4 discusses recent works
in human video generation from a human pose input.
2.1. Generative adversarial networks
Generative Adversarial Networks (GAN) [12] is a gen-
erative model in which a discriminator is trained to clas-
sify between fake data produced by a generator or real
data, while the generator is trained to fool the discrimi-
nator. While the output of GAN is generated from latent
noise and cannot be controlled, Conditional GAN (CGAN)
[24] includes an input condition like class label that condi-
tions the generated data. InfoGAN [8] unsupervisedly mod-
els the relationships between the latent code and the gener-
ated images by maximizing the mutual information between
them. This allows to apply variations to the generated im-
ages without requiring an input label. However, these net-
works suffer from mode collapse, that is, the model ends up
generating only a single or a few predominant data.
2.2. Automatic video generation
GANs are also used for video generation tasks. Von-
drick et al. [33] proposed VGAN, which generates a fore-
ground video, a background image, and a mask video to
merge them. In order to improve coherence in motion and
appearance, Ohnishi et al. [26] proposed Flow and Texture
GAN, which generates optical flow first and then the ap-
pearance of the video in a hierarchical architecture. Instead
of generating a video from a random latent noise, Mathieu
et al. [23] approached the task of generating a video as a
continuation of a video input as a condition. Later, Lee et
al. [21] generated multiple future videos from the same in-
put video.
2.3. Human pose prediction
Human pose prediction aims to generate plausible fu-
ture human behavior from a human behavior input such
as coordinates or angles of human joints. Although many
prior works approached this task [1, 3, 35, 30], recent de-
velopments in deep learning provided an improvement in
the results. Fragkiadaki et al. [11] proposed the Encoder-
Recurrent-Decoder model to predict future human poses,
which consists of a long short-term memory (LSTM, a
kind of RNN) [15], an encoder and a decoder. Similarly,
Bu¨tepage et al. [5] predicted future human poses using an
autoencoder-like model. Gui et al. [13] proposed a method
for future human pose prediction based on adversarial net-
works with a gated recurrent unit (GRU, a kind of RNN)
[9]. While many previous works employ RNNs, these suf-
fer from the vanishing gradients problem: the longer the
path between two elements, the worse forward and back-
ward signal propagation [31, 17]. Also, small errors in the
output of the RNN are propagated, and accumulated when
generating long sequences. This makes them unsuitable for
learning long-term pose sequences.
2.4. Future video generation using human pose
One of the most successful approaches for generating
human video is by using a human pose input. Yan et al. [36]
generated future video from an input frame and a given se-
quence of future human poses. Villegas et al. [32] first pre-
dicted future human poses as body-joint coordinates using
an LSTM and then generated video frame by frame based
on generated poses. This approach succeeded in generating
long-term videos, but cannot generate multiple futures be-
cause the output of an LSTM does not vary for the same in-
put. Cai et al. [6] proposed an adversarial network that gen-
erates human pose sequences from latent noise and an ac-
tion class label, and a network that generates video from the
generated poses. This model can be extended to generate a
future pose sequence given a past pose sequence, but cannot
generate a variety of multiple futures. Also, using an action
class label is unsuitable for future prediction, since the ac-
tion class of the input movement is not available. Walker
et al. [34] combined an LSTM and a variational autoen-
coder (VAE) [19] to generate multiple human poses from
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a pose sequence input, and then generate a video using 3D
convolutional neural networks. The VAE allows generating
multiple human poses, which are then fed to the LSTM to
predict a sequence of future poses. However, this approach
is unsuitable for long-term future prediction because errors
in the LSTM will be accumulated exponentially.
In this paper, we propose a method for long-term video
prediction of multiple futures. In order to generate long-
term near-future sequences, we leverage unidimensional
convolutional neural networks, which allow generating se-
quences without suffering from the vanishing gradients and
error propagation problems. Then, we encourage our net-
work to generate of a variety of multiple futures by using
two conditions; a latent code that induces a type of motion,
and an attraction point that induces motion towards a loca-
tion in the image.
3. Methodology
Figure 1 shows an overview of our method, which con-
sists of three networks that are trained independently. First,
our pose estimation network provides the human pose in a
given input video. Then, our pose prediction network gen-
erates future human pose sequences that are smooth, varied
and long. Finally, our video generation network generates
future video corresponding to the generated poses. Since
the predicted human poses have a comparatively long dura-
tion, and represent a variety of multiple futures, the videos
generated using the predicted poses show the same charac-
teristics.
3.1. Pose estimation network
Our pose estimation network estimates the position of
the body joints of the human in the video in image coor-
dinates (xy coordinates). Several networks have been pro-
posed in the past [7, 25]; we use OpenPose [7], which has
been widely utilized in a variety of related applications.
However, Openpose sometimes provides wrong estimations
(e.g., missing joints). Thus, we introduce an autoencoder-
like network to correct noisy coordinates given a pose se-
quence estimated by OpenPose. This network consists of
an encoder and a decoder, which consist of two fully con-
nected layers each. We use the OpenPose network pre-
trained with the COCO 2016 keypoints challenge dataset
[22]. Thus, only the encoder and the decoder are trained
using a dataset with annotations of human joint coordinates
(see Section 4.1), by minimizing the mean squared error be-
tween estimated coordinates and those of the ground truth.
3.2. Pose prediction network
Our pose prediction network takes our estimated poses as
input and generates future pose sequences. Our generated
pose sequences are smoothly connected to the input poses,
Figure 2. Overview of our pose prediction network. The pose
generator (Gp) generates a future pose sequence from an input
pose sequence given as condition. Then, the pose discriminator
(Dp) tries to discriminate whether the pose sequence is real (i.e.,
ground-truth) or fake (i.e., generated). Dp also estimates the latent
code c given the generated pose sequence. We use 1D CNN for
both Gp and Dp. We are able to generate multiple pose sequences
by varying the latent code c and the attraction point a randomly.
they have a long-term duration, and represent a variety of
multiple futures.
Figure 2 shows an overview of our pose prediction net-
work. A more detailed figure is available in the supplemen-
tary material. It consists of two modules: a pose generator
(Gp) and a pose discriminator (Dp). Let pt ∈ R2N be the
human pose at time step t. Here, N is the number of joints
that compose the pose, and pt is a vector containing the xy
coordinates of N joints at time step t. The input of Gp
is a latent noise z, the input poses from a T frames-long
video Pin = (p0, p1, ..., pT−1), a latent code c ∈ RC , and
an attraction point a ∈ R2 (c and a are explained later).
The output of Gp is a sequence of T ′ future human poses
Pˆgen = (pˆT , pˆT+1, ..., pˆT+T ′−1) that follow Pin.
The structure of the network is based on CGAN [24];
the input poses are included as a condition to Gp and Dp.
We use unidimensional convolutional neural networks (1D
CNNs) in our generator and discriminator. Although many
previous works [11, 13, 32, 34] used RNNs (i.e., LSTM
and GRU) for predicting future human pose sequences, 1D
CNNs have advantages over RNNs. While RNNs output
poses one after another, 1D CNNs output an entire pose se-
quence at once. This frees 1D CNNs from the problem of
error accumulation. Furthermore, 1D CNNs can model dis-
tant time relationships without being as sensitive as RNNs
to the problem of vanishing gradients. Whereas RNNs need
O(t) steps to predict an element separated t frames from the
input, 1D CNNs with a stride width of s need onlyO(logs t)
layers. Since the problem of vanishing gradients gets worse
with the number of steps/layers, 1D CNNs seem more suit-
able to model long-term relationships. In image generation
with a 2D CNN [27, 18], an image is regarded as a three-
dimensional entity ∈ RH×W×3 and convoluted in height
and width direction using a two dimensional filter. In our
generation task with a 1D CNN, we regard a pose sequence
as a two-dimensional entity P ∈ RT×2N (each row is an
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individual pose p) and convolute it in the height (time) di-
rection with a one-dimensional filter.
CGAN suffers from mode collapse, that is, the genera-
tor fails to adequately cover the space of possible predic-
tions and instead generates one or a few prominent modes,
ignoring the latent noise. Thus, only modifying the latent
noise z is not enough to generate multiple varied pose se-
quences. To tackle this problem, our method includes two
additional inputs to the generator, namely the latent code
c and the attraction point a. Both are randomly initialized
during training, and then used during testing for pose gener-
ation from different combinations of c and a. InfoGAN [8]
models the relationship between the latent code c and the
generated data G(z, c) in an unsupervised way, by maxi-
mizing the mutual information between them. Since human
actions can be categorized to some extent (e.g., ”walking”
or ”sitting”), we aimed at establishing a correspondence be-
tween such action categories and the latent code, and thus,
we represent c as a one-hot vector.
The attraction point a represents the xy coordinates of a
point in the image space, and is used to train Gp to gener-
ate poses constrained to move towards the attraction point.
This allows our method to generate multiple varied pose se-
quences depending on a, which in turn is chosen randomly.
Training During training, Gp tries to fool the discrimina-
torDp by generating plausible future pose sequences, while
Dp tries to classify whether the pose sequences are real or
generated. The objective function for adversarial learning
between Gp and Dp is as follows:
Ladv =EPgt [logDp(Pgt|Pin)]+
Ez,c,a[log(1−Dp(Gp(z, c, a|Pin)|Pin)]]+
λgpEP [(‖∇PDp(P |Pin)‖2 − 1)2],
(1)
wherePin is the input pose sequence andPgt is ground truth
for the predicted pose sequence. We utilize the same gradi-
ent penalty as in WGAN-GP [14] (i.e., one-centered gradi-
ent penalty).
Since it is difficult to directly maximize the mutual in-
formation between c and generated data, we introduce an
auxiliary probability distribution Q(c|x) and minimize the
following function:
Lc = −
C∑
i=1
ci lnQ(c
′|Gp(z, c, a|Pin))i. (2)
Here, C is the number of categories. As in [8], Q is im-
plemented by adding two linear layers to the convolutional
layers of Dp. As depicted in Figure 2, Dp also outputs the
probability c′ of the latent code c given the pose generated
by Gp.
Our generator Gp is trained to minimize the distance be-
tween the generated poses and the attraction point a. More
concretely, it minimizes the distance between a and the
generated coordinate of the waist joint at future frame t′:
pˆT+t′,waist.
La = 1
T ′
T ′−1∑
t′=0
‖a− pˆT+t′,waist‖22 (3)
In addition, in order to generate smoother pose sequences,
we introduce a loss that reduces sudden speed changes be-
tween adjacent poses.
Ldiff = 1
T ′ − 2×
T ′−3∑
t′=0
‖(pˆT+t′+2 − pˆT+t′+1)− (pˆT+t′+1 − pˆT+t′)‖22 (4)
In summary, the overall objective function is:
min
Gp,Q
max
Dp
(Ladv + λcLc + λaLa + λdiffLdiff ), (5)
where λs are coefficients to weight the contribution of each
loss.
Implementation In our implementation, T (the length in
frames of the input pose sequences) is 16 and T ′ (the length
in frames of the output pose sequences) is 128. C (the num-
ber of categories of the latent code c) is 15. These cate-
gories correspond to the action classes of the H3.6M dataset
[16], which we used for the experiments. Gp consists of an
encoder to encode the input pose sequence and a decoder
that generates the predicted pose sequence. The encoder
consists of three unidimensional convolutional layers (1D
CNN) and the decoder consists of one linear layer and six
unidimensional convolutional layers. Dp consists of four
unidimensional convolutional layers and, one linear layer to
model the real/fake output and two linear layers to model
the c′ output. We show the details of these network archi-
tectures in the supplementary material. We set λgp = 10,
λc = 2.5, λa = 2.5 and λdiff = 50.
3.3. Video generation network
Figure 3 shows an overview of our video generation
network. Our video generation network generates future
frames with respect to a past frame and our predicted fu-
ture pose sequence, following an adversarial approach. We
use an architecture based on [36]. It generates a single fu-
ture frame from two inputs, namely the last frame of the
input video xT and a generated future pose pt′ . The final
video is obtained by repeating this for all T ′ future frames.
Not generating the whole video directly at once [33, 34] but
generating each frame individually [32, 36] increases the
image quality.
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Figure 3. Overview of our video generation network. Each future
frame xˆt′ is generated from the last frame of the input video xT
and the generated future pose ht′ . Input images to the discrimina-
tor are masked to show only the area around the predicted poses,
so that the discriminator can focus on the human.
Before being input to the video generation network, the
human pose coordinates generated by the pose prediction
network pt′ are transformed into a different representation
ht′ . ht′ consists ofN+1 channels with the same height and
width as the input video frames. It is built by concatenating
a heatmap of N channels, in which each channel represents
the position of each joint using a Gaussian distribution cen-
tered in the xy coordinates generated by Gp, and one chan-
nel containing a skeleton that joins those joints. Thus, for a
future frame t′, the frame generator Gf takes the last input
RGB frame xT and the predicted future pose ht′ . Our Gf
follows the U-Net architecture [28]. Inputs xT and ht′ are
concatenated in the channel direction. Gf encodes the im-
age with 3 +N + 1 channels and decodes it into the future
frame xˆt′ . Then, our frame discriminator Df takes the in-
put image xT , the heatmap of the generated future pose ht′ ,
and either the real future frame xt′ or the generated future
frame xˆt′ and discriminates whether future frame is real or
fake (i.e., generated). Since generating a realistic human is
more difficult than generating the background, Df should
focus on the foreground human. Therefore, we maskDf in-
put images to show only the area where the human appears,
delimited by the outermost joint coordinates (Figure. 3).
Training When training our video generation network,
instead of using the poses generated by the pose predic-
tion network, we use the poses from the ground truth data.
We use three kinds of objective functions, as in [36]. The
first one is the mean absolute error between the pixels in the
ground truth video and the generated video:
LL1 =
1
M
‖xt′ −Gf (xT , pt′)‖1, (6)
where M is the total number of pixels in each frame.
The second one is the adversarial loss:
Ladv =Ext′ ,xT ,pt′ [logDf (xt′ |xT , pt′)]+
ExT ,pt′ [log(1−Df (Gf (xT , pt′)|xT , pt′))]+
λgpEx[(‖∇xDf (x|xT , pt′)‖2 − 1)2].
(7)
We utilize the gradient penalty of WGAN-GP [14] (i.e.,
one-centered gradient penalty).
Lastly, the triplet loss [29] ensures proper continuity
among video frames. Triplet loss addresses three images
(i.e., an anchor, a positive and a negative) and minimizes
the distance between an anchor and a positive and maxi-
mizes the distance between an anchor and a negative. In a
video, the L2 distance of adjacent frames should be smaller
than that of distant frames. Therefore, when the anchor is
xˆt′ , we set xˆt′+1 as positive and xˆt′+5 as negative. The
concrete objective function is:
Ltri = 1
M
[‖xˆt′ − xˆt′+1‖22 − ‖xˆt′ − xˆt′+5‖22 + α]+, (8)
where α is a margin that is enforced between positive and
negative pairs.
In summary, the overall objective function is:
min
Gf
max
Df
(LL1 + λadvLadv + λtriLtri), (9)
where λs are coefficients to weight the contribution of each
loss.
Implementation Gf consists of an encoder and a de-
coder, which are connected with skip connections. Both the
encoder and the decoder consist of eight convolutional lay-
ers each. Df consists of three parallel convolutional layers,
which convolute ht′ , xT , and xt′ or xˆt′ respectively, fol-
lowed by four convolutional layers. We show the details of
these network architectures in the supplementary material.
We set λgp = 10, λadv = 0.001 and λtri = 10.
4. Experiments
Evaluating generated video is not straightforward, and
normally a single metric is insufficient. While video quality
should be evaluated, the diversity of the generated futures
is also an important criterion in our method. Furthermore,
among all the predicted futures, some of them should be
similar to the ground truth. Following the evaluation in [21],
we evaluate generated poses and videos from three criteria:
realism, diversity and accuracy.
4.1. Dataset
We use the Human3.6M [16] dataset to train and evalu-
ate our entire pipeline. Videos in this dataset show 11 ac-
tors showing different behavior (e.g., walking, sitting). All
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frames are annotated with the real and image coordinates
of 32 body joint positions accurately measured via motion
capture. We use 720 videos corresponding to subjects 1, 5,
6, 7, 8 and 9 as train data and 120 videos of subject number
11 as test data.
We preprocess the videos in the following manner. In
order to enlarge actors, videos are cropped by using the out-
ermost poses in the entire sequence, and then resized into
128×128 patches. Since Human3.6M videos have a high
frame rate, motion between adjacent frames is small. There-
fore, we subsample the video uniformly by taking one every
four frames. We apply two kinds of data augmentation. One
is horizontal video flipping. The other is padding frames
with black pixels, and randomly cropping patches of size
128×128 containing the human. Since our method masks
the human of the input image to the discriminator (see Sec-
tion 3.3), this augmentation is not harmful for our method.
We use 14 joints out of the 32 provided: head, neck, right
shoulder, right elbow, right wrist, left shoulder, left elbow,
left wrist, right waist, right knee, right foot, left waist, left
knee and left foot. In all experiments, an input of 16 frames
long is used to generate future videos of 128 frames long
generated as a continuation of the input.
4.2. Comparison with the related work
To the best of our knowledge, there is no other work
on long-term multiple future video generation, so we com-
pare the performance of our method with two state-of-the-
art works in future video generation using human poses.
One focuses on generating long-term future video, and
the other focuses in generating multiple futures. On the
one hand, [32] predicts long-term future poses by using an
LSTM and then generates the video frame by frame. This
method avoids error propagation in long sequences since
the predicted poses are not input back, but is not capable
of generating multiple futures. On the other hand, [34] pre-
dicts multiple future poses by using an LSTM and a VAE,
and then generates the entire video using a 3D CNN. This
method does not seem to be suitable for generating long-
term future video, since the predicted poses are repeatedly
input back to the LSTM, which causes errors to accumulate.
4.3. Realism of the generated futures
In this experiment, we evaluate the realism of generated
futures via a user study on Amazon Mechanical Turk. We
show workers a pair of future poses or a pair of future videos
generated by our proposed method and [32] or [34], and
workers select the one that looks more realistic. 1200 pairs
of poses/videos each were evaluated by 120 workers.
Table 1 shows the experimental results. We outper-
formed both [32] and [34] in terms of the realism of the
generated poses and videos. Table 1 suggests superiority of
our pose prediction network, which leverages a unidimen-
Table 1. Evaluation results regarding the realism of our generated
futures: Percentage of workers that preferred futures generated by
our method vs. those of previous works. Values in brackets repre-
sent the p-values of the binomial test.
vs. [32] vs. [34]
Pose 61.3 (1.98× 10−15) 56.2 (1.08× 10−5)
Video 53.4 (9.67× 10−3) 56.3 (8.29× 10−6)
sional CNN to predict long-term poses.
Our generated poses were preferred over those from [32].
As we can see in Figure 4, the pose sequences generated by
[32] contain less motion: In the upper example, the per-
son does not move their legs despite they move forward,
and in the lower example, the generated pose sequence has
almost no movements. Moreover, the connection between
input poses and generated poses is not smooth in [32]. On
the other hand, the difference between generated videos is
smaller. Both, [32] and our method, generate a future frame
from the input frame xT and a future pose pt′ ; however,
the larger the difference between pt′ and pT is, the harder
generating a realistic frame is. Thus, because the generated
poses in [32] are rather motionless (the difference between
pt′ and pT is small), they can easily generate future videos
with a realistic appearance. Nevertheless, in spite of gen-
erating a variety of motions, our videos are preferred for
realism.
Also, users preferred our poses and videos to those
of [34]. Since [34] generates poses one after another us-
ing LSTM, errors accumulate and poses tend to gradually
deform. Our method does not have such consistency prob-
lem because we generate a pose sequence at once via 1D
CNN. Also, the videos generated by [34] using 3D CNN
tend to be blurry compared to those of [32] and ours. This
is because we generate the the video frames one by one for
each pose, whereas [34] generates the video at once.
4.4. Diversity of the generated futures
We evaluated the diversity of the predicted futures by
calculating the distance between futures generated from the
same input video as in [21, 37]. The distance becomes
larger as the generated futures show more variety.
We calculate the distance between two future poses as
the mean squared error (MSE) of the xy-coordinates of their
14 joints. We use two kind of coordinates systems for this
evaluation: One is the absolute coordinates (i.e., image co-
ordinates) and the other is the relative coordinates (i.e., local
coordinates with respect to the pose itself). In the relative
coordinates, we subtract the coordinates of the right waist
joint from all the coordinates. Besides, we calculate the dis-
tance between two future videos as the cosine distance of
the feature vectors from VGG16 (pretrained by ImageNet
[10]) as in [21]. This distance is calculated as the average
of the five cosine distances between the feature vectors of
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Figure 4. Examples of generated poses and frames. Input frames are marked in green and generated frames are marked in red.
each of the five pooling layers of VGG16.
Our method is able to generate multiple futures by lever-
aging a latent code c and an attraction point a. To deter-
mine the contribution of each one, we did an ablation study
evaluating the diversity of the generated videos using four
configurations: with c and a, with c and without a, with-
out c and with a, without c and a. Also, we compare the
results with the multiple futures generated by [34]. Since
[32] cannot generate diverse futures, it is not included in
this evaluation.
Table 2 shows the obtained results. Disabling both the
latent code c and the attraction point a leads to mode col-
lapse, and the variety worsens. Thus, the average pose dis-
tance between two samples in our method is smaller than
that of [34]. On the other hand, enabling either c or a leads
to a greater distance between samples. Since enabling only
a encourages the generated human pose to move to a further
location in the image, this configuration leads to the largest
7
Figure 5. Comparison of the similarity between the generated futures (poses and videos) and the ground truth.
Table 2. Evaluation about the diversity of generated poses and
videos.
Method
Pose
(absolute)
(MSE)
Pose
(relative)
(MSE)
Video
(Cosine)
[34] 0.0181 0.0104 0.1447
w/o c, w/o a 0.0102 0.0062 0.2231
w/o c, w/ a 0.0556 0.0162 0.3430
w/ c, w/o a 0.0244 0.0143 0.2848
w/ c, w/ a 0.0523 0.0192 0.3445
distance for poses in absolute coordinates. However, in the
case of distances for poses in relative coordinates and dis-
tances for videos, enabling both a and c achieves the higher
diversity. This proves the efficacy of our attraction point
a and latent code c to generate multiple future poses. The
qualitative results of our evaluation of diversity are included
in the supplementary materials.
4.5. Accuracy of the generated futures
Since one of the goals of this research is to generate mul-
tiple futures, in principle, generating futures far from the
ground truth future is not undesirable. However, at least
some futures among the variety generated should be close
to the ground truth. Hence, we generate 100 future poses
and videos from the same input video, and measure the dis-
tance between the ground truth and the sample closest to
the ground truth, as in [21, 34]. Similarity between poses
is calculated using the MSE of the image coordinates of the
joints (the lower the MSE the higher the similarity). Simi-
larity between videos is calculated as the cosine similarity
of the feature vectors of VGG 16, and the peak signal-to-
noise ratio (PSNR). We compare the accuracy of the four
combinations of adding the latent code c and the attraction
point a, and the methods in [32] and [34].
Figure 5 shows the similarity metrics between the ground
truth and the pose/video among the generated one hundred
with the highest similarity to the ground truth. With re-
spect to the pose accuracy, using c and a allows for a wider
variety of generated poses, thus, there is a higher chance
that futures resembling the ground truth are generated. The
results suggest that our two additional inputs are effective
for not only generating multiple futures but also generat-
ing accurate futures. With respect to the video accuracy,
although our method outperforms [34] in terms of both ac-
curacy of poses and realism of videos, the video accuracy
is slightly lower. The reason is that [34] generates videos
that, despite of being blurry, their pixel values are closer
to the ground truth. This resembles the phenomenon in
which blurred images generated with a pixel-wise loss func-
tion (e.g., MSE) tend to have lower MSE with ground truth
than sharp images generated using adversarial loss or per-
ceptual loss [2, 20]. We found that our video accuracy im-
proves by combining our pose prediction network and [34]’s
video generation network, although the video quality be-
comes blurry.
A further analysis is included in the supplementary ma-
terial.
5. Conclusions and future work
In this work, we present a novel method for generating
long-term future videos of multiple futures from an input
human video using a hierarchical approach: first predicting
future human poses and then generating the future video.
We propose a novel network to predict long-term future hu-
man pose sequences by using unidimensional convolutional
neural network in adversarial training. Also, we propose
two additional inputs that allow predicting a variety of mul-
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tiple futures: a latent code and an attraction point. Finally,
videos generated with our predicted poses are also long and
multiple. Experimental results on the realism, diversity, and
accuracy of the generated poses and videos show the supe-
riority of the proposed method over the state-of-the-art.
As our future work, since our method generates videos
frame by frame, videos with a higher resolution could be
generated by leveraging the latest image generation tech-
niques using GAN [4, 18]. Also, we plan to tackle the limi-
tations of our method; for example, generating videos with
moving background.
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Supplementary materials
A. Detailed implementations
A.1. Pose prediction network
We show the details of the components of our pose prediction network on Figure 6 and the details of the architecture and
hyper parameters of it on Table 3.
Figure 6. Details of the components of our pose prediction network.
Table 3. Details of the architecture and hyper parameters of our pose prediction network (BN=batch normalization).
Operation Kernel Strides Padding Input shape Output shape BN? Activation function
Encoder (time, channel) (time, channel)
1D Conv 4 2 1 (16, 2N ) (8, 4N ) 7 Leaky ReLU
1D Conv 4 2 1 (8, 4N ) (4, 8N ) 3 Leaky ReLU
1D Conv 4 2 1 (4, 8N ) (2, 16N ) 3 Leaky ReLU
Decoder
Linear 500 + C + 2 + 2×16N 64N×4 3
1D Deconv 4 2 1 (4, 64N ) (8, 64N ) 3 ReLU
1D Deconv 4 2 1 (8, 64N ) (16, 64N ) 3 ReLU
1D Deconv 4 2 1 (16, 64N ) (32, 64N ) 3 ReLU
1D Deconv 4 2 1 (32, 64N ) (64, 32N ) 3 ReLU
1D Deconv 4 2 1 (64, 32N ) (128, 16N ) 3 ReLU
1D Deconv 1 1 0 (128, 16N ) (128, 2N ) 7 tanh
Discriminator
1D Conv 4 2 1 (144, 2N ) (72, 4N ) 7 Leaky ReLU
1D Conv 4 2 1 (72, 4N ) (36, 8N ) 3 Leaky ReLU
1D Conv 4 2 1 (36, 8N ) (18, 16N ) 3 Leaky ReLU
1D Conv 4 2 1 (18, 16N ) (9, 32N ) 3 Leaky ReLU
Linear (for real/fake) 9×32N 1 7
Linear (for c′) 9×32N 128 3 Leaky ReLU
Linear (for c′) 128 C 7
Hyper parameters
Optimizer Adam (α = 2× 10−4, β1 = 0.5, β2 = 0.999)
Batch size 32
Latent noise dimension 500
Latent code dimension (C) 15
Number of joints (N ) 14
Leaky ReLU slope 0.2
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A.2. Video Generation Network
We show the details of the architecture and hyper parameters of our video generation network on Table 4.
Table 4. Details of the architecture and hyper parameters of our video generation network. Note that the output and input shapes be-
tween contiguous layers is different in the decoder since the encoder and the decoder are connected with skip connections (BN=batch
normalization).
Operation Kernel Strides Padding Input shape Output shape BN? Activation function
Encoder (height, width, channel)
2D Conv 3 1 1 (128, 128, 3+N+1) (128, 128, 64) 7 Leaky ReLU
2D Conv 4 2 1 (128, 128, 64) (64, 64, 128) 3 Leaky ReLU
2D Conv 4 2 1 (64, 64, 128) (32, 32, 256) 3 Leaky ReLU
2D Conv 4 2 1 (32, 32, 256) (16, 16, 512) 3 Leaky ReLU
2D Conv 4 2 1 (16, 16, 512) (8, 8, 512) 3 Leaky ReLU
2D Conv 4 2 1 (8, 8, 512) (4, 4, 512) 3 Leaky ReLU
2D Conv 4 2 1 (4, 4, 512) (2, 2, 512) 3 Leaky ReLU
2D Conv 4 2 1 (2, 2, 512) (1, 1, 512) 3 Leaky ReLU
Decoder
2D Deconv 4 2 1 (1, 1, 512) (2, 2, 512) 3 ReLU
Dropout
2D Deconv 4 2 1 (2, 2, 1024) (4, 4, 512) 3 ReLU
Dropout
2D Deconv 4 2 1 (4, 4, 1024) (8, 8, 512) 3 ReLU
Dropout
2D Deconv 4 2 1 (8, 8, 1024) (16, 16, 512) 3 ReLU
2D Deconv 4 2 1 (16, 16, 1024) (32, 32, 256) 3 ReLU
2D Deconv 4 2 1 (32, 32, 512) (64, 64, 128) 3 ReLU
2D Deconv 4 2 1 (64, 64, 256) (128, 128, 64) 3 ReLU
2D Conv 3 1 1 (128, 128, 128) (128, 128, 3) 7
Discriminator
2D Conv (for xt′ ) 4 2 1 (128, 128, 3) (64, 64, 32) 7 Leaky ReLU
2D Conv (for xT ) 4 2 1 (128, 128, 3) (64, 64, 32) 7 Leaky ReLU
2D Conv (for ht′ ) 4 2 1 (128, 128, N+1) (64, 64, 32) 7 Leaky ReLU
2D Conv 4 2 1 (64, 64, 96) (32, 32, 128) 3 Leaky ReLU
2D Conv 4 2 1 (32, 32, 128) (16, 16, 256) 3 Leaky ReLU
2D Conv 4 2 1 (16, 16, 256) (8, 8, 512) 3 Leaky ReLU
2D Conv 3 1 1 (8, 8, 512) (8, 8, 1) 7
Hyper parameters
Optimizer Adam (α = 2× 10−4, β1 = 0.5, β2 = 0.999)
Batch size 10
Number of joints (N ) 14
Leaky ReLU slope 0.2
Dropout rate 0.5
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B. Additional results
B.1. Qualitative results of diversity
Figure 7. Examples of multiple poses predicted from the same input. Input frames are marked in green and generated frames are marked in
red. The light blue dots in the bottom two figures represent the attraction points a which are initialized randomly. By choosing a different
a and c, the predictions of our method also vary.
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Figure 7 shows examples of multiple pose sequences generated from the same input by our method. When neither the
latent code c nor the attraction point a are enabled, mode collapse occurs and the generated poses show less diversity.
When we utilize only the latent code c, the generated poses become more varied. Although we set the dimension of the
latent code equal to the number of action categories in Human3.6M [16] (i.e., 15) and we aimed at establishing a correspon-
dence between the latent code and the action categories, the latent code does not seem to acquire such correspondence. We
think this is because of two reasons. The first reason is that the action categories in Human3.6M are not separated completely.
For example, although Human3.6M contains a ”sitting” class, the ”eating” class also shows the sitting behavior. This results
in the difference between the number of action categories in the dataset and the actual number of behaviors, and makes the
dimension we set not suitable. The second reason is that some action categories rarely occur right after certain action cate-
gories (e.g., when an input pose sequence shows a walking person, they rarely lie down within the next few seconds). This
makes it difficult for the latent code to cover all the action categories.
The light blue dots in the lower images of Figure 7 represent the attraction points, which are initialized randomly. When
we utilize only the attraction point a (we disable c), the person in the image gets close to it. However, in many cases the
person does not reach the point completely, since there exists a trade-off between the attraction point loss (eq. 3) and the
other losses.
When we enable both the attraction point a and the latent code c, the effect of the attraction point a becomes smaller (e.g.,
in the top row of the bottom figure of Figure 7, the person does not sit or lie while the attraction point is under the person).
This is the reason why the absolute pose diversity is lower than the diversity when only the attraction point is enabled in
Table 2. However, by combining the attraction point and the latent code, the relative pose diversity increases.
B.2. Further analysis about accuracy
As we remark in Sec. 4.5, we found that by combining our pose prediction network and [34]’s video generation network,
video accuracy increases at the sacrifice of the video quality (blurriness increases). Figure 8 shows the accuracy results when
using [34]’s video generation network in all the curves. When using the same video generation network, the accuracy of the
videos becomes almost equal to the accuracy of the poses and the configurations of our method outperform the related work.
Also, in our video generation network, we utilize an adversarial loss (eq. 7) to sharpen the generated videos. By disabling
this loss (i.e., setting λadv = 0), our videos become a little blurry but the accuracy improves, becoming comparable to the
video accuracy of [34] (Figure 9). From this fact, we can conclude the existence of a trade-off relationship between the video
quality and the video accuracy.
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Figure 8. Comparison of the similarity between the generated futures (poses and videos) and the ground truth. In all the curves, [34]’s
video generation network is used.
Figure 9. Comparison of the similarity between the generated futures (poses and videos) and the ground truth. In the curves of our method,
the adversarial loss in the video generation network λadv is set to 0.
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