A progressive hedging method incorporated with self-concordant barrier functions has been developed by Zhao [23] for solving multistage stochastic programs. The method relaxes the nonanticipativity constraints by the Lagrangian dual approach and smooths the Lagrangian dual function by self-concordant barrier functions. This paper discusses in detail the implementation of this method and reports results of preliminary numerical experiments. We compare the performance of this method with the well-known progressive hedging method proposed by Rockafellar and Wets [17] .
Introduction
We consider the following stochastic program with recourse: min q 0 (x) + E ξ 1 Q 1 (x, ξ 1 ), ( 
Hereξ i is a realization of the random vector ξ i ; y i ∈ n i is the decision vector in the i-th stage, which is generated recursively by (1.2), and it depends on x, y 1 , · · · , y i−1 and ξ 1 , · · · ,ξ i (hence is random); q t , t = 0, 1, . . . , T , are real-valued functions on n t . For t ≥ 1, q t is random since it is related toξ 1 , · · · ,ξ t . The sets X and Yξ 1 ,···,ξt are assumed to be convex. Again Yξ 1 ,···,ξ t depends on random variables. The details on the formulation of multistage stochastic programs can be found, for example, in Birge and Louveaux [5] and Kall and Wallace [10] .
There are many works devoted to stochastic linear programs, especially to two-stage stochastic linear programs, see [3] , [5] , [12] , [22] , and references therein. Extending these methods to solving multistage stochastic nonlinear programming is not straightforward since they used the special structures and properties of stochastic linear programs and each additional stage can incur enormous complexity.
Scenario analysis technique was introduced to deal with multistage stochastic programs by Rockafellar and Wets [17] , where the authors considered programs with a finite number of scenarios and each scenario occurred with a fixed and known probability.
Berland and Haugen [2] considered a different way of defining scenarios and hence altered the number of scenarios and the size of each scenario. They showed that the scenario analysis technique is flexible and can be used for different problems.
Based on a scenario aggregation technique, Rockafellar and Wets [17] proposed the progressive hedging method, which is an iterative algorithm for multistage stochastic programming. This method associates with each scenario s, a vector of variables z technique for realizing this idea is to impose a set of constraints, including e.g.
(so called nonanticipativity constraints), and then to relax these constraints by using the Lagrangian dual. The method is described more precisely below. Suppose that there are a finite number of realizations of the random vector ξ = (ξ 1 , ξ 2 , · · · , ξ T ) (sampling can be introduced if ξ has infinitely many realizations, and a realization is also called a scenario).
Let S be the total number of scenarios, and p s (s = 1, · · · , S) is the probability associated with the s-th scenario. Suppose that the dimensions of x, y 1 , . . . , y T are n 0 , n 1 , . . . , n T , respectively. Let n = n 0 + n 1 + . . . + n T .
(1.4)
The problem (1.1)-(1.3) can be reformulated as follows: 8) where I denotes the identity matrix of appropriate dimension.
The constraint in (1.7), z ∈ Z, represents the nonanticipativity constraint. The representation of the subspace Z is not unique. In general we write z ∈ Z as Az = 0, where A is a matrix. The Lagrangian dual relaxing the constraint (1.7) is expressed as max u Θ(u), (1.9) where the dual objective function Θ(u) is given by
As u tends to the optimal dual solution, the corresponding optimal solution of (1.10), z, will tend to satisfying the nonanticipativity constraint Az = 0 and hence tend to the optimal solution of the original problem (1.5)-(1.7).
An apparent disadvantage of the problem (1.9) is that the dimension of the dual vector u is approximately the same as the dimension (nS) of the variables in the original problem (1.1)-(1.3). However, since the structure of the matrix A is simple (see the example in (1.8)), algorithms based on problem (1.9)-(1.10) are much easier to program and more efficient to implement than algorithms based on the original problem (1.1)-(1.3).
It is well known that the augmented Lagrangian method is more efficient than the Lagrangian dual method. Rockafellar and Wets [17] used the augmented Lagrangian method instead of (1.10). That is,
They still call it the progressive hedging method (PHM in short).
Mulvey and Vladimirou [13] applied the progressive hedging method to stochastic generalized networks and achieved satisfactory results. Based on their numerical experiences for the solution of stochastic fisheries management models by PHM, Helgason and Wallace [9] suggested to solve the scenario subproblems in each iteration approximately. It has been noted by Mulvey and Vladimirou [13] , Helgason and Wallace [9] , and Chun and Robinson [7] that the numerical behaviour of PHM can be affected significantly by the selection of the penalty parameter β associated with the proximal term. The convergence of PHM can be very slow if this parameter is not selected appropriately.
Based on scenario analysis and representation of multistage stochastic programs as a tree-like form, Ruszczyński [18] proposed a new parallel decomposition method, with which all subproblems can be solved in parallel and information can be exchanged asynchronously. Computational experiments show that with a moderate number of processors, it can obtain substantial gains in efficiency for large problems. Ruszczyński [19] considered solving a class of convex optimization problems with the formulation (1.5)-(1.7). A decomposition method based on a separable approximation of the augmented Lagrangian function was analyzed. It was shown that the convergence properties of the method were dependent on the sparsity of the coefficient matrix for the constraint (1.7).
A new iterative method based on progressive hedging was proposed recently by Zhao [23] , who relaxes the nonanticipativity constraints by the Lagrangian dual approach and smooths the Lagrangian dual function by self-concordant barrier functions so that higher order method such as Newton's method can be applied. In [23] this method was referred to as barrier Lagrangian dual method. Because "progressive hedging" more aptly describes its nature, we will call the method proposed by Zhao [23] as barrier progressive hedging method, in short BPHM, and the method proposed by Rockafellar and Wets [17] as penalty progressive hedging method, in short PPHM. The paper [23] focused on fundamental theoretical aspects of the method, such as global convergence and polynomial-time complexity.
In this paper, we will describe the implementation on the BPHM method in detail. An algorithm based on this method is applied to solve some multistage stochastic programming problems. The results are compared with those obtained by PPHM. This paper is organized as follows. In section 2, PPHM is described. We state BPHM and discuss some issues on its implementation in section 3. Some multistage stochastic programming problems and the corresponding numerical results are presented in section 4.
The penalty progressive hedging method
In this section we briefly describe the progressive hedging method proposed by Rockaf-fellar and Wets [17] . Here we call it the penalty progressive hedging method to distinguish it from the method in the next section.
Suppose that K t is a set of scenarios with the same history up to stage t, p i is the probability associated with the i-th scenario, Rockaffellar and Wets [17] write the nonanticipativity constraint as for all j, then (2.1) reduces to the simple situation:
where
2), J = I − K is the orthogonal projection on the subspace Z. For simplicity, we consider only the simple case (2.2) in this paper.
Let us use the scenarios in Figure 1 to illustrate the nonanticipativity constraint Kz = 0 defined by (2.2). For this example, we have following constraints:
Writing these constraints in the form Kz = 0, we have K = I − J and
where E k consists of k × k blocks and every block is the k × k identity matrix. For instance,
To relax (1.5)-(1.7), Rockafellar and Wets [17] considered the augmented Lagrangian
where w = K T u, u is the approximate multiplier associated with the nonanticipativity constraints, and β > 0 is a penalty parameter. Given the current iterate z k and w k , since the augmented term Kz 2 is not separable according to the scenarios. The presence of this term ruins the decomposibility (which is our purpose) of the Lagrangian dual approach. To overcome this obstacle, we solve the following problem instead of (2.3):
wherez k = Jz k . The problem (2.4) is decomposable and can be solved by solving for each scenario s the following subproblem:
The difference between (2.3) and (2.4) is that the augmented term in (2.3) is replaced by the decomposable proximal term in (2.4). Notice that Kz = z − Jz. In (2.4), we keep z as a variable while replacing z in Jz by the proximal point z k . This justifies the approximation of (2.4) to (2.3).
Once a new point z k+1 has been computed, the multiplier w k is updated by the wellknown updating formula for the augmented Lagrangian method:
The penalty progressive hedging algorithm is stated as follows.
Algorithm 2.1
Step 0 Given the tolerance > 0, penalty parameter β > 0, set the initial multiplier w 0 = 0. Given the initial approximation of solution z 0 , compute its projectioñ
Step 1 Solve all the scenario subproblems (2.5) to generate z k+1 ;
Step 2 If
Step 3 Computez k+1 = Jz k+1 and w k+1 = w k − βKz k+1 . Let k = k + 1 and go to step 1.
In the algorithm, z
, where · is the standard Euclidean norm. If the problem has a finite number of scenarios with the same probability for each scenario, then z
< as the stopping condition in Step 3 of Algorithm 2.1 is that Kz k+1 p can be very small even if z k+1 is far from the optimal solution of the original problem. On the other hand, it has been proven by Rockafellar and Wets that for
{γ k } is a nonincreasing sequence.
Problem (2.5) can be solved by standard nonlinear programming methods, such as the well-known successive quadratic programming (SQP in short) methods. For stochastic linear programming, (2.5) is a convex quadratic programming. Due to the special structure of the decomposition, the optimal point of (2.5) at the k-th iteration can be taken as the initial solution of the subproblem at the (k + 1)-th iteration. This is similar to the "warm start" technique used in SQP methods for nonlinear programs. In our implementation, problem (2. 3. The barrier progressive hedging method 3.1. Description of the algorithm. The method presented in this section is essentially the method proposed by Zhao [23] . (Here a different name is used because progressive hedging more appropriately describes the nature of the method). The convergence and polynomial-time complexity of the method have been established in [23] . The algorithm proposed in this paper is slightly different from that in [23] . Here we add a penalty term to enforce the nonanticipativity constraint and, hopefully, speed up the convergence. Let the nonanticipativity constraint be defined by
Here we assume that the matrix A has full row rank (which is required in the computation of the search direction in (3.8) ). This is different from the formulation of the nonanticipativity constraint as Kz = 0 in section 2, where K is a square matrix but rank deficient. Our assumption on A does not change the nature of the nonanticipativity constraint. However, the penalty terms in section 2 and this section require different treatments. Suppose that (u * (r), z * (r)) is the solution of (3.1)-(3.2) associated with r, it has been proved by Zhao [23] that if r → 0, (u * (r), z * (r)) will converge to the solution of (1 .5) is the s-th block of A with n columns. Let z k be the current iteration point and
Notice thatz k is the point in Z that is closest to z k . Since our goal is to find a point in Z, we want the new point z to be close toz k . Based on this observation, a reasonable approximation is, for each s, to replace z in the term A(z −z k ) by a vectorẑ which isz k except the s-th subvector which remains as z
Then the s-th term in the right hand side of (3.3) is approximated by need not be zero for z ∈ Z. For any fixed r, now we introduce a separable approximate problem to (3.1):
and
For any fixed u and barrier parameter r, the problem (3.5) can be decomposed into S unconstrained subproblems given by
For twice continuously differentiable convex functions f s and c
, if an initial interior point of (1.6) is given, (3.7) is a collection of smooth strictly convex subproblems and can be solved by many efficient methods, such as Newton method, for unconstrained optimization. Problem (3.4) is called the main problem. Suppose that z + is the solution of (3.7), a Newton step on u can be generated by applying the Newton method to (3.4): 
where α is a step-size decided by some line search procedure which will be discussed later.
One of the difficulties of the above procedure lies in the computation of (3.8). Some methods have been proposed in [23] to compute the Newton direction ∆u defined in (3.8) . By exploiting the special structure of A, the Newton direction ∆u can be computed in O(n 3 S) arithmetic operations, where n is the dimension given in (1.4). Now we described the barrier progressive hedging algorithm in detail.
Algorithm 3.1
Step 0 (Initialization) Given 1 > ν > 0, r 0 > 0, β ≥ 0, and tolerances on stopping criteria, 0 > 0 and > 0. Suppose an initial interior point z 0 of (1.6) is given. Set u 0 = 0, j = 0 and k = 0.
Step
Step 2 Solve the unconstrained minimization problems (using z k as the initial point)
is the solution of (3.10).
Step 3 Compute the Newton direction
Step 4 (Check the stopping criterion on u, called "criterion1"). If
is satisfied, goto step 6; Otherwise, goto step 5.
Step 5 Find the new point u k+1 = u k + α∆u, where α is the step-size along ∆u whose determination is described in detail in subsection 3.3. Solve the unconstrained minimization problems
) is the solution of the minimization problems (3.13) . Set k = k + 1. Go to Step 1.
Step 6 (Check the stopping criterion on r, called "criterion 2"). If r j ≤ holds, stop;
Otherwise, let r j+1 = νr j and set j = j + 1, then goto step 1.
The solution of the unconstrained subproblem.
This subsection describes the solution of the unconstrained subproblem (3.7) which appears in (3.10) and (3.13) Algorithm 3.1. Under the assumption that f s and c s are convex, the functions defined by (3.6) are strictly convex. Thus, (3.7) is a set of strictly convex unconstrained optimization problems. We do not solve these problems exactly. In our implementation, we use the stopping condition
where ∆z s is the Newton direction, · is the Euclidean norm, r is the logarithmic barrier parameter. Thus, the accuracy of the solution to (3.7) changes with r.
For the line search, we tried the golden section search method and the Armijo search method, and found that the former is more efficient for this subproblem. Because the function G s defined in (3.6) involves the logarithmic barrier function, it is infinite outside the feasible region and steep near the boundary. As the minimum of G s is usually located near the boundary, the golden section search method with high accuracy is more suitable to locate such minima than the Armijo search method, especially when r is close to zero. is the left-hand side quantity in (3.12). In practice, however, this step-length is usually too conservative. Hence, a more practically efficient line search is needed. Note that the evaluation of the dual objective function (3.2) requires almost the same computational effort as the evaluation of its gradient because both need to solve an entire set of subproblems. Therefore, the line search should use both the function and its gradient and check as few points as possible.
Let g(α) = Θ(u k + α∆u; r j , z k ), where Θ(· ; r j , z k ) is defined as in (3.5). Then g (α) = ∇ u Θ(u k + α∆u; r j , z k ) T ∆u. We perform the line search in the interval [0, α 1 ]. Here α 1 can be 1 or a number chosen according to the previous iteration. We will use the four values g(0), g (0), g(α 1 ) and g (α 1 ) to construct a curve and use its maximum to approximate the maximum of g(α). Normally, an interpolation polynomial is used as an approximate curve. But in our implementation, this approach does not work well. As we can observe in Fig. 2, g(α) has a very special form, its upward side and downward side are both very steep, and almost linear on a large portion of the curve. Hence we assume the approximate curve to be linear in the intervals [0, t 0 ] and [t 1 , α 1 ], and quadratic in [t 0 , t 1 ], i.e.
Let ζ be the intersection point of the two lines defined by the first and third equations in (3.15) . We observed that t 0 = ζ/3 is an appropriate choice for t 0 . So we are left to determine b 0 , b 1 , b 2 and t 1 , and this can be done by imposing the following continuity conditions at t 0 and t 1 :
The system (3.16) has a closed form solution which can be derived by a few steps of algebraic manipulations. With the coefficients of h(α) determined above, we can find the maximum of h(α),
In the following two cases, we do not perform the line search process described above, but simply choose α 1 as the step-length:
In case (i), g(α 1 ) is large enough. In case (ii), α 1 is either on the upward side or is not too far down from the maximum. Our line search subroutine goes as follows.
Algorithm 3.2
Step 0. Set α 1 = γσ (γ depends on the size of the problem, e.g. γ = √ nS). Compute
) and g (α 1 ). Set count = 1.
Step 1. If at least one of the conditions (i) and (ii) is satisfied, or count ≥ 3, stop;
Otherwise, goto step 2.
Step 2. Solve (3.16) . Set
, and count = count + 1; goto step 1.
is the left-hand side quantity in (3.12). In our experiment, "count" seldom reaches the value 3. This shows our line search procedure is very efficient.
Test problems and numerical results
Algorithm 2.1 and Algorithm 3.1 are programmed in Matlab version 5.3 on a personal computer running the Linux operating system. In this section, we report some preliminary numerical results on the algorithms applied to some multistage stochastic programming test problems. For all test problems, we use 10 for the barrier parameter in Algorithm 3.1.
Since the two algorithms use different stopping criteria and the exact optimal solutions are not known, comparison of the objective values and constraints violation are made.
In the following tables, NIT and NSS stand for the number of iterations and the number of scenario subproblems solved, respectively. RNC and VIC represent the l 2 norms of the residue of the nonanticipativity constraints and the violation of the inequality constraints respectively. CT is the computational time spent. OBF is the optimal value of the original objective function. For Algorithm 2.1, NIT is always the same as NSS. Since Algorithm 3.1 is an interior point method, VIC is always zero for Algorithm 3.1. Thus, NSS and VIC are not listed for Algorithm 2.1 and Algorithm 3.1 respectively.
4.1. The stochastic linear programs with coefficients generated by random number generators. We formulate the programs as in [4] , and they have the following form:
Let n = With different values of n, m, T and S, we generate a set of multistage stochastic linear test problems, which are summarized in Table 1 . Our numerical results for Algorithm 2.1 and Algorithm 3.1 are listed in Table 2 and Table 3 respectively, where Algorithm 2.1 is terminated if the computational time is greater than 80,000 seconds, whereas Algorithm 3.1 is terminated if the computational time is greater than 30,000 seconds. For LP7, we are not able to solve the problems by Algorithm 2.1 within the given time limit after trying several βs.
From their experiment for Algorithm 2.1, Helgason and Wallace [9] observed that the penalty parameter β should be as small as possible, provided it is large enough to guarantee convergence. In order to observe how the penalty parameter β affects the algorithms, we select three different values of β to test Algorithm 2.1 and Algorithm 3.1. The numerical results are listed in Table 4 , where the computational time of Algorithm 2.1 exceeds the limit for LP6 when β = 1, and for LP7 for all the selected βs. The computational time of Algorithm 3.1 exceeds the limit for LP7 when β = 10
We observe that from our implementation of Algorithm 2.1, small penalty parameter need not always produce better result. Indeed, for most of the problems, β = 0.1 performs better than β = 0.01 in terms of CT time. But varying β does not have a substantial influence on the performance of Algorithm 3.1. This is presumably due to the powerful effect of the barrier. 4.2. A multistage production planning problem. In order to meet random demands for its products over several time periods, a factory must decide on a production schedule to increase or decrease its production activity in different periods. The details on modeling this problem as an optimization problem can be found in [14] . As a test problem for multistage stochastic program with general recourse, it is described with complete data in [11] . At each stage, the decision is made as a function of the decisions and realizations of the random variables of the previous stages, and the expected future outcomes of the random variables. It can be thought of as a dynamic programming problem. But due to the high dimensionality of the state space of the problem, it is computationally difficult to solve it by a dynamic programming based method.
A solution for this problem has been presented in [14] . In this paper, by using scenario analysis technique, we reformulate it as a 5-stage stochastic program with recourse. Our model is as follows.
other stages
where q
, and the coefficients are given in [11] . In the model, 1, 2, 3) are variables in the first stage; y + j,t (j = 1, 2; t = 1, · · · , 4) are variables in subsequent stages (see [11] ). The original random variables ξ j,t (j = 1, 2; t = 1, . . . , 4) are continuously distributed. We divide the support of each random variable ξ j,t into several intervals (say, I Table 5 . Some small-size reformulations are also used to test Algorithm 2.1 and Algorithm 3.1. The size of the problems are listed in Table 6 . The numerical results are listed in Table 7 and Table 8 . 0.00 825.00 275.00
4.3. The manpower planning problem. An employer must decide upon the level of regular staff at various skill levels. In order to meet the random demand for services at minimum cost, the employer should make a schedule for temporary external manpower or regular staff overtime. This problem can be modeled as a multistage stochastic program with general recourse, which is described in [11] . We have tested four problems with different sizes (see Table 6 ), the numerical results are listed in Table 7 and Table 8 .
multistage stochastic nonlinear test problems
Algorithm 2.1 and Algorithm 3.1 are also used to solve some multistage stochastic nonlinear test problems. The first test problem is derived by adding a nonlinear term Table 9 . The other test problems are derived by adding 4 nonlinear constraints to LP1, LP2, LP3 and LP4. The first two constraints are Table 10 . The problem with nonlinear constraints added to the linear problem LPi is named NLPi. In our experiments, we used different values of β for each algorithm. Here for each algorithm we only report the best value of β and the corresponding numerical results.
Observations and Remarks
The main difference between Algorithm 2.1 and Algorithm 3.1 is that the Algorithm 3.1 smooths the Lagrangian dual function by barrier functions and the resulting problem is solved by a second-order method, namely, the Newton method. From the results of our preliminary numerical experiments, one can see obvious improvements in terms of the solution quality such as the residue of the nonanticipativity constraints (RNC) and the computational time. These numerical results, together with the strong convergence properties established in [23] , demonstrate the promising potential of the barrier progressive hedging method.
