The gauge connections corresponding to electromagnetism, YangMills theory and Einstein gravity can be derived by assuming specific commutation relations between the phase-space variables of a first quantized theory. Extending the procedure to noncommuting coordinates leads to new types of dynamics, which are explored. In particular, the conditions for the coexistence of an electromagnetic background and a noncommutative two-from are found, as well as a generalized mechanism of dimensional reduction. The noncommutative deformation of a gravitational background is also constructed. The present formulation suggests some simple experimental tests of noncommutativity.
Introduction and summary
Gauge invariance appeared as a useful symmetry of the Maxwell equations. It gradually gained recognition, especially after the advent of quantum mechanics. In 1929, Weyl [1] proposed it as a basic postulate, which enforced the existence of electromagnetic interactions. The subsequent generalization to non-Abelian [2] and gravitational [3] interactions, together with the ideas of spontaneous symmetry breaking and confinement, confirmed the universality of the gauge principle.
The first part of this paper endeavours to present a slightly unconventional viewpoint on gauge fields. It shows in a unified way that part of the content of a gauge theory -the connection and its corresponding field strenght -follow by postulating appropriate nonzero commutators between the momenta, or momenta and coordinates, of a first-quantized theory. The equations of motion of a point particle subject to such a gauge background also follow. When the underlying space is commutative, the above commutators fall naturally into three classes, corresponding to electromagnetic, Yang-Mills and gravitational fields. A brief description of a matrix model-like formulation for gauge fields also appears in Section 2.
Section 3 -the main part of the paper -extends the analysis to nontrivial commutators between the coordinates, and discusses the physical consequences of such situations. The conditions under which an electromagneticlike background and noncommutative space can coexist, for instance, are quite restrictive. They lead to simple signals of noncommutativity, which could be detected in a low-energy, cummulative and relatively simple experiment. A generalized mechanism for dimensional reduction is also discussed. A gravitational background on the other hand is not restricted in any way by noncommutativity, although the equations of motion of the test particle become more complex. They are written down for small noncommutativity, and can be used to put bounds on the noncommutative scale. A discussion of the significance of the noncommutativity 2-form closes Section 3.
Standard backgrounds via commutators 2.1 Electromagnetism and Yang-Mills
The simplest instance in which the commutation relations imply the existence of a gauge connection and symmetry is electromagnetism. To begin, consider a nonrelativistic (d + 1)-dimensional quantum-mechanical theory. Two elements encode the dynamics: the Hamiltonian,Ĥ(q i ,p i ), and the commutation relations between the phase space variablesq i andp i . We will use a free Hamiltonian,Ĥ = 1 2mp 2 , and will generate nontrivial dynamics through the following commutation relations:
The [p, p] commutator implies the presence of a magnetic field strength F ij .
In the Schrödinger picture, this is seen as follows. In the coordinate basis |q i > the relations (1) are represented by (
provided
The gauge connection appeared as a consequence of the nonvanishing of the [p, p] commutator. Eq. (3) is not an assumption; it is enforced by the Jacobi identity for p i , p j , p k ,
which is equivalent to the sourceless Maxwell equations. The Jacobi identity also implies that
precluding any dependence of F on p. Thus F (q) is a necessary condition, not an assumption. Due to (4), the present formalism does not accomodate magnetic monopoles. The Schrödinger equation includes a gauge field,
and gauge invariance is built in automatically. In operatorial formulation, the Heisenberg equations of motion reaḋ
and lead toq
This is the operatorial Lorentz force law for a particle in a magnetic field. The usualq i = F ijqj law is obtained by prescribing an ordering for the noncommuting operators q i and p i . If one works at the classical level, with Poisson brackets instead of commutators, one obtains directlyq i = F ijqj . The above considerations extend to relativistic quantum mechanics. Consider the operators p µ and q µ , µ = 0, 1, 2, . . . , d; q 0 = t is treated formally as an operator, canonically conjugated to the Hamiltonian
(with metric η = Diag[− + + · · · +]) one has, in the |q 0 , q > basis,
the later enforced again by the Jacobi identity. The Schrödinger equation follows from 2mHΨ = p 2 Ψ, and the Klein-Gordon equation in an electromagnetic background from H 2 Ψ = ( p 2 + m 2 )Ψ. A more elegant way is to introduce the proper time τ , on which p µ , q ν depend. By studying the proper-time evolution of p µ , q µ under the fictitious Hamiltonian 2H τ = p 2 µ , one obtains the particle equation of motion
The commutation relations fix the sourceless part of the Maxwell equations (the Bianchi identity, or existence of a connection), together with the equation of motion of a particle situated in an electromagnetic field (Lorentz law). The Maxwell equations with sources require extra assumptions, but can be inferred quite naturally: the Schrödinger equation (6) displays a divergenceless current j µ , which shares this property with ∂ ν F µν . This suggests that, up to a multiplicative factor,
A different view on (12) comes from a matrix model-like formulation of electromagnetism, derived as follows: (7) 
where
The first order differential equations (13) describe the evolution of p i , and thus implicitely the one of iF ij = [p i , p j ], suggesting that the equations with sources (12) are not needed. However, (13) has an infinite number of solutions, and to single out one extra constraints are needed. They are provided precisely by Eqs. (12). Finally, we extend the former procedure to non-Abelian connections. For this purpose we allow multi-component wave functions, assigning to the wavefunction an internal index a = 1, 2, . . . , n,
The commutation relations (14) can be represented by 
and the Jacobi identity implies that F does not depend on p, and that
The operatorial equations of motion for a test particle are derived like in the abelian case, and read
Gravity
Another possibility for the [p, p] commutator is to have the wave function carry a space-time index. The commutation relation is then
Obviously, R σ µνρ is intended to be the Riemann tensor. One may realize (18) via p µ = iD µ , where
(We assume that the covariant derivative is Leibniz.) Eqs. (18,19) lead to
with R satisfying all the usual symmetry properties (including Bianchi, again derived from Jacobi). However, due to the extra i, the R in (20) is complex, not the real (in both senses) R we are after. The mismatch is due to the real gravity connection appearing at the classical level, via ∂ → ∂ +Γ, without the extra i the approach (18) introduces 1 . We conclude that [p, p] commutators cannot generate Einstein's connection.
There is however a different, quite natural, way to introduce the effect of a gravitational background, by postulating
with g µν symmetric 2 and nondegenerate, and
ν depend on the proper time τ , and do dτ ≡ȯ. The Hamiltonian is taken to be 
(q and p are now classical variables, not operators).
Half of the Hamilton equations givė
whereas the second half of them reads
Using the relation ∂ κ g µν = −(∂ κ g στ )g µσ g ντ and Eqs. (24,25) one obtains
Above, Γ is the usual Christoffel connection,
Eqs. (27,28) describe the motion of a point-particle in a gravitational background, represented by the metric g κµ (q). At this point, the Riemann tensor can be defined through
and all its symmetries follow in the usual way. The same applies to gauge invariance. In contrast to electromagnetism and the unsuccessful attempt (18), the symmetries and the Bianchi identity of (29) do not follow from the Jacobi identities, which are in fact identically satisfied, as straightforward calculation shows. Thus no constraints are imposed on the metric, which is a genuine Einstein gravity background.
To proceed to the quantum-mechanical level, one has to prescribe an ordering, be it left, right, symmetric, or whatever, of the operators q and p. Any of those orderings satisfies
where < . . . > denotes the operation of taking a given ordering. Eq. (30) and the commutativity of operators under ordering symbols allow one to adapt step by step the derivation (23-27) to the operatorial case. The Schrödinger equation H(q, p)Ψ = −i∂ t Ψ is a more delicate issue, being ordering dependent. The kinetic part of H gives, in addition to the Laplace-Beltrami operator, an ordering dependent correction. This well-known issue is discussed at length from the usual point of view in [5] . Considering simultaneously nontrivial [p, p] and [q, p] commutators only amounts to a superposition of electromagnetic and gravitational backgrounds. The constraints imposed by the Jacobi identity remain those of a flat background (i.e. independence of F from p and Bianchi for F (q)).
On the other hand, one can allow the metric to depend on both q and p, g(q, p), This leads to the same Jacobi constraints as above (trivially satisfied only when F is zero), but to equations of motion more complicated than (27). The first Hamilton equation,
already shows that it becomes difficult even to express p κ as a function ofq µ . The second Hamilton equation is quite complicated, especially when F = 0, and is not reproduced here. One particularly simple case stands out however, namely g(p) and F = 0. Thenq κ and H in (31) are exclusively functions of p µ ,q κ = {q κ (p µ ), H(p ν )} = 0, and the test particle has flat space motion This remains true upon introduction of noncommutativity, θ = 0, but is completely spoiled if F = 0.
We generated the three known types of gauge backgrounds via [p, p] and [q, p] commutators. We proceed with nontrivial [q, q] commutators.
3 Noncommutative space
Electromagnetism and noncommutativity
Consider first a generalized electromagnetic background F (q, p), living on a space with noncommutativity field θ(q, p), and flat metric g ij = δ ij :
The relativistic generalization δ ij → η µν is straightforward. To avoid explicit referral to ordering issues, we work with Poisson brackets, i.e. −i[, ] → {, }.
If the Hamiltonian depends only on the momenta, H(p), the equations of motion are not modified by a nonzero θ ij . The Jacobi identities change however, no matter what the Hamiltonian is; they read
The Jacobi identities ensure the invariance of the commutation relations under time evolution, for a generic Hamiltonian H(p, q). Explicitely:
and Eqs. (33-36) ensure the right hand side in (37-38) to be zero. They also restrict F and θ to one of the following forms:
• F and θ both constant
• θ constant, and F (q, p) constrained by (33,35)
• F constant, and θ(q, p) constrained by(34,36)
• F (q, p) and θ(q, p), both constrained by (33-36)
In particular, (33) forbids an electromagnetic field strength to depend only on the coordinates, F ij (q), if θ ij = 0. We proceed to discuss all the above situations in turn; in most cases θ and F are related.
θ and F constant, or noncommutative quantum mechanics [6] , the simplest case. It is not our main interest here.
F constant and θ(q, p). Eq. (34) constrains the functional dependence of θ to be of the form θ(p m ) = θ(p m − F mn q n ). To satisfy (36) also, one can either block-diagonalize θ, or require ∂p
The equations of motion do not change if H(p), they remain those of a classical particle in a constant electromagnetic field. The Schrödinger equation in (2+1)-dimensions [7] confirms that: ψ(q 1 , p 2 ) satisfies the same equation as when θ ≡ 0. The only difference is that objects like ψ(q 1 , q 2 ) and ψ(p 1 , p 2 ) are not definable anymore.
Two limiting cases exist: 1. F = 0 and θ(p), which implies a 'p-Bianchi identity' for θ,
θ(p) plays the role of a magnetic field in momentum space [7] . To make the duality q ↔ −p fully manifest one has however to introduce a harmonic potential, V ∼ q 2 . Again, if ∂ q H(p, q) = 0, θ has no effect on the equations of motion, which remain those of a free particle.
2. F −1 → 0 and θ → θ(q). If one allows a potential term also,
F (q, p) and θ constant. Experimental signals.
If θ is constant, Eq. (33) requires that F = F (q m ) = F (q m + θ mn p n ). To satisfy (35) one can either partially block-diagonalize F and θ such that they couple only pairs of directions, or just look for a solution of (35) for F (q m ). (35) is automatically satisfied in two dimensions (2D), where our main interest will be. For small θ one obtains, for a particle of mass m,
We have thus the superposition of a usual electromagnetic background, linear in velocities, and of a force quadratic in the velocities, ∂ s F (q) mn θ stqtq n . γ s tn ≡ ∂ s F (q) mn θ st simulates a gravitational connection. This interpretation is however valid only in one reference frame, since γ s tn does not behave like a Christoffel symbol under generalized coordinate transformations.
It is important that a nonzero noncommutativity, θ = 0, requires F (q, p). Noncommutativity might consequently be detected through the effects of the additional term in (41). A simple set-up [8] actually provides a good bound for θ. Consider motion in a plane labelled by coordinates q 1 = x, q 2 = y, and assume a magnetic field of spatial dependence F (x, y) = Be(y), with e(y) the Heaviside step function, the integral of Dirac's delta function,
The particle, with initial velocity v 0 , penetrates at point P in the half-plane with nonvanishing magnetic field. There, its velocity will change to v ′ , with which it starts the usual circular motion in the field B. While exiting the superior half-plane, its velocity will change to a final v ′′ . Eq. (41) leads to
Denotingẋ = v x ,ẏ = v y , and using δ(y) = δ(v y t) =
δ(t) |vy|
, one has
and integrating from t = −ǫ to t = ǫ (and ǫ → 0) one obtains
An instantaneous velocity change -and no instantaneous displacement -appears at the point at which the particle enters the magnetic field. The change in kinetic energy is of order
. The opposite mechanism works while the particle exits the magnetic field region. This renders the correction quadratic in θ, i.e. quite small. To avoid that, figure 1b proposes a slightly modified configuration, which allows the particle to exit the magnetic field along the gradient. In this case no unconventional velocity shift occurs at P', and the particle maintains the O(θ) effects of (43).
It is important that the noncommutative correction (43) depends also on the ratio 
where 10 2n is the number of revolutions performed by the particle, without any noncommutative effect appearing. Accurate control for n = 5 seems an easy task, implying that one can probe noncommutativity in the T eV region with a classical, low-energy and cheap experiment! One can also study the noncommutative Aharonov-Bohm effect using the above considerations. A path integral formalism [7] is convenient, and the final result is that the phase shift produced by a magnetic field B inside a thin solenoid does depend on B(1 + θB), instead of B. The bound on θ is weaker then (45).
Using the relativistic formulation, one can also use the Hydrogen atom to put bounds on θ. For, if θ 12 = θ = 0, then F 0i (x + θẏ, y − θẋ, z): the Coulomb potential displays a velocity-dependent and anisotropic correction
). As the present work focuses on the theoretical structure implied by nonconstant backgrounds, the effects of the above potential will be discussed separately.
Finally, let us mention the two limiting cases: 1. θ = 0 and F (q), which is usual electromagnetism. 2. θ −1 → 0 and F → F (p), which has the following dynamical content:
, due to θ → ∞, the potential term will dominate the dynamics; in a first approximationq
F (q, p) and θ(q, p). Dimensional reduction.
We proceed with the case in which both θ and F are nonconstant. The Jacobi identities imply that they should depend on both q's and p's. Since handling the generic Jacobi identities is somehow messy, we work in the 2D case, q 1 , q 2 , p 1 , p 2 depending on t, F 12 ≡ F , θ 12 ≡ θ. Then, (35,36) are identically satisfied, whereas (33,34) read:
If we assume θ small and slowly varying, we may try the solution (41),
Expanding in powers of θ we arrive at the constraint θ ∼ F −1 . Interestingly, if we assume that F depends only on q 1 and p 2 , and try to solve (46,47) by separation of variables, we end-up again with F = θ −1 . The same happens if we assume F (q 2 , p 1 ), the solution obtained by separation of variables being
c 1 and c 2 are two arbitrary constants. Actually, a more general solution of (46,47) can be found, of the form
Also, if one assumes θ = F n , one finds solutions only if n = −1. If F = θ −1 , half of the equations in (46,47) trivialize. The above solutions and remarks suggest that, in general, the Jacobi identities (46,47) imply that, if F and θ are both nonconstant, they are related through
This is an important statement, as it will be shown below that (50) implies a 'collapse' of the phase space from four dimensions to two. This dimensional reduction is independent of the dynamics; it takes place for any Hamiltonian.
We do not have a general proof that all the solutions of (46,47) imply (50), but we further support this conjecture by noticing that, due to the
symmetry of (46,47), F and 1/θ satisfy the same equations
where either f = F or f = 1/θ. (The additional q 1 , p 2 ←→ −q 2 , p 1 symmetry of the system is also evident.) Moreover, F and 1/θ are connected through the equations in (46,47). It seems that there is little space left for additional solutions not satisfying (50). In consequence, it appears that three types of noncommutative space can exist: 1. θ and F both constant; 2. Either θ or F constant; 3. None constant, with dimensional reduction taking place spontaneously.
We will now show that F = 1 θ arises if and only if the q's and p's are not independent, i.e. if dimensional reduction takes place. For generality, we work in an arbitrary number of dimensions. Whenever we revert to 2D parlance, we will write as before θ ≡ θ 12 , F ≡ F 12 . First, assume there exists a relation between the q i 's and the p j 's, say,
Asking consistency of the commutation relations, one obtains 
or
12 in 2D parlance. (50) is thus enforced by (53) and (32). An alternative derivation uses the following chain of equalities, δ (55) is fully consistent with the commutation relations:
Conversely, (55) implies (53), with the relationship between the q's and the p's actually taking the more precise from
To prove this, first notice that (55) and the equations of motion imply thaṫ
This already shows that dimensional reduction occurs, since the variations of the q's and the p's are related. Eq. (57) follows from Eq. (58) onceθ = 0. To prove that, first observe that Jacobi implies {F, q i } = 0 and {θ,
However, if θF = 1, it happens that bothθ = 0 andḞ = 0, ∀H(p, q). This is so because if θ is a function of F or viceversa, then the nonzero terms in (59) become zero, due to {θ,
{θ, p j } = 0. Thus F (q, p) and θ(q, p) are constants of motion, for instance functions of the Hamiltonian. Ifθ = 0, thenq = θṗ implies q = θp, and viceversa, and (57) is proved. We note in passing that if H(p),θ = 0 immediately, due to Jacobi, cf. (59), and θ(q, p) is a constant of motion.
One may ask now: under what conditions are (57) and (54) compatible? It turns out (differentiating with respect to p) that those conditions are precisely the Jacobi identities, now meaning that the total variation of F or θ with respect to one set of coordinates (q xor p) is zero. That the Jacobi identity {θ mn , p l } = 0 means zero total variation of θ in reduced space can be seen from the following sequence of equalities: = 0. This is satisfied either by constant F and θ, or by such a dependencies which cancels when q = q(p). In 2D, such examples are
, or a more general one,
. It is easy to check that any of those F 's satisfies {F, q l } = 0, once F = θ −1 . For θ and F constant in (55), the dimensional reduction occuring when F = θ −1 has long been known in a slightly different form [9] . Here we generalized it to the case of nonconstant backgrounds.
Gravity and noncommutativity
Consider for simplicity the case in which the metric depends only on the coordinates, g(q), and the electromagnetic-like background vanishes, F = 0:
while F and g introduce in the equations of motion terms linear, respectively quadratic, in the velocitiesq m , θ brings in terms cubic in the velocities. The equation of motion for a test particle (65) can be used to put a stringent bound on θ; this will be discussed in detail elsewhere.
Significance of θ
We saw that F is related to the field-strenght of a gauge field, and g to the metric of a gravitational theory. One may then ask: what does θ correspond to?
Although several points of view are possible, we present here only the simplest one. One can first go to a higher dimensional space, by promoting the phase-space {q, p} to an ordinary (commutative) configuration space {x} = {q, p}. The fields F (q, p) and θ(q, p) are then united into one field F (x), living in the enlarged space x, on which the Maxwell equations are imposed. (One may deform those equations while extending them to the p part of the space, but no compelling reason requires that.) θ is then interpreted as a part of an electromagnetic background living in a higher dimensional space. The relation with noncommutative dynamics is established in the following way. Consider a particle with mass M 0 and position x(t), interacting with the F field. The Lagrangian is
where F ab (x) = ∂ a A b − ∂ b A a . x a , x b denote both q i and p j . To separate between them, use also the notation q i ≡ x i , q j ≡ x j , p i ≡ x I , p j ≡ x J , etc. Consider now a background field F of the form
By a simple extension of a classic argument [9] it can be shown that in the limit M 0 → 0 (69) the until now ordinary point particle will transform into one evolving in a phase-space {q i , p j } having the 'noncommutative' symplectic structure (32), and driven by a quadratic Hamiltonian [unless additional terms appear in (67)]. According to (55-58), a second dimensional reduction may take place, if F ij θ jk = −δ ik , In conclusion, one can interpret the noncommutativity form θ as a part of a higher dimensional electromagnetic field F , with the noncommutative dynamics (32) of test particles arising upon taking the limit 
