The design of space-time (ST) codes employing multiple trellis coded modulation (MTCM) is considered. This structure is shown to be necessary for achieving maximum transmit diversity gain when using trellis codes with parallel paths. Systematic code search procedures with low complexity are described based on the properties of ST-MTCM codes. It is illustrated that, if the trellis branches are properly labeled, the overall coding gain can be made larger than that achieved by conventional ST codes with the same throughput and the same number of states.
Introduction
Space-time (ST) codes have recently attracted signi cant attention 1]-13], since they provide an e ective way to fully exploit both transmit diversity and receive diversity to overcome the impairments of wireless fading channels. Good ST codes are typically designed by jointly considering the error correction coding gain and diversity gain possible with properly formated signals. Hence, reliable, high data rate, transmissions over fading channels are enabled. In 1] , two examples of smart-greedy space-time codes are very brie y presented.
These smart-greedy codes employ multiple trellis coded modulation (MTCM) , in which each trellis branch corresponds to multiple symbol transmissions from each transmit antenna.
The majority of the discussions in 1] focus on conventional trellis coded modulation (TCM) (i.e., only one symbol per trellis branch for each transmit antenna) 14, 15] . Some systematic design procedures for space-time codes employing standard TCM have recently been developed 16, 17, 18] . However, systematic design procedures for ST-MTCM codes have not been given. That is the subject of this paper. The importance of this topic should be clear since we show that when trellis codes have parallel paths, it is not possible to achieve maximum transmit diversity gain by using conventional TCM. In these cases, ST-MTCM codes should be applied. For this reason, this paper focuses on trellis codes with parallel paths.
Motivated by Ungerboeck's set partitioning scheme 14, 15] and a classic study of single antenna MTCM code design in fast fading channels 19, 20] , we propose an approach for properly labeling the trellis branches for ST-MTCM codes. It is demonstrated in 1] that the performance measure is di erent for ST codes from the performance measures employed in 14, 15, 19, 20] . This leads to a di erent de nition of the distance between codewords. However, the similarity is that we still need to rank all the possible distances among codewords. Further, the parallel paths should be labeled to have the largest intradistances while the paths remerging to or diverging from the same state should be labeled to have large inter-distances as well. For ST-MTCM codes, the coding redundancy is not only spread across the parallel transmissions from multiple antennas but the coding redundancy is also spread along the serial transmissions from each antenna. Our results indicate that larger coding gain may be achieved for ST-MTCM codes compared to conventional ST-TCM codes.
The related work in 21] appears to be more focused on ST-MTCM code design for fast fading channels, while for this case we simply indicate how to extend the seminal work in 19, 20] to multiple antenna cases. The majority of the discussions in our paper focus on quasi-static channels. The class of codes considered in this paper is also di erent from the class considered in 21]. In 21], the Calderbank-Mazo analytic description is applied to generate trellis codes, while in this paper we used a di erent approach by constructing a generator matrix for linear convolutional codes. In fact, the codes we consider are of the same type as those in 1], which allows us to demonstrate improvements over the best codes of the type designed in 1] when both set of codes are tested for the same channels for which these codes were designed.
In Section 2, we brie y describe the system model and the design criterion for conventional ST-TCM codes. In Section 3, systematic code design procedures with low complexity are described to produce ST-MTCM codes with good performance for quasi-static at fading and fast at fading channels. In Section 4, we present some examples of good ST-MTCM codes. Simulation results illustrate that performance improvement relative to conventional ST-TCM codes can be achieved by using ST-MTCM codes if the trellis branches are properly labeled. Conclusions are provided in Section 5.
System Model and Design Criterion
We consider a communication system employing N transmit antennas and M receive antennas. The information sequence is rst channel encoded into N parallel sequences. These parallel sequences are then pulse-shaped, modulated, and transmitted simultaneously from it is reasonable to assume the signals on the NM transmission paths between transmitter and receiver antennas undergo independent fading conditions. Under this assumption, it is possible to achieve signi cant transmit diversity gain and receive diversity gain for wireless fading channels. We also assume the channel state information is completely known and the Viterbi algorithm is employed for decoding.
Assume a maximum-likelihood decoder decides erroneously in favor of codeword e = e . It follows that a diversity gain of rM and a coding gain of
is achieved.
In fast, at Rayleigh fading channels, where the fading coe cients are statistically independent from one time slot to another, the pairwise error probability of deciding for e when c is transmitted is upper bounded by As per convention, we label the trellis paths with the corresponding value of x from (5). Denote G = (g 
where u 1 and u 2 only di er in the last q ? s bits and the rst 2s bits are xed to describe a speci c state transition. The de nition of branch distance (note this is not a real distance, the term is just used for convenience) used in (6) is
for quasi-static at fading;
for fast at fading.
which is di erent for quasi-static fading and fast fading channels. In ( The notion of intra-distance and inter-distance are important in our code design procedure so we review these and their relationship to the generator matrix prior to describing our code design algorithms using an illustrative example. Consider an example of a twostate, MTCM (p = 2) space-time code with QPSK modulation for two transmit antenna (N = 2) cases. The trellis diagram is illustrated in Figure 2 along with the generator matrix G. Each trellis branch is labeled by pN = 4 symbols. In this case q = 2 and s = 1. Assume that the rst two symbols are transmitted simultaneously from two antennas during time slot k. Then the third and fourth symbols are simultaneously transmitted during time slot k + 1. The transition from state 0 to state 0 is described by the top two parallel branches in Figure 2 . If the input is 00, so that u = (0; 0; 0), then the top branch is taken, with the label 0000. When the two input bits are 01, i.e., u = (0; 0; 1) in (5), this corresponds to the branch labeled g 3 as shown in Figure 2 . From (6), we can see that g 3 determines the intradistance of two parallel paths for any xed state transition. However, for xed g 3 , either g 1 or g 2 determine the inter-distance of transitions merging into or diverging from state 0 respectively. In general, for a given G with xed fg i ; i = 2s + 1; :::; s + qg, fg i ; i = 1:::2sg determine the inter-distance of transitions merging into or diverging from the same state while fg i ; i = 2s + 1:::s + qg determine the intra-distance among parallel paths for a xed state transition. a more e cient row-wise search can be performed over G. Code search procedures are discussed for quasi-static at fading channels and fast at fading channels respectively. Also, we assume p N, which is necessary to achieve transmit diversity gain when the trellis codes have parallel paths.
Quasi-static at fading channels As described in Section 2, for quasi-static at fading channels, the design criterion is to nd codes which produce A(c; e) which are always full rank (maximum diversity gain) for all distinct pairs of c and e. Further, the minimum value of coding gain det (A(c; e))] 1=N (over all c; e) is to be simultaneously maximized. Fortunately, the maximum diversity gain consideration can be embedded in a search for codes with maximum coding gain (det(A(c; e)) 6 = 0). 
Lemma 1 Given two non-negative de nite matrices D and E, we have det(D + E) det(D).
Note that each term in the sum in (8) is a non-negative de nite matrix. From Lemma 1 we see that the coding gain for an error event with length greater than 1 is lower bounded by any single term in the sum in (8) . In our approach, we consider the term corresponding to two transitions remerging to or diverging from the same state. This is a speci c inter-distance determined by fg i ; i = 1; :::; 2sg (if fg i ; i = 2s + 1; :::; s + qg is xed). Focusing on this inter-distance provides a simple way to choose candidate fg i ; i = 1; :::; 2sg to augment our choice of candidate fg i ; i = 2s + 1; :::; s + qg previously described. At the same time we can guarantee maximum diversity gain by requiring the coding gain de ned in (8) to be nonzero.
Once we know the inter-distances and the intra-distance we can bound the coding gain for error events with length greater than 1 so the candidate choices should be reasonably good.
To make sure, next we check the candidate design to see if it provides good . If not, we modify our candidate G to seek improved perfromance. We summarize our algorithm as follows. Thus a row-wise search is performed, which is much more e cient than an entire entry-wise search. However, it may converge to a sub-optimal solution.
Fast at fading channels As described in Section 2, for fast at fading channels, the design criterion is to rst maximize the minimum of j (c; e)j. Then we consider only c and e that produce this minimum j (c; e)j and attempt to maximize the minimum of Q k2 (c;e) jc k ? e k j Table 1 .
Modulation p q code rate (time)
8PSK 2 2 1=3 Table 1 : Parameters for codes to be compared.
In Table 2 we provide three code examples for quasi-static at fading channels. Code 1 is the optimum (maximum diversity gain and maximum coding gain) BPSK ST-TCM code. Code 2 is an optimum ST-2TCM code with QPSK modulation obtained through the procedures discussed in Section 3. Optimality was veri ed using a complete search. The last two columns are just a permutation of the rst two columns in G in Table 2 . The labeling across time follows a pattern similar to a repetition code. Code 3 is an optimum ST-2TCM code with 8PSK modulation. It achieves the maximum coding gain (and diversity gain). Table 2 also lists the corresponding theoretical coding gain . In Figure 3 are reasonable since our design criterion optimizes FER only for larger SNRs. Our design criterion focuses on maximizing the minimum coding gain, which just sets the pairwise error probability for the worst case c and e. However, since the codeword that will be transmitted is random, the distribution of the coding gain for all c and e is relevant. We obtain some information on the coding gain distribution by computing the coding gain averaged over all length-k error events 1 k 3. This quantity av is included in Table 2 . Some justi cation and further discussion of av is given in 16]. Table 2 shows that av for Code 2 is larger than that for Code 3.
In Table 3 we show the best 4 BPSK ST-TCM code (Code 4) we found, an optimum QPSK ST-2TCM code (Code 5) and an optimum 8PSK-2TCM code (Code 6) designed for a fast, at fading channel. Careful examination reveals that Code 6 is actually identical to Code 5 when viewed in terms of actual constellation symbols transmitted. This is not surprising since the 8PSK constellation includes the QPSK constellation. Further, the largest six distances between 8PSK constellation symbols are exactly the same as those from the QPSK constellation. These distances determine the three rows of G so we obtain the same G in either case (except that the 8-PSK constellation is labeled di erently). Thus, we cannot obtain extra coding gain by using higher order modulation in this case. Table 3 Table 3 : Code examples designed for fast at fading channels.
and Code 6. For reasons similar to the consideration of coding gain distribution for codes in quasi-static at fading channel cases, in fast at fading channels it is informative to consider the diversity gain distribution for all the possible j (c; e)j. In particular, we consider the diversity gain, denoted as j 1 j, achieved by all the second shortest error event paths, with length being l 0 + 1. Using j 1 j as a measure, a diversity gain of 3 is achieved for Code 4 when length-3 error event paths are considered. Similarly, a diversity gain of 4 is achieved for Code 5 when length-2 error event paths are considered.
In Figure 4 , the performance of Code 4 and Code 5 is compared in a fast at fading channel when 2 and 4 receive antennas are used. It is not surprising that Code 5 outperforms Code 4. We also plot the performance curve for Code 2 in Figure 4 . It is observed that Code 2 has better performance than Code 4, however, worse performance than Code 5. This is because Code 2 achieves good diversity gain performance even in fast fading channels, but it is not optimum in terms of coding gain. We can regard Code 2 as an example of smart-greedy code 1]. Similarly, in Figure 5 the performance of Code 5 is compared with that of Code 1 and Code 2 for a quasi-static at fading channel case. We notice that Code 5 performs poorly at high SNR in the quasi-static fading channel. Recall it is designed to be optimum for fast fading channels and does not meet the maximum transmit diversity gain design criterion for quasi-static fading channels. 
Conclusions
In this paper, we have shown that ST-MTCM codes are necessary (conventional TCM is insu cient) to achieve the maximum diversity gain for trellis codes with parallel paths. E cient systematic code search procedures for ST-MTCM codes were described for both quasi-static at fading channels and fast at fading channels. Simulation results illustrate that ST-MTCM codes have better performance than traditional ST codes with the same throughput when the trellis branches are properly labeled. Thus, our code design procedure appears to be quite useful. Finally, we note that our investiagtions indicate the value of considering the distribution of the coding gain for all the possible error events, instead of just the just computing the coding gain for the worst case error event.
