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n people have distinct bits of information which they can communicate by k-person conference 
calls. The object of gossip is to inform everyone of everyone else’s information. Which networks 
admit a minimum call gossip scheme? For k= 2 a necessary and sufficient condition for such a 
network is that it is connected and contains a cycle of length 4. We address the same question 
for k > 2. The values of n are partitioned into 2 classes: trivial and nontrivial. A necessary and 
sufficient condition is given for networks of size n for trivial n. For nontrivial n a sufficient condi- 
tion is given and its necessity is conjectured. 
1. Preliminaries 
Suppose that each of n people has a unique piece of information that can be ex- 
changed by k-person telephone calls. Each call allows all k participants to learn the 
union of the information known by the individual participants. The object of 
gossiping is to produce a sequence of calls which results in every person knowing 
all n pieces of information. A sequence of calls is termed a calling scheme. Such a 
scheme is valid if it completes the gossiping process. A minimum calling scheme is 
a valid calling scheme which includes exactly f(n, k) calls. 
The following question naturally arises: 
Question 1. What is the minimum number, denoted f(n, k), of calls necessary to 
fully inform everyone assuming that any k people may form a call? 
Question 1 was answered for k= 2 by several authors including Tijdeman 1~1, 
Baker and Shostak [l], and Hajnal, Milner, and Szemeredi [5]. The result can be 
stated as: 
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Theorem 1. f(n, 2) = 2n - 4 for n L 4. 
For small n the values are f (1,2) = 0, f(2,2) = 1, and f (3,2) = 3. 
For k > 2, Question 1 was answered by Lebensold [S], Bermond [2], and Kleitman 
and Shearer [7]: 
Lemma 1. 
f (n, k) = 
[sj + 1x1 for l<n<k2, 
n-k 
2- 
i 1 k-l for n 2 k2. 
We call an integer n nontrivial if n can be expressed as n =rnk+p(k- 1) with 
2 5 m I k and p 2 0. All other n are called trivial. Theorem 2 follows from Lemma 1. 
Theorem 2. 
n-k 
2- 
1 1 k-l if n is nontrivial, f(n, 4 = 
+ 1 otherwise. 
We wish to consider questions concerning the number of calls required to gossip in 
situations in which only specified groups of k people may form a call. Let Gallowed 
be a k-uniform hypergraph (each edge contains exactly k vertices) on n vertices such 
that each edge corresponds to a call that is permitted between k people. For a given 
k-uniform hypergraph Gallowed on n vertices let t(Gallowed) be the minimum number 
of calls in any valid calling scheme on Gallowed. 
The following questions arise: 
Question 2. Which restricted sets of calls admit a minimum calling scheme? (That 
is, for which Gallowed is t(G,,,,,,,)=f(n, k)?) 
Question 3. What is the maximum number of calls that could be required in 
G allowed? (That is, how large can t(Gallowed) be?) 
In this paper we investigate these questions for k>2. In the next section we 
attempt to characterize the k-uniform hypergraphs which admit a minimum calling 
scheme. In the last section we consider question Question 3. We will restrict our 
attention to k-uniform hypergraphs (called graphs below). Since calls are repre- 
sented by edges we will use these words interchangeably. 
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2. Characterizations of graphs which admit minimum calling schemes 
Question 2 was answered for k = 2 by Bumby [3] and by Kleitman and Shearer 
[7] after some preliminary results by Harary and Schwenk [6] and Golumbic [4]. The 
answer to Question 2 for k = 2 can be stated: 
Theorem 3a. Gallowed admits a minimum calling scheme if and only if it is con- 
nected and contains a cycle of length 4. 
A k-uniform hypergraph on n vertices, G,, is induced by a minimum calling 
scheme S by introducing only those edges corresponding to calls in the scheme. Let 
9 (n, k) be the set of all k-uniform hypergraphs on n vertices which contain such 
a Gs as a spanning subgraph. The previous theorem may be reformulated: 
Theorem 3b. G E Y (n, 2) if and only if G is connected and contains a cycle of length 
4 as a subgraph. 
We will attempt a similar characterization of G(n, k) for k > 2. We begin by pre- 
senting some combinatorial results: 
Lemma 2. n is trivial if and onfy if n can be expressed as n = d + q(k - 1) with 
Osqrd-1 and 2sdsk. 
Lemma 3. If n is trivial, then f(n, k) = 2q + 1. 
If a calling scheme S is the sequence of calls C,, Cz, . . . , Cj then the reversal of S 
is the sequence of calls C;, C’;_i, . . . . C,. 
Lemma 4. The reversal S’ of any valid calling scheme S is also a valid calling scheme. 
Proof. Assume the lemma was false. Then in S’ some person a does not learn 
another person b’s information. Thus, there is no path from a to b in the total 
ordering of the calls S’. Thus, in the reversal of S’, that is S, there is no path from 
b to a and a does not learn b’s information. Since S is a valid calling scheme, this 
cannot be the case; thus S’ must be a valid calling scheme. q 
Theorem 4. For trivial n, GE V (n, k) if and only if there is a spanning subgraph 
H of G which has a distinguished edge h and the remaining edges of H can be parti- 
tioned into two (not necessarily disjoint) sets of q edges such that h and either set 
form a connected spanning subgraph of G. 
Proof. Consider the subgraphs H’, H” of H each consisting of h and one of the 
sets of q edges. Define a function d(e) for each edge in each subgraph which is the 
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distance to h in the subgraph: 
d(h) = 0, 
d(e) = min{d(e’) ) e’ adjacent to e} + 1. 
We impose a partial order on the edges in H’ such that aab if d(a)>d(b) and on 
the edges in H” such that cae if d(c) < d(e). The union of these partial orders is a 
partial order on H. Any calling scheme of 2q + 1 calls consistent with this partial 
order which includes each edge at least once is a minimum calling scheme on n ver- 
tices. Thus GE Y (n, k). 
Assume GE Y(n,k) and consider a minimum calling scheme S on G. Since 
n = d + q(k - 1) and q 5 d - 1 we know that n I qk + 1. Thus after the first q calls in 
S there is at least one person who has not participated in any calls and everyone else 
must learn his information during the last qf 1 calls. This person, a, must be in- 
volved in the (q+ 1)st call and the remaining calls must connect a to each of the 
other individuals. The last q + 1 calls must form a connected spanning graph. Since 
the reversal S’must also be a valid scheme the first q+ 1 calls must form a connected 
spanning graph. The (q+ 1)st call is the edge h. 0 
To consider the nontrivial n we introduce the notion of a ‘hub’, This is a subgraph 
which allows a great deal of parallel information exchange as the 4-cycle does in the 
k = 2 case. The vertices of the 4-cycle can exchange all their information by first 
completing one pair of non-adjacent calls and then the other pair. A method for 
gossiping when k = 2 on a connected graph with a 4-cycle would be: 
(1) Transmit all information from vertices not on the 4-cycle to a vertex on the 
4-cycle. 
(2) Complete the 4-cycle calls as described above. 
(3) Transmit the total information back to the other vertices. 
For k > 2 the hub is a structure which behaves like the 4-cycle in the above method. 
Recall that n is nontrivial if it can be expressed as n = mk +p(k - 1) with 2 (: m 5 k 
and pro. 
Lemma 5. For nontrivial n, f(n, k) = 2(m +p). 
Two sets of edges are perpendicular if each edge of the first set is adjacent to every 
edge in the second set. A hub is two sets of m mutually disjoint edges which are per- 
pendicular. (Note that rns k.) A hub with n =mk vertices represents a minimum 
scheme for those vertices. Example of hubs are shown in Fig. 1. 
A hub can contain more than mk vertices. The two sets of perpendicular edges 
in a hub will be referred to as the set of horizontal edges and the set of vertical edges 
for ease of discussion. See Fig. 2. 
For nontrivial n, define .Y(n, k) to be the set of graphs H such that: 
(a) The edges of H can be partitioned into a hub of 2m edges and two sets 
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of p edges A and B. Note that m, p used here are values such that n = mk+p(k- 1) 
with 2smsk and prQ. 
(b) Every vertex which is not contained in a vertical edge in the hub is contained 
in an edge of A. 
(c) Each connected component of A contains a vertex from a vertical edge. 
(d) Every vertex which is not contained in a horizontal edge in the hub is con- 
tained in an edge of B. 
(e) Each connected compontent of B contains either a vertex from a horizontal 
edge or an edge which intersects all of the vertical edges. 
Note that those edges of B which intersect all vertical edges behave like horizontal 
hub edges. 
Theorem 5. For nontrivial n, if G contains a spanning subgraph HE Y(n, k), then 
GE 9 (n, k). 
Proof. Let G contain such a subgraph H. As in the proof of Theorem 4 we define 
a partial order on the edges of H. Consider the spanning subgraphs H’ consisting 
of the set of edges A and the vertical hub edges and H” consisting of the edges B 
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together with the horizontal hub edges. Define a function d(e) on each edge e in H’ 
d(h) = 0 if h is a hub edge in If’, 
d(e) = min{d(e’) 1 e is adjacent to e’ in H’} + 1. 
The function d(e) on edges e in H’ is defined 
d(e) = 0 if e is a hub edge in H” 
or e intersects all of the vertical edges, 
d(e) = min{d(e’) 1 e is adjacent to e’ in H”} + 1. 
We impose a partial order on the edges of H’ such that aab if d(a)>d(b) and 
on the edges of H” such that cae if d(c)<d(e). The union of these partial orders 
is a partial order on H to which we add the following: oah if h is a horizontal hub 
edge and u is a vertical hub edge. 
Any calling scheme of 2(m +p) calls consistent with the resulting partial order on 
H which includes each call of H at least once is a minimum calling scheme on n 
vertices. Thus, GE Y (n, k). 0 
We make the following conjecture which characterizes G(n,k): 
Conjecture. For nontrivial n, if GE 5 (n, k) then G contains a spanning subgraph 
HE Y(n, k). 
3. Gossiping on constrained graphs 
Suppose that a graph Gallowed of permissible calls is given. Clearly, to allow 
gossiping Gabwed must be connected. Question 3 asks for an upper bound on 
t(Gallowed) for connected graphs Gallowed. 
Question 3 was answered for k = 2 by Harary and Schwenk [6]. The result can be 
stated: 
Lemma 6. f(n, 2) I t(Gallowed) I2n - 3 for n 2 2. 
Note that the lower bound is from the definition of f(n, k). 
The following lemma is useful in establishing the answer to Question 3 for k L 2: 
Lemma 7. Any connected k-uniform hypergraph G on n vertices must contain a 
connected spanning subgraph with no more than n - k + 1 edges. 
Proof. We construct a connected spanning subgraph as follows: Choose any edge 
e to be in the spanning subgraph. Repeatedly add new edges which intersect the cur- 
rent subgraph and contain at least one vertex outside the current subgraph. At most 
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n -k such edges can be added so the connected spanning subgraph contains at most 
n-k+1 edges. 0 
The answer to Question 3 for k ~2 can now be stated: 
Theorem 6. f(n, k) I t(Gallowed) I 2n - 2k + 1 for n 1 k. 
Proof. f(n, k) is a lower bound by definition. 
G allowed must contain a connected spanning subgraph G ‘ with 1 I n - k + 1 edges. 
Choose any edge in G’ to be h. We define a function d(e) on the edges of G’: 
d(h) = 0, 
d(e) = rnin{d(e)) 1 e is adjacent to e’ in G’} + 1. 
Define two partial orders a and a’ on the edges such that aab if d(a)>d(b) and 
ba’a if aab. Construct a calling scheme as follows: each of the 1 calls is made in 
any order consistent with the partial order a followed by each of the I - 1 calls 
(excluding h) made in any order consistent with the partial order a’. The result is 
a valid calling scheme with 21- 1 I 2n - 2k + 1 calls. 0 
The above bound is tight. A graph which requires 2n - 2k + 1 calls is the star on 
n vertices with n -k+ 1 edges intersecting in a common k - 1 vertices. 
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