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Abstract
Graph Neural Networks (GNNs) have proven to be useful for
many different practical applications. However, most exist-
ing GNN models have an implicit assumption of homophily
among the nodes connected in the graph, and therefore have
largely overlooked the important setting of heterophily. In this
work, we propose a novel framework called CPGNN that gen-
eralizes GNNs for graphs with either homophily or heterophily.
The proposed framework incorporates an interpretable com-
patibility matrix for modeling the heterophily or homophily
level in the graph, which can be learned in an end-to-end
fashion, enabling it to go beyond the assumption of strong
homophily. Theoretically, we show that replacing the com-
patibility matrix in our framework with the identity (which
represents pure homophily) reduces to GCN. Our extensive
experiments demonstrate the effectiveness of our approach
in more realistic and challenging experimental settings with
significantly less training data compared to previous works:
CPGNN variants achieve state-of-the-art results in heterophily
settings with or without contextual node features, while main-
taining comparable performance in homophily settings.
1 Introduction
As a powerful approach for learning and extracting infor-
mation from relational data, Graph Neural Network (GNN)
models have gained wide research interest (Scarselli et al.
2008) and have been adapted in applications including semi-
supervised learning (SSL), recommendation systems (Ying
et al. 2018), bioinformatics (Zitnik, Agrawal, and Leskovec
2018; Yan et al. 2019), and more. While many different GNN
models have been proposed, existing methods have largely
overlooked several limitations in their formulations: (1) im-
plicit homophily assumptions; (2) heavy reliance on contex-
tual node features. First, many GNN models, including the
most popular GNN variant proposed by Kipf and Welling
(2016), implicitly assume homophily in the graph, where most
connections happen among nodes in the same class or with
alike features (McPherson, Smith-Lovin, and Cook 2001).
This assumption has affected the design of many GNN mod-
els, which tends to generate similar representations for nodes
within close proximity, as studied in previous works (Ahmed
et al. 2018; Rossi et al. 2020; Wu et al. 2019). However, there
are also cases in the real world where nodes are more likely
to connect when they are from different classes or if they
have dissimilar features — in idiom, this phenomenon can
be described as “opposites attract”. As we observe empiri-
cally, many GNN models which are designed under implicit
homophily assumptions suffer from poor performance in het-
erophily settings, which can be problematic for applications
like fraudster detection (Pandit et al. 2007) and analysis of
protein structures (Fout et al. 2017). Second, many existing
models rely solely on contextual input node features to de-
rive intermediate representations of each node, which is then
propagated within the graph. While in a few networks like ci-
tation networks, contextual node features are able to provide
powerful node-level contextual information for downstream
applications, in more common cases the contextual informa-
tion are largely missing, insufficient or incomplete, which
can significantly degrade the performance for some models.
Moreover, complex transformation of input features usually
requires the model to adopt a large number of learnable pa-
rameters, which need more training data and computational
resources and are hard to interpret.
In this work, we propose CPGNN, a novel approach that
incorporates into GNNs a compatibility matrix that captures
both heterophily and homophily by modeling the likelihood
of connections between nodes in different classes. This novel
design overcomes the drawbacks of existing GNNs men-
tioned above: it enables GNNs to appropriately learn from
graphs with either homophily or heterophily, and is able to
achieve satisfactory performance even in the cases of miss-
ing and incomplete node features. Moreover, the end-to-end
learning of the class compatibility matrix effectively recov-
ers the ground-truth underlying compatibility information,
which is hard to infer from limited training data, and provides
insights for understanding the connectivity patterns within
the graph. Finally, the key idea proposed in this work can nat-
urally be used to generalize many other GNN-based methods
by incorporating and learning the heterophily compatibility
matrix H in a similar fashion.
We summarize the main contributions as follows:
• Heterophily Generalization of GNNs. We describe a
generalization of GNNs to heterophily settings by incorpo-
rating a compatibility matrix H into GNN-based methods,
which is learned in an end-to-end fashion.
• CPGNN Framework. We propose CPGNN, a novel ap-
proach that directly models and learns the class compati-
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Figure 1: The general pipeline of the proposed framework (CPGNN) with k propagation layers (§3.2). We use a graph with mixed
homophily and heterophily as an example, with node colors representing class labels: nodes in green show strong homophily,
while nodes in orange and purple show strong heterophily. CPGNN framework first generates prior belief estimations using an
off-the-shelf neural network classifier, which utilizes node features if available (S1). The prior beliefs are then propagated within
their neighborhoods guided by the learned compatibility matrix H¯, and each node aggregates beliefs sent from its neighbors to
update its own beliefs (S2). We describe the backward training process, including how H¯ can be learned end-to-end in §3.3.
bility matrix H in GNN-based methods. This formulation
gives rise to many advantages including better interpretabil-
ity, effectiveness for graphs with either homophily or het-
erophily, and for graphs with or without node features.
• Comprehensive Evaluation. We conduct extensive exper-
iments to compare the performance of CPGNN with base-
line methods under a more realistic experimental setup
by using significantly fewer training data comparing to
previous works which address heterophily. These experi-
ments demonstrate the effectiveness of incorporating the
heterophily matrix H into GNN-based methods.
2 Related Work
SSL before GNNs. The problem of semi-supervised learning
(SSL) or collective classification (Sen et al. 2008; McDow-
ell, Gupta, and Aha 2007; Rossi et al. 2012) can be solved
with iterative methods (J. Neville 2000; Lu and Getoor 2003),
graph-based regularization and probabilistic graphical mod-
els (London and Getoor 2014). Among these methods, our
approach is related to belief propagation (BP) (Yedidia, Free-
man, and Weiss 2003; Rossi et al. 2018), a message-passing
approach where each node iteratively sends its neighboring
nodes estimations of their belief based on its current belief,
and updates its own belief based on the estimations received
from its neighborhood. Koutra et al. (2011) and Gatterbauer
et al. (2015) have proposed linearized versions which are
faster to compute. However, these approaches require the
class-compatibility matrix (or homophily level) to be deter-
mined before the inference stage, and cannot support end-to-
end training.
GNNs. In recent years, graph neural networks (GNNs)
have become increasingly popular for graph-based semi-
supervised node classification problems thanks to their ability
to learn through end-to-end training. Defferrard, Bresson, and
Vandergheynst (2016) proposed an early version of GNN by
generalizing convolutional neural networks (CNNs) from
regular grids (e.g., images) to irregular grids (e.g., graphs).
Kipf and Welling (2016) introduced GCN, a popular GNN
model which simplifies the previous work. Other GNN mod-
els which have gained wide attention include Planetoid (Yang,
Cohen, and Salakhudinov 2016) and GraphSAGE (Hamil-
ton, Ying, and Leskovec 2017). More recent works have
looked into designs which strengthen the effectiveness of
GNN to capture graph information: GAT (Velicˇkovic´ et al.
2017) and AGNN (Thekumparampil et al. 2018) introduced
an edge-level attention mechanism; MixHop (Abu-El-Haija
et al. 2019), GDC (Klicpera, Weißenberger, and Gu¨nnemann
2019) and Geom-GCN (Pei et al. 2020) designed aggrega-
tion schemes which go beyond the immediate neighborhood
of each node; GAM (Stretcu et al. 2019) and GMNN (Qu,
Bengio, and Tang 2019) use a separate model to capture the
agreement or joint distribution of labels in the graph.
Although many of these GNN methods work well when
the data exhibits strong homophily, they often perform poorly
otherwise. In this work, we propose a GNN framework which
learns effectively over graphs with heterophily or homophily
by leveraging the notion of compatibility matrix H from BP,
and learning it in an end-to-end fashion.
3 Framework
In this section we introduce our CPGNN framework.
3.1 Preliminaries
Problem Setup. We focus on the problem of semi-supervised
node classification on a simple graph G = (V, E), where V
and E are the node- and edge-sets respectively, and Y is
the set of possible class labels (or types) for v ∈ V . Given
a training set TV ⊂ V with known class labels yv for all
v ∈ TV , and (optionally) a contextual feature vectors xv
for v ∈ V , we aim to infer the unknown class labels yu
for all u ∈ (V − TV). For subsequent discussions, we use
A ∈ {0, 1}|V|×|V| for the adjacency matrix with self-loops
removed, y ∈ Y |V| as the ground-truth class label vector for
all nodes, and X ∈ R|V|×F for the node feature matrix.
Definitions. We now introduce two key concepts for model-
ing the homophily level in the graph with respect to the class
labels: (1) homophily ratio, and (2) compatibility matrix.
Definition 1 (Homophily Ratio h). Let C ∈ R|Y|×|Y|
where Ci,j = |{(u, v) : (u, v) ∈ E ∧ yu = i ∧ yv = j}|,
D = diag({Ci,i : i = 1, . . . , |Y|}), and e ∈ R|V| be an all-
ones vector. The homophily ratio is defined as h = e
>De
e>Ce .
The homophily ratio h defined above is good for measuring
the overall homophily level in the graph. By definition, we
have h ∈ [0, 1]: graphs with h closer to 1 tend to have more
edges connecting nodes within the same class, or stronger
homophily; on the other hand, graphs with h closer to 0
have more edges connecting nodes in different classes, or a
stronger heterophily. However, the actual homophily level
is not necessarily uniform within all parts of the graph. One
common case is that the homophily level varies among differ-
ent pairs of classes, where it is more likely for nodes between
some pair of classes to connect than some other pairs. To
measure the variability of the homophily level, we define the
compatibility matrix H as follows:
Definition 2 (Compatibility Matrix H). Let Y ∈ R|V|×|Y|
where Yvj = 1 if yv = j, and Yvj = 0 otherwise. Then, the
compatibility matrix H is defined as:
H = (Y>AY) (Y>AE) (1)
where  is Hadamard (element-wise) division and E is a
|V| × |V| all-ones matrix.
In node classification settings, compatibility matrix H
models the (empirical) probability of nodes belonging to
each pair of classes to connect. More generally, H can be
used to model any discrete attribute; in that case, Hij is the
probability that a node with attribute value i connects with
a node with value j. Modeling H in GNNs is beneficial for
heterophily settings, but calculating the exact H would re-
quire knowledge to the class labels of all nodes in the graph,
which violates the semi-supervised node classification set-
ting. Therefore, it is not possible to incorporate exact H into
graph neural networks. In the following sections, we propose
CPGNN, which is capable of learning H in an end-to-end
way based on a rough initial estimation.
3.2 Framework Design
The CPGNN framework consists of two stages: (S1) prior
belief estimation; and (S2) compatibility-guided propagation.
We visualize the CPGNN framework in Fig. 1.
(S1) Prior Belief Estimation The goal for the first step is
to estimate a prior belief vector bv for each node v ∈ V
from the node features X. Any off-the-shelf neural network
classifiers which do not implicitly assume homophily can be
plugged in to become a prior belief estimator, which enables
the CPGNN to accommodate any type of node features. In
this work we looked into the following models as the prior
belief estimator:
• MLP, a graph-agnostic multi-layer perceptron. Specifically,
the k-th layer of the MLP can be formulated as following:
R(k) = σ(R(k−1)W(k)), (2)
where R(0) = X, and W(k) are learnable parameters. We
call our MLP-based framework CPGNN-MLP.
• GCN-Cheby (Defferrard, Bresson, and Vandergheynst
2016). We instantiate the model using a 2nd-order Cheby-
shev polynomial, in which the k-th layer is parameterized
as follows:
R(k) = σ
(∑2
i=0 Ti(L˜)R
(k−1)W(k)i
)
(3)
where R(0) = X, W(k)i are learnable parameters; Ti(L˜) is
the i-th order of the Chebyshev polynomial of L˜ = L− I
defined recursively as:
Ti(L˜) = 2L˜Ti−1(L˜)− Ti−2(L˜)
with T0(L˜) = I and T1(L˜) = L˜ = −D− 12 AD− 12 . We
refer to our Cheby-based framework as CPGNN-Cheby.
Note that GCN (Kipf and Welling 2016) is not an effective
choice for the prior belief estimator: its formulation implic-
itly assumes homophily, as we show through Theorem 1 (§4),
where we also show that our approach is in fact a gener-
alization of GCN which enables adaptation to heterophily
settings.
Denote the final layer of the estimator output as R(K),
then the prior belief Bp of nodes in the graph can be given
as
Bp = softmax(R
(K)) (4)
To facilitate subsequent discussions, we denote the trainable
parameters of a general prior belief estimator as Θp, and the
prior belief of node v derived by the estimator as Bp(v; Θp).
(S2) Compatibility-guided Propagation We propagate
the prior beliefs of nodes within their neighborhoods using a
parameterized, end-to-end trainable compatibility matrix H¯.
To propagate the belief vectors through linear formulations,
we first center Bp as follows:
B¯(0) = Bp − 1|Y| (5)
We parameterize the compatibility matrix as H¯ to replace the
weight matrix W in traditional GCN models as the end-to-
end trainable parameter. We formulate intermediate layers of
propagation as:
Bˆ(k) = σ
(
Bˆ(0) + ABˆ(k−1)H¯−DBˆ(k−1)H¯2
)
(6)
where the last term acts as an echo cancellation term: it
cancels the echo of each node’s own belief which will be
sent back by its neighbors in the subsequent propagation. We
remove the term for the final layer of propagation as we no
longer expect echo:
B¯(k) = σ
(
B¯(0) + AB¯(k−1)H¯
)
(7)
AfterK layers of propagation in total, we have the final belief
Bf = softmax(B¯
(K)). (8)
We similarly use Bf (v; H¯,Θp) to denote the final belief for
node v, which also takes into account the parameters Θp
from the prior belief estimation stage.
3.3 Training Procedure
Pretraining of Prior Belief Estimator We pretrain the
prior belief estimator for β1 iterations so that H¯ can then
be trained upon informative prior beliefs. Specifically, the
pretraining process aims to minimize the loss function
Lp(Θp) = ∑v∈TV H (Bp(v; Θp), yv) + λp‖Θp‖2, (9)
where H corresponds to the cross entropy function, and λp
is the L2 regularization weight for the prior belief model.
Through an ablation study (Appendix §D, Fig. 5), we show
that pretraining prior belief estimator helps increase the final
performance of the model.
Initialization and Regularization of H¯ We empirically
found that initializing the parameters H¯ with an estimation
Hˆ of the unknown compatibility matrix H using prior beliefs
learned in pretraining can lead to better performance (cf. §5.4,
Fig. 4a). We derive the estimation Hˆ using node labels in
training set Ytrain and prior belief Bp estimated in Eq. (4).
More specifically, denote the training mask matrix M as:
[M]i,: =
{
1, if i ∈ TV
0, otherwise (10)
and the enhanced belief matrix B˜, which make uses of known
node labels in the training set TV , as:
B˜ = M ◦Y + (1−M) ◦Bp (11)
in which ◦ is the Hadamard (element-wise) product. The
estimation Hˆ is derived as following:
Hˆ = S
(
(M ◦Y)>AB˜
)
(12)
where S is a function that ensures Hˆ is doubly stochastic.
In this work, S is the Sinkhorn-Knopp algorithm (Sinkhorn
and Knopp 1967). To center the initial value of H¯ around
0, we set H¯0 = Hˆ − 1|Y| . To ensure the rows of H¯ remain
centered around 0 throughout the training process, we adopt
the following regularization term Φ(H¯) for H¯:
Φ(H¯) =
∑
i
∣∣∣∑j H¯ij∣∣∣ (13)
Loss Function for Regular Training Putting everything
together, we obtain the loss function for training CPGNN:
Lf (H¯,Θp) =
∑
v∈TV
H (Bf (v; H¯,Θp), yv)+ ηLp(Θp) + Φ(H¯)
(14)
The loss function consists of three parts: (1) the cross entropy
loss from the CPGNN output; (2) the co-training loss from the
prior belief estimator; (3) the regularization term that keeps
H¯ centered around 0. The latter two terms are novel for the
CPGNN formulation: first, we add a separate co-training term
for the prior belief estimator, which measures the distance
of prior beliefs to the ground-truth distribution for nodes
in the training set while also optimizing the final beliefs. In
other words, the second term helps keep the accuracy of the
prior beliefs throughout the training process. Moreover, the
third term, Φ(H¯), ensures that the rows of H¯ center around
0 throughout the training process. Both of these two terms
help increase the performance of CPGNN, as we show later
through the ablation study (§5.4).
3.4 Interpretability of Heterophily Matrix H
A key benefit of the CPGNN is the interpretability of the
parameter H¯, which replaces the difficult to interpret and
often ignored weight matrix W in classic GCNs. Through
an inverse of the initialization process, we can obtain an
estimation of the compatibility matrix Hˆ after training from
learned parameter H¯ with the following equation:
Hˆ = S(H¯ + 1|Y| ) (15)
In §5.5, we provide an example of the estimated Hˆ after train-
ing, and show the improvements in estimation error compared
to the initial estimation H¯0.
4 Theoretical Analysis
Theoretical Connections Now, we demonstrate theoreti-
cally through Theorem 1 that when H is replaced with I,
CPGNN reduces to a simplified version of GCN. Intuitively,
replacing H with I indicates a pure homophily assumption,
and thus shows exactly the reason that GCN-based methods
have a strong homophily assumption built-in, and therefore
perform worse for graphs without strong homophily.
Theorem 1. The forward pass formulation of a 1-layer
SGC (Wu et al. 2019), a simplified version of GCN with-
out the non-linearities and adjacency matrix normalization:
Bf = softmax ((A + I) XΘ) (16)
where Θ denotes model parameter, can be treated as a spe-
cial case of CPGNN with compatibility matrix H fixed as I
and removed non-linearity.
Proof The formulation of CPGNN with 1 aggregation layer
can be written as follows:
Bf = softmax(B¯
(1)) = softmax
(
B¯(0) + AB¯(0)H
)
(17)
Now consider a 1-layer MLP (Eq. (2)) as the prior belief esti-
mator. Since we assumed that the non-linearity is removed,
we have
B¯(0) = R(K) = R(0)W(0) = XW(0) (18)
where W(0) is the trainable parameter for MLP. Plug in Eq.
(18) into Eq. (17), we have
Bf = softmax
(
XW(0) + AXW(0)H
)
(19)
Fixing compatibility matrix H fixed as I, and we have
Bf = softmax
(
(A + I)XW(0)
)
(20)
As W(0) is a trainable parameter equivalent to Θ in Eq. (16),
the notation is interchangeable. Thus, the simplified GCN
formualtion as in Eq. (16) can be reduced to a special case of
CPGNN with compatibility matrix H = I. 
Time and Space Complexity of CPGNN Let |E| and |V|
denote the number of edges and nodes in G, respectively.
Further, let |Ei| denote the number of node pairs in G within
i-hop distance (e.g., |E1| = |E|) and |Y| denotes the number
of unique class labels. We assume the graph adjacency matrix
A and node feature matrix X are stored as sparse matrices.
The time complexity for the propagation stage (S2) of
CPGNN is O(|E||Y|2 + |V||Y|). When using MLP as prior
belief estimator (Stage S1), the time complexity of CPGNN-
MLP is O(|E||Y|2 + |V||Y|+ nnz(X)), while the time com-
plexity of an α-order CPGNN-Cheby is O(|E||Y|2+ |V||Y|+
nnz(X)+ |Eα−1|dmax+ |Eα|) where dmax is the max degree
of a node in G and nnz(X) is the number of nonzeros in X.
The overall space complexity of CPGNN is O(|E| +
|V||Y|+ |Y|2 + nnz(X)), which also takes into account the
space complexity for the two discussed prior belief estimators
above (MLP and GCN-Cheby).
5 Experiments
We design experiments to investigate the effectiveness of
the proposed framework for node classification with and
without contextual features using both synthetic and real-
world graphs with heterophily and strong homophily.
5.1 Methods and Datasets
Methods. We test the two formulations discussed in §3.2:
CPGNN-MLP and CPGNN-Cheby. Each formulation is
tested with either 1 or 2 aggregation layers, leading
to 4 variants in total. We compared our methods with
the following baselines: GCN (Kipf and Welling 2016),
GAT (Velicˇkovic´ et al. 2017), GCN-Cheby (Defferrard, Bres-
son, and Vandergheynst 2016; Kipf and Welling 2016),
GraphSAGE (Hamilton, Ying, and Leskovec 2017), Mix-
Hop (Abu-El-Haija et al. 2019). We also consider MLP as a
graph-agnostic baseline.
Datasets. We investigate CPGNN using both synthetic and
real-world graphs. For synthetic benchmarks, we generate
the graphs and node labels following an approach similar
to (Karimi et al. 2017; Abu-El-Haija et al. 2019), which
expands the Baraba´si-Albert model with configurable class
compatibility settings; the feature vectors for nodes in the
synthetic benchmarks are assigned by transferring the feature
vectors from existing referential benchmarks, where nodes
with the same class labels in the synthetic graph will always
be assigned feature vectors correspond to the same class
label in the referenced benchmark. We detail the algorithms
Table 1: Statistics for our synthetic and real graphs.
Dataset #Nodes #Edges #Classes #Features Homophily|V| |E| |Y| F h
syn- 10,000 59,640– 10 100 [0, 0.1,products 59,648 . . . , 1]
Texas 183 295 5 1703 0.11
Squirrel 5,201 198,493 5 2,089 0.22
Chameleon 2,277 31,421 5 2,325 0.23
CiteSeer 3,327 4,676 7 3,703 0.74
Pubmed 19,717 44,327 3 500 0.80
Cora 2,708 5,278 6 1,433 0.81
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Figure 2: Mean classification accuracy of CPGNN and base-
lines on synthetic benchmark syn-products (cf. Table 6
for detailed results).
for generating synthetic benchmarks in the Appendix. For
real-world graph data, we consider graphs with heterophily
and homophily. We use 3 heterophily graphs, namely Texas,
Squirrel and Chameleon, and 3 widely adopted graphs with
strong homophily, which are Cora, Pubmed and Citeseer. We
use the features and class labels provided by (Pei et al. 2020).
5.2 Node Classification with Contextual Features
Experimental Setup. For synthetic experiments, we gen-
erate 3 synthetic graphs for every heterophily level h ∈
{0, 0.1, 0.2, . . . , 0.9, 1}. We then randomly select 10% of
nodes in each class for training, 10% for validation, and 80%
for testing, and report the average classification accuracy as
performance of each model on all instances with the same
level of heterophily. Using synthetic graphs for evaluation
enables us to better understand how the model performance
changes as a function of the level of heterophily in the graph.
Hence, we vary the level of heterophily in the graph going
from strong heterophily all the way to strong homophily
while holding other factors constant such as degree distri-
bution and differences in contextual features. On real-world
graphs, we generate 10 random splits for training, validation
and test sets; for each split we randomly select 10% of nodes
in each class to form the training set, with another 10% for the
validation set and the remaining as the test set. Notice that we
are using a significantly smaller fraction of training samples
compared to previous works that address heterophily (Pei
et al. 2020). This is a more realistic assumption in many
real-world applications.
Synthetic Benchmarks. We compare the performance of
CPGNN to the state-of-the-art methods in Figure 2. Notably,
we observe that CPGNN-Cheby-1 consistently outperforms
all baseline methods across the full spectrum of low to high
homophily (or high to low heterophily). Furthermore, com-
pared to our CPGNN variants, it performs the best in all
settings with h ≥ 0.2. For h < 0.2, CPGNN-MLP-1 out-
performs it, and in fact performs the best overall for graphs
with strong heterophily. More importantly, CPGNN has a
significant performance improvement over all state-of-the-art
methods. In particular, by incorporating and learning the class
compatibility matrix H in an end-to-end fashion, we find that
Table 2: Accuracy on heterophily graphs with features.
Texas Squirrel Chameleon
Hom. ratio h 0.11 0.22 0.23
CPGNN-MLP-1 63.68±5.32 32.70±1.90 51.33±1.52
CPGNN-MLP-2 69.65±3.48 27.10±1.31 54.12±2.25
CPGNN-Cheby-1 63.13±5.72 37.03±1.23 53.90±2.61
CPGNN-Cheby-2 63.96±4.36 28.49±1.17 53.68±3.40
GraphSAGE 67.36±3.05 34.35±1.09 45.45±1.97
GCN-Cheby 58.96±3.04 26.52±0.92 36.66±1.84
MixHop 62.15±2.48 36.42±3.43 46.84±3.47
GCN 55.90±2.05 33.31±0.89 52.00±2.30
GAT 55.83±0.67 31.20±2.57 50.54±1.97
MLP 64.65±3.06 25.50±0.87 37.36±2.05
Table 3: Accuracy on homophily graphs with features.
Citeseer Pubmed Cora
Hom. ratio h 0.74 0.8 0.81
CPGNN-MLP-1 71.22±1.40 86.57±0.34 77.40±1.10
CPGNN-MLP-2 72.04±1.14 84.57±0.48 81.49±1.25
CPGNN-Cheby-1 72.04±0.53 86.68±0.20 83.64±1.31
CPGNN-Cheby-2 72.06±0.52 86.68±0.26 81.41±1.34
GraphSAGE 71.74±0.66 85.66±0.53 81.60±1.16
GCN-Cheby 72.04±0.58 86.43±0.31 83.29±1.20
MixHop 73.23±0.60 85.12±0.29 85.34±1.23
GCN 72.27±0.52 86.42±0.27 83.56±1.21
GAT 72.63±0.87 84.48±0.22 79.57±2.12
MLP 66.52±0.99 84.70±0.33 64.81±1.20
CPGNN-Cheby-1 achieves a gain of up to 7% compared to
GCN-Cheby in heterophily settings, while CPGNN-MLP-1
performs up to 30% better in heterophily and 50% better in
homophily compared to the graph-agnostic MLP model.
Real-World Graphs with Heterophily. Results for graphs
with heterophily are presented in Table 2. Notably, the best
performing methods for each graph are always one of the
CPGNN methods from the proposed framework, which
demonstrates the importance of incorporating and learning
the compatibility matrix H into GNNs. Overall, we observe
that CPGNN-Cheby-1 performs the best overall with respect
to the mean performance gain across all the graphs. Further-
more, the top-3 methods are all CPGNN variants. These re-
sults demonstrate the effectiveness of CPGNN in heterophily
settings on real-world benchmarks.
Real-World Graphs with Homophily. For the real-world
graphs with homophily, we report the results for each method
in Table 3. Recall that our framework generalizes GNN for
both homophily and heterophily. We find in Table 3, the
methods from the proposed framework perform better or
comparable to the baselines, including those which have
an implicit assumption of strong homophily. Therefore, our
methods are more universal while able to maintain the same
level of performance as those that are optimized under a
strict homophily assumption. As an aside, we observe that
CPGNN-Cheby-1 is the best performing method on Pubmed.
Summary. For the common settings of semi-supervised node
classification with contextual features available, the above
results show that CPGNN variants have the best performance
in heterophily settings while maintaining comparable per-
formance in the homophily settings. Considering both the
Table 4: Accuracy on heterophily graphs without features.
Texas Squirrel Chameleon
Hom. ratio h 0.11 0.22 0.23
CPGNN-MLP-1 64.05±7.65 54.62±2.11 68.79±2.45
CPGNN-MLP-2 68.11±8.43 36.46±1.79 71.91±2.28
CPGNN-Cheby-1 61.62±10.26 55.42±2.20 67.81±2.03
CPGNN-Cheby-2 68.11±7.07 27.72±1.96 65.11±3.29
GraphSAGE 65.14±6.55 36.76±2.23 56.75±1.69
GCN-Cheby 50.00±8.08 12.63±0.71 14.93±1.53
MixHop 57.30±5.06 32.58±4.65 51.86±2.19
GCN 51.08±7.48 43.77±1.32 61.89±2.24
GAT 57.03±4.31 43.27±2.06 59.96±2.70
MLP 44.86±9.29 20.19±1.36 19.89±1.56
Table 5: Accuracy on homophily graphs without features.
Citeseer Pubmed Cora
Hom. ratio h 0.74 0.8 0.81
CPGNN-MLP-1 65.84±2.93 81.82±0.36 81.79±1.35
CPGNN-MLP-2 68.37±3.49 81.20±0.55 82.27±1.69
CPGNN-Cheby-1 67.89±2.82 82.33±0.46 83.90±1.37
CPGNN-Cheby-2 67.38±1.92 80.62±0.62 81.01±1.54
GraphSAGE 66.06±3.30 78.07±3.98 81.57±2.16
GCN-Cheby 67.47±3.00 79.33±0.53 84.00±1.24
MixHop 68.31±3.24 82.97±0.41 85.07±1.22
GCN 67.02±2.97 82.44±0.42 83.12±1.59
GAT 68.22±3.12 81.99±0.52 81.41±2.09
MLP 17.85±1.37 38.54±0.96 20.66±1.42
heterophily and homophily settings, CPGNN-Cheby-1 is the
best method overall, which ranked first in the heterophily
settings and second in homophily settings.
5.3 Node Classification without Features
Most previous work on semi-supervised node classification
have focused only on graphs that have contextual features
on the nodes. However, the vast majority of graph data does
not have such node-level features (Rossi and Ahmed 2015),
which greatly limits the utility of the methods proposed in
prior work that assume such features are available. Therefore,
we conduct extensive experiments on semi-supervised node
classification without contextual features using the same real-
world graphs as before.
Experimental Setup. To investigate the performance of
CPGNN and baselines when contextual feature vectors are
not available for nodes in the graph, we follow the approach
as (Kipf and Welling 2016) by replacing the node features X
in each benchmark with an identity matrix I. We use the train-
ing, validation and test splits provided by (Pei et al. 2020).
Heterophily. We report results on graphs with strong het-
erophily under the featureless settings in Table 4. We observe
that the best performing methods for each dataset are again
all CPGNN variants. From the mean performance gain per-
spective, all CPGNN variants outperform baselines in the
overall performance; CPGNN-MLP-1 has the best overall
performance, followed by CPGNN-Cheby-1. It is also worth
noting that the performance of GCN-Cheby and MLP, upon
which our prior belief estimator is based on, are significantly
worse than other methods. This demonstrates the effective-
ness of incorporating the class compatibility matrix H in
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Figure 3: Heterophily matrices H and estimation error of H for a h = 0 instance of syn-products dataset.
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(b) End-to-end training vs. Ini-
tialization of H¯.
Figure 4: Ablation Study: Mean accuracy as a function of h.
(a): When replacing H¯ initialization with glorot or removing
H¯ regularization, the performance of CPGNN drops signif-
icantly; (b): The significant increase in performance shows
the effectiveness of the end-to-end training in our framework.
GNN models and learning it in an end-to-end fashion.
Homophily. We report the results in Table 5. The featureless
setting for graphs with strong homophily is a fundamentally
easier task compared to graphs with strong heterophily, espe-
cially for methods with implicit homophily assumptions, as
they tend to yield highly similar prediction within the prox-
imity of each node. Despite this, the CPGNN variants still
perform comparably to the state-of-the-art methods.
Summary. Under the featureless settings, the above results
show that CPGNN variants achieve state-of-the-art perfor-
mance in heterophily settings, while achieving comparable
performance in the homophily settings. Considering both
the heterophily and homophily settings, CPGNN-Cheby-1 is
again the best method overall.
5.4 Ablation Study
To evaluate the effectiveness of our model design, we conduct
an ablation study by examining variants of CPGNN-MLP-1
with one design element removed at a time. Figure 4 presents
the results for the ablation study, with more in detailed re-
sults presents in Table 7 in appendix. We also discussed the
effectiveness of co-training and pretraining in Appendix §D.
Initialization and Regularization of H¯. Here we study 2
variants of CPGNN-MLP-1: (1) No H¯ initialization, when
H¯ is initialized using glorot initialization (similar to other
GNN formulations) instead of our initialization process de-
scribed in § 3.3. (2) No H¯ regularization, where we remove
the regularization term Φ(H¯) as defined in Eq. (13) from
the overall loss function (Eq. (14)). In Fig. 4a, we see that
replacing the initializer can lead to up to 30% performance
drop for the model, while removing the regularization term
can cause up to 6% decrease in performance. These results
support our claim that initializing H¯ using pretrained prior
beliefs and known labels in the training set and regularizing
the H¯ around 0 lead to better overall performance.
End-to-end Training of H¯ To demonstrate the performance
gain through end-to-end training of CPGNN after the initial-
ization of H¯, we compare the final performance of CPGNN-
MLP-1 with the performance after H¯ is initialized; Fig. 4b
shows the results. From the results, we see that the end-to-
end training process of CPGNN has contributed up to 21%
performance gain. We believe such performance gain is due
to a more accurate H¯ learned through the training process, as
demonstrated in the next subsection.
5.5 Heterophily Matrix Estimation
As described in §3.4, we can obtain an estimation Hˆ of
the class compatiblity matrix H ∈ [0, 1]|Y|×|Y| through the
learned parameter H¯. To measure the accuracy of the estima-
tion Hˆ, we calculate the average error of each element for
the estimated Hˆ as following: δ¯H =
|Hˆ−H|
|Y|2 .
Figure 3 shows an example of the obtained estimation
Hˆ on the synthetic benchmark syn-products with ho-
mophily ratio h = 0 using heatmaps, along with the initial
estimation derived following §3.3 which CPGNN optimizes
upon, and the ground truth empirical compatibility matrix as
defined in Definition 2. From the heatmap, we can visually
observe the improvement of the final estimation upon the
initial estimation. The curve of the estimation error with re-
spect to the number of training epochs also shows that as the
estimation error decreases throughout the training process,
supporting the observations through the heatmaps. These
results illustrate the interpretability of our approach, and ef-
fectiveness of our modeling of heterophily matrix.
6 Conclusion
We propose CPGNN, an approach that models an inter-
pretable class compatibility matrix into the GNN framework,
and conduct extensive empirical analysis under more real-
istic settings with fewer training samples and a featureless
setup. Through theoretical and empirical analysis, we have
shown that the proposed model overcomes the limitations of
existing GNN models, especially in the complex settings of
heterophily graphs without contextual features.
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Algorithm 1: Synthetic Graph Generation
Input: C ∈ N: Number of classes in generated graph;
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generated graph;
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yr[v] in the reference graph Gr;
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feature vector Xr[v] in the reference graph Gr;
Output: Generated synthetic graph G = (V, E), with
y : V → Y as mapping from each node v ∈ V to its
class label y[v], and X : V → RF as mapping from
v ∈ V to its node feature vector X[v].
begin
Initialize class label set Y ← {0, . . . , C − 1}, node set
V ← φ, edge set E ← φ;
Calculate the target number of nodes n in generated graph
by summing up all elements in N;
Generate node label vector y, such that class label y ∈ Y
appears exactly N[y] times in y, and shuffle y randomly
after generation;
for v ∈ {0, 1, . . . , n0 − 1} do
Add new node v with class label y[v] into the set of
nodes V;
If v 6= 0, add new edge (v − 1, v) into the set of
edges E ;
for v ∈ {n0, n0 + 1, . . . , n− 1} do
Initialize weight vector w← 0 and set T ← φ;
for u ∈ V do
w[u]← H[y[v],y[u]]× d[u], where d[u] is the
current degree of node u;
Normalize vector w such that ‖W‖1 = 1;
Randomly sample m nodes without replacement from
V with probabilities weighted by w, and add the
sampled nodes into set T ;
Add new node v with class label y[v] into the set of
nodes V;
for t ∈ T do
Add new edge (t, v) into the set of edges E ;
Find an valid injection Γ : V → Vr such that
∀u, v ∈ V,Γ(u) = Γ(v)⇒ u = v and
y[u] = y[v]⇔ yr[Γ(u)] = yr[Γ(v)];
for v ∈ V do
X[v]← Xr[Γ(v)];
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Appendix
A Synthetic Graph Generation
We generate synthetic graphs in a way improved upon Abu-
El-Haija et al. (2019) by following a modified preferential
attachment process (Barabasi and Albert 1999), which allows
us to control the compatibility matrix H in generated graph
while keeping a power law degree distribution. We detail the
algorithm of synthetic graph generation in Algorithm 1.
For the synthetic graph syn-products used in our ex-
periments, we use ogbn-products (Hu et al. 2020) as
the reference graph Gr, with parameters C = 10, n0 = 70,
m = 6 and the total number of nodes as 10000; all 10 classes
share the same size of 1000. For the compatibility matrix,
we set the diagonal elements of H to be the same, which we
denote as h, and we follow the approach in Abu-El-Haija
et al. (2019) to set the off-diagonal elements.
B More Experimental Setups
Baseline Implementations. We use the official implemen-
tation released by the authors on GitHub for all baselines
besides MLP.
• GCN & GCN-Cheby (Kipf and Welling 2016) 1
• GraphSAGE (Hamilton, Ying, and Leskovec 2017) 2
• MixHop (Abu-El-Haija et al. 2019) 3
• GAT (Velicˇkovic´ et al. 2017) 4
Hardware and Software Specifications. We run all ex-
periments on a workstation which features an AMD Ryzen
9 3900X CPU with 12 cores, 64GB RAM, a Nvidia Quadro
P6000 GPU with 24GB GPU Memory and a Ubuntu 20.04.1
1https://github.com/tkipf/gcn
2https://github.com/williamleif/graphsage-simple
3https://github.com/samihaija/mixhop
4https://github.com/PetarV-/GAT
LTS operating system. We implement CPGNN using Tensor-
Flow 2.2 with GPU support.
Table 6: Node classification with features on synthetic graph (§5.2, Fig. 2): Mean classification accuracy per method and
homophily ratio h on syn-products.
Homophily ratio h
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00
CPGNN-MLP-1 77.52±1.82 67.95±0.68 62.55±1.73 64.85±0.81 74.67±0.82 82.95±1.07 89.75±0.24 94.64±0.38 97.17±0.34 98.73±0.30 99.35±0.10
CPGNN-MLP-2 63.73±2.76 58.74±0.78 57.37±0.84 60.23±0.99 70.36±0.92 78.23±0.56 85.49±1.75 91.38±0.64 96.07±0.18 98.03±0.28 99.67±0.12
CPGNN-Cheby-1 76.37±0.33 66.38±0.39 63.01±0.68 67.39±0.94 77.57±0.39 86.86±1.40 94.44±0.24 98.16±0.16 99.60±0.06 99.89±0.13 100.00±0.00
CPGNN-Cheby-2 69.03±1.06 64.04±0.51 62.24±0.57 67.28±0.74 76.45±0.25 84.96±0.86 91.31±0.46 96.24±0.06 98.86±0.34 99.68±0.09 100.00±0.00
GraphSAGE 59.15±0.73 53.53±0.77 54.54±0.66 56.08±0.45 61.17±1.19 68.98±1.44 78.14±1.10 86.55±0.30 92.71±1.35 96.69±0.38 99.12±0.11
GCN-Cheby 68.65±1.30 60.51±1.64 61.98±0.68 66.20±1.24 74.43±1.40 83.60±0.77 92.28±0.47 97.11±0.18 99.25±0.09 99.81±0.06 99.80±0.18
MixHop 13.11±0.78 11.71±1.33 14.16±2.05 14.28±0.35 15.18±0.74 19.69±1.07 19.55±0.73 20.95±0.06 23.22±1.68 22.36±1.97 21.36±1.18
GCN 44.72±0.51 41.87±1.37 46.49±0.50 55.63±0.88 69.33±0.80 81.21±0.97 90.65±0.35 96.01±0.10 98.80±0.14 99.64±0.01 99.99±0.01
GAT 19.59±5.96 21.74±2.06 25.67±1.77 30.34±2.90 39.42±7.60 50.62±5.45 64.68±5.01 88.01±3.71 98.01±0.65 99.06±0.80 99.94±0.02
MLP 47.46±2.66 47.15±1.47 47.55±0.90 47.35±2.02 47.07±0.94 48.25±0.76 47.37±1.41 47.38±1.64 46.87±0.65 46.94±0.86 48.12±1.63
Table 7: Ablation study (§5.4, Fig. 4): Mean classification accuracy per method and homophily ratio h on syn-products.
Homophily ratio h
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00
CPGNN-MLP-1 (No H¯ Init.) 46.74±2.86 46.03±1.56 46.20±0.61 46.53±1.55 47.20±0.94 54.54±0.50 67.47±2.06 80.18±0.53 87.44±1.93 91.89±1.59 95.47±0.68
CPGNN-MLP-2 (No H¯ Init.) 46.75±2.88 46.03±1.56 46.22±0.57 46.53±1.55 48.94±2.39 60.08±2.40 69.81±0.27 81.23±0.35 88.85±2.01 95.12±0.82 98.95±0.31
CPGNN-MLP-1 (No H¯ Reg.) 71.49±2.01 61.88±1.37 58.98±0.64 60.43±1.82 68.91±1.35 78.55±1.14 85.47±1.99 91.76±0.49 95.48±0.59 97.31±0.03 98.82±0.19
CPGNN-MLP-2 (No H¯ Reg.) 56.85±4.27 52.82±2.61 52.45±0.85 56.00±1.69 62.32±2.42 71.25±0.44 80.14±1.07 87.54±0.26 93.65±0.39 97.13±0.26 99.65±0.09
CPGNN-MLP-1 (No Cotrain) 75.63±1.33 65.85±0.79 61.96±1.84 64.52±1.57 73.67±0.64 82.62±1.05 89.29±0.06 94.67±0.27 97.25±0.36 99.04±0.08 99.31±0.25
CPGNN-MLP-2 (No Cotrain) 60.81±3.69 56.50±1.71 55.16±0.86 59.10±1.49 68.71±1.11 76.17±1.17 84.40±2.07 91.00±0.19 95.73±0.32 98.50±0.11 99.80±0.08
CPGNN-MLP-1 (No Pretrain) 75.67±2.65 65.45±0.47 60.23±0.68 64.15±0.97 73.59±0.79 82.83±0.52 88.92±0.60 94.81±0.79 97.36±0.09 98.97±0.18 99.52±0.08
CPGNN-MLP-2 (No Pretrain) 63.83±1.74 59.68±0.86 57.35±0.29 58.95±1.47 69.32±1.99 78.03±0.24 86.37±0.75 93.15±0.67 97.10±0.29 99.10±0.06 99.88±0.14
CPGNN-MLP-1 (After H¯ Init.) 56.49±4.48 52.22±2.70 51.02±1.08 53.05±2.25 57.58±1.99 62.95±1.51 68.31±1.88 72.18±1.90 77.53±1.56 82.13±1.11 88.38±1.77
CPGNN-MLP-2 (After H¯ Init.) 56.95±4.62 52.68±3.00 52.59±0.85 54.54±2.55 57.35±1.03 63.42±0.88 68.71±3.87 76.42±1.27 83.58±2.00 92.18±1.38 97.26±1.51
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Figure 5: Ablation Study for co-training and pretraining:
Mean accuracy as a function of h. Co-training and pretraining
contribute up to 2% performance gain (cf. Appendix §D).
C Hyperparameter Tuning
Below we list the hyperparameters tested on each benchmark
per model. As the hyperparameters defined by each base-
line model differ significantly, we list the combinations of
non-default command line arguments we tested, without ex-
plaining them in detail. We refer the interested reader to the
corresponding original implementations for further details
on the arguments, including their definitions. When multi-
ple hyperparameters are listed, the results reported for each
benchmark are based on the hyperparameters which yield the
best validation accuracy in average. To ensure a fair evalua-
tion of the performance improvement brought by CPGNN,
the MLP and GCN-Cheby prior belief estimator in CPGNN-
MLP and CPGNN-Cheby share exactly the same network
architecture as our MLP and GCN-Cheby baselines.
• GraphSAGE (Hamilton, Ying, and Leskovec 2017):
– hid_units: 64
– lr: a ∈ {0.1, 0.7}
– epochs: 500
• GCN-Cheby (Kipf and Welling 2016):
– hidden1: 64
– weight_decay: a ∈ {1e-5, 5e-4}
– max_degree: 2
– early_stopping: 40
• Mixhop (Abu-El-Haija et al. 2019):
– adj_pows: 0, 1, 2
– hidden_dims_csv: 64
• GCN (Kipf and Welling 2016):
– hidden1: 64
– early_stopping: a ∈ {40, 100, 200}
– epochs: 2000
• GAT (Velicˇkovic´ et al. 2017):
– hid_units: 8
– n_heads: 8
• MLP:
– Dimension of Feature Embedding: 64
– Number of hidden layer: 1
– Non-linearity Function: ReLU
– Dropout Rate: 0
D Detailed Results
Node Classification with Contextual Features. Table 6
provides the detailed results on syn-products, as illus-
trated in Fig. 2 in §5.2.
Ablation Study. Table 7 presents more detailed results for
the ablation study (cf. §5.4), which complements Fig. 4. In
addition, we also conduct an ablation study to examine the
effectiveness of co-training and pretraining. We test a vari-
ant where co-training is removed by setting η = 0 for the
co-training loss term ηLp(Θp) in Eq. (14). We also test an-
other variant where we skip the pretraining for prior belief
estimator. We refer to these 2 variants as “No Cotrain” and
“No Pretrain” respectively. Figure 5 and Table 7 reveal that,
though the differences in performance are small, the adoption
of co-training and pretraining has led to up to 2% increase
for the performance in heterophily settings.
