Abstract. The main aim of this paper is to establish the connection between well-known criteria for the pseudocontinuability of a non-inner Schur function Θ in the unit disk (see Theorems 3.9 and 4.2). In a canonical way we associate a probability measure µ on the unit circle with Θ. One of the two criteria will be reformulated in the face of µ, whereas the other one is drafted in view of a completely non-unitary contraction T having Θ as its corresponding characteristic function. Our main result clarifies an immediate connection between the above-mentioned two criteria. For this reason, we construct a special orthogonal basis in the space L 2 µ and rewrite these criteria in terms of this orthogonal basis. (see Theorem 7.2).
Introduction
The central topic of this paper is the discussion of pseudocontinuability for Schur functions in the unit disk. Pseudocontinuability is a particular type of meromorphic continuation for functions from the meromorphic Nevanlinna class in the unit disk. This concept originated in Shapiro's papers [17] , [18] and was then systematically discussed a little bit later in the context of invariant subspaces for the backward shift in the landmark paper Douglas/Shapiro/Shields [6] . (Regarding modern treatments of this area we refer the reader to the monographs Cima/Ross [5] and Ross/Shapiro [16] .) Important applications of pseudocontinuability are contained in the work of D.Z. Arov on Darlington synthesis, J-inner functions, and related topics (see, e.g., [1] and [2] ).
A further domain of application of pseudocontinuable functions is rational approximation. This theme which originated from a series of papers by G.Ts. Tumarkin (see [20] , [21] , and [22] ) was treated by Katsnelson in [12] . The paper [12] is recommended for some other reasons too. It contains an extensive historical overview on the investigation of pseudocontinuable functions which also takes into account matrix-valued functions. Moreover, the paper [12] is very well written from the pedagogical point of view. It strongly influenced our approach to introducing pseudocontinuable functions (see Section 2) .
The present paper continues recent investigations on several questions of pseudocontinuability of Schur functions in the unit disk (see [3] and [7] ). Our main aim is to establish a direct relation between two well-known criteria for pseudocontinuability of non-inner Schur functions in the unit disk (see Theorem 3.9 and Theorem 4.2). The main result of this paper is a new characterization of pseudocontinuability of a non-inner Schur function Θ in the unit disk. This characterization is expressed in terms of a special orthogonal basis in an L 2 µ space on the unit circle, where µ is some probability measure on the unit circle which is canonically associated with Θ (see Theorem 7.2).
The paper is organized as follows. In Section 1, we recall that the set of Schur functions in the unit disk stands in bijective correspondences to the set of normalized Carathéodory functions in the unit disk and to the set of probability measures on the Borel σ-algebra of the unit circle. This will give us the possibility to study the pseudocontinuability of a given Schur function in terms of the associated normalized Carathéodory function and in terms of the associated probability measure, respectively.
In Section 2 (influenced by Katsnelson [12] ), we summarize essential facts on meromorphic functions and the concept of pseudocontinuability which is due to H.S. Shapiro.
Section 3 contains a function-theoretic approach to the study of pseudocontinuability of non-inner Schur functions in the unit disk. We will recognize that a function of this class admits a pseudocontinuation if and only if the associated probability measure satisfies the Szegő condition and the corresponding Szegő function is pseudocontinuable (see Theorem 3.9).
The central theme of Section 4 is an operator-theoretic approach to the investigation of pseudocontinuability of non-inner Schur functions in the unit disk. The starting point there is the observation that an arbitrary Schur function can be represented as a characteristic function of some completely non-unitary contraction in a separable complex Hilbert space. Then the pseudocontinuability of a non-inner Schur function Θ can be characterized in terms of the contraction T having Θ as its characteristic function. More precisely, the maximal unilateral shifts V T and V T * contained in T and T * , respectively, have to fulfill certain conditions of mutual interrelations (see Theorem 4.2) .
In Section 5, we start from a probability measure µ on the Borel σ-algebra of the unit circle. The main aim is to construct a unitary colligation ∆ µ , the characteristic function Θ ∆µ of which coincides with the Schur function Θ µ associated with the measure µ according to Section 1.
In Section 6, we consider a probability measure µ on the Borel σ-algebra of the unit circle for which the polynomials are non-complete in the space L 2 µ . In this case the question arises as to the existence of a natural completion of the system of orthonormal polynomials in L 2 µ to a complete orthonormal system in L 2 µ . The primary concern of Section 6 is to construct such a natural completion. In the particular case that the measure µ is associated with a pseudocontinuable noninner Schur function Θ, we will show that the functions obtained by completing the orthonormal system of polynomials are boundary values of functions belonging to the meromorphic Nevanlinna class in the unit disk (see Propoisition 6.15).
The goal of Section 7 is to reformulate the characterization of the pseudocontinuability of a non-inner Schur function given by Theorem 4.2 in terms of the complete orthonormal system which was created in Section 6 (see Theorem 7.2).
Finally, Section 8 is aimed at determining and further clarifying a direct connection between the criteria of pseudocontinuability of a non-inner Schur function which were pointed out in Theorem 3.9 and Theorem 4.2, respectively.
Let D := {ζ ∈ C : |ζ| < 1} and T := {t ∈ C : |t| = 1} be the unit disk and the unit circle in the complex plane C, respectively. The central object in this paper is the Schur class S(D) of all functions Θ : D → C which are holomorphic in D and satisfy Θ(D) ⊆ D ∪ T. Our main aim is to study the phenomenon of pseudocontinuability for functions belonging to S(D). In order to allow for a more effective treatment of this question, we first consider certain important objects that relate bijectively to the class S(D). This is the main content of the present section.
Let Θ ∈ S(D). Then the function Φ : D → C defined by
is holomorphic in D and satisfies In view of (1.1), (1.2), (1.3), and (1.4) we have
It can be easily verified that via (1.1) a bijective correspondence between the classes S(D) and C 0 (D) is established. Note that from (1.1) it follows that
The class C(D) is intimately related with the class M + (T) of all finite nonnegative measures on the Borel σ-algebra B of T. According to the Riesz-Herglotz Theorem (see, e.g., [8, Theorem 2.2.2]): For each function Φ ∈ C(D) there exists a unique measure µ ∈ M + (T) and a unique number β ∈ R such that
Obviously, β = Im [Φ(0)]. On the other hand, it can be easily checked that, for arbitrary µ ∈ M + (T) and β ∈ R, the function Φ, which is defined by the right hand side of (1.7), belongs to C(D). If we consider the Riesz-Herglotz representation (1.7) for a function Φ ∈ C 0 (D), then β = 0 and µ belongs to the set M 1 + (T) of all probability measures belonging to M + (T) (i.e. µ(T) = 1). Actually, in this way we obtain a bijective correspondence between the classes C 0 (D) and M 1 + (T). In the result of the above considerations we obtain special ordered triples [Θ, Φ, µ] consisting of a function Θ ∈ S(D), a function Φ ∈ C 0 (D), and a measure µ ∈ M 1 + (T) which are interrelated in such way that each of these three objects uniquely determines the other two. For that reason, if one of the three objects is given, we will say that the two others are associated with it. Based on this procedure, in Section 3 we will characterize the pseudocontinuability of a function Θ ∈ S(D) in terms of the associated objects Φ ∈ C 0 (D) and µ ∈ M 1 + (T).
Some basic facts on classes of meromorphic functions and pseudocontinuability
In this section, we summarize some facts on several classes of meromorphic functions which will be used later. (A detailed treatment of this subject can be found, e.g., in Duren [9] and Nevanlinna [13] .) In particular, we will recall the concept of pseudocontinuation. We will use C and E to denote the extended complex plane and the exterior of the closed unit disk, respectively, i.e. C := C ∪ {∞} and E := C \ (D ∪ T). Furthermore, the symbol m stands for the normalized linear Lebesgue-Borel measure on T. So we have m(T) = 1, i.e. m ∈ M 1 + (T).
Assume that G is one of the domains D or E. Let N M(G) be the Nevanlinna class of all functions which are meromorphic in G and which can be represented as a quotient of two bounded holomorphic functions in G. If h ∈ N M(D) (resp. h ∈ N M(E)), then a well-known theorem due to Fatou implies that there is a set B 0 ∈ B with m(B 0 ) = 0 and a Borel measurable function h : T → C such that
for all t ∈ T \ B 0 . In the following, we will continue to use the symbol h to denote such a boundary function of a function h which belongs to
There is a standard bijective correspondence between the sets N M(D) and N M(E). In order to describe this we introduce some further notation. Let G be a nonempty subset of C. Then G b denotes that subset of C which is symmetric to G with respect to the unit circle, i.e.
with the usual conventions 
with some α ∈ T and some Borel measurable function k : 
The function D which appears in Proposition 2. Remark 2.8. Let E be an outer function in N (D) which also belongs to I(D). Then E is a constant function with unimodular value. Now we recall the concept of pseudocontinuability. Let h ∈ N M(D). Then one says that h admits a pseudocontinuation into E if there exists a function h # ∈ N M(E) such that the boundary functions h and h # coincide m-a.e. on T. From Remark 2.2 it follows that a function h ∈ N M(D) admits at most one pseudocontinuation into E. Note that if h ∈ N M(D) admits a pseudocontinuation h # into E and if h is analytically continuable through some open arc of T, then the analytic continuation coincides with h # . In the following, the notation Π(D) stands for the set of all functions belonging to N M(D) which admit a pseudocontinuation into E. Obviously, the restriction of a rational function onto D belongs to Π(D). If h ∈ Π(D), then the symbol h # will be used to denote the pseudocontinuation of h into E.
Based on Remark 2.1 one can draw the following conclusion.
Moreover A particular situation is met in the class I(D) of inner functions belonging to S(D). In this case we not only have pseudocontinuability, but can write down the corresponding pseudocontinuation, explicitly. 
is satisfied m-a.e. on T.
. From Remark 2.9 we get H ∈ N M(D) and
Because of H ∈ N M(D) the canonical factorization theorem of Smirnov (see Proposition 2.7) provides us with the existence of an outer function E in N (D) and two functions J 1 , J 2 ∈ I(D) such that
In view of Remark 2.3 the function E vanishes nowhere in D and F := DE −1 is an outer function in N (D). Because of (2.5) we obtain
2 . Thus, using (2.4) we infer
m-a.e. on T. Since J 1 and J 2 are both unimodular m-a.e. on T from (2.6) one can see that F is unimodular m-a.e. on T. Furthermore, since we already know that F is an outer function in N (D) the maximum modulus principle of Smirnov (see, e.g., Duren [9, Theorem 2.11 on page 25]) implies that F belongs to I(D) as well. Hence, Remark 2.8 shows that F is a constant function with unimodular value. Consequently, the settings I 2 := F J 2 and I 1 := J 1 yield functions belonging to I(D) such that (2.3) holds m-a.e. on T. Conversely, we assume that there exist functions
and in view of (2.3) we get
This leads, in combination with Remark 2.9, to D ∈ Π(D).
It should be mentioned that in the above proof of the fact that the validity of (2.3) m-a.e. on T implies D ∈ Π(D) we do not use the assumption that D is an outer function in N (D).
A function-theoretic approach to study the pseudocontinuability in S(D) \ I(D)
In the present section we investigate the pseudocontinuability of a non-inner function Θ ∈ S(D) in terms of the function Φ ∈ C 0 (D) and the measure µ ∈ M 1 + (T) which is generated by Θ as explained in Section 1. The following result provides us with further insight into the connection between functions Θ and Φ.
Proof. Taking into account (1.1) and (1.6) an application of Remark 2.10 yields the asserted equivalence.
The rest of this section is devoted to the study of pseudocontinuability of a non-inner function Θ ∈ S(D) in terms of its associated measure µ ∈ M 1 + (T). Our approach to that question will be based on an analysis of various aspects of the boundary behavior of Θ. In particular, the m-integrability of the function ln[1 − |Θ| 2 ] will be of importance. Remark 3.3. Let Θ ∈ S(D) and let Φ ∈ C 0 (D) be defined by (1.1). Then a straightforward calculation yields that the identity Now we start from a function Φ ∈ C(D) and look to characterize the mintegrability of ln[Re Φ] in terms of its Riesz-Herglotz measure µ associated with Φ, subject to (1.7). In order to realize this goal we will apply the following result which is an immediate consequence of a theorem due to Fatou on the boundary behavior of Poisson integrals (see, e.g., Rosenblum/Rovnyak [15, Theorem 1.18]). 
where µ s stands for the singular part of µ with respect to m. Then the relation Re Φ = w holds m-a.e. on T.
Proposition 3.6 leads us to a particular subclass of M + (T). Let µ ∈ M + (T) and let the Lebesgue decomposition of µ with respect to m be given by (3.2), where µ s stands for the singular part of µ with respect to m. Then µ is said to satisfy the Szegő condition if the function ln w is m-integrable or equivalently if (2.1) holds. In this case, the Szegő function D : D → C associated with w is given by (2.2). If we start from a measure µ ∈ M + (T) which satisfies the Szegő condition, we will call D also the Szegő function associated with µ.
An application of Proposition 3.6 immediately provides the following result. 
Proof. First suppose Φ ∈ Π(D). Then we define
In view of the choice of Φ and D, Remark 2.1, and the fact that the set N M(D) is an algebra over C it follows that H ∈ N M(D). Moreover, an application of Remark 2.9 yields the equality (
T. Taking this and H ∈ N M(D) into account from Remark 2.9 we get D ∈ Π(D).
Conversely, we suppose now that D ∈ Π(D). We then set
Similar to the above, using Remark 2.1, one can reason that G ∈ N M(D), where Remark 2.9 results firstly in G = Φ * m-a.e. on T. Thus, from Remark 2.9 we can conclude Φ ∈ Π(D).
The following criterion for the pseudocontinuability of a non-inner function Θ ∈ S(D) is the main result of this section. It is formulated in terms of the probability measure µ ∈ M 1 + (T) which is associated with Θ as explained in Section 1. 4. An operatortheoretic approach to study the pseudocontinuability in
The starting point of this section is the observation that a given Schur function Θ ∈ S(D) can be represented as characteristic function of some contraction in a Hilbert space. That means that there exists a separable complex Hilbert space and bounded linear operators T : H → H, F : C → H, G : H → C, and S : C → C such that the block operator
is unitary and moreover that the equality
is fulfilled. Note that in (4.1) the complex plane C is considered as the onedimensional complex Hilbert space with the usual inner product
The unitarity of the operator U implies that the operator T is contractive (i.e. T ≤ 1). Thus, for all ζ ∈ D the operator I − ζT is boundedly invertible. The unitarity of the operator U means that the ordered tuple
is a unitary colligation. In view of (4.2) the function Θ is the characteristic operator function of the unitary colligation △.
The following subspaces of H will later play an important role
By the symbol ∞ n=0 A n we mean the smallest closed subspace generated by the subsets A n of the corresponding vector spaces. The spaces H F and H G are called the subspaces of controllability and observability, respectively. We note that the unitary operator U can be chosen such that
holds. In this case the unitary colligation △ is called simple. The simplicity of a unitary colligation means that there does not exist a nontrivial invariant subspace of H on which the operator T induces a unitary operator. Such contractions, T , are called completely non-unitary.
In the language of unitary colligations the pseudocontinuability of a non-inner Schur function Θ ∈ S(D) has the following consequence. 
are nontrivial.
Because of (4.4) and (4.6) it follows that the subspace
is invariant with respect to T (resp. T * ). It can be shown (see [7, Chapter 1] ) that
are unilateral shifts. More precisely, V T (resp. V T * ) is just the maximal unilateral shift contained in T (resp. T * ). This means that an arbitrary invariant subspace with respect to T (resp. T * ) on which T (resp. T * ) induces a unilateral shift is contained in H 
A comparison of Theorem 3.9 and Theorem 4.2 shows that they contain rather different characterizations of the pseudocontinuability of a non-inner Schur function Θ ∈ S(D). Our subsequent considerations are aimed at establishing direct connections between the two different criteria. 
which is generated by the constant functions and denote by 1 the constant function on T with value 1. Then obviously τ (C) = C T and τ (1) = 1.
We consider the subspace 
and
is a simple unitary colligation, the characteristic function Θ △µ of which coincides with the Schur function Θ associated with µ.
In view of Theorem 5.1 the operator T µ is a completely non-unitary contraction and if the function Φ is given by (1.7) with β = 0, then from (1.6) it follows that + (T) and suppose that the measure µ has infinitely many points of growth. Furthermore, we use, for all integers n, the mapping e n : T → C defined by e n (t) := t n . (6.1)
Thus, we have e −n = (U × µ ) n 1, where U × µ is the operator defined by (5.1). We now consider the system {e 0 , e −1 , e −2 , . . .}. Applying the Gram-Schmidt orthogonalization method in the space L 2 µ we get a unique sequence (ϕ n ) ∞ n=0 of polynomials, where ϕ n (t) = α n,n t −n + α n,n−1 t −(n−1) + · · · + α n,0 , t ∈ T, n ∈ {0, 1, 2, . . .}, (6.2) such that the conditions 
In particular, since µ(T) = 1 from the construction of ϕ 0 we see that
We consider the case that the system (ϕ n ) ∞ n=0 is non-complete in the space L 2 µ . In this case the question arises as to the existence of a natural completion of this system to a complete orthonormal system in L 
To construct the above-mentioned completion we consider a simple unitary colligation △ µ of type (5.2) associated with the measure µ. Here the completion of the orthonormal system (6.2) of polynomials to a complete orthonormal system in L We note that the controllability space (cf. (4.4)) associated with the unitary colligation △ µ has the form
Let the sequence of functions (ϕ
In view of the formula
it can be seen that the sequence (ϕ k ) ∞ k=1 can be obtained by applying the GramSchmidt orthonormalization procedure to (ϕ
with additional consideration of the normalization condition (6.4). Thus, we obtain the following result. 
Corollary 6.3. The orthonormal system of polynomials
If T is a contraction acting on some Hilbert space H, then we set
where
is the closure of the range of the defect operator 
is the maximal unilateral shift contained in T * µ (see [7, Theorem 1.6] ). We now suppose that H ⊥ µ,F = {0}. In view of δ Tµ = δ T * µ = 1, the multiplicity of the unilateral shift V T * µ is equal 1 and coincides with δ Tµ . This is equivalent to the operator T µ containing a maximal unilateral shift V Tµ of multiplicity 1 (see [7, Remark 1.11] ). Thus, we obtain the following result. is an isometric operator we have
Consequently,
There exists (see [7, Corollary 1.10] ) a unique unit vector ψ 1 ∈L 0 which fulfills
Because of (6.9), (6.10), and (6.11) it follows that the sequence (ψ k ) ∞ k=1 , where
is the unique orthonormal basis of the space H ⊥ µ,F which satisfies the conditions 13) or equivalently
As in the paper [7] we introduce the following notion. is an orthonormal system of polynomials (depending on t −1 ). The orthonormal system (ψ k ) ∞ k=1 is built with the aid of the operator U × µ from the function ψ 1 (see (6.12) ) in similar to the way the system (ϕ k ) ∞ k=0 was built from the function ϕ 0 (see (6.2) and (6.3)). The only difference is that the system [(U
is orthonormal, whereas in the general case the system (U
is not orthonormal. In this respect the sequence (ψ k ) ∞ k=1 can be considered as a natural completion of the system of orthonormal polynomials (ϕ k )
It should be mentioned that the part (ψ k ) ∞ k=1 of (6.15) has a clear interpretation in terms of prediction theory of stationary sequences. A closer look at the papers Wiener/Masani [23] and [24] shows that (ψ k ) ∞ k=1 is the spectral image of the sequence of so-called normalized innovations corresponding to some stationary sequence which is naturally associated with L 2 µ . We hope to discuss this and related matters in a separate paper dedicated to a prediction-theoretical analysis of pseudocontinuability of Schur functions.
Remark 6.6. The orthonormal system
is an orthonormal basis in the space H µ , which takes the orthogonal decomposition of H µ into account. We will call it the canonical orthonormal basis in H µ .
In view of (6.14) , to obtain a description of the sequence (ψ k ) ∞ k=1 it suffices to determine ψ 1 . The above considerations lead us to the following result. 
Remark 6.8. In view of Theorem 6.2 condition (a) in Lemma 6.7 is equivalent to the orthogonality conditions in L 2 µ which are expressed by
Now we are going to prove another auxiliary result. Here and in the following, for any function f : T → C, we simply write f * (t) instead of (f (t)) * .
Lemma 6.9. Assume that h 0 ∈ L 2 µ satisfies the following three conditions:
Suppose that µ has the Lebesgue decomposition (3.2) and let D : D → C be the Szegő function given by (2.2). Denote by E the Borel subset of T which was introduced in Remark 6.1. Then there is a function I ∈ I(D) such that the function h 0 has the form
Proof. In view of Remark 6.8 from condition (ã) we infer
Moreover, from (c) and
Thus, in view of (6.8) we get h 0 ∈ H µ . This yields h 0 ⊥ C T . Therefore, it follows that
By using the Riesz brothers' theorem (see, e.g., Hoffman [11, Chapter 4]) we obtain from (6.18) and (6.19) we obtain that the complex measure th 0 (t)µ(dt) is absolutely continuous with respect to m. According to the decomposition (3.2) this implies
The function h 0 is determined m-a.e. on the set T \ E µs . For this reason, taking into account Remark 6.1 and (6.20), we can assume that
Because of (3.2), (6.20) , and the condition (c) for each n ∈ {1, 2, . . .} it follows
Consequently, taking complex conjugates for each non-zero integer n, we get
Hence, there is a constant c ∈ C such that the identity
holds m-a.e. on T. Combining (b) with (3.2), (6.20) , and (6.22) we can conclude
Therefore, from (6.22) it follows that
m-a.e. on T \ E. From (6.23) and Proposition 2.6 we see that (6.20) , (6.18) , and (6.19) we obtain
Thus, by setting L 2 m,+ := ∞ n=0 e n we get
In view of (6.23), the identity
holds m-a.e. on T. Since D is an outer function in H 2 (D), it follows from (6.24), (6.25) and the inner-outer factorization (see Proposition 2.7) that the function e −1 h 0 |D| 2 admits the representation
m-a.e. on T for some I ∈ I(D). Hence, the identity
holds m-a.e. on T. Combining this with (6.21) we get the representation (6.17).
Theorem 6.10. Let D : D → C be the Szegő function given by (2.2).
Denote by E the Borel subset of T which was introduced in Remark 6.1. Then the unit vector ψ 1 ∈L 0 which is uniquely determined via (6.11) is given by
Proof. The conditions (a), (b), and (c) in Lemma 6.7 lead in combination with Lemma 6.9 to the relation
Because of condition (c) in Lemma 6.7, the sequence ( 1, 2, . . .}. Now we are going to prove that this implies that the function I is constant with unimodular value. We prove this by contradiction. Assume that I is not a unimodular constant function. Then Beurling's Theorem (see, e.g., Garnett [10, Theorem 7.1 in Chapter 2] implies that the system {e 0 I, e 1 I, e 2 I, . . .} is not closed in L has the following properties
Indeed, since the functions u and D belong to L 2 m,+ from (6.27), (6.26) , and the fact that I ∈ I(D) for each k ∈ {0, 1, 2, . . .} we obtain
This implies (6.28). Moreover, taking into account (6.27), (6.26) , and the choice of u for each k ∈ {0, 1, 2, . . .} one can conclude
Thus, (6.29) is proved. However, condition (c) in Lemma 6.7 shows that from (6.28) and (6.29) it follows that g = 0. Combining this with (6.26) and (6.27) we get
m-a.e. on T \ E. Therefore, u vanishes m-a.e. on T \ E. Because m(E) = 0, this implies that u vanishes m-a.e. on T. This contradicts the assumption that u belongs to L 2 m,+ \ {0}. Hence, the function I is constant. Since I is an inner function, there is an α ∈ R such that I is the constant function with value exp{iα}. Thus, formula (6.26) can be rewritten in the form
Denote by P C T the orthoprojector in L 2 µ onto the closed subspace C T . Using (2.2), (6.30), and (6.11) we obtain
Consequently, it follows exp{iα} = 1.
Corollary 6.11. For each k ∈ {1, 2, . . .}, the function ψ k of the canonical orthonormal basis (6.16) in the space H µ is given by 
In other words, the canonical orthonormal basis (6.15) in that case is given by e 0 , e −1 , e −2 , . . . ; e 1 , e 2 , . . . ,
where for each integer n the function e n : T → C is defined as in (6.1).
Corollary 6.14. The space H ⊥ µ,F consists of all functions f of the form 
Then G ∈ N M(D) and its boundary values G satisfy
The mapping F −→ 1 T\E G is a metric isomorphism between H 2 (D) and
This follows from Theorem 3.9.
(b) In view of Remark 2.9 we have Ψ k ∈ N M(D) and
Thus, in view of m(E) = 0, the combination of (6.32), Theorem 6.10 and (6.14)
shows that 1 T\E Ψ k = ψ k µ-a.e. on T.
(c) Using Corollary 6.14, the assertion of (c) can be obtained analogously to (b).
Remark 6.16. In [7] a detailed description of the matrix representations of the operators T µ , F µ , G µ , and S µ (and, consequently, of the operator U µ ) with respect to the canonical basis (6.15) was given (see 2.8 Comment, Chapter A, and Theorems 2.13, 2.15, and 2.17 there). These matrix representations are expressed in terms of Schur parameters of the characteristic function Θ △µ of the unitary colligation which is associated with the probability measure µ. We note that in Chapter 4 of the monograph [19] by B. Simon some historical remarks concerning these matrix representations are presented. In particular, the representation, abbreviated by GGT , is used in [19] . Here GGT stands for Geronimus, Gragg, and Teplyaev.
Some criterion of pseudocontinuability of non-inner Schur functions in terms of orthogonal polynomials on the unit circle
It is well known (see, e.g., Brodskii [4] ) that one can consider simultaneously together with the simple unitary colligation (5.2) the adjoint unitary colligatioñ
which is also simple. For z ∈ D, its characteristic function Θ△ µ is given by
We note that the unitary colligation (7.1) is associated with the operator (U × µ ) * . It can be easily checked that the action of (U
If we replace the operator U while taking into account the normalization conditions
(b) The relations
It can be easily checked that
As in the paper [7] , we introduce the following notion. 
is called the conjugate canonical orthonormal basis with respect to the canonical orthonormal basis (6.15).
Similar to (6.7), the identity
can be verified. Thus,
In [7, Chapter 3 ] the unitary operator U was introduced which maps the elements of the canonical basis (6.15) onto the corresponding elements of the conjugate canonical basis (7.3). More precisely, U ϕ n = ϕ * n , n ∈ {0, 1, 2, . . .}, and U ψ n = ψ V.K. Dubovoy, B. Fritzsche, B. Kirstein and A. Lasarow
The operator U is related to the conjugation operator in
In [7, Theorem 3.6] Conversely, we assume now that the conditions (2.1) and (2.3) are satisfied. Let E be the set introduced in Remark 6.1. In view of m(E) = 0 we can assume that the boundary functions I 1 and I 2 of the inner functions I 1 and I 2 vanish on E. Thus, the functions I 1 and I 2 vanish µ s -a.e. on T. From (2.3) it follows that
holds m-a.e. on T. We are going to prove that the function h 0 defined by h 0 (t) := 0, t ∈ E, t · I 1 (t) · D * (t) −1 , t ∈ T \ E, (8.3) belongs to the intersection of the sets described on the left-hand side of formula (7.7). Indeed, in view of Corollary 6.14 and (7.6) we infer
On the other hand, using (8.3), (8.2), (6.31), and m(E) = 0 for each n ∈ {1, 2, . . .} one can conclude Thus, (7.7) is fulfilled.
We now look to cast some light on an interesting aspect of pseudocontinuability of Schur functions by considering our main result under the light of the following well-known Douglas-Rudin Theorem (see, e.g., Garnett [10, Theorem 2.1 in Chapter V]). 
