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Abstract
We give a sufficient condition for the abstract basin of attraction of a sequence of holo-
morphic self-maps of balls in Cd to be biholomorphic to Cd. As a consequence, we get
a sufficient condition for the stable manifold of a point in a compact hyperbolic invariant
subset of a complex manifold to be biholomorphic to a complex Euclidean space. Our re-
sult immediately implies previous theorems obtained by Jonsson-Varolin and by Peters; in
particular, we prove (without using Oseledec’s theory) that the stable manifold of any point
where the negative Lyapunov exponents are well-defined is biholomorphic to a complex Eu-
clidean space. Our approach is based on the solution of a linear control problem in spaces of
subexponential sequences, and on careful estimates of the norm of the conjugacy operator
by a lower triangular matrix on the space of k-homogeneous polynomial endomorphisms
of Cd.
Mathematics Subject Classification 2010. Primary: 37F99. Secondary; 32H50, 37D25,
37H99.
Introduction
Let f : M → M be a holomorphic automorphism of a complex manifold and let Λ ⊂ M be a
compact hyperbolic invariant subset of M , with stable distribution of complex dimension d. The
stable manifold of each point x ∈ Λ, that is the set
W s(x) =
{
z ∈M | lim
n→∞
dist
(
fn(z), fn(x)
)
= 0
}
,
is the image of a holomorphic injective immersion W →֒ M of a complex manifold W . Such an
immersion endowes W s(x) with the structure of a complex manifold. As a model W one can
choose, for instance, the space of sequences
W =
{
(zn) ⊂M | zn+1 = f(zn) and lim
n→∞
dist (zn, f
n(x)) = 0
}
,
which is a d-dimensional complex submanifold of the complex Banach manifold consisting of all
sequences (zn) ⊂M such that dist (zn, f
n(x)) is infinitesimal. In this case, the immersion maps
each sequence (zn) ∈ W into its first element z0.
The stable manifold W s(x) is smoothly diffeomorphic to Cd and it is natural to ask whether
it is also biholomorphic to Cd (such a question was raised for instance by E. Bedford in [Bed00]).
The answer turns out to be affirmative when the invariant set Λ is a hyperbolic fixed point,
as proven by J.-P. Rosay and W. Rudin in [RR88]. More generally, M. Jonsson and D. Varolin
proved that the answer is affirmative for almost every point in Λ, with respect to any invariant
probability measure supported on Λ (see [JV02]). In the general case, J. E. Fornæss and B.
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Stensønes have proven that W s(x) is always biholomorphic to a domain in Cd (see [FS04],
Remark A.4 in the appendix below also explains why this fact holds), but the question whether
it is actually biholomorphic to Cd remains open.
By the local stable manifold theorem, a neighborhood of each point fn(x) in W s(fn(x)) =
fn(W s(x)) is biholomorphic to the unit ball B about 0 in Cd, and by reading the maps f |W s(fn(x))
by means of these parameterizations (suitably chosen), one obtains a sequence of holomorphic
maps
fn : B → B
which fix 0 and are such that for every n ∈ N,
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B , (1)
for some 0 < ν ≤ λ < 1. For any sequence of holomorphic maps f = (fn : B → B)n∈N with the
above properties, one can define the abstract basin of attraction of 0 as the setWf of all sequences
(zn)n≥m such that zn+1 = fn(zn) for every n ≥ m, under the identification of sequences which
eventually coincide. Such an object carries a natural complex structure. This construction is due
to J. E. Fornæss and B. Stensønes [FS04]; see Section 5 below for a more categorical approach.
When the maps fn are induced by a diffeomorphism f as above, the manifold Wf is naturally
biholomorphic to the stable manifold of x. It has been conjectured that under the assumptions
(1), the abstract basin of attraction of 0 with respect to (fn) is biholomorphic to C
d (see [Pet05],
[PW05], [Pet07]). A positive answer to this conjecture would imply that the stable manifold of
any orbit on a compact hyperbolic invariant set is biholomorphic to Cd.
Notice that by the application of a suitable non-autonomous linear unitary conjugacy, that is
by the replacement of (fn) by (Un+1 ◦ fn ◦ U
−1
n ) for a sequence (Un) of unitary automorphisms
of Cd, one may always assume that the linear parts of fn,
Ln := Dfn(0) ,
are lower triangular matrices. More precisely, the choice of U0 in the unitary group determines
the subsequent matrices Un, n ≥ 1, up to a conjugacy with a unitary diagonal matrix, and
uniquely determines the absolute values of the diagonal entries of Ln. The aim of this paper is
to prove that, under a suitable assumption on the diagonal entries of Ln, the above conjecture
holds true:
Theorem 1. Let fn : B → B be a sequence of holomorphic maps which satisfies (1). Denote by
λn(j) the j-th diagonal entry of the lower triangular matrix Ln = Dfn(0), for 1 ≤ j ≤ d, and
assume that for every θ > 1 there exists a number C(θ) such that
max
1≤h≤d
n+ℓ−1∏
k=n
|λk(h)| max
1≤i≤j≤d
n+ℓ−1∏
k=n
|λk(j)|
|λk(i)|
≤ C(θ)θnλℓ , (2)
for every n, ℓ ∈ N, for some λ < 1. Then the abstract basin of attraction of 0 with respect to (fn)
is biholomorphic to Cd.
Condition (2) is a sort of asymptotic weak monotonicity requirement on the diagonal entries
of Ln, and (as it will be made clear by the basic estimate of Lemma 2.2) it is very natural in
this context. In particular, the above theorem significantly sharpens a result of H. Peters (see
[Pet07, Theorem 9]), where a much stronger pointwise condition is considered: he required that
there exists 0 < ξ < 1 such that
max
1≤h≤d
|λn(h)| max
1≤i≤j≤d
|λn(j)|
|λn(i)|
≤ ξ
2
for all n. Furthermore, condition (2) is automatically fulfilled when the constants which appear
in (1) satisfy ν−1λ2 < 1 (up to the choice of a larger λ < 1, see Remark 3.3 below), which
is another condition often appearing in the literature. See also [For04], [Wol05], [PW05] and
[PVW08] for related results.
Theorem 1 implies that the stable manifold W s(x) of a point in the compact hyperbolic
invariant set Λ is biholomorphic to Cd when the negative Lyapunov exponents of f at x are
well-defined. Indeed, we shall prove the following:
Theorem 2. Let f : M → M be a holomorphic automorphism of a complex manifold and let
Λ be a compact hyperbolic invariant set with d-dimensional stable bundle Es. Let x ∈ Λ and
assume that the stable space Es(x) at x has a splitting
Es(x) =
r⊕
i=1
Ei
such that
lim
n→∞
|Dfn(x)u|1/n = λ¯i uniformly for u in the unit sphere of Ei ,
where the numbers 0 < λ¯i < 1 are pairwise distinct. Then the stable manifold of x is biholomor-
phic to Cd.
By Oseledec’s theorem, the hypotheses in this statement hold for almost every point x, with
respect to any invariant probability measure on Λ, and so this theorem is a somewhat more
precise statement than the previously mentioned result of M. Jonsson and D. Varolin; thus using
our approach it is possible to recover in a unified way all the main results on this subject already
present in the literature.
Our proof of the above theorems is based on two steps, that we keep separate. The first and
main step is a formal non-autonomous conjugacy result, which states that under the assump-
tion (2) there exists a sequence of formal series (hn) and a sequence (gn) of special triangular
automorphisms of Cd (see Section 2 for the definition) such that
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N .
Here the important fact is that both (gn) and (hn) can be chosen to have subexponential growth
(roughly speaking, subexponential estimates here replace the slowly varying functions of [JV02]);
see Section 3 for a precise statement. The main point in the proof of this first step is a careful
estimate, proven in Section 2, on the norm of the conjugacy operator by a lower triangular matrix
on the space of k-homogeneous polynomial endomorphisms of Cd. It is this extimate that leads
to condition (2); we also exhibit a counterexample which shows that the first step fails when
condition (2) is not fulfilled.
The second step is the non-autonomous version of the well-known fact that two germs of
holomorphic contractions which are conjugated as jets of a sufficiently high degree are actually
conjugated as germs. A result of this kind has been proven by F. Berteloot, C. Dupont and L.
Molino in [BDM08]. In the appendix of this paper we provide a different and more concise proof.
The authors would like to thank Eric Bedford and Jasmin Raissy for several useful conver-
sations. The support of the INdAM grant Local discrete dynamics in one, several and infinitely
many variables during the initial stages of this work is gratefully acknowledged. Part of this work
was done while the last two authors were visiting the University of Leipzig and the Max Planck
Institut fu¨r Mathematik in den Naturwissenschaften. We would like to thank both institutions
for their hospitality and the Humboldt Foundation and the Ateneo Italo Tedesco for financial
support in the form of a Humboldt Fellowship and of a Vigoni Project.
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1 A lemma in discrete linear control theory
Let E be a finite dimensional complex vector space, endowed with the norm | · |. We denote by
‖ · ‖L(E) the corresponding operator norm on the space of linear endomorphisms of E.
If (An) is a sequence of linear endomorphisms of E and n ≥ m ≥ 0, we denote by An,m the
composition
An,m = An−1An−2 · · ·Am , An,n = I ,
which satisfies, for any n ≥ m ≥ ℓ ≥ 0,
An,mAm,ℓ = An,ℓ . (1.1)
With this notation, the general solution (un) of the equation
un+1 = Anun + bn , ∀n ∈ N , (1.2)
can be written in the compact form
un = An,0u0 +
n−1∑
j=0
An,j+1bj , (1.3)
as shown by a direct computation. A sequence (un) ⊂ E is said to be subexponential if for every
θ > 1 there exists B = B(θ) > 0 such that
|un| ≤ Bθ
n
for all n ≥ 0.
Lemma 1.1. Let (An) be a sequence of linear automorphisms of E such that for every θ > 1
there exist positive numbers C(θ) and α(θ) < 1 for which∥∥A−1n+ℓ,n∥∥L(E) ≤ C(θ)θnα(θ)ℓ , ∀n, ℓ ∈ N . (1.4)
Then for every subexponential sequence (bn) ⊂ E, the equation (1.2) has a unique subexponential
solution (un) ⊂ E.
Proof. Let θ > 1. Choose 1 < ω ≤ θ1/2 such that ωα(θ1/2) < 1. Since (bn) is subexponential,
there exists a number B > 0 such that
|bn| ≤ Bω
n , ∀n ∈ N .
Together with the assumption (1.4) this implies the estimate
|A−1n+ℓ,nbn+ℓ−1| ≤ C(θ
1/2)θn/2α(θ1/2)ℓBωn+ℓ−1 = C(θ1/2)Bω−1θn/2ωn
(
α(θ1/2)ω
)ℓ
≤ C(θ1/2)Bθn
(
α(θ1/2)ω
)ℓ
.
(1.5)
Since α(θ1/2)ω < 1, the above estimate implies that for every n ∈ N the series
un := −
∞∑
ℓ=1
A−1n+ℓ,nbn+ℓ−1 ,
4
which corresponds to formula (1.3) with
u0 = −
∞∑
ℓ=1
A−1ℓ,0bℓ−1 ,
converges absolutely. In particular, (un) is a solution of (1.2) and by (1.5)
|un| ≤
C(θ1/2)B
1− α(θ1/2)ω
θn.
Since θ > 1 is arbitrary, (un) is subexponential. Finally, the uniqueness statement holds because
the homogeneous equation vn+1 = Anvn does not have non-zero subexponential solutions since,
by (1.4),
|vn| = |An,0v0| ≥
∥∥A−1n,0∥∥−1L(E)|v0| ≥ |v0|C(2)α(2)−n
diverges exponentially if |v0| 6= 0, because α(2) < 1.
Remark 1.2. In general, an equation of the form un+1 = fn(un) = Anun + bn may have no
subexponential solution (un), even if the sequences (bn) and (An) are bounded. Actually, by the
formula (1.3), every solution (un) satisfies the estimate
|un| ≤ a
n|u0|+ b
an − 1
a− 1
, (1.6)
where
a := sup
n∈N
‖An‖L(E) , b := sup
n∈N
|bn| ,
but the constant a in (1.6) might be sharp for each solution. A one-dimensional example with
a > 1 is given by
fn(u) =
{
1
2u if n = 0 or (2k)! ≤ n < (2k + 1)! ,
2u− 1 if (2k + 1)! ≤ n < (2k + 2)! ,
for every k ∈ N. Indeed, in this case a = 2, b = 1, so (1.6) gives us
|un| ≤ 2
n(|u0|+ 1) , ∀n ∈ N ,
from which we get
|u(2k+1)!| = |f(2k+1)!−1 ◦ · · · ◦ f(2k)!(u(2k)!)| = 2
−(2k+1)!+(2k)!|u(2k)!|
≤ 2−(2k+1)!+2(2k)!(|u0|+ 1) = 2
−(2k−1)(2k)!(|u0|+ 1) = o(1) .
Since the map u 7→ 2u− 1 is a homothety with center u = 1 and expanding factor 2,
|u(2k)! − 1| = |f(2k)!−1 ◦ · · · ◦ f(2k−1)!(u(2k−1)!)− 1|
= 2(2k)!−(2k−1)!|u(2k−1)! − 1| = 2
(2k)!−(2k−1)!(1 + o(1)) .
Therefore, the equality |un| = 2
n+o(n) holds on a subsequence, so the constant a = 2 is sharp in
(1.6), that is no solution (un) is O(α
n) with α < 2.
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Let V be a linear subspace of E, playing the role of a control space. If we are allowed to
perturb the sequence (bn) by a sequence in V and if V is preserved by all the automorphisms An,
we find the following generalization of Lemma 1.1, where the operator norm in (1.4) is replaced
by the operator norm on the quotient E/V .
Lemma 1.3. Let V be a linear subspace of E and let π : E → E/V be the quotient projection. Let
(An) be a subexponential sequence of linear automorphisms of E such that AnV = V for every
n ∈ N, and assume that for every θ > 1 there exist positive numbers C(θ) and α(θ) < 1 for which∥∥A−1n+ℓ,n∥∥L(E/V ) ≤ C(θ)θnα(θ)ℓ , ∀n, ℓ ∈ N . (1.7)
Then for every subexponential sequence (bn) ⊂ E there is a subexponential sequence (un) ⊂ E,
unique modulo V , and a subexponential sequence (vn) ⊂ V such that
un+1 = Anun + bn + vn .
Proof. Since (bn) is subexponential, so is (π bn) and by Lemma 1.1 applied to the vector space
E/V there is a unique subexponential sequence (ξn) ⊂ E/V such that ξn+1 = Anξn + π bn.
Therefore, there is a sequence un ∈ ξn such that
|un| = |ξn| and vn := un+1 −Anun − bn ∈ V .
These sequences (un) and (vn) satisfy all the requirements.
Remark 1.4. All the results of this section hold, with minor changes, if E is an infinite dimen-
sional complex Banach space.
2 Linear conjugacy operators on the space of homogeneous
polynomial maps
We endow Cd with the norm
|z| := max
1≤j≤d
|zj | , ∀z ∈ C
d (2.1)
whose open ball of radius r about 0, that we denote by Br, is a polydisk. The corresponding
operator norm on the space of linear endomorhisms of Cd is denoted by ‖ · ‖.
Let H k be the vector space of homogeneous polynomial maps p : Cd → Cd of degree k.
The space H k is naturally isomorphic to the space of Cd-valued symmetric k-linear maps on
Cd. We use the same symbol to denote the k-linear form and the corresponding k-homogeneous
polynomial, adopting the notation:
p(z) = p[z]k = p[z, . . . , z︸ ︷︷ ︸
k
] , ∀z ∈ Cd .
The space H k is normed by
‖p‖ := sup
z∈Cd\{0}
|p(z)|
|z|k
= ‖p‖∞,B1 . (2.2)
Set
Ak =
{
α ∈ Nd | |α| = k
}
, J = {1, . . . , d} ,
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where |α| := α1 + · · ·+ αd is the degree of the multi-index α. Then H
k is spanned by the basis
zαei, (α, i) ∈ Ak × J ,
where e1, . . . , ed is the canonical basis of C
d, and has dimension
dimH k = d cardAk = d
(
k + d− 1
d− 1
)
.
An equivalent norm on H k is clearly the maximum of the absolute values of the coefficients with
respect to this basis and the Cauchy formula implies
max
(α,i)∈Ak×J
|cα,i| ≤ ‖p‖ ≤
(
k + d− 1
d− 1
)
max
(α,i)∈Ak×J
|cα,i| , (2.3)
for p(z) =
∑
α,i cα,iz
αei.
Consider the flag
(0) = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ed−1 ⊂ Ed = C
d ,
where Ej = Span (ed−j+1, . . . , ed) is the space of vectors (z1, . . . , zd) such that zi = 0 for every
i ≤ d − j. A holomorphic map f : Cd → Cd is said triangular if it preserves this flag, that
is f(Ej) ⊆ Ej for every j = 0, . . . , d. It is said strictly triangular if f(Ej) ⊆ Ej−1 for every
j = 1, . . . , d. A holomorphic map f : Cd → Cd is triangular (respectively, strictly triangular) if
and and only if f(0) = 0 and for every j = 1 . . . , d the j-the component of f depends only on
the variables z1, . . . , zj (respectively, z1, . . . , zj−1). In particular, a linear endomorphism of C
d is
triangular (respectively, strictly triangular) if and only if the associated matrix is lower triangular
(respectively, strictly lower triangular). Notice that the composition of triangular maps is still
triangular, and it is strictly triangular if at least one of the maps is so. If we set
Tk := {(α, i) ∈ Ak × J | αj = 0 ∀j ≥ i} , T
k = span {zαei | (α, i) ∈ Tk} ,
then a polynomial map
h : Cd → Cd, h =
m∑
k=1
hk, hk ∈ H k ,
is strictly triangular if and only if each hk belongs to T k.
We are interested in polynomial automorphisms of Cd that are strictly triangular perturba-
tions of triangular linear maps, that is, maps g : Cd → Cd of the form
g(z) = Dz + h(z) , ∀z ∈ Cd ,
where D is a diagonal linear automorphism and h is a strictly triangular polynomial map. Equiv-
alently, g can be written component-wise as
g1(z) = λ1z1,
g2(z) = λ2z2 + h2(z1),
...
gd(z) = λdzd + hd(z1, . . . , zd−1),
(2.4)
where each polynomial hj depends only on z1, . . . , zj−1 and vanishes at the origin, and none of
the numbers λj is zero. The above expression easily implies that g is an automorphism and that
7
its inverse has the same form. Throughout this paper, we shall briefly refer to automorphisms
of the form (2.4) as special triangular automorphisms. More properties of special triangular
automorphisms are proved in Section 6.
A linear automorphism L of Cd induces a linear conjugacy operator AL : H
k → H k by
setting
ALp := L
−1 p ◦ L . (2.5)
This operator depends controvariantly on L, that is
ALM = AMAL .
If the linear automorphism L is lower triangular, then the subspace T k of strictly triangular
k-homogeneous polynomial maps is AL-invariant. If D is a diagonal linear automorphism, with
D =

δ(1) 0. . .
0 δ(d)

 ,
then the conjugacy operator AD is diagonal with respect to the standard basis of H
k; indeed
AD(z
αei) = δ(1)
α1 . . . δ(i)αi−1 . . . δ(d)αd(zαei) ,
for all (α, i) ∈ Ak × J. The induced operator on the quotient H
k/T k (still denoted by AD) is
diagonal with respect to the basis
zαei + T
k , (α, i) ∈ (Ak × J) \ Tk ,
and the eigenvalue corresponding to the eigenvector zαei + T
k is the number
δ(1)α1 . . . δ(i)αi−1 . . . δ(d)αd ,
for all (α, i) ∈ (Ak × J) \ Tk. Therefore its operator norm can be estimated as follows
‖AD‖L(H k/T k) ≤ c(k, d) max
(α,i)∈(Ak×J)\Tk
∣∣δ(1)α1 . . . δ(i)αi−1 . . . δ(d)αd ∣∣ . (2.6)
Here, the presence of the constant c(k, d) is due to the fact that the norm ‖ · ‖ defined by (2.2)
is not a monotone function of the coordinates with respect to the standard basis of H k. Such
a constant would have been 1 if H k were endowed with the (monotone) maximum norm of the
coefficients with respect to the basis {zαei}, so (2.3) implies that a suitable constant in (2.6) is
c(k, d) =
(
k + d− 1
d− 1
)
.
By the definition of the set Tk, we can reformulate the expression for the maximum which appears
in (2.6) and get
‖AD‖L(H k/T k) ≤ c(k, d)
(
max
1≤h≤d
|δ(h)|
)k−1
max
1≤i≤j≤d
|δ(j)|
|δ(i)|
. (2.7)
Let L1, . . . , Lℓ be lower triangular linear automorphisms of C
d, and let D1, . . . , Dℓ be their
diagonal parts. Therefore, Ln = Dn +Nn and L
−1
n = D
−1
n + N˜n, where Nn and N˜n are strictly
8
lower triangular linear endomorphisms of Cd, for every n = 1, . . . , ℓ. Set Fn := D
−1
n Nn and
F˜n := DnN˜n. Since Dn is the diagonal part of Ln, we have
‖Ln‖ ≥ max
1≤j≤d
|Lnej | ≥ max
1≤j≤d
|Dnej | = ‖Dn‖ ,
hence
‖F˜n‖ = ‖DnL
−1
n − I‖ ≤ ‖Dn‖‖L
−1
n ‖+ 1 ≤ ‖Ln‖‖L
−1
n ‖+ 1 . (2.8)
Symmetrically, we have
‖Fn‖ ≤ ‖Ln‖‖L
−1
n ‖+ 1 . (2.9)
If we denote by 2 the set {0, 1}, we have the following useful representation formula:
Lemma 2.1. For every p ∈ H k the k-homogeneous polynomial map ALℓ···L1p equals∑
α,β1,...,βk
DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
1 , . . . , D
−1
1 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
, (2.10)
where the sum is taken over all α, β1, . . . , βk in 2ℓ with |α| < d, |β1| < d, . . . , |βk| < d.
Proof. If γ ∈ 2 is 0 then DnF
γ
n = Dn, while if it is 1 then DnF
γ
n = Nn. Therefore
Lℓ · · ·L1 = (Dℓ +Nℓ) · · · (D1 +N1) =
∑
α∈2ℓ
DℓF
αℓ
ℓ . . . D1F
α1
1 .
Actually, all the products containing at least d of the Nn’s vanish, so the above sum involves
only the multi-indices α with |α| < d, so
Lℓ · · ·L1 =
∑
α∈2ℓ
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 . (2.11)
Similarly,
L−11 · · ·L
−1
ℓ =
∑
β∈2ℓ
|β|<d
D−11 F˜
β1
1 · · ·D
−1
ℓ F˜
βℓ
ℓ . (2.12)
Formulas (2.11) and (2.12) imply the identity
ALℓ···L1p =
∑
α∈2ℓ,
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 p ◦
( ∑
β∈2ℓ,
|β|<d
D−11 F˜
β1
1 · · ·D
−1
ℓ F˜
βℓ
ℓ
)
=
∑
α∈2ℓ,
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[ ∑
β1∈2ℓ,
|β1|<d
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
ℓ , . . . ,
∑
βk∈2ℓ,
|βk|<d
D−11 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
.
By k-linearity the latter expression can be rewritten as (2.10).
The following lemma is our main estimate for conjugacy operators induced by triangular
automorphisms:
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Lemma 2.2. Let Ln, 1 ≤ n ≤ ℓ, be lower triangular linear automorphisms of C
d. Assume that
the vector of diagonal entries of Ln is (λn(1), . . . , λn(d)). Then
‖ALℓ...L1‖L(H k/T k) ≤ K ℓ
N max
(nr)
N∏
r=0
((
max
1≤h≤d
|λnr+1,nr(h)|
)k−1
max
1≤i≤j≤d
|λnr+1,nr (j)|
|λnr+1,nr (i)|
)
,
where
K = K
(
d, k, max
1≤n≤ℓ
‖Ln‖, max
1≤n≤ℓ
‖L−1n ‖
)
, N := (k + 1)(d− 1) ,
and the first maximum is taken over all the partitions 1 = n0 ≤ n1 ≤ · · · ≤ nN ≤ nN+1 = ℓ.
Proof. Fix some α, β1, . . . , βk ∈ 2ℓ such that |α| < d, |β1| < d, . . . , |βk| < d. The operator
p 7→ DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
ℓ , . . . , D
−1
1 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
(2.13)
appearing in (2.10) can be seen as the composition of conjugacy operators ADn , 1 ≤ n ≤ ℓ,
alternated with the left-multiplication operators
Ln p := F
αn
n p , 1 ≤ n ≤ ℓ ,
and the right-multiplication operators
Rn p := p
[
F˜
β1n
n , . . . , F˜
βkn
n
]
, 1 ≤ n ≤ ℓ .
Each of these operators preserves the subspace T k, and by (2.8) and (2.9),
‖Ln‖L(H k/T k) ≤ ‖F
αn
n ‖ ≤ ‖Fn‖
αn ≤ ραn ,
‖Rn‖L(H k/T k) ≤ ‖F˜
β1n
n ‖ . . . ‖F˜
βkn
n ‖ ≤ ‖F˜n‖
β1n . . . ‖F˜n‖
βkn ≤ ρβ
1
n+···+β
k
n ,
(2.14)
where
ρ := max
1≤n≤ℓ
(
‖Ln‖‖L
−1
n ‖+ 1
)
.
Since |α| < d, the number of indices n for which Ln is not the identity is at most d−1. Similarly,
since |βj | < d for every j = 1, . . . , k, the number of indices n for which Rn is not the identity is
at most k(d− 1). It follows that there are natural numbers
1 = n0 ≤ n1 ≤ · · · ≤ nN+1 = ℓ
where N = (k+1)(d−1), such that the operator (2.13) is the composition of the N+1 conjugacy
operators
ADnj+1,nj
, j = 0, . . . , N ,
with some of the operators Ln and Rn. Using also (2.14), we deduce that the norm of the
operator (2.13) on H k/T k is not larger than the number
N∏
j=0
‖ADnj+1,nj ‖L(H k/T k) ·
ℓ∏
n=1
ραn ·
ℓ∏
n=1
ρβ
1
n+···+β
k
n
= ρ|α|+|β
1|+···+|βk|
N∏
j=0
‖ADnj+1,nj ‖L(H k/T k) .
(2.15)
10
Notice that
∑
α∈2ℓ,
|α|<d
∑
β1∈2ℓ,
|β1|<d
· · ·
∑
βk∈2ℓ,
|βk|<d
ρ|α|+|β
1|+···+|βk| =

∑
α∈2ℓ
|α|<d
ρ|α|


k+1
(2.16)
and ∑
α∈2ℓ
|α|<d
ρ|α| =
d−1∑
j=0
(
ℓ
j
)
ρj ≤ ρd−1
d−1∑
j=0
(
ℓ
j
)
≤ ρd−1
d−1∑
j=0
ℓj
j!
≤ eρd−1ℓd−1 ,
so the quantity (2.16) is at most ek+1ρN ℓN . Since the operator ALℓ···L1 is the sum of the
operators (2.13) over all multi-indices α, β1, . . . , βk in 2ℓ with weight less than d, this bound on
(2.16) and the fact that the norm of (2.13) is at most (2.15) imply the estimate
‖ALℓ...L1‖L(H k/T k) ≤ e
k+1 ρN ℓN max
1=n0≤n1≤···≤nN≤nN+1=ℓ
N∏
j=0
∥∥∥ADnj+1,nj ∥∥∥ .
The conclusion now follows from the estimate (2.7).
3 The formal non-autonomous conjugacy
Let F ⊂ C[[z1, . . . , zd]]
d be the space of formal series in d variables and with d components, with
vanishing zero order term. If f ∈ F and k ∈ N, we denote by fk the k-homogeneous part of f .
Therefore each f ∈ F can be written uniquely as
f =
∞∑
k=1
fk , (3.1)
where fk ∈ H k for every k ∈ N+, and any expression of the form (3.1) defines an element of F .
The formal composition of two formal series h, f ∈ F is well-defined, and its k-th homogeneous
part is given by the finite sum
(h ◦ f)k =
∑
j≥1
α∈Nj
+
|α|=k
hj [fα1 , . . . , fαj ] . (3.2)
An element f ∈ F is invertible with respect to the formal composition if and only if its first
order term f1 is an invertible linear mapping.
A sequence (fn) ⊂ F is said to be subexponential if for every k ∈ N+ the sequence (f
k
n) ⊂ H
k
is subexponential. Clearly, a bounded sequence in F with its standard structure of topological
vector space, that is a sequence (fn) such that (f
k
n) is bounded for every k, is subexponential.
The aim of this section is to prove the following:
Theorem 3.1. Let (fn) be a subexponential sequence in F such that for every n ∈ N the linear
endomorphism Ln := f
1
n is invertible, lower triangular, and satisfies the uniform bounds
‖Ln,m‖ ≤ cλ
n−m , ‖L−1n,m‖ ≤ cµ
n−m , ∀n ≥ m ≥ 0 , (3.3)
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where c > 0 and 0 < λ < 1 < µ. Let m0 ∈ N+ be such that
λm0+1µ < 1 . (3.4)
We assume that the vector (λn(1), λn(2), . . . , λn(d)) of diagonal entries of Ln satisfies the fol-
lowing condition: For every θ > 1 there exists a positive number C(θ) such that
max
1≤h≤d
|λn+ℓ,n(h)| max
1≤i≤j≤d
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
≤ C(θ)θnλℓ , (3.5)
for every n, ℓ ∈ N. Then there exist a subexponential sequence (gn) of special triangular automor-
phisms of Cd of degree at most m0 and a subexponential sequence (hn) in F such that g
1
n = Ln,
h1n = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N . (3.6)
Proof. By the identity (3.2), the conjugacy equation (3.6) is equivalent to the infinite system of
algebraic equations
hkn+1[f
1
n]
k +
∑
1≤j<k
α∈Nj
+
|α|=k
hjn+1[f
α1
n , . . . , f
αj
n ] = g
1
n[h
k
n] +
∑
1<j≤k
α∈Nj
+
|α|=k
gjn[h
α1
n , . . . , h
αj
n ] , (3.7)
for k ∈ N+ and n ∈ N. If we set
g1n := f
1
n = Ln , h
1
n := I , ∀n ∈ N , (3.8)
the equations (3.7) are trivially satisfied when k = 1, for any n ∈ N. We have to prove that for
every k ≥ 2 there are subexponential sequences (hkn) and (g
k
n) in H
k solving the equations (3.7),
with gkn in the space of strictly triangular k-homogeneous polynomial maps T
k for 2 ≤ k ≤ m0,
and gkn = 0 for k > m0.
Let k ≥ 2. Using (3.8), right-composing by L−1n , and isolating the terms with j = 1 and
j = k in the two sums, we can rewrite equation (3.7) as
hkn+1 = Lnh
k
n ◦L
−1
n + g
k
n ◦L
−1
n − f
k
n ◦L
−1
n +
∑
1<j<k
α∈Nj
+
|α|=k
(
gjn[h
α1
n , . . . , h
αj
n ]− h
j
n+1[f
α1
n , . . . , f
αj
n ]
)
◦L−1n .
This equation has the form
hkn+1 = AL−1n h
k
n + g
k
n ◦ L
−1
n + b
k
n , (3.9)
where AL−1n : H
k → H k is the conjugacy operator by L−1n defined in (2.5), and b
k
n is of the
form
bkn = B
k
(
f1n, . . . , f
k
n ; g
2
n, . . . , g
k−1
n ;h
1
n, . . . , h
k−1
n ;h
2
n+1, . . . , h
k−1
n+1
)
. (3.10)
In particular, bkn does not depend on the sequences (g
j
n)n∈N and (h
j
n)n∈N for j ≥ k.
Let m ≥ 2 be an integer. Arguing inductively on m, we assume that for every k < m the
equations (3.7), equivalently the equations (3.9), are satisfied by subexponential sequences (gkn)
and (hkn), such that (3.8) holds and
gkn ∈ T
k for 2 ≤ k < min{m,m0 + 1} , g
k
n = 0 for m0 < k < m , ∀n ∈ N . (3.11)
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We want to prove that the equations
hmn+1 = AL−1n h
m
n + g
m
n ◦ L
−1
n + b
m
n , (3.12)
are satisfied by subexponential sequences (gmn ), (h
m
n ), such that
gmn ∈ T
m , gmn = 0 if m > m0 , ∀n ∈ N . (3.13)
Our strategy is to apply Lemma 1.1 when m > m0, when we are forced to take g
m
n = 0, and
to apply Lemma 1.3 when m ≤ m0, by using the space of strictly triangular homogeneous
polynomials T m as a control space.
By the assumption that (fn) is subexponential and by the inductive hypothesis, (3.10) shows
that the sequence (bmn ) is subexponential. In order to estimate the operator norm of the linear
part of the equation, we distinguish the cases m > m0 and 2 ≤ m ≤ m0.
The case m > m0. By (3.3), the norm of the operator ALn+ℓ,n on H
m is bounded by
‖ALn+ℓ,n‖L(H m) ≤ ‖L
−1
n+ℓ,n‖‖Ln+ℓ,n‖
m ≤ cm+1 (µλm)
ℓ
, ∀n, ℓ ∈ N .
Since m ≥ m0 + 1 and λ < 1, by (3.4) the number µλ
m is smaller than 1, so the operators
An = AL−1n = A
−1
Ln
satisfy the assumption (1.4) of Lemma 1.1. This lemma implies that the
equation (3.12) with gmn = 0 for every n ∈ N has a unique subexponential solution (h
m
n ).
The case 2 ≤m ≤m0. By Lemma 2.2, the norm of the operator ALn+ℓ,n on the quotient
space H m/T m is bounded by
‖ALn+ℓ,n‖L(H m/T m) ≤ K ℓ
N max
(nr)
N∏
r=0
((
max
1≤h≤d
|λnr+1,nr(h)|
)m−1
max
1≤i≤j≤d
|λnr+1,nr (j)|
|λnr+1,nr (i)|
)
≤ K ℓN max
(nr)
N∏
r=0
(
max
1≤h≤d
|λnr+1,nr(h)| max
1≤i≤j≤d
|λnr+1,nr(j)|
|λnr+1,nr (i)|
)
,
where N = (m + 1)(d − 1), K = K(d,m, cλ, cµ), and the first maximum is taken over all the
partitions n = n0 ≤ n1 ≤ · · · ≤ nN ≤ nN+1 = n + ℓ − 1. In the last inequality we have used
that |λnr+1,nr (h)| ≤ λ
nr+1−nr ≤ 1, by (3.3), and m ≥ 2. Let θ be any number greater than 1
and let C(θ) and α(θ) < 1 be positive numbers such that (3.5) holds. Plugging (3.5) into the
last inequality, we get
‖ALn+ℓ,n‖L(H m/T m) ≤ K ℓ
N max
(nr)
N∏
r=0
C(θ)θnrλnr+1−nr
= KℓNC(θ)N+1θn+N(n+ℓ−1)λℓ
= Kθ−NℓNC(θ)N+1θ(N+1)n
(
θNλ
)ℓ
.
(3.14)
Now let ω > 1. Choose θ > 1 such that θN+1 ≤ ω and θNλ < 1. Then for every number α such
that θNλ < α < 1 there exists a constant C˜ such that
ℓNθ(N+1)n(θNλ)ℓ ≤ C˜ωnαℓ , ∀n, ℓ ∈ N .
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Together with the above estimate, (3.14) shows that An = AL−1n satisfies the assumption (1.7)
of Lemma 1.3, which then implies the existence of a subexponential sequence (gˆn) in T
m such
that the equation
hmn+1 = AL−1n h
m
n + gˆn + b
m
n
has a subexponential solution (hmn ) ⊂ H
m. Then (3.12) is solved by the subexponential se-
quences (hmn ) and
gmn := gˆn ◦ Ln ∈ T
m .
This concludes the proof of Theorem 3.1.
Remark 3.2. (Uniqueness) Once the sequence of special triangular automorphisms (gn) has been
fixed, the sequence (hn) is uniquely determined by its first element h0 thanks to (3.6). Moreover,
the above proof shows that the homogeneous polynomials hk0 for k > m0 are uniquely determined
by the ones of degree at most m0.
Remark 3.3. (The linearizable case) If λ2µ < 1 we can take m0 = 1 and the condition (3.5) is
automatically fulfilled (up to the choice of a larger λ < 1). In this case, the triangular automor-
phisms gn = Ln are linear and the subexponential formal conjugacy (hn) is unique and actually
bounded.
Remark 3.4. As explained at the beginning of Section 2, the operator norm which appears in
(3.3) is the one induced by the norm (2.1) on Cd. However, the condition (3.3) does not depend
on the choice of the norm on Cd, up to the choice of a different constant c.
Remark 3.5. If we strengthen the assumptions of the above theorem by requiring that (fn) is
bounded and that (3.5) holds with θ = 1, the same arguments imply that (gn) and (hn) are
bounded. However, the weaker assumption that (3.5) holds for every θ > 1 is more relevant for
our purposes, as it holds generically when the fn’s are induced by the restriction of a diffeo-
morphism f to the stable manifolds along an orbit on a compact hyperbolic set (see the proof of
Corollary 7.3 below).
4 A counterexample
If we drop the assumption (3.5), the conclusion of Theorem 3.1 may fail. Let us exhibit a
counterexample in dimension d = 2. Let (sk) be a strictly increasing sequences of integers such
that
8s2k = o(s2k+1) for k →∞ , (4.1)
s2k−1 = o(s2k) for k →∞ . (4.2)
For instance, we may take (sk) defined recursively by
s0 = 1 , sk+1 = 10
sk ,
that is, in Knuth’s up-arrow notation, sk = 10 ↑↑ k.
Consider the sequence (fn) ⊂ F defined by
fn(z1, z2) :=


(
1
4z1 −
1
4z
2
2 ,
1
2z2
)
, if s2k ≤ n < s2k+1 ,(
1
2z1,
1
4z2 −
1
4z
2
1
)
, if s2k+1 ≤ n < s2k+2 ,
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where k varies in N. Then the assumption (3.3) of Theorem 3.1 holds with the sharp constants
λ = 1/2, µ = 4. In particular, we can take m0 = 2 in (3.4), but not m0 = 1, so we are not in the
linearizable case of Remark 3.3. On the other hand, the vector (λn(1), λn(2)) of diagonal entries
of f1n is either (1/2, 1/4) or (1/4, 1/2), so
max
1≤h≤2
|λn+ℓ,n(h)| max
1≤i≤j≤2
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
= (1/2)ℓ2ℓ = 1 ,
and (3.5) does not hold.
We shall prove that if (gn) and (hn) are sequences in F such that g
1
n = f
1
n, h
1
n = I,
hn+1 ◦ fn = gn ◦ hn as 2-jets , ∀n ∈ N ,
and g2n belongs to T
2 for every n ∈ N, then (h2n) is not subexponential.
Since f1n is diagonal, the equation (3.9) splits into an equation for each element of the standard
basis of H 2. Since g2n belongs to T
2, its first component vanishes and the equation for the
coefficient of z22 in the first component of hn - call it un - is just
un+1 = λn(1)λn(2)
−2un − λn(2)
−2an ,
where an is the coefficient of z
2
2 in the first component of fn. By the definition of fn, the sequence
of complex numbers un satisfies the recursive equation
un+1 =
{
un + 1, if s2k ≤ n < s2k+1 ,
8un, if s2k+1 ≤ n < s2k+2 .
The solutions (un) of the above equation are uniquely determined by the choice of the first
element u0 ∈ C. We claim that for every choice of u0, the sequence (un) is not subexponential.
By the bound (1.6), we have
|un| ≤ 8
n(|u0|+ 1) .
Therefore, by (4.1),
|us2k+1 | = |us2k+s2k+1−s2k| ≥ s2k+1−s2k−|us2k | ≥ s2k+1−s2k−8
s2k(|u0|+1) = s2k+1
(
1+o(1)
)
diverges. Thus, if k is large enough, we find by (4.2)
|us2k | = 8
s2k−s2k−1 |us2k−1 | ≥ 8
s2k+o(s2k) .
Therefore, the inequality |un| ≥ 8
n+o(n) holds on a subsequence, hence the sequence (un) is not
subexponential and neither is (h2n).
Remark 4.1. Since in this example f1n is diagonal, it can be seen also as an upper triangular
linear automorphisms, and one may hope to find a subexponential conjugacy with a sequence
(gn) such that, denoting by S the involution (z1, z2) 7→ (z2, z1), S ◦ gn ◦ S is a special triangular
automorphism of C2. However, an argument similar to the one developed above shows that any
conjugacy (hn) between (fn) and a (gn) of this form has a 2-homogeneous part which diverges
exponentially.
Remark 4.2. One could show that the basin of attraction of 0 with respect to the above sequence
(fn), that is the set {
z ∈ C2 | fn ◦ · · · ◦ f0(z)→ 0 for n→∞
}
,
is the whole C2.
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5 The abstract basin of attraction
Let G be the category whose objects are the sequences
f = (fn : Un → Un+1)n∈N
of injective holomorphic maps between d-dimensional complex manifolds and whose morphisms
h : f → g are sequences of injective holomorphic maps
h = (hn : Un → Vn)n∈N , with Un = dom fn, Vn = dom gn ,
such that for every n ∈ N the diagram
Un
fn
−−−−→ Un+1
hn
y yhn+1
Vn
gn
−−−−→ Vn+1
commutes. In other words, G is the category of functors Fun(N,M ), where M is the category
of d-dimensional complex manifolds and injective holomorphic maps.
If f is an object of G and n ≥ m ≥ 0, we denote by fn,m the composition
fn,m = fn−1 ◦ · · · ◦ fm : Um → Un , fn,n = idUn ,
which satisfies, for any n ≥ m ≥ ℓ ≥ 0,
fn,m ◦ fm,ℓ = fn,ℓ .
We denote by W the inductive limit functor
Lim
−→
: G → M .
That is, Wf is the topological inductive limit of the sequence of maps (fn) with the induced
holomorphic structure: Constructively, Wf is the quotient of the set
z ∈ ∏
n≥m
Un
∣∣∣ m ∈ N , zn+1 = fn(zn) ∀n ≥ m


by identifying z and z′ if zn = z
′
n for n large enough. The holomorphic structure is induced by
the open inclusions
f∞,m : Um →֒Wf , z 7→ [(fn,m(z))n≥m] .
With the above representation, if h : f → g is a morphism in G , Wh is the injective holomorphic
map
Wh([(zn)n≥m]) = [(hn(zn))n≥m] .
The following result, whose proof is immediate, turns our to be useful in order to identify Wf :
Lemma 5.1. Let h : f → g be a morphism in G . Then Wh : Wf → Wg is surjective (hence a
biholomorphism) if and only if for every m ∈ N and every z ∈ Vm there exists n ≥ m such that
gn,m(z) ∈ hn(Un).
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Let B = B1 be the open unit ball about 0 in C
d and consider a sequence of injective holo-
morphic maps fn : B → B such that
|fn(z)| ≤ λ|z| , ∀z ∈ B , ∀n ∈ N , (5.1)
for some λ < 1. In this case, the manifold Wf may be considered as the abstract basin of
attraction of 0 with respect to the sequence f = (fn). In fact, if in addiction the maps fn are
restrictions of global automorphisms gn of C
d, then g∞,n : C
d → Wg are biholomorphisms and,
in particular,Wg can be identified with Cd; through this identification, the induced holomorphic
inclusion Wf →֒ Wg ∼= Cd is the inclusion in Cd of the basin of attraction of 0 with respect to
g, which is the open set {
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
,
and the maps f∞,n : B →Wf coincide with g∞,n|B. Notice also that an immediate application of
Lemma 5.1 implies that if f satisfies (5.1), then for every r < 1 the manifoldWf is biholomorphic
to the abstract basin of attraction of the restriction
fn|Br : Br → Br , n ∈ N .
By a bounded sequence of holomorphic germs we mean a sequence of holomorphic maps
hn : Br → C
d , n ∈ N ,
defined on the same ball of radius r about 0 and such that hn(Br) is uniformly bounded. Under
boundedness assumptions, the abstract basin of attraction is invariant with respect to non-
autonomous conjugacies, as shown by the following:
Lemma 5.2. Let f = (fn : B → B)n∈N and g = (gn : B → B)n∈N be objects in G such that
|fn(z)| ≤ λ|z| , |gn(z)| ≤ λ|z| , ∀z ∈ B , ∀n ∈ N ,
for some λ < 1. Assume that there exist r > 0 and a bounded sequence of holomorphic germs
hn : Br → C
d , n ∈ N ,
such that hn(0) = 0, Dhn(0) = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (5.2)
as germs at 0. Then Wf is biholomorphic to Wg.
Proof. Fix a positive number r′ < r. Since the maps hn are uniformly bounded on Br, the
Cauchy formula implies that the second differential of hn is uniformly bounded on Br′ . Since
Dhn(0) = I, we deduce that there is a positive number s ≤ r
′ such that ‖Dhn(z) − I‖ < 1/2
for every z ∈ Bs and every n ∈ N. In particular, Dhn(z) is invertible with uniformly bounded
inverse for every z ∈ Bs and every n ∈ N. Up to the choice of a smaller s, we deduce that hn is a
biholomorphism from Bs onto an open subset of B which contains the ball Bs′ , for some s
′ > 0
independent on n. By (5.2), the restrictions
hn|Bs : Bs → B , n ∈ N ,
define a morphism h from the restriction
(fn|Bs : Bs → Bs)n∈N
to g. Since for every n,m ∈ N with n−m large enough
gn,m(B) ⊂ Bλn−m ⊂ Bs′ ⊂ hn(Bs) ,
Lemma 5.1 implies that Wh is a biholomorphism from the abstract basin of attraction of (fn|Bs)
to that of g. Since the former manifold is biholomorphic to Wf , the conclusion follows.
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6 Iteration of special triangular automorphism
In this section we establish some facts about the composition of special triangular automorphisms.
We start by recalling that a family of polynomial endomorphisms of Cd is said to be bounded if
their degrees and their coefficients are uniformly bounded. The proof of the following lemma is
straightforward:
Lemma 6.1. (i) If P is a bounded family of polynomial endomorphisms of Cd such that p(0) =
0 and Dp(0) = 0 for every p in P, then the family{
t−2p(tz) | p ∈ P, |t| ≤ 1
}
is also bounded.
(ii) If P and Q are bounded families of polynomial endomorphisms of Cd, then the family
{p ◦ q | p ∈ P, q ∈ Q}
is also bounded.
Let gn : C
d → Cd be defined as
gn(z) := Lnz + pn(z) , (6.1)
where:
(a) (Ln) is a sequence of lower triangular linear automorphisms of C
d such that ‖Ln,m‖ ≤
cλn−m for every n ≥ m ≥ 0, where c > 0 and 0 < λ < 1;
(b) (pn) is bounded as a sequence of polynomial maps of the form
pn(z1, . . . , zd) =
(
0, p2n(z1), . . . , p
d
n(z1, . . . , zd−1)
)
,
such that pn(0) = 0, Dpn(0) = 0.
In particular, the degree of pn is bounded, hence there exist positive integers k1 = 1, k2, . . . , kd
such that
deg pjn(z
k1
1 , z
k2
2 , . . . , z
kj−1
j−1 ) ≤ kj , ∀j = 2, . . . , d . (6.2)
The next lemma implies in particular that the composition gn,0 has uniformly bounded degree,
for every n ∈ N.
Lemma 6.2. Let k1, . . . , kd be positive integers. The family endomorphisms of C
d of the form
f(z) = Lz + p(z)
with L varying in the set of lower triangular matrices and p varying among polynomial maps of
the form
p(z) =
(
0, p2(z1), . . . , pd(z1, . . . , zd−1)
)
, p(0) = 0, Dp(0) = 0.
which satisfy
deg pj(z
k1
1 , z
k2
2 , . . . , z
kj−1
j−1 ) ≤ kj , ∀j = 2, . . . , d,
is closed under composition.
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Proof. If f(z) = Lz + p(z) and g(z) =Mz + q(z) are two such maps, then the composition
f ◦ g(z) = LMz + Lq(z) + p(Mz + q(z))
is readily seen to be of the same form.
We can use the above two lemmas to prove the following:
Lemma 6.3. Let gn be a sequence of special triangular automorphisms of C
d of the form (6.1)
which satisfies (a) and (b). Then the family of polynomial maps λ−ngn,0, n ∈ N, is bounded.
Proof. We argue by induction on the dimension d. If d = 1, the composition gn,0 = Ln,0 is
linear and the conclusion follows from the estimate in the assumption (a). We assume that
the conclusion holds when the dimension is less than d. By Lemma 6.1 (i), the sequence of
polynomial maps (
λ−2npn(λ
nz)
)
is bounded. Denote by gin,0 the i-th component of the map gn,0. By the inductive hypothesis, the
sequence (λ−ngin,0), for 1 ≤ i ≤ d− 1, is bounded. Therefore, by Lemma 6.1 (ii), the sequence
λ−2npn ◦ gn,0 = λ
−2npn
(
λn(λ−ng1n,0), . . . , λ
n(λ−ngd−1n,0 )
)
(6.3)
is also bounded. Since
gn+1,0 = Lngn,0 + pn ◦ gn,0 and g0,0 = id ,
by the general formula (1.3), we have
gn,0 = Ln,0 +
n−1∑
j=0
Ln,j+1pj ◦ gj,0 ,
which can also be written as
λ−ngn,0 = λ
−nLn,0 +
n−1∑
j=0
λj
(
λ−nLn,j+1
)(
λ−2jpj ◦ gj,0
)
.
The estimate of the assumption (a) and the fact that (6.3) is bounded imply that λ−ngn,0 is
bounded.
We conclude this section by deducing the following:
Lemma 6.4. Let gn be a sequence of special triangular automorphisms of C
d of the form (6.1)
which satisfies (a) and (b) and let k := max{k1, . . . , kd}, where the numbers k1 = 1, k2, . . . , kd
satisfy (6.2). Then there exists a number C such that
|gn,0(z)| ≤ Cλ
n(|z|+ |z|k) , ∀z ∈ Cd ,
for every n ∈ N. In particular, the basin of attraction of 0 of the sequence (gn) is the whole C
d:{
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
= Cd .
Proof. By Lemmas 6.2 and 6.3, (λ−ngn,0) is a bounded sequence of polynomial maps of degree
at most k, mapping 0 into 0. Since λ < 1, the claim immediately follows.
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7 Proofs of the main results
We are now ready to prove the first main theorem stated in the Introduction:
Theorem 7.1. Let B be the open unit ball of Cd and let f = (fn : B → B)n∈N be an element of
G such that for every n ∈ N
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B , (7.1)
with 0 < ν ≤ λ < 1. Assume that the linear automorphism Ln := Dfn(0) is lower triangular
and satisfies the condition (3.5) of Theorem 3.1. Then the abstract basin of attraction Wf is
biholomorphic to Cd.
Proof. Notice that by (7.1), ‖Ln‖ ≤ λ and ‖L
−1
n ‖ ≤ µ := 1/ν, so the assumption (3.3) of
Theorem 3.1 holds, hence also (3.4) does (with a suitable m0). Since the holomorphic maps
fn are all defined on the unit ball B, map 0 into 0, and have uniformly bounded images, by
considering their Taylor expansion at 0 we may see (fn) as a bounded sequence in the space of
formal series F . In particular, (fn) is a subexponential sequence such that f
1
n = Ln satisfies
the assumptions of Theorem 3.1, which implies the existence of a subexponential sequence (gn)
of special triangular automorphisms of Cd of degree at most m0 and a subexponential sequence
(hn) in F such that g
1
n = Ln, h
1
n = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N . (7.2)
By (3.4), we can find 1 < θ < 1/λ such that
θm0λm0+1µ < 1 . (7.3)
For every n ∈ N, consider the map
f˜n(z) := θ
n+1fn
(
θ−nz
)
, ∀z ∈ B .
The linear automorphisms
L˜n := Df˜n(0) = θLn
satisfy the bounds
‖L˜n‖ ≤ λ˜ , ‖L˜
−1
n ‖ ≤ µ˜ , (7.4)
where
λ˜ := θλ < 1 , µ˜ := θ−1µ .
By (7.1), the Cauchy formula implies that Dfn is uniformly bounded on B1/2. Therefore
Df˜n(z) = θDfn(θ
−nz)
is uniformly bounded on B1/2, hence (f˜n) is a bounded sequence of germs. Fix a number λˆ such
that λ˜ < λˆ < 1. Together with the first of the bounds in (7.4), a further use of the Cauchy
formula implies that there exists 0 < r ≤ 1 such that for every n ∈ N
|f˜n(z)| ≤ λˆ|z| , ∀z ∈ Br . (7.5)
In particular,
f˜ := (f˜n|Br : Br → Br)n∈N
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can be seen as an object of G . The maps
ϕn : Br → B , ϕn(z) := θ
−nz ,
define a morphism ϕ : f˜ → f , which induces a holomorphic injection Wϕ : Wf˜ →Wf . By (7.1)
and since λ < θ−1, for every m ∈ N there is a natural number n ≥ m so large that
fn,m(B) ⊂ Bλn−m ⊂ Brθ−n = hn(Br) .
Hence, Lemma 5.1 implies that Wϕ is a biholomorphism. Therefore, it is enough to show that
Wf˜ is biholomorphic to Cd.
The same rescaling used above defines the polynomial maps of degree at most m0
g˜n(z) := θ
n+1gn
(
θ−nz
)
,
which satisfy
g˜n(0) = 0 , Dg˜n(0) = L˜n .
If 2 ≤ k ≤ m0, the homogeneous part of degree k of g˜n is
g˜kn = θ
(1−k)n+1gkn ,
so the fact that (gkn) is subexponential and θ > 1 imply that the sequence of polynomials (g˜n)
is bounded. Up to the choice of a smaller r > 0, by the first bound in (7.4) and the Cauchy
formula, we may assume that
|g˜n(z)| ≤ λˆ|z| , ∀z ∈ Br . (7.6)
Similarly, the sequence (h˜n) ⊂ F of formal series defined by
h˜n(z) := θ
nhn
(
θ−nz
)
,
is bounded in F . By (7.2) and by the definition of f˜n, g˜n and h˜n,
h˜n+1 ◦ f˜n = g˜n ◦ h˜n , ∀n ∈ N , (7.7)
as formal series, so in particular as m0-jets. Since by (7.3)
λ˜m0+1µ˜ = θm0λm0+1µ < 1 ,
by the bounds (7.4) Theorem A.1 implies that (7.7) is satisfied as an identity of germs by a
bounded sequence of germs (h˜n). By (7.5), (7.6) and (7.7), Lemma 5.2 implies that Wf˜ is
biholomorphic to Wg˜. Since
Wg˜ ∼=
{
z ∈ Cd | g˜n,0(z)→ 0 for n→∞
}
= Cd ,
by Lemma 6.4 we conclude that Wf˜ is biholomorphic to Cd and hence so is Wf .
Remark 7.2. Instead than applying Theorem A.1, which establishes the existence of a bounded
non-autonomous conjugacy of arbitrary sequences of germs starting from a conjugacy between
their jets, one could use the fact that in the above case one of the two germs consists of special
triangular automorphisms. In such a case, the convergent conjugacy is easier to obtain, by an
argument due to J.-P. Rosay and W. Rudin [RR88], and used also in the already mentioned
[JV02] and [Pet07].
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Finally, let us use the above theorem to deduce the second main theorem stated in the
Introduction:
Corollary 7.3. Let f : M → M be a holomorphic automorphism of a complex manifold and
let Λ be a compact hyperbolic invariant set with d-dimensional stable distribution Es. Let x ∈ Λ
and assume that the stable space at x has a splitting
Es(x) =
r⊕
i=1
Ei
such that
lim
n→∞
|Dfn(x)u|1/n = λ¯i uniformly for u in the unit sphere of Ei ,
where the numbers 0 < λ¯i < 1 are pairwise distinct. Then the stable manifold of x is biholomor-
phic to Cd.
Proof. Set xn = f
n(x). By the local stable manifold theorem and up to the replacement of f
with a sufficiently high iterate (an operation which does not change the stable manifold), we can
find holomorphic embeddings
ϕn : B →֒W
s(xn)
with domain the unit ball about 0 in Cd, mapping 0 into xn, and such that the identities
f ◦ ϕn = ϕn+1 ◦ fn
define holomorphic maps fn : B → B such that
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B, ∀n ∈ N , (7.8)
for some 0 < ν ≤ λ < 1. A biholomorphism from the stable manifold W s(x) onto the abstract
basin of attraction of 0 with respect to the sequence (fn) is given by mapping each z ∈ W
s(x)
into the equivalence class of the sequence (fn(z))n≥m, where m is so large that f
m(z) belongs
to the image of ϕm. Therefore, it is enough to show that this abstract basin of attraction is
biholomorphic to Cd.
Since the angles between the images of the subspaces Ei by the isomorphism Df
n(x0) remain
bounded away from zero (see [Man˜83, Section IV.11]), by using a suitable linear non-autonomous
conjugacy we may also assume that the automorphisms
Ln = Dfn(0)
are lower triangular and preserve the orthogonal splitting of Cd
C
d =
r⊕
i=1
Xi , Xi = Span {ej | ki−1 < j ≤ ki} ,
for some 0 = k0 < k1 < · · · < kr = d, and
lim
n→∞
|Ln,0 u|
1/n = λ¯i uniformly for u in the unit sphere of Xi , (7.9)
where
λ¯1 > λ¯2 > · · · > λ¯r .
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Denote by λn(j), 1 ≤ j ≤ d, the diagonal entries of Ln. Fix an index j such that ki−1 < j ≤ ki.
Since λn,0(j) is an eigenvalue of Ln,0 with eigenvector un in the unit sphere of Xi, by (7.9) we
have
lim
n→∞
|λn,0(j)|
1/n = lim
n→∞
|Ln,0un|
1/n = λ¯i .
If we set λˆj = λ¯i for ki−1 < j ≤ ki, we have that
λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆd ,
and for every ω > 1 there exists c(ω) > 0 such that
c(ω)−1ω−nλˆnj ≤ |λn,0(j)| ≤ c(ω)ω
nλˆnj .
The above two inequalities imply that, if 1 ≤ i ≤ j ≤ d and n, ℓ ∈ N, then
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
=
|λn+ℓ,0(j)| |λn,0(i)|
|λn,0(j)| |λn+ℓ,0(i)|
≤
c(ω)2ω2n+ℓλˆn+ℓj λˆ
n
i
c(ω)−2ω−2n−ℓλˆnj λˆ
n+ℓ
i
= c(ω)4ω4n+2ℓ
(
λˆj
λˆi
)ℓ
≤ c(ω)4ω4n+2ℓ
Moreover, by (7.8), |λn(h)| ≤ λ for every n ∈ N, thus
max
1≤h≤d
|λn+ℓ,n(h)| max
1≤i≤j≤d
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
≤ c(ω)4ω4n(ω2λ)ℓ.
This inequality shows that the assumption (3.5) of Theorem 3.1 holds (with a slightly larger
λ), hence Theorem 7.1 implies that the abstract basin of attraction of 0 with respect to (fn) is
biholomorphic to Cd.
A A non-autonomous conjugacy theorem
The aim of this appendix is to prove the non-autonomous version of the well-known fact that two
contracting germs of holomorphic maps which are conjugated as jets of a sufficiently high degree
are actually conjugated as germs. Our proof follows the approach of Sternberg [Ste57], but we
replace the delicate estimates which are necessary to apply the Banach contraction principle by
an easier computation of the spectral radius of the linearized operator, which allows us to apply
the implicit function theorem. See [BDM08] for a different approach.
The space Cd is endowed with the norm
|z| := max
1≤j≤d
|zj| , ∀z = (z1, . . . , zd) ∈ C
d ,
whose ball of radius r about 0, that we denote by Br, is an open polydisk. If L is a linear
endomorphism of Cd, ‖L‖ indicates its operator norm induced by | · |. If (fn) is a sequence of
composable maps we set, for n ≥ m ≥ 0,
fn,m := fn−1 ◦ fn−2 ◦ · · · ◦ fm , fn,n = I ,
so that
fn,m ◦ fm,ℓ = fn,ℓ , ∀n ≥ m ≥ ℓ ≥ 0 .
Denote by G the space of germs at 0 ∈ Cd of holomorphic Cd-valued maps which fix 0. A
sequence (fn) ⊂ G is said to be bounded if there exists r > 0 such that Br is contained in the
domain of each fn and fn(Br) is uniformly bounded.
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Theorem A.1. Let (fn) and (gn) be two bounded sequences in G , whose linear parts coincide,
Ln := Dfn(0) = Dgn(0) ,
and satisfy
‖Ln,m‖ ≤ cλ
n−m , ‖L−1n,m‖ ≤ cµ
n−m , ∀n ≥ m ∈ N , (A.1)
for some c > 0 and 0 < λ < 1 < µ. Let k be a positive integer such that
λk+1µ < 1 .
Assume that the k-jets of (fn) and (gn) are boundedly conjugated, meaning that there exists a
bounded sequence of polynomial maps Hn : C
d → Cd, n ∈ N, of degree at most k, such that
Hn+1 ◦ fn = gn ◦Hn as k-jets, ∀n ∈ N . (A.2)
Then (fn) and (gn) are boundedly conjugated as germs: There exists a bounded sequence (hn) ⊂ G
such that the k-jet of hn is Hn and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (A.3)
as germs.
As already noticed (see Remark 3.4), the assumption (A.1) does not depend on the choice of
the norm of Cd inducing the operator norm, up to the choice of a different constant c. Moreover,
we may replace this assumption by the stronger requirement
‖Ln‖ ≤ λ < 1 , ‖L
−1
n ‖ ≤ µ , ∀n ∈ N . (A.4)
Indeed, let λˆ and µˆ be such that λ < λˆ < 1, µˆ > µ and λˆk+1µˆ < 1. Then (A.1) implies that we
can find a natural number N such that
‖Ln+N,n‖ ≤ cλ
N ≤ λˆN , ‖L−1n+N,n‖ ≤ cµ
N ≤ µˆN , ∀n ∈ N .
If we set L˜n := L(n+1)N,nN , λ˜ := λˆ
N < 1, µ˜ := µˆN , we see that the sequence (L˜n) fulfills the
condition (A.4) with constants λ˜ and µ˜ which satisfy
λ˜k+1µ˜ = (λˆk+1µˆ)N < 1 .
If we set
f˜n := f(n+1)N,nN , g˜n := g(n+1)N,nN ,
and we define H˜n to be the k-jet of the composition H(n+1)N,nN , we get that (f˜n), (g˜n) and
(H˜n) satisfy the assumptions of the theorem, with (A.1) replaced by the stronger (A.4). Finally,
if (h˜n) is a bounded conjugacy between (f˜n) and (g˜n) with sequence of k-jets (H˜n), then the
unique sequence (hn) ⊂ G such that hnN = h˜n for every n ∈ N and such that (A.3) holds, is
bounded and has (Hn) as its sequence of k-jets. This shows that we may assume (A.4) instead
of (A.1).
Denote by ‖ · ‖∞,r the supremum norm on the polydisk Br. Consider the space
Xk :=
{
u : B1 → C
d | u holomorphic and bounded with vanishing k-jet at 0
}
.
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By the Cauchy formula, ‖ · ‖∞,1 is a Banach norm on Xk. Moreover, using the Taylor formula
with integral remainder and again the Cauchy formula, we find that for every u ∈ Xk and every
r < 1 there holds
‖u‖∞,r ≤
rk+1
(k + 1)!
‖Dk+1u‖∞,r ≤ C
(
r
1− r
)k+1
‖u‖∞,1 , (A.5)
where C = C(d, k) depends only on the dimension d and on the degree k.
Let ℓ∞(Xk) be the Banach space of sequences u = (un) ⊂ Xk with finite supremum norm
‖u‖ℓ∞(Xk) := sup
n∈N
‖un‖∞,1 < +∞,
and denote by U its unit open ball. If f : Bs → C
d is a holomorphic map such that f(0) = 0, we
consider the rescaled functions
f r : B1 → C
d , f r(z) :=
{
1
r
f(rz) if 0 < r ≤ s ,
Df(0)z if r = 0 .
In order to prove Theorem A.1, it is enough to find a sequence u ∈ U such that for r > 0 small
enough there holds
(Hrn+1 + un+1
)
◦ f rn − g
r
n ◦ (H
r
n + un) = 0 , ∀n ∈ N . (A.6)
In fact, in such a case the sequence of holomorphic functions
hn : Br → C
d, hn(z) := Hn(z) + r un
(
z/r
)
,
is bounded, has Hn as its k-jet and satisfies (A.3).
By (A.2), the k-th jet of the left-hand side of (A.6) vanishes. Moreover, the fact that the
sequences (fn) and (Hn) are bounded and ‖Dfn(0)‖ ≤ λ < 1 impy that there exists r0 > 0 such
that for every r ∈]0, r0[ and every u ∈ U , there holds
f rn(B1) =
1
r fn(Br) ⊂ B‖Dfn‖∞,r ⊂ B1 ,(
Hrn + un
)
(B1) ⊂
1
rHn(Br) + un(B1) ⊂ B‖DHn‖∞,r+1 ⊂ B1/r .
The above considerations imply that the map
Φ: [0, r0[×U → ℓ
∞(Xk) , Φ(r, u)n := (H
r
n+1 + un+1) ◦ f
r
n − g
r
n ◦ (H
r
n + un) ,
is well-defined. Notice that for r = 0 the map Φ is linear in u,
Φ(0, u) =
(
un+1 ◦ Ln − Ln ◦ un
)
n∈N
. (A.7)
Our aim is to show that if r > 0 is small enough, then there exists u ∈ U such that Φ(r, u) = 0.
Since Φ(0, 0) = 0, this fact is an immediate consequence of the parametric inverse mapping
theorem, because of the following two Lemmas.
Lemma A.2. The map Φ is continuous, is differentiable with respect to the second variable, and
D2Φ: [0, r0[×U → L
(
ℓ∞(Xk)
)
is continuous.
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Proof. We shall repeatedly make use of the following consequence of Taylor’s and Cauchy’s
formulas: If F ⊂ G is a bounded set of germs whose h-jets vanish, then
‖Djf r‖∞,s = O(r
h−j) for r → 0 , uniformly in f ∈ F , (A.8)
for every j ∈ N and s > 0. By (A.2),
ℓn := Hn+1 ◦ fn − gn ◦Hn
is a bounded sequence of germs with vanishing k-jet. Write
fn = Ln + fˆn , gn = Ln + gˆn ,
where (fˆn) and (gˆn) are bounded sequences in G with vanishing 1-jet. If u ∈ U and 0 < r < r0,
a simple computation yields[
Φ(r, u)− Φ(0, u)
]
n
= ℓrn + gˆ
r
n ◦H
r
n − gˆ
r
n ◦ (H
r
n + un) + un+1 ◦ f
r
n − un+1 ◦ Ln. (A.9)
Since the k-jet of ℓn is zero and k ≥ 1, (A.8) implies that
‖ℓrn‖∞,1 = O(1). (A.10)
Here and in the following lines, limits are for r → 0 and are uniform in n ∈ N. Moreover
Hn(0) = 0, so by (A.8)
‖Hrn‖∞,1 = O(1) .
Then, since the 1-jet of gˆn vanishes, a further use of (A.8) implies that
‖gˆrn ◦H
r
n‖∞,1 = O(r) . (A.11)
Similarly, ∥∥gˆrn ◦ (Hrn + un)∥∥∞,1= O(r) . (A.12)
Again by (A.8),
‖f rn − Ln‖∞,1 = O(r) ,
so, by the mean value theorem and (A.4),
‖un+1 ◦ f
r
n − un+1 ◦ Ln‖∞,1 = ‖Dun+1‖∞,λ+O(r)O(r) .
Since λ < 1, the Cauchy formula implies that ‖Dun+1‖∞,λ+O(r) is bounded by ‖un+1‖∞,1 for r
small enough, so we have
‖un+1 ◦ f
r
n − un+1 ◦ Ln‖∞,1 = ‖un+1‖∞,1O(r) . (A.13)
Formula (A.9) and the asymptotics (A.10), (A.11), (A.12), (A.13) imply that for every u ∈ U
Φ(r, u)− Φ(0, u) = O(r) .
Together with the fact that the map Φ is clearly continuous on ]0, r0[×U , this proves that Φ is
continuous on [0, r0[×U .
The map u 7→ Φ(r, u) is linear for r = 0; for r > 0 its differential is given by[
D2Φ(r, u)[v]
]
n
= vn+1 ◦ f
r
n −Dg
r
n(H
r
n + un)[vn] .
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Then if 0 < r < r0,[
D2Φ(r, u)[v]−D2Φ(0, u)[v]
]
n
= vn+1 ◦ f
r
n − vn+1 ◦ Ln −Dg
r
n(H
r
n + un)[vn]− Lnvn . (A.14)
By (A.13),
‖vn+1 ◦ f
r
n − vn+1 ◦ Ln‖∞,1 = ‖vn+1‖∞,1O(r) . (A.15)
Moreover, the identity
Dgrn(H
r
n + un) = Dgn(rH
r
n + run)
implies that ∥∥Dgrn(Hrn + un)− Ln∥∥∞,1 = o(1) ,
hence ∥∥Dgrn(Hrn + un)[vn]− Lnvn‖∞,1 = ‖vn‖∞,1o(1) . (A.16)
By (A.14), (A.15) and (A.16), ∥∥D2Φ(r, u)−D2Φ(0, u)∥∥ = o(1) ,
and together with the fact that the map (r, u) 7→ D2Φ(r, u) is easily seen to be continuous on
]0, r0[×U , we conclude that this map is continuous on [0, r0[×U .
Lemma A.3. The linear operator D2Φ(0, 0): ℓ
∞(Xk)→ ℓ
∞(Xk) is an isomorphism.
Proof. By (A.7), we have
D2Φ(0, 0)[u] =
(
un+1 ◦ Ln − Ln ◦ un
)
n∈N
.
The multiplication operator by the sequence (Ln), that is
(un) 7→ (Lnun),
is an automorphism of ℓ∞(Xk), so it is enough to show that the operator
(un) 7→ (L
−1
n ◦ un+1 ◦ Ln − un) (A.17)
is invertible on ℓ∞(Xk). Consider the bounded linear operator
T : ℓ∞(Xk)→ ℓ
∞(Xk), (un) 7→ (L
−1
n ◦ un+1 ◦ Ln) .
If j is a positive integer, the j-th power of T is
(T ju)n = Ln,n+j ◦ un+j ◦ Ln+j,n .
By (A.4) and (A.5), we have the estimate
‖(T ju)n‖∞,1 = ‖L
−1
n+j,n ◦ un+j ◦ Ln+j,n‖∞,1 ≤ µ
j‖un+j ◦ Ln+j,n‖∞,1
≤ µj‖un+j‖∞,λj ≤ Cµ
j
(
λj
1− λj
)k+1
‖un+j‖∞,1 ≤ C(1− λ
j)−k−1(λk+1µ)j‖u‖ℓ∞(Xk) .
By taking the supremum over all n ∈ N and all u ∈ ℓ∞(Xk), we deduce that the operator norm
of T j has the upper bound
‖T j‖1/j ≤ C1/j(1 − λj)−(k+1)/jλk+1µ .
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Since λ < 1, the right-hand side of the above inequality converges to λk+1µ for j → +∞, so the
spectral radius of T has the upper bound
ρ(T ) ≤ λk+1µ .
Since λk+1µ < 1, we deduce in particular that 1 does not belong to the spectrum of T , so the
operator (A.17) is an isomorphism, as we wished to prove.
Remark A.4. We recall that any polynomial map p : Cd → Cd of degree at most k with Dp(0)
invertible is the k-jet at 0 of a holomorphic automorphism of Cd (as proven by F. Forstneric
[For99] and B. Weickert [Wei97]). This fact and Theorem A.1 immediately imply that the
abstract basin of attraction (see Section 5) of 0 with respect to a sequence of holomorphic maps
fn : B1 → B1 such that
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B1 , ∀n ∈ N ,
where 0 < ν ≤ λ < 1 is always biholomorphic to a domain of Cd, a result of J.E. Fornaess and
B. Stensønes, see [FS04]. Indeed, the above assumption implies that
fn(0) = 0 , ‖Dfn(0)‖ ≤ λ , ‖Dfn(0)
−1‖ ≤ ν−1 ,
and if gn is an automorphism of C
d whose k-jet at 0 coincides with that of fn, with k so large
that λk+1ν−1 < 1, Theorem A.1 and Lemma 5.2 imply that the abstract basins of attraction of
0 with respect to (fn) and to (gn) are biholomorphic. But, since each gn is an automorphism
of Cd, the abstract basin of attraction of 0 with respect to (gn) is naturally biholomorphic to the
following domain in Cd {
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
,
as shown in Section 5. In particular, the stable manifold of any point in a compact hyperbolic
invariant set of a holomorphic automorphism of a complex manifold is always biholomorphic to
a domain in Cd.
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Abstract
We give a sufficient condition for the abstract basin of attraction of a sequence of holo-
morphic self-maps of balls in Cd to be biholomorphic to Cd. As a consequence, we get
a sufficient condition for the stable manifold of a point in a compact hyperbolic invariant
subset of a complex manifold to be biholomorphic to a complex Euclidean space. Our re-
sult immediately implies previous theorems obtained by Jonsson-Varolin and by Peters; in
particular, we prove (without using Oseledec’s theory) that the stable manifold of any point
where the negative Lyapunov exponents are well-defined is biholomorphic to a complex Eu-
clidean space. Our approach is based on the solution of a linear control problem in spaces of
subexponential sequences, and on careful estimates of the norm of the conjugacy operator
by a lower triangular matrix on the space of k-homogeneous polynomial endomorphisms
of Cd.
Mathematics Subject Classification 2010. Primary: 37F99. Secondary: 32H50, 37D25,
37H99.
Introduction
Let f : M → M be a holomorphic automorphism of a complex manifold and let Λ ⊂ M be a
compact hyperbolic invariant subset of M , with stable distribution of complex dimension d. The
stable manifold of each point x ∈ Λ, that is the set
W s(x) =
{
z ∈M | lim
n→∞
dist
(
fn(z), fn(x)
)
= 0
}
,
is the image of a holomorphic injective immersion W →֒ M of a complex manifold W . Such an
immersion endowes W s(x) with the structure of a complex manifold. As a model W one can
choose, for instance, the space of sequences
W =
{
(zn) ⊂M | zn+1 = f(zn) and lim
n→∞
dist (zn, f
n(x)) = 0
}
,
which is a d-dimensional complex submanifold of the complex Banach manifold consisting of all
sequences (zn) ⊂M such that dist (zn, f
n(x)) is infinitesimal. In this case, the immersion maps
each sequence (zn) ∈ W into its first element z0.
The stable manifold W s(x) is smoothly diffeomorphic to Cd and it is natural to ask whether
it is also biholomorphic to Cd (such a question was raised for instance by E. Bedford in [Bed00]).
The answer turns out to be affirmative when the invariant set Λ is a hyperbolic fixed point,
as proven by J.-P. Rosay and W. Rudin in [RR88]. More generally, M. Jonsson and D. Varolin
proved that the answer is affirmative for almost every point in Λ, with respect to any invariant
probability measure supported on Λ (see [JV02]). In the general case, J. E. Fornæss and B.
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Stensønes have proven that W s(x) is always biholomorphic to a domain in Cd (see [FS04],
Remark A.4 in the appendix below also explains why this fact holds), but the question whether
it is actually biholomorphic to Cd remains open.
By the local stable manifold theorem, a neighborhood of each point fn(x) in W s(fn(x)) =
fn(W s(x)) is biholomorphic to the unit ball B about 0 in Cd, and by reading the maps f |W s(fn(x))
by means of these parameterizations (suitably chosen), one obtains a sequence of holomorphic
maps
fn : B → B
which fix 0 and are such that for every n ∈ N,
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B , (1)
for some 0 < ν ≤ λ < 1. For any sequence of holomorphic maps f = (fn : B → B)n∈N with the
above properties, one can define the abstract basin of attraction of 0 as the setWf of all sequences
(zn)n≥m such that zn+1 = fn(zn) for every n ≥ m, under the identification of sequences which
eventually coincide. Such an object carries a natural complex structure. This construction is due
to J. E. Fornæss and B. Stensønes [FS04]; see Section 5 below for a more categorical approach.
When the maps fn are induced by a diffeomorphism f as above, the manifold Wf is naturally
biholomorphic to the stable manifold of x. It has been conjectured that under the assumptions
(1), the abstract basin of attraction of 0 with respect to (fn) is biholomorphic to C
d (see [Pet05],
[PW05], [Pet07]). A positive answer to this conjecture would imply that the stable manifold of
any orbit on a compact hyperbolic invariant set is biholomorphic to Cd.
Notice that by the application of a suitable non-autonomous linear unitary conjugacy, that is
by the replacement of (fn) by (Un+1 ◦ fn ◦ U
−1
n ) for a sequence (Un) of unitary automorphisms
of Cd, one may always assume that the linear parts of fn,
Ln := Dfn(0) ,
are lower triangular matrices. More precisely, the choice of U0 in the unitary group determines
the subsequent matrices Un, n ≥ 1, up to a conjugacy with a unitary diagonal matrix, and
uniquely determines the absolute values of the diagonal entries of Ln. The aim of this paper is
to prove that, under a suitable assumption on the diagonal entries of Ln, the above conjecture
holds true:
Theorem 1. Let fn : B → B be a sequence of holomorphic maps which satisfies (1). Denote by
λn(j) the j-th diagonal entry of the lower triangular matrix Ln = Dfn(0), for 1 ≤ j ≤ d, and
assume that for every θ > 1 there exists a number C(θ) such that
max
1≤h≤d
n+ℓ−1∏
k=n
|λk(h)| max
1≤i≤j≤d
n+ℓ−1∏
k=n
|λk(j)|
|λk(i)|
≤ C(θ)θnλℓ , (2)
for every n, ℓ ∈ N, for some λ < 1. Then the abstract basin of attraction of 0 with respect to (fn)
is biholomorphic to Cd.
Condition (2) is a sort of asymptotic weak monotonicity requirement on the diagonal entries
of Ln, and (as it will be made clear by the basic estimate of Lemma 2.2) it is very natural in this
context. It is automatically fulfilled when the constants which appear in (1) satisfy ν−1λ2 < 1
(up to the choice of a larger λ < 1, see Remark 3.3 below), which is another condition often
appearing in the literature.
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The above theorem sharpens a result of H. Peters (see [Pet07, Theorem 9]), where a stronger
pointwise condition is considered: it is required that there exists 0 < λ < 1 such that
max
1≤h≤d
|λn(h)| max
1≤i≤j≤d
|λn(j)|
|λn(i)|
≤ λ (3)
for all n. See also [For04], [Wol05], [PW05] and [PVW08] for related results.
An advantage of the asymptotic condition (2) as opposed to the pointwise condition (3) is
that it better fits with ergodic theory. Indeed, Theorem 1 implies that the stable manifoldW s(x)
of a point in the compact hyperbolic invariant set Λ is biholomorphic to Cd when the negative
Lyapunov exponents of f at x are well-defined:
Theorem 2. Let f : M → M be a holomorphic automorphism of a complex manifold and let
Λ be a compact hyperbolic invariant set with d-dimensional stable bundle Es. Let x ∈ Λ and
assume that the stable space Es(x) at x has a splitting
Es(x) =
r⊕
i=1
Ei
such that
lim
n→∞
|Dfn(x)u|1/n = λ¯i uniformly for u in the unit sphere of Ei ,
where the numbers 0 < λ¯i < 1 are pairwise distinct. Then the stable manifold of x is biholomor-
phic to Cd.
By Oseledec’s theorem, the hypotheses in this statement hold for almost every point x, with
respect to any invariant probability measure on Λ, and so this theorem is a somewhat more
precise statement than the previously mentioned result of M. Jonsson and D. Varolin; thus using
our approach it is possible to recover in a unified way all the main results on this subject already
present in the literature.
Our proof of the above theorems is based on two steps, that we keep separate. The first and
main step is a formal non-autonomous conjugacy result, which states that under the assump-
tion (2) there exists a sequence of formal series (hn) and a sequence (gn) of special triangular
automorphisms of Cd (see Section 2 for the definition) such that
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N .
Here the important fact is that both (gn) and (hn) can be chosen to have subexponential growth
(roughly speaking, subexponential estimates here replace the slowly varying functions of [JV02]);
see Section 3 for a precise statement. The main point in the proof of this first step is a careful
estimate, proven in Section 2, on the norm of the conjugacy operator by a lower triangular matrix
on the space of k-homogeneous polynomial endomorphisms of Cd. It is this extimate that leads
to condition (2).
We also exhibit a counterexample which shows that the first step fails when condition (2) is
not fulfilled. Indeed, we show that if the strictly increasing sequence of natural numbers (sk)
grows fast enough, for instance if sk+1 = 10
sk , then the sequence of automorphisms of C2
fn(z1, z2) :=


(
1
4z1 −
1
4z
2
2 ,
1
2z2
)
, if s2k ≤ n < s2k+1 ,(
1
2z1,
1
4z2 −
1
4z
2
1
)
, if s2k+1 ≤ n < s2k+2 ,
which does not satisfy (2), does not admit a bounded formal non-autonomous conjugacy at the
level of 2-jets to any sequence of special triangular automorphisms. Notice that here (1) holds
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with λ = 1/2 and any ν < 1/4 (up to the restriction to a sufficiently small ball), so this example
also shows that the above mentioned condition ν−1λ2 < 1 is sharp for the issue of the existence
of a bounded conjugacy to a sequence of special triangular automorphisms.
The second step is the non-autonomous version of the well-known fact that two germs of
holomorphic contractions which are conjugated as jets of a sufficiently high degree are actually
conjugated as germs. A result of this kind has been proven by F. Berteloot, C. Dupont and L.
Molino in [BDM08]. In the appendix of this paper we provide a different and more concise proof,
based on the implicit mapping theorem.
The authors would like to thank Eric Bedford and Jasmin Raissy for several useful conver-
sations. The support of the INdAM grant Local discrete dynamics in one, several and infinitely
many variables during the initial stages of this work is gratefully acknowledged. Part of this work
was done while the last two authors were visiting the University of Leipzig and the Max Planck
Institut fu¨r Mathematik in den Naturwissenschaften. We would like to thank both institutions
for their hospitality and the Humboldt Foundation and the Ateneo Italo Tedesco for financial
support in the form of a Humboldt Fellowship and of a Vigoni Project.
1 A lemma in discrete linear control theory
Let E be a finite dimensional complex vector space, endowed with the norm | · |. We denote by
‖ · ‖L(E) the corresponding operator norm on the space of linear endomorphisms of E.
If (An) is a sequence of linear endomorphisms of E and n ≥ m ≥ 0, we denote by An,m the
composition
An,m = An−1An−2 · · ·Am , An,n = I ,
which satisfies, for any n ≥ m ≥ ℓ ≥ 0,
An,mAm,ℓ = An,ℓ . (1.1)
With this notation, the general solution (un) of the equation
un+1 = Anun + bn , ∀n ∈ N , (1.2)
can be written in the compact form
un = An,0u0 +
n−1∑
j=0
An,j+1bj , (1.3)
as shown by a direct computation. A sequence (un) ⊂ E is said to be subexponential if for every
θ > 1 there exists B = B(θ) > 0 such that
|un| ≤ Bθ
n
for all n ≥ 0.
Lemma 1.1. Let (An) be a sequence of linear automorphisms of E such that for every θ > 1
there exist positive numbers C(θ) and α(θ) < 1 for which∥∥A−1n+ℓ,n∥∥L(E) ≤ C(θ)θnα(θ)ℓ , ∀n, ℓ ∈ N . (1.4)
Then for every subexponential sequence (bn) ⊂ E, the equation (1.2) has a unique subexponential
solution (un) ⊂ E.
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Proof. Let θ > 1. Choose 1 < ω ≤ θ1/2 such that ωα(θ1/2) < 1. Since (bn) is subexponential,
there exists a number B > 0 such that
|bn| ≤ Bω
n , ∀n ∈ N .
Together with the assumption (1.4) this implies the estimate
|A−1n+ℓ,nbn+ℓ−1| ≤ C(θ
1/2)θn/2α(θ1/2)ℓBωn+ℓ−1 = C(θ1/2)Bω−1θn/2ωn
(
α(θ1/2)ω
)ℓ
≤ C(θ1/2)Bθn
(
α(θ1/2)ω
)ℓ
.
(1.5)
Since α(θ1/2)ω < 1, the above estimate implies that for every n ∈ N the series
un := −
∞∑
ℓ=1
A−1n+ℓ,nbn+ℓ−1 ,
which corresponds to formula (1.3) with
u0 = −
∞∑
ℓ=1
A−1ℓ,0bℓ−1 ,
converges absolutely. In particular, (un) is a solution of (1.2) and by (1.5)
|un| ≤
C(θ1/2)B
1− α(θ1/2)ω
θn.
Since θ > 1 is arbitrary, (un) is subexponential. Finally, the uniqueness statement holds because
the homogeneous equation vn+1 = Anvn does not have non-zero subexponential solutions since,
by (1.4),
|vn| = |An,0v0| ≥
∥∥A−1n,0∥∥−1L(E)|v0| ≥ |v0|C(2)α(2)−n
diverges exponentially if |v0| 6= 0, because α(2) < 1.
Remark 1.2. In general, an equation of the form un+1 = fn(un) = Anun + bn may have no
subexponential solution (un), even if the sequences (bn) and (An) are bounded. Actually, by the
formula (1.3), every solution (un) satisfies the estimate
|un| ≤ a
n|u0|+ b
an − 1
a− 1
, (1.6)
where
a := sup
n∈N
‖An‖L(E) , b := sup
n∈N
|bn| ,
but the constant a in (1.6) might be sharp for each solution. A one-dimensional example with
a > 1 is given by
fn(u) =
{
1
2u if n = 0 or (2k)! ≤ n < (2k + 1)! ,
2u− 1 if (2k + 1)! ≤ n < (2k + 2)! ,
for every k ∈ N. Indeed, in this case a = 2, b = 1, so (1.6) gives us
|un| ≤ 2
n(|u0|+ 1) , ∀n ∈ N ,
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from which we get
|u(2k+1)!| = |f(2k+1)!−1 ◦ · · · ◦ f(2k)!(u(2k)!)| = 2
−(2k+1)!+(2k)!|u(2k)!|
≤ 2−(2k+1)!+2(2k)!(|u0|+ 1) = 2
−(2k−1)(2k)!(|u0|+ 1) = o(1) .
Since the map u 7→ 2u− 1 is a homothety with center u = 1 and expanding factor 2,
|u(2k)! − 1| = |f(2k)!−1 ◦ · · · ◦ f(2k−1)!(u(2k−1)!)− 1|
= 2(2k)!−(2k−1)!|u(2k−1)! − 1| = 2
(2k)!−(2k−1)!(1 + o(1)) .
Therefore, the equality |un| = 2
n+o(n) holds on a subsequence, so the constant a = 2 is sharp in
(1.6), that is no solution (un) is O(α
n) with α < 2.
Let V be a linear subspace of E, playing the role of a control space. If we are allowed to
perturb the sequence (bn) by a sequence in V and if V is preserved by all the automorphisms An,
we find the following generalization of Lemma 1.1, where the operator norm in (1.4) is replaced
by the operator norm on the quotient E/V .
Lemma 1.3. Let V be a linear subspace of E and let π : E → E/V be the quotient projection. Let
(An) be a subexponential sequence of linear automorphisms of E such that AnV = V for every
n ∈ N, and assume that for every θ > 1 there exist positive numbers C(θ) and α(θ) < 1 for which∥∥A−1n+ℓ,n∥∥L(E/V ) ≤ C(θ)θnα(θ)ℓ , ∀n, ℓ ∈ N . (1.7)
Then for every subexponential sequence (bn) ⊂ E there is a subexponential sequence (un) ⊂ E,
unique modulo V , and a subexponential sequence (vn) ⊂ V such that
un+1 = Anun + bn + vn .
Proof. Since (bn) is subexponential, so is (π bn) and by Lemma 1.1 applied to the vector space
E/V there is a unique subexponential sequence (ξn) ⊂ E/V such that ξn+1 = Anξn + π bn.
Therefore, there is a sequence un ∈ ξn such that
|un| = |ξn| and vn := un+1 −Anun − bn ∈ V .
These sequences (un) and (vn) satisfy all the requirements.
Remark 1.4. All the results of this section hold, with minor changes, if E is an infinite dimen-
sional complex Banach space.
2 Linear conjugacy operators on the space of homogeneous
polynomial maps
We endow Cd with the norm
|z| := max
1≤j≤d
|zj | , ∀z ∈ C
d (2.1)
whose open ball of radius r about 0, that we denote by Br, is a polydisk. The corresponding
operator norm on the space of linear endomorhisms of Cd is denoted by ‖ · ‖.
Let H k be the vector space of homogeneous polynomial maps p : Cd → Cd of degree k.
The space H k is naturally isomorphic to the space of Cd-valued symmetric k-linear maps on
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Cd. We use the same symbol to denote the k-linear form and the corresponding k-homogeneous
polynomial, adopting the notation:
p(z) = p[z]k = p[z, . . . , z︸ ︷︷ ︸
k
] , ∀z ∈ Cd .
The space H k is normed by
‖p‖ := sup
z∈Cd\{0}
|p(z)|
|z|k
= ‖p‖∞,B1 . (2.2)
Set
Ak =
{
α ∈ Nd | |α| = k
}
, J = {1, . . . , d} ,
where |α| := α1 + · · ·+ αd is the degree of the multi-index α. Then H
k is spanned by the basis
zαei, (α, i) ∈ Ak × J ,
where e1, . . . , ed is the canonical basis of C
d, and has dimension
dimH k = d cardAk = d
(
k + d− 1
d− 1
)
.
An equivalent norm on H k is clearly the maximum of the absolute values of the coefficients with
respect to this basis and the Cauchy formula implies
max
(α,i)∈Ak×J
|cα,i| ≤ ‖p‖ ≤
(
k + d− 1
d− 1
)
max
(α,i)∈Ak×J
|cα,i| , (2.3)
for p(z) =
∑
α,i cα,iz
αei.
Consider the flag
(0) = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ed−1 ⊂ Ed = C
d ,
where Ej = Span (ed−j+1, . . . , ed) is the space of vectors (z1, . . . , zd) such that zi = 0 for every
i ≤ d − j. A holomorphic map f : Cd → Cd is said triangular if it preserves this flag, that
is f(Ej) ⊆ Ej for every j = 0, . . . , d. It is said strictly triangular if f(Ej) ⊆ Ej−1 for every
j = 1, . . . , d. A holomorphic map f : Cd → Cd is triangular (respectively, strictly triangular) if
and and only if f(0) = 0 and for every j = 1 . . . , d the j-the component of f depends only on
the variables z1, . . . , zj (respectively, z1, . . . , zj−1). In particular, a linear endomorphism of C
d is
triangular (respectively, strictly triangular) if and only if the associated matrix is lower triangular
(respectively, strictly lower triangular). Notice that the composition of triangular maps is still
triangular, and it is strictly triangular if at least one of the maps is so. If we set
Tk := {(α, i) ∈ Ak × J | αj = 0 ∀j ≥ i} , T
k = span {zαei | (α, i) ∈ Tk} ,
then a polynomial map
h : Cd → Cd, h =
m∑
k=1
hk, hk ∈ H k ,
is strictly triangular if and only if each hk belongs to T k.
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We are interested in polynomial automorphisms of Cd that are strictly triangular perturba-
tions of triangular linear maps, that is, maps g : Cd → Cd of the form
g(z) = Dz + h(z) , ∀z ∈ Cd ,
where D is a diagonal linear automorphism and h is a strictly triangular polynomial map. Equiv-
alently, g can be written component-wise as
g1(z) = λ1z1,
g2(z) = λ2z2 + h2(z1),
...
gd(z) = λdzd + hd(z1, . . . , zd−1),
(2.4)
where each polynomial hj depends only on z1, . . . , zj−1 and vanishes at the origin, and none of
the numbers λj is zero. The above expression easily implies that g is an automorphism and that
its inverse has the same form. Throughout this paper, we shall briefly refer to automorphisms
of the form (2.4) as special triangular automorphisms. More properties of special triangular
automorphisms are proved in Section 6.
A linear automorphism L of Cd induces a linear conjugacy operator AL : H
k → H k by
setting
ALp := L
−1 p ◦ L . (2.5)
This operator depends controvariantly on L, that is
ALM = AMAL .
If the linear automorphism L is lower triangular, then the subspace T k of strictly triangular
k-homogeneous polynomial maps is AL-invariant. If D is a diagonal linear automorphism, with
D =

δ(1) 0. . .
0 δ(d)

 ,
then the conjugacy operator AD is diagonal with respect to the standard basis of H
k; indeed
AD(z
αei) = δ(1)
α1 . . . δ(i)αi−1 . . . δ(d)αd(zαei) ,
for all (α, i) ∈ Ak × J. The induced operator on the quotient H
k/T k (still denoted by AD) is
diagonal with respect to the basis
zαei + T
k , (α, i) ∈ (Ak × J) \ Tk ,
and the eigenvalue corresponding to the eigenvector zαei + T
k is the number
δ(1)α1 . . . δ(i)αi−1 . . . δ(d)αd ,
for all (α, i) ∈ (Ak × J) \ Tk. Therefore its operator norm can be estimated as follows
‖AD‖L(H k/T k) ≤ c(k, d) max
(α,i)∈(Ak×J)\Tk
∣∣δ(1)α1 . . . δ(i)αi−1 . . . δ(d)αd ∣∣ . (2.6)
Here, the presence of the constant c(k, d) is due to the fact that the norm ‖ · ‖ defined by (2.2)
is not a monotone function of the coordinates with respect to the standard basis of H k. Such
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a constant would have been 1 if H k were endowed with the (monotone) maximum norm of the
coefficients with respect to the basis {zαei}, so (2.3) implies that a suitable constant in (2.6) is
c(k, d) =
(
k + d− 1
d− 1
)
.
By the definition of the set Tk, we can reformulate the expression for the maximum which appears
in (2.6) and get
‖AD‖L(H k/T k) ≤ c(k, d)
(
max
1≤h≤d
|δ(h)|
)k−1
max
1≤i≤j≤d
|δ(j)|
|δ(i)|
. (2.7)
Let L1, . . . , Lℓ be lower triangular linear automorphisms of C
d, and let D1, . . . , Dℓ be their
diagonal parts. Therefore, Ln = Dn +Nn and L
−1
n = D
−1
n + N˜n, where Nn and N˜n are strictly
lower triangular linear endomorphisms of Cd, for every n = 1, . . . , ℓ. Set Fn := D
−1
n Nn and
F˜n := DnN˜n. Since Dn is the diagonal part of Ln, we have
‖Ln‖ ≥ max
1≤j≤d
|Lnej | ≥ max
1≤j≤d
|Dnej | = ‖Dn‖ ,
hence
‖F˜n‖ = ‖DnL
−1
n − I‖ ≤ ‖Dn‖‖L
−1
n ‖+ 1 ≤ ‖Ln‖‖L
−1
n ‖+ 1 . (2.8)
Symmetrically, we have
‖Fn‖ ≤ ‖Ln‖‖L
−1
n ‖+ 1 . (2.9)
If we denote by 2 the set {0, 1}, we have the following useful representation formula:
Lemma 2.1. For every p ∈ H k the k-homogeneous polynomial map ALℓ···L1p equals∑
α,β1,...,βk
DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
1 , . . . , D
−1
1 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
, (2.10)
where the sum is taken over all α, β1, . . . , βk in 2ℓ with |α| < d, |β1| < d, . . . , |βk| < d.
Proof. If γ ∈ 2 is 0 then DnF
γ
n = Dn, while if it is 1 then DnF
γ
n = Nn. Therefore
Lℓ · · ·L1 = (Dℓ +Nℓ) · · · (D1 +N1) =
∑
α∈2ℓ
DℓF
αℓ
ℓ . . . D1F
α1
1 .
Actually, all the products containing at least d of the Nn’s vanish, so the above sum involves
only the multi-indices α with |α| < d, so
Lℓ · · ·L1 =
∑
α∈2ℓ
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 . (2.11)
Similarly,
L−11 · · ·L
−1
ℓ =
∑
β∈2ℓ
|β|<d
D−11 F˜
β1
1 · · ·D
−1
ℓ F˜
βℓ
ℓ . (2.12)
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Formulas (2.11) and (2.12) imply the identity
ALℓ···L1p =
∑
α∈2ℓ,
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 p ◦
( ∑
β∈2ℓ,
|β|<d
D−11 F˜
β1
1 · · ·D
−1
ℓ F˜
βℓ
ℓ
)
=
∑
α∈2ℓ,
|α|<d
DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[ ∑
β1∈2ℓ,
|β1|<d
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
ℓ , . . . ,
∑
βk∈2ℓ,
|βk|<d
D−11 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
.
By k-linearity the latter expression can be rewritten as (2.10).
The following lemma is our main estimate for conjugacy operators induced by triangular
automorphisms:
Lemma 2.2. Let Ln, 1 ≤ n ≤ ℓ, be lower triangular linear automorphisms of C
d. Assume that
the vector of diagonal entries of Ln is (λn(1), . . . , λn(d)). Then
‖ALℓ...L1‖L(H k/T k) ≤ K ℓ
N max
(nr)
N∏
r=0
((
max
1≤h≤d
|λnr+1,nr(h)|
)k−1
max
1≤i≤j≤d
|λnr+1,nr (j)|
|λnr+1,nr (i)|
)
,
where
K = K
(
d, k, max
1≤n≤ℓ
‖Ln‖, max
1≤n≤ℓ
‖L−1n ‖
)
, N := (k + 1)(d− 1) ,
and the first maximum is taken over all the partitions 1 = n0 ≤ n1 ≤ · · · ≤ nN ≤ nN+1 = ℓ.
Proof. Fix some α, β1, . . . , βk ∈ 2ℓ such that |α| < d, |β1| < d, . . . , |βk| < d. The operator
p 7→ DℓF
αℓ
ℓ · · ·D1F
α1
1 p
[
D−11 F˜
β11
1 · · ·D
−1
ℓ F˜
β1ℓ
ℓ , . . . , D
−1
1 F˜
βk1
1 · · ·D
−1
ℓ F˜
βkℓ
ℓ
]
(2.13)
appearing in (2.10) can be seen as the composition of conjugacy operators ADn , 1 ≤ n ≤ ℓ,
alternated with the left-multiplication operators
Ln p := F
αn
n p , 1 ≤ n ≤ ℓ ,
and the right-multiplication operators
Rn p := p
[
F˜
β1n
n , . . . , F˜
βkn
n
]
, 1 ≤ n ≤ ℓ .
Each of these operators preserves the subspace T k, and by (2.8) and (2.9),
‖Ln‖L(H k/T k) ≤ ‖F
αn
n ‖ ≤ ‖Fn‖
αn ≤ ραn ,
‖Rn‖L(H k/T k) ≤ ‖F˜
β1n
n ‖ . . . ‖F˜
βkn
n ‖ ≤ ‖F˜n‖
β1n . . . ‖F˜n‖
βkn ≤ ρβ
1
n+···+β
k
n ,
(2.14)
where
ρ := max
1≤n≤ℓ
(
‖Ln‖‖L
−1
n ‖+ 1
)
.
Since |α| < d, the number of indices n for which Ln is not the identity is at most d−1. Similarly,
since |βj | < d for every j = 1, . . . , k, the number of indices n for which Rn is not the identity is
at most k(d− 1). It follows that there are natural numbers
1 = n0 ≤ n1 ≤ · · · ≤ nN+1 = ℓ
10
where N = (k+1)(d−1), such that the operator (2.13) is the composition of the N+1 conjugacy
operators
ADnj+1,nj
, j = 0, . . . , N ,
with some of the operators Ln and Rn. Using also (2.14), we deduce that the norm of the
operator (2.13) on H k/T k is not larger than the number
N∏
j=0
‖ADnj+1,nj ‖L(H k/T k) ·
ℓ∏
n=1
ραn ·
ℓ∏
n=1
ρβ
1
n+···+β
k
n
= ρ|α|+|β
1|+···+|βk|
N∏
j=0
‖ADnj+1,nj ‖L(H k/T k) .
(2.15)
Notice that
∑
α∈2ℓ,
|α|<d
∑
β1∈2ℓ,
|β1|<d
· · ·
∑
βk∈2ℓ,
|βk|<d
ρ|α|+|β
1|+···+|βk| =

∑
α∈2ℓ
|α|<d
ρ|α|


k+1
(2.16)
and ∑
α∈2ℓ
|α|<d
ρ|α| =
d−1∑
j=0
(
ℓ
j
)
ρj ≤ ρd−1
d−1∑
j=0
(
ℓ
j
)
≤ ρd−1
d−1∑
j=0
ℓj
j!
≤ eρd−1ℓd−1 ,
so the quantity (2.16) is at most ek+1ρN ℓN . Since the operator ALℓ···L1 is the sum of the
operators (2.13) over all multi-indices α, β1, . . . , βk in 2ℓ with weight less than d, this bound on
(2.16) and the fact that the norm of (2.13) is at most (2.15) imply the estimate
‖ALℓ...L1‖L(H k/T k) ≤ e
k+1 ρN ℓN max
1=n0≤n1≤···≤nN≤nN+1=ℓ
N∏
j=0
∥∥∥ADnj+1,nj ∥∥∥ .
The conclusion now follows from the estimate (2.7).
3 The formal non-autonomous conjugacy
Let F ⊂ C[[z1, . . . , zd]]
d be the space of formal series in d variables and with d components, with
vanishing zero order term. If f ∈ F and k ∈ N, we denote by fk the k-homogeneous part of f .
Therefore each f ∈ F can be written uniquely as
f =
∞∑
k=1
fk , (3.1)
where fk ∈ H k for every k ∈ N+, and any expression of the form (3.1) defines an element of F .
The formal composition of two formal series h, f ∈ F is well-defined, and its k-th homogeneous
part is given by the finite sum
(h ◦ f)k =
∑
j≥1
α∈Nj
+
|α|=k
hj [fα1 , . . . , fαj ] . (3.2)
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An element f ∈ F is invertible with respect to the formal composition if and only if its first
order term f1 is an invertible linear mapping.
A sequence (fn) ⊂ F is said to be subexponential if for every k ∈ N+ the sequence (f
k
n) ⊂ H
k
is subexponential. Clearly, a bounded sequence in F with its standard structure of topological
vector space, that is a sequence (fn) such that (f
k
n) is bounded for every k, is subexponential.
The aim of this section is to prove the following:
Theorem 3.1. Let (fn) be a subexponential sequence in F such that for every n ∈ N the linear
endomorphism Ln := f
1
n is invertible, lower triangular, and satisfies the uniform bounds
‖Ln,m‖ ≤ cλ
n−m , ‖L−1n,m‖ ≤ cµ
n−m , ∀n ≥ m ≥ 0 , (3.3)
where c > 0 and 0 < λ < 1 < µ. Let m0 ∈ N+ be such that
λm0+1µ < 1 . (3.4)
We assume that the vector (λn(1), λn(2), . . . , λn(d)) of diagonal entries of Ln satisfies the fol-
lowing condition: For every θ > 1 there exists a positive number C(θ) such that
max
1≤h≤d
|λn+ℓ,n(h)| max
1≤i≤j≤d
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
≤ C(θ)θnλℓ , (3.5)
for every n, ℓ ∈ N. Then there exist a subexponential sequence (gn) of special triangular automor-
phisms of Cd of degree at most m0 and a subexponential sequence (hn) in F such that g
1
n = Ln,
h1n = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N . (3.6)
Proof. By the identity (3.2), the conjugacy equation (3.6) is equivalent to the infinite system of
algebraic equations
hkn+1[f
1
n]
k +
∑
1≤j<k
α∈Nj
+
|α|=k
hjn+1[f
α1
n , . . . , f
αj
n ] = g
1
n[h
k
n] +
∑
1<j≤k
α∈Nj
+
|α|=k
gjn[h
α1
n , . . . , h
αj
n ] , (3.7)
for k ∈ N+ and n ∈ N. If we set
g1n := f
1
n = Ln , h
1
n := I , ∀n ∈ N , (3.8)
the equations (3.7) are trivially satisfied when k = 1, for any n ∈ N. We have to prove that for
every k ≥ 2 there are subexponential sequences (hkn) and (g
k
n) in H
k solving the equations (3.7),
with gkn in the space of strictly triangular k-homogeneous polynomial maps T
k for 2 ≤ k ≤ m0,
and gkn = 0 for k > m0.
Let k ≥ 2. Using (3.8), right-composing by L−1n , and isolating the terms with j = 1 and
j = k in the two sums, we can rewrite equation (3.7) as
hkn+1 = Lnh
k
n ◦L
−1
n + g
k
n ◦L
−1
n − f
k
n ◦L
−1
n +
∑
1<j<k
α∈Nj
+
|α|=k
(
gjn[h
α1
n , . . . , h
αj
n ]− h
j
n+1[f
α1
n , . . . , f
αj
n ]
)
◦L−1n .
This equation has the form
hkn+1 = AL−1n h
k
n + g
k
n ◦ L
−1
n + b
k
n , (3.9)
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where AL−1n : H
k → H k is the conjugacy operator by L−1n defined in (2.5), and b
k
n is of the
form
bkn = B
k
(
f1n, . . . , f
k
n ; g
2
n, . . . , g
k−1
n ;h
1
n, . . . , h
k−1
n ;h
2
n+1, . . . , h
k−1
n+1
)
. (3.10)
In particular, bkn does not depend on the sequences (g
j
n)n∈N and (h
j
n)n∈N for j ≥ k.
Let m ≥ 2 be an integer. Arguing inductively on m, we assume that for every k < m the
equations (3.7), equivalently the equations (3.9), are satisfied by subexponential sequences (gkn)
and (hkn), such that (3.8) holds and
gkn ∈ T
k for 2 ≤ k < min{m,m0 + 1} , g
k
n = 0 for m0 < k < m , ∀n ∈ N . (3.11)
We want to prove that the equations
hmn+1 = AL−1n h
m
n + g
m
n ◦ L
−1
n + b
m
n , (3.12)
are satisfied by subexponential sequences (gmn ), (h
m
n ), such that
gmn ∈ T
m , gmn = 0 if m > m0 , ∀n ∈ N . (3.13)
Our strategy is to apply Lemma 1.1 when m > m0, when we are forced to take g
m
n = 0, and
to apply Lemma 1.3 when m ≤ m0, by using the space of strictly triangular homogeneous
polynomials T m as a control space.
By the assumption that (fn) is subexponential and by the inductive hypothesis, (3.10) shows
that the sequence (bmn ) is subexponential. In order to estimate the operator norm of the linear
part of the equation, we distinguish the cases m > m0 and 2 ≤ m ≤ m0.
The case m > m0. By (3.3), the norm of the operator ALn+ℓ,n on H
m is bounded by
‖ALn+ℓ,n‖L(H m) ≤ ‖L
−1
n+ℓ,n‖‖Ln+ℓ,n‖
m ≤ cm+1 (µλm)
ℓ
, ∀n, ℓ ∈ N .
Since m ≥ m0 + 1 and λ < 1, by (3.4) the number µλ
m is smaller than 1, so the operators
An = AL−1n = A
−1
Ln
satisfy the assumption (1.4) of Lemma 1.1. This lemma implies that the
equation (3.12) with gmn = 0 for every n ∈ N has a unique subexponential solution (h
m
n ).
The case 2 ≤m ≤m0. By Lemma 2.2, the norm of the operator ALn+ℓ,n on the quotient
space H m/T m is bounded by
‖ALn+ℓ,n‖L(H m/T m) ≤ K ℓ
N max
(nr)
N∏
r=0
((
max
1≤h≤d
|λnr+1,nr(h)|
)m−1
max
1≤i≤j≤d
|λnr+1,nr (j)|
|λnr+1,nr (i)|
)
≤ K ℓN max
(nr)
N∏
r=0
(
max
1≤h≤d
|λnr+1,nr(h)| max
1≤i≤j≤d
|λnr+1,nr(j)|
|λnr+1,nr (i)|
)
,
where N = (m + 1)(d − 1), K = K(d,m, cλ, cµ), and the first maximum is taken over all the
partitions n = n0 ≤ n1 ≤ · · · ≤ nN ≤ nN+1 = n + ℓ − 1. In the last inequality we have used
that |λnr+1,nr (h)| ≤ λ
nr+1−nr ≤ 1, by (3.3), and m ≥ 2. Let θ be any number greater than 1
and let C(θ) and α(θ) < 1 be positive numbers such that (3.5) holds. Plugging (3.5) into the
last inequality, we get
‖ALn+ℓ,n‖L(H m/T m) ≤ K ℓ
N max
(nr)
N∏
r=0
C(θ)θnrλnr+1−nr
= KℓNC(θ)N+1θn+N(n+ℓ−1)λℓ
= Kθ−NℓNC(θ)N+1θ(N+1)n
(
θNλ
)ℓ
.
(3.14)
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Now let ω > 1. Choose θ > 1 such that θN+1 ≤ ω and θNλ < 1. Then for every number α such
that θNλ < α < 1 there exists a constant C˜ such that
ℓNθ(N+1)n(θNλ)ℓ ≤ C˜ωnαℓ , ∀n, ℓ ∈ N .
Together with the above estimate, (3.14) shows that An = AL−1n satisfies the assumption (1.7)
of Lemma 1.3, which then implies the existence of a subexponential sequence (gˆn) in T
m such
that the equation
hmn+1 = AL−1n h
m
n + gˆn + b
m
n
has a subexponential solution (hmn ) ⊂ H
m. Then (3.12) is solved by the subexponential se-
quences (hmn ) and
gmn := gˆn ◦ Ln ∈ T
m .
This concludes the proof of Theorem 3.1.
Remark 3.2. (Uniqueness) Once the sequence of special triangular automorphisms (gn) has been
fixed, the sequence (hn) is uniquely determined by its first element h0 thanks to (3.6). Moreover,
the above proof shows that the homogeneous polynomials hk0 for k > m0 are uniquely determined
by the ones of degree at most m0.
Remark 3.3. (The linearizable case) If λ2µ < 1 we can take m0 = 1 and the condition (3.5) is
automatically fulfilled (up to the choice of a larger λ < 1). In this case, the triangular automor-
phisms gn = Ln are linear and the subexponential formal conjugacy (hn) is unique and actually
bounded.
Remark 3.4. As explained at the beginning of Section 2, the operator norm which appears in
(3.3) is the one induced by the norm (2.1) on Cd. However, the condition (3.3) does not depend
on the choice of the norm on Cd, up to the choice of a different constant c.
Remark 3.5. If we strengthen the assumptions of the above theorem by requiring that (fn) is
bounded and that (3.5) holds with θ = 1, the same arguments imply that (gn) and (hn) are
bounded. However, the weaker assumption that (3.5) holds for every θ > 1 is more relevant for
our purposes, as it holds generically when the fn’s are induced by the restriction of a diffeo-
morphism f to the stable manifolds along an orbit on a compact hyperbolic set (see the proof of
Corollary 7.3 below).
4 A counterexample
If we drop the assumption (3.5), the conclusion of Theorem 3.1 may fail. Let us exhibit a
counterexample in dimension d = 2. Let (sk) be a strictly increasing sequences of integers such
that
8s2k = o(s2k+1) for k →∞ , (4.1)
s2k−1 = o(s2k) for k →∞ . (4.2)
For instance, we may take (sk) defined recursively by
s0 = 1 , sk+1 = 10
sk ,
that is, in Knuth’s up-arrow notation, sk = 10 ↑↑ k.
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Consider the sequence (fn) ⊂ F defined by
fn(z1, z2) :=


(
1
4z1 −
1
4z
2
2 ,
1
2z2
)
, if s2k ≤ n < s2k+1 ,(
1
2z1,
1
4z2 −
1
4z
2
1
)
, if s2k+1 ≤ n < s2k+2 ,
where k varies in N. Then the assumption (3.3) of Theorem 3.1 holds with the sharp constants
λ = 1/2, µ = 4. In particular, we can take m0 = 2 in (3.4), but not m0 = 1, so we are not in the
linearizable case of Remark 3.3. On the other hand, the vector (λn(1), λn(2)) of diagonal entries
of f1n is either (1/2, 1/4) or (1/4, 1/2), so
max
1≤h≤2
|λn+ℓ,n(h)| max
1≤i≤j≤2
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
= (1/2)ℓ2ℓ = 1 ,
and (3.5) does not hold.
We shall prove that if (gn) and (hn) are sequences in F such that g
1
n = f
1
n, h
1
n = I,
hn+1 ◦ fn = gn ◦ hn as 2-jets , ∀n ∈ N ,
and g2n belongs to T
2 for every n ∈ N, then (h2n) is not subexponential.
Since f1n is diagonal, the equation (3.9) splits into an equation for each element of the standard
basis of H 2. Since g2n belongs to T
2, its first component vanishes and the equation for the
coefficient of z22 in the first component of hn - call it un - is just
un+1 = λn(1)λn(2)
−2un − λn(2)
−2an ,
where an is the coefficient of z
2
2 in the first component of fn. By the definition of fn, the sequence
of complex numbers un satisfies the recursive equation
un+1 =
{
un + 1, if s2k ≤ n < s2k+1 ,
8un, if s2k+1 ≤ n < s2k+2 .
The solutions (un) of the above equation are uniquely determined by the choice of the first
element u0 ∈ C. We claim that for every choice of u0, the sequence (un) is not subexponential.
By the bound (1.6), we have
|un| ≤ 8
n(|u0|+ 1) .
Therefore, by (4.1),
|us2k+1 | = |us2k+s2k+1−s2k| ≥ s2k+1−s2k−|us2k | ≥ s2k+1−s2k−8
s2k(|u0|+1) = s2k+1
(
1+o(1)
)
diverges. Thus, if k is large enough, we find by (4.2)
|us2k | = 8
s2k−s2k−1 |us2k−1 | ≥ 8
s2k+o(s2k) .
Therefore, the inequality |un| ≥ 8
n+o(n) holds on a subsequence, hence the sequence (un) is not
subexponential and neither is (h2n).
Remark 4.1. Since in this example f1n is diagonal, it can be seen also as an upper triangular
linear automorphisms, and one may hope to find a subexponential conjugacy with a sequence
(gn) such that, denoting by S the involution (z1, z2) 7→ (z2, z1), S ◦ gn ◦ S is a special triangular
automorphism of C2. However, an argument similar to the one developed above shows that any
conjugacy (hn) between (fn) and a (gn) of this form has a 2-homogeneous part which diverges
exponentially.
Remark 4.2. One could show that the basin of attraction of 0 with respect to the above sequence
(fn), that is the set {
z ∈ C2 | fn ◦ · · · ◦ f0(z)→ 0 for n→∞
}
,
is the whole C2.
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5 The abstract basin of attraction
Let G be the category whose objects are the sequences
f = (fn : Un → Un+1)n∈N
of injective holomorphic maps between d-dimensional complex manifolds and whose morphisms
h : f → g are sequences of injective holomorphic maps
h = (hn : Un → Vn)n∈N , with Un = dom fn, Vn = dom gn ,
such that for every n ∈ N the diagram
Un
fn
−−−−→ Un+1
hn
y yhn+1
Vn
gn
−−−−→ Vn+1
commutes. In other words, G is the category of functors Fun(N,M ), where M is the category
of d-dimensional complex manifolds and injective holomorphic maps.
If f is an object of G and n ≥ m ≥ 0, we denote by fn,m the composition
fn,m = fn−1 ◦ · · · ◦ fm : Um → Un , fn,n = idUn ,
which satisfies, for any n ≥ m ≥ ℓ ≥ 0,
fn,m ◦ fm,ℓ = fn,ℓ .
We denote by W the inductive limit functor
Lim
−→
: G → M .
That is, Wf is the topological inductive limit of the sequence of maps (fn) with the induced
holomorphic structure: Constructively, Wf is the quotient of the set
z ∈ ∏
n≥m
Un
∣∣∣ m ∈ N , zn+1 = fn(zn) ∀n ≥ m


by identifying z and z′ if zn = z
′
n for n large enough. The holomorphic structure is induced by
the open inclusions
f∞,m : Um →֒Wf , z 7→ [(fn,m(z))n≥m] .
With the above representation, if h : f → g is a morphism in G , Wh is the injective holomorphic
map
Wh([(zn)n≥m]) = [(hn(zn))n≥m] .
The following result, whose proof is immediate, turns our to be useful in order to identify Wf :
Lemma 5.1. Let h : f → g be a morphism in G . Then Wh : Wf → Wg is surjective (hence a
biholomorphism) if and only if for every m ∈ N and every z ∈ Vm there exists n ≥ m such that
gn,m(z) ∈ hn(Un).
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Let B = B1 be the open unit ball about 0 in C
d and consider a sequence of injective holo-
morphic maps fn : B → B such that
|fn(z)| ≤ λ|z| , ∀z ∈ B , ∀n ∈ N , (5.1)
for some λ < 1. In this case, the manifold Wf may be considered as the abstract basin of
attraction of 0 with respect to the sequence f = (fn). In fact, if in addiction the maps fn are
restrictions of global automorphisms gn of C
d, then g∞,n : C
d → Wg are biholomorphisms and,
in particular,Wg can be identified with Cd; through this identification, the induced holomorphic
inclusion Wf →֒ Wg ∼= Cd is the inclusion in Cd of the basin of attraction of 0 with respect to
g, which is the open set {
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
,
and the maps f∞,n : B →Wf coincide with g∞,n|B. Notice also that an immediate application of
Lemma 5.1 implies that if f satisfies (5.1), then for every r < 1 the manifoldWf is biholomorphic
to the abstract basin of attraction of the restriction
fn|Br : Br → Br , n ∈ N .
By a bounded sequence of holomorphic germs we mean a sequence of holomorphic maps
hn : Br → C
d , n ∈ N ,
defined on the same ball of radius r about 0 and such that hn(Br) is uniformly bounded. Under
boundedness assumptions, the abstract basin of attraction is invariant with respect to non-
autonomous conjugacies, as shown by the following:
Lemma 5.2. Let f = (fn : B → B)n∈N and g = (gn : B → B)n∈N be objects in G such that
|fn(z)| ≤ λ|z| , |gn(z)| ≤ λ|z| , ∀z ∈ B , ∀n ∈ N ,
for some λ < 1. Assume that there exist r > 0 and a bounded sequence of holomorphic germs
hn : Br → C
d , n ∈ N ,
such that hn(0) = 0, Dhn(0) = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (5.2)
as germs at 0. Then Wf is biholomorphic to Wg.
Proof. Fix a positive number r′ < r. Since the maps hn are uniformly bounded on Br, the
Cauchy formula implies that the second differential of hn is uniformly bounded on Br′ . Since
Dhn(0) = I, we deduce that there is a positive number s ≤ r
′ such that ‖Dhn(z) − I‖ < 1/2
for every z ∈ Bs and every n ∈ N. In particular, Dhn(z) is invertible with uniformly bounded
inverse for every z ∈ Bs and every n ∈ N. Up to the choice of a smaller s, we deduce that hn is a
biholomorphism from Bs onto an open subset of B which contains the ball Bs′ , for some s
′ > 0
independent on n. By (5.2), the restrictions
hn|Bs : Bs → B , n ∈ N ,
define a morphism h from the restriction
(fn|Bs : Bs → Bs)n∈N
to g. Since for every n,m ∈ N with n−m large enough
gn,m(B) ⊂ Bλn−m ⊂ Bs′ ⊂ hn(Bs) ,
Lemma 5.1 implies that Wh is a biholomorphism from the abstract basin of attraction of (fn|Bs)
to that of g. Since the former manifold is biholomorphic to Wf , the conclusion follows.
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6 Iteration of special triangular automorphism
In this section we establish some facts about the composition of special triangular automorphisms.
We start by recalling that a family of polynomial endomorphisms of Cd is said to be bounded if
their degrees and their coefficients are uniformly bounded. The proof of the following lemma is
straightforward:
Lemma 6.1. (i) If P is a bounded family of polynomial endomorphisms of Cd such that p(0) =
0 and Dp(0) = 0 for every p in P, then the family{
t−2p(tz) | p ∈ P, |t| ≤ 1
}
is also bounded.
(ii) If P and Q are bounded families of polynomial endomorphisms of Cd, then the family
{p ◦ q | p ∈ P, q ∈ Q}
is also bounded.
Let gn : C
d → Cd be defined as
gn(z) := Lnz + pn(z) , (6.1)
where:
(a) (Ln) is a sequence of lower triangular linear automorphisms of C
d such that ‖Ln,m‖ ≤
cλn−m for every n ≥ m ≥ 0, where c > 0 and 0 < λ < 1;
(b) (pn) is bounded as a sequence of polynomial maps of the form
pn(z1, . . . , zd) =
(
0, p2n(z1), . . . , p
d
n(z1, . . . , zd−1)
)
,
such that pn(0) = 0, Dpn(0) = 0.
In particular, the degree of pn is bounded, hence there exist positive integers k1 = 1, k2, . . . , kd
such that
deg pjn(z
k1
1 , z
k2
2 , . . . , z
kj−1
j−1 ) ≤ kj , ∀j = 2, . . . , d . (6.2)
The next lemma implies in particular that the composition gn,0 has uniformly bounded degree,
for every n ∈ N.
Lemma 6.2. Let k1, . . . , kd be positive integers. The family endomorphisms of C
d of the form
f(z) = Lz + p(z)
with L varying in the set of lower triangular matrices and p varying among polynomial maps of
the form
p(z) =
(
0, p2(z1), . . . , pd(z1, . . . , zd−1)
)
, p(0) = 0, Dp(0) = 0.
which satisfy
deg pj(z
k1
1 , z
k2
2 , . . . , z
kj−1
j−1 ) ≤ kj , ∀j = 2, . . . , d,
is closed under composition.
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Proof. If f(z) = Lz + p(z) and g(z) =Mz + q(z) are two such maps, then the composition
f ◦ g(z) = LMz + Lq(z) + p(Mz + q(z))
is readily seen to be of the same form.
We can use the above two lemmas to prove the following:
Lemma 6.3. Let gn be a sequence of special triangular automorphisms of C
d of the form (6.1)
which satisfies (a) and (b). Then the family of polynomial maps λ−ngn,0, n ∈ N, is bounded.
Proof. We argue by induction on the dimension d. If d = 1, the composition gn,0 = Ln,0 is
linear and the conclusion follows from the estimate in the assumption (a). We assume that
the conclusion holds when the dimension is less than d. By Lemma 6.1 (i), the sequence of
polynomial maps (
λ−2npn(λ
nz)
)
is bounded. Denote by gin,0 the i-th component of the map gn,0. By the inductive hypothesis, the
sequence (λ−ngin,0), for 1 ≤ i ≤ d− 1, is bounded. Therefore, by Lemma 6.1 (ii), the sequence
λ−2npn ◦ gn,0 = λ
−2npn
(
λn(λ−ng1n,0), . . . , λ
n(λ−ngd−1n,0 )
)
(6.3)
is also bounded. Since
gn+1,0 = Lngn,0 + pn ◦ gn,0 and g0,0 = id ,
by the general formula (1.3), we have
gn,0 = Ln,0 +
n−1∑
j=0
Ln,j+1pj ◦ gj,0 ,
which can also be written as
λ−ngn,0 = λ
−nLn,0 +
n−1∑
j=0
λj
(
λ−nLn,j+1
)(
λ−2jpj ◦ gj,0
)
.
The estimate of the assumption (a) and the fact that (6.3) is bounded imply that λ−ngn,0 is
bounded.
We conclude this section by deducing the following:
Lemma 6.4. Let gn be a sequence of special triangular automorphisms of C
d of the form (6.1)
which satisfies (a) and (b) and let k := max{k1, . . . , kd}, where the numbers k1 = 1, k2, . . . , kd
satisfy (6.2). Then there exists a number C such that
|gn,0(z)| ≤ Cλ
n(|z|+ |z|k) , ∀z ∈ Cd ,
for every n ∈ N. In particular, the basin of attraction of 0 of the sequence (gn) is the whole C
d:{
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
= Cd .
Proof. By Lemmas 6.2 and 6.3, (λ−ngn,0) is a bounded sequence of polynomial maps of degree
at most k, mapping 0 into 0. Since λ < 1, the claim immediately follows.
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7 Proofs of the main results
We are now ready to prove the first main theorem stated in the Introduction:
Theorem 7.1. Let B be the open unit ball of Cd and let f = (fn : B → B)n∈N be an element of
G such that for every n ∈ N
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B , (7.1)
with 0 < ν ≤ λ < 1. Assume that the linear automorphism Ln := Dfn(0) is lower triangular
and satisfies the condition (3.5) of Theorem 3.1. Then the abstract basin of attraction Wf is
biholomorphic to Cd.
Proof. Notice that by (7.1), ‖Ln‖ ≤ λ and ‖L
−1
n ‖ ≤ µ := 1/ν, so the assumption (3.3) of
Theorem 3.1 holds, hence also (3.4) does (with a suitable m0). Since the holomorphic maps
fn are all defined on the unit ball B, map 0 into 0, and have uniformly bounded images, by
considering their Taylor expansion at 0 we may see (fn) as a bounded sequence in the space of
formal series F . In particular, (fn) is a subexponential sequence such that f
1
n = Ln satisfies
the assumptions of Theorem 3.1, which implies the existence of a subexponential sequence (gn)
of special triangular automorphisms of Cd of degree at most m0 and a subexponential sequence
(hn) in F such that g
1
n = Ln, h
1
n = I, and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N . (7.2)
By (3.4), we can find 1 < θ < 1/λ such that
θm0λm0+1µ < 1 . (7.3)
For every n ∈ N, consider the map
f˜n(z) := θ
n+1fn
(
θ−nz
)
, ∀z ∈ B .
The linear automorphisms
L˜n := Df˜n(0) = θLn
satisfy the bounds
‖L˜n‖ ≤ λ˜ , ‖L˜
−1
n ‖ ≤ µ˜ , (7.4)
where
λ˜ := θλ < 1 , µ˜ := θ−1µ .
By (7.1), the Cauchy formula implies that Dfn is uniformly bounded on B1/2. Therefore
Df˜n(z) = θDfn(θ
−nz)
is uniformly bounded on B1/2, hence (f˜n) is a bounded sequence of germs. Fix a number λˆ such
that λ˜ < λˆ < 1. Together with the first of the bounds in (7.4), a further use of the Cauchy
formula implies that there exists 0 < r ≤ 1 such that for every n ∈ N
|f˜n(z)| ≤ λˆ|z| , ∀z ∈ Br . (7.5)
In particular,
f˜ := (f˜n|Br : Br → Br)n∈N
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can be seen as an object of G . The maps
ϕn : Br → B , ϕn(z) := θ
−nz ,
define a morphism ϕ : f˜ → f , which induces a holomorphic injection Wϕ : Wf˜ →Wf . By (7.1)
and since λ < θ−1, for every m ∈ N there is a natural number n ≥ m so large that
fn,m(B) ⊂ Bλn−m ⊂ Brθ−n = hn(Br) .
Hence, Lemma 5.1 implies that Wϕ is a biholomorphism. Therefore, it is enough to show that
Wf˜ is biholomorphic to Cd.
The same rescaling used above defines the polynomial maps of degree at most m0
g˜n(z) := θ
n+1gn
(
θ−nz
)
,
which satisfy
g˜n(0) = 0 , Dg˜n(0) = L˜n .
If 2 ≤ k ≤ m0, the homogeneous part of degree k of g˜n is
g˜kn = θ
(1−k)n+1gkn ,
so the fact that (gkn) is subexponential and θ > 1 imply that the sequence of polynomials (g˜n)
is bounded. Up to the choice of a smaller r > 0, by the first bound in (7.4) and the Cauchy
formula, we may assume that
|g˜n(z)| ≤ λˆ|z| , ∀z ∈ Br . (7.6)
Similarly, the sequence (h˜n) ⊂ F of formal series defined by
h˜n(z) := θ
nhn
(
θ−nz
)
,
is bounded in F . By (7.2) and by the definition of f˜n, g˜n and h˜n,
h˜n+1 ◦ f˜n = g˜n ◦ h˜n , ∀n ∈ N , (7.7)
as formal series, so in particular as m0-jets. Since by (7.3)
λ˜m0+1µ˜ = θm0λm0+1µ < 1 ,
by the bounds (7.4) Theorem A.1 implies that (7.7) is satisfied as an identity of germs by a
bounded sequence of germs (h˜n). By (7.5), (7.6) and (7.7), Lemma 5.2 implies that Wf˜ is
biholomorphic to Wg˜. Since
Wg˜ ∼=
{
z ∈ Cd | g˜n,0(z)→ 0 for n→∞
}
= Cd ,
by Lemma 6.4 we conclude that Wf˜ is biholomorphic to Cd and hence so is Wf .
Remark 7.2. Instead than applying Theorem A.1, which establishes the existence of a bounded
non-autonomous conjugacy of arbitrary sequences of germs starting from a conjugacy between
their jets, one could use the fact that in the above case one of the two germs consists of special
triangular automorphisms. In such a case, the convergent conjugacy is easier to obtain, by an
argument due to J.-P. Rosay and W. Rudin [RR88], and used also in the already mentioned
[JV02] and [Pet07].
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Finally, let us use the above theorem to deduce the second main theorem stated in the
Introduction:
Corollary 7.3. Let f : M → M be a holomorphic automorphism of a complex manifold and
let Λ be a compact hyperbolic invariant set with d-dimensional stable distribution Es. Let x ∈ Λ
and assume that the stable space at x has a splitting
Es(x) =
r⊕
i=1
Ei
such that
lim
n→∞
|Dfn(x)u|1/n = λ¯i uniformly for u in the unit sphere of Ei ,
where the numbers 0 < λ¯i < 1 are pairwise distinct. Then the stable manifold of x is biholomor-
phic to Cd.
Proof. Set xn = f
n(x). By the local stable manifold theorem and up to the replacement of f
with a sufficiently high iterate (an operation which does not change the stable manifold), we can
find holomorphic embeddings
ϕn : B →֒W
s(xn)
with domain the unit ball about 0 in Cd, mapping 0 into xn, and such that the identities
f ◦ ϕn = ϕn+1 ◦ fn
define holomorphic maps fn : B → B such that
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B, ∀n ∈ N , (7.8)
for some 0 < ν ≤ λ < 1. A biholomorphism from the stable manifold W s(x) onto the abstract
basin of attraction of 0 with respect to the sequence (fn) is given by mapping each z ∈ W
s(x)
into the equivalence class of the sequence (fn(z))n≥m, where m is so large that f
m(z) belongs
to the image of ϕm. Therefore, it is enough to show that this abstract basin of attraction is
biholomorphic to Cd.
Since the angles between the images of the subspaces Ei by the isomorphism Df
n(x0) remain
bounded away from zero (see [Man˜83, Section IV.11]), by using a suitable linear non-autonomous
conjugacy we may also assume that the automorphisms
Ln = Dfn(0)
are lower triangular and preserve the orthogonal splitting of Cd
C
d =
r⊕
i=1
Xi , Xi = Span {ej | ki−1 < j ≤ ki} ,
for some 0 = k0 < k1 < · · · < kr = d, and
lim
n→∞
|Ln,0 u|
1/n = λ¯i uniformly for u in the unit sphere of Xi , (7.9)
where
λ¯1 > λ¯2 > · · · > λ¯r .
22
Denote by λn(j), 1 ≤ j ≤ d, the diagonal entries of Ln. Fix an index j such that ki−1 < j ≤ ki.
Since λn,0(j) is an eigenvalue of Ln,0 with eigenvector un in the unit sphere of Xi, by (7.9) we
have
lim
n→∞
|λn,0(j)|
1/n = lim
n→∞
|Ln,0un|
1/n = λ¯i .
If we set λˆj = λ¯i for ki−1 < j ≤ ki, we have that
λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆd ,
and for every ω > 1 there exists c(ω) > 0 such that
c(ω)−1ω−nλˆnj ≤ |λn,0(j)| ≤ c(ω)ω
nλˆnj .
The above two inequalities imply that, if 1 ≤ i ≤ j ≤ d and n, ℓ ∈ N, then
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
=
|λn+ℓ,0(j)| |λn,0(i)|
|λn,0(j)| |λn+ℓ,0(i)|
≤
c(ω)2ω2n+ℓλˆn+ℓj λˆ
n
i
c(ω)−2ω−2n−ℓλˆnj λˆ
n+ℓ
i
= c(ω)4ω4n+2ℓ
(
λˆj
λˆi
)ℓ
≤ c(ω)4ω4n+2ℓ
Moreover, by (7.8), |λn(h)| ≤ λ for every n ∈ N, thus
max
1≤h≤d
|λn+ℓ,n(h)| max
1≤i≤j≤d
|λn+ℓ,n(j)|
|λn+ℓ,n(i)|
≤ c(ω)4ω4n(ω2λ)ℓ.
This inequality shows that the assumption (3.5) of Theorem 3.1 holds (with a slightly larger
λ), hence Theorem 7.1 implies that the abstract basin of attraction of 0 with respect to (fn) is
biholomorphic to Cd.
A A non-autonomous conjugacy theorem
The aim of this appendix is to prove the non-autonomous version of the well-known fact that two
contracting germs of holomorphic maps which are conjugated as jets of a sufficiently high degree
are actually conjugated as germs. Our proof follows the approach of Sternberg [Ste57], but we
replace the delicate estimates which are necessary to apply the Banach contraction principle by
an easier computation of the spectral radius of the linearized operator, which allows us to apply
the implicit function theorem. See [BDM08] for a different approach.
The space Cd is endowed with the norm
|z| := max
1≤j≤d
|zj| , ∀z = (z1, . . . , zd) ∈ C
d ,
whose ball of radius r about 0, that we denote by Br, is an open polydisk. If L is a linear
endomorphism of Cd, ‖L‖ indicates its operator norm induced by | · |. If (fn) is a sequence of
composable maps we set, for n ≥ m ≥ 0,
fn,m := fn−1 ◦ fn−2 ◦ · · · ◦ fm , fn,n = I ,
so that
fn,m ◦ fm,ℓ = fn,ℓ , ∀n ≥ m ≥ ℓ ≥ 0 .
Denote by G the space of germs at 0 ∈ Cd of holomorphic Cd-valued maps which fix 0. A
sequence (fn) ⊂ G is said to be bounded if there exists r > 0 such that Br is contained in the
domain of each fn and fn(Br) is uniformly bounded.
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Theorem A.1. Let (fn) and (gn) be two bounded sequences in G , whose linear parts coincide,
Ln := Dfn(0) = Dgn(0) ,
and satisfy
‖Ln,m‖ ≤ cλ
n−m , ‖L−1n,m‖ ≤ cµ
n−m , ∀n ≥ m ∈ N , (A.1)
for some c > 0 and 0 < λ < 1 < µ. Let k be a positive integer such that
λk+1µ < 1 .
Assume that the k-jets of (fn) and (gn) are boundedly conjugated, meaning that there exists a
bounded sequence of polynomial maps Hn : C
d → Cd, n ∈ N, of degree at most k, such that
Hn+1 ◦ fn = gn ◦Hn as k-jets, ∀n ∈ N . (A.2)
Then (fn) and (gn) are boundedly conjugated as germs: There exists a bounded sequence (hn) ⊂ G
such that the k-jet of hn is Hn and
hn+1 ◦ fn = gn ◦ hn , ∀n ∈ N , (A.3)
as germs.
As already noticed (see Remark 3.4), the assumption (A.1) does not depend on the choice of
the norm of Cd inducing the operator norm, up to the choice of a different constant c. Moreover,
we may replace this assumption by the stronger requirement
‖Ln‖ ≤ λ < 1 , ‖L
−1
n ‖ ≤ µ , ∀n ∈ N . (A.4)
Indeed, let λˆ and µˆ be such that λ < λˆ < 1, µˆ > µ and λˆk+1µˆ < 1. Then (A.1) implies that we
can find a natural number N such that
‖Ln+N,n‖ ≤ cλ
N ≤ λˆN , ‖L−1n+N,n‖ ≤ cµ
N ≤ µˆN , ∀n ∈ N .
If we set L˜n := L(n+1)N,nN , λ˜ := λˆ
N < 1, µ˜ := µˆN , we see that the sequence (L˜n) fulfills the
condition (A.4) with constants λ˜ and µ˜ which satisfy
λ˜k+1µ˜ = (λˆk+1µˆ)N < 1 .
If we set
f˜n := f(n+1)N,nN , g˜n := g(n+1)N,nN ,
and we define H˜n to be the k-jet of the composition H(n+1)N,nN , we get that (f˜n), (g˜n) and
(H˜n) satisfy the assumptions of the theorem, with (A.1) replaced by the stronger (A.4). Finally,
if (h˜n) is a bounded conjugacy between (f˜n) and (g˜n) with sequence of k-jets (H˜n), then the
unique sequence (hn) ⊂ G such that hnN = h˜n for every n ∈ N and such that (A.3) holds, is
bounded and has (Hn) as its sequence of k-jets. This shows that we may assume (A.4) instead
of (A.1).
Denote by ‖ · ‖∞,r the supremum norm on the polydisk Br. Consider the space
Xk :=
{
u : B1 → C
d | u holomorphic and bounded with vanishing k-jet at 0
}
.
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By the Cauchy formula, ‖ · ‖∞,1 is a Banach norm on Xk. Moreover, using the Taylor formula
with integral remainder and again the Cauchy formula, we find that for every u ∈ Xk and every
r < 1 there holds
‖u‖∞,r ≤
rk+1
(k + 1)!
‖Dk+1u‖∞,r ≤ C
(
r
1− r
)k+1
‖u‖∞,1 , (A.5)
where C = C(d, k) depends only on the dimension d and on the degree k.
Let ℓ∞(Xk) be the Banach space of sequences u = (un) ⊂ Xk with finite supremum norm
‖u‖ℓ∞(Xk) := sup
n∈N
‖un‖∞,1 < +∞,
and denote by U its unit open ball. If f : Bs → C
d is a holomorphic map such that f(0) = 0, we
consider the rescaled functions
f r : B1 → C
d , f r(z) :=
{
1
r
f(rz) if 0 < r ≤ s ,
Df(0)z if r = 0 .
In order to prove Theorem A.1, it is enough to find a sequence u ∈ U such that for r > 0 small
enough there holds
(Hrn+1 + un+1
)
◦ f rn − g
r
n ◦ (H
r
n + un) = 0 , ∀n ∈ N . (A.6)
In fact, in such a case the sequence of holomorphic functions
hn : Br → C
d, hn(z) := Hn(z) + r un
(
z/r
)
,
is bounded, has Hn as its k-jet and satisfies (A.3).
By (A.2), the k-th jet of the left-hand side of (A.6) vanishes. Moreover, the fact that the
sequences (fn) and (Hn) are bounded and ‖Dfn(0)‖ ≤ λ < 1 impy that there exists r0 > 0 such
that for every r ∈]0, r0[ and every u ∈ U , there holds
f rn(B1) =
1
r fn(Br) ⊂ B‖Dfn‖∞,r ⊂ B1 ,(
Hrn + un
)
(B1) ⊂
1
rHn(Br) + un(B1) ⊂ B‖DHn‖∞,r+1 ⊂ B1/r .
The above considerations imply that the map
Φ: [0, r0[×U → ℓ
∞(Xk) , Φ(r, u)n := (H
r
n+1 + un+1) ◦ f
r
n − g
r
n ◦ (H
r
n + un) ,
is well-defined. Notice that for r = 0 the map Φ is linear in u,
Φ(0, u) =
(
un+1 ◦ Ln − Ln ◦ un
)
n∈N
. (A.7)
Our aim is to show that if r > 0 is small enough, then there exists u ∈ U such that Φ(r, u) = 0.
Since Φ(0, 0) = 0, this fact is an immediate consequence of the parametric inverse mapping
theorem, because of the following two Lemmas.
Lemma A.2. The map Φ is continuous, is differentiable with respect to the second variable, and
D2Φ: [0, r0[×U → L
(
ℓ∞(Xk)
)
is continuous.
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Proof. We shall repeatedly make use of the following consequence of Taylor’s and Cauchy’s
formulas: If F ⊂ G is a bounded set of germs whose h-jets vanish, then
‖Djf r‖∞,s = O(r
h−j) for r → 0 , uniformly in f ∈ F , (A.8)
for every j ∈ N and s > 0. By (A.2),
ℓn := Hn+1 ◦ fn − gn ◦Hn
is a bounded sequence of germs with vanishing k-jet. Write
fn = Ln + fˆn , gn = Ln + gˆn ,
where (fˆn) and (gˆn) are bounded sequences in G with vanishing 1-jet. If u ∈ U and 0 < r < r0,
a simple computation yields[
Φ(r, u)− Φ(0, u)
]
n
= ℓrn + gˆ
r
n ◦H
r
n − gˆ
r
n ◦ (H
r
n + un) + un+1 ◦ f
r
n − un+1 ◦ Ln. (A.9)
Since the k-jet of ℓn is zero and k ≥ 1, (A.8) implies that
‖ℓrn‖∞,1 = O(1). (A.10)
Here and in the following lines, limits are for r → 0 and are uniform in n ∈ N. Moreover
Hn(0) = 0, so by (A.8)
‖Hrn‖∞,1 = O(1) .
Then, since the 1-jet of gˆn vanishes, a further use of (A.8) implies that
‖gˆrn ◦H
r
n‖∞,1 = O(r) . (A.11)
Similarly, ∥∥gˆrn ◦ (Hrn + un)∥∥∞,1= O(r) . (A.12)
Again by (A.8),
‖f rn − Ln‖∞,1 = O(r) ,
so, by the mean value theorem and (A.4),
‖un+1 ◦ f
r
n − un+1 ◦ Ln‖∞,1 = ‖Dun+1‖∞,λ+O(r)O(r) .
Since λ < 1, the Cauchy formula implies that ‖Dun+1‖∞,λ+O(r) is bounded by ‖un+1‖∞,1 for r
small enough, so we have
‖un+1 ◦ f
r
n − un+1 ◦ Ln‖∞,1 = ‖un+1‖∞,1O(r) . (A.13)
Formula (A.9) and the asymptotics (A.10), (A.11), (A.12), (A.13) imply that for every u ∈ U
Φ(r, u)− Φ(0, u) = O(r) .
Together with the fact that the map Φ is clearly continuous on ]0, r0[×U , this proves that Φ is
continuous on [0, r0[×U .
The map u 7→ Φ(r, u) is linear for r = 0; for r > 0 its differential is given by[
D2Φ(r, u)[v]
]
n
= vn+1 ◦ f
r
n −Dg
r
n(H
r
n + un)[vn] .
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Then if 0 < r < r0,[
D2Φ(r, u)[v]−D2Φ(0, u)[v]
]
n
= vn+1 ◦ f
r
n − vn+1 ◦ Ln −Dg
r
n(H
r
n + un)[vn]− Lnvn . (A.14)
By (A.13),
‖vn+1 ◦ f
r
n − vn+1 ◦ Ln‖∞,1 = ‖vn+1‖∞,1O(r) . (A.15)
Moreover, the identity
Dgrn(H
r
n + un) = Dgn(rH
r
n + run)
implies that ∥∥Dgrn(Hrn + un)− Ln∥∥∞,1 = o(1) ,
hence ∥∥Dgrn(Hrn + un)[vn]− Lnvn‖∞,1 = ‖vn‖∞,1o(1) . (A.16)
By (A.14), (A.15) and (A.16), ∥∥D2Φ(r, u)−D2Φ(0, u)∥∥ = o(1) ,
and together with the fact that the map (r, u) 7→ D2Φ(r, u) is easily seen to be continuous on
]0, r0[×U , we conclude that this map is continuous on [0, r0[×U .
Lemma A.3. The linear operator D2Φ(0, 0): ℓ
∞(Xk)→ ℓ
∞(Xk) is an isomorphism.
Proof. By (A.7), we have
D2Φ(0, 0)[u] =
(
un+1 ◦ Ln − Ln ◦ un
)
n∈N
.
The multiplication operator by the sequence (Ln), that is
(un) 7→ (Lnun),
is an automorphism of ℓ∞(Xk), so it is enough to show that the operator
(un) 7→ (L
−1
n ◦ un+1 ◦ Ln − un) (A.17)
is invertible on ℓ∞(Xk). Consider the bounded linear operator
T : ℓ∞(Xk)→ ℓ
∞(Xk), (un) 7→ (L
−1
n ◦ un+1 ◦ Ln) .
If j is a positive integer, the j-th power of T is
(T ju)n = Ln,n+j ◦ un+j ◦ Ln+j,n .
By (A.4) and (A.5), we have the estimate
‖(T ju)n‖∞,1 = ‖L
−1
n+j,n ◦ un+j ◦ Ln+j,n‖∞,1 ≤ µ
j‖un+j ◦ Ln+j,n‖∞,1
≤ µj‖un+j‖∞,λj ≤ Cµ
j
(
λj
1− λj
)k+1
‖un+j‖∞,1 ≤ C(1− λ
j)−k−1(λk+1µ)j‖u‖ℓ∞(Xk) .
By taking the supremum over all n ∈ N and all u ∈ ℓ∞(Xk), we deduce that the operator norm
of T j has the upper bound
‖T j‖1/j ≤ C1/j(1 − λj)−(k+1)/jλk+1µ .
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Since λ < 1, the right-hand side of the above inequality converges to λk+1µ for j → +∞, so the
spectral radius of T has the upper bound
ρ(T ) ≤ λk+1µ .
Since λk+1µ < 1, we deduce in particular that 1 does not belong to the spectrum of T , so the
operator (A.17) is an isomorphism, as we wished to prove.
Remark A.4. We recall that any polynomial map p : Cd → Cd of degree at most k with Dp(0)
invertible is the k-jet at 0 of a holomorphic automorphism of Cd (as proven by F. Forstneric
[For99] and B. Weickert [Wei97]). This fact and Theorem A.1 immediately imply that the
abstract basin of attraction (see Section 5) of 0 with respect to a sequence of holomorphic maps
fn : B1 → B1 such that
ν|z| ≤ |fn(z)| ≤ λ|z| , ∀z ∈ B1 , ∀n ∈ N ,
where 0 < ν ≤ λ < 1 is always biholomorphic to a domain of Cd, a result of J.E. Fornaess and
B. Stensønes, see [FS04]. Indeed, the above assumption implies that
fn(0) = 0 , ‖Dfn(0)‖ ≤ λ , ‖Dfn(0)
−1‖ ≤ ν−1 ,
and if gn is an automorphism of C
d whose k-jet at 0 coincides with that of fn, with k so large
that λk+1ν−1 < 1, Theorem A.1 and Lemma 5.2 imply that the abstract basins of attraction of
0 with respect to (fn) and to (gn) are biholomorphic. But, since each gn is an automorphism
of Cd, the abstract basin of attraction of 0 with respect to (gn) is naturally biholomorphic to the
following domain in Cd {
z ∈ Cd | gn,0(z)→ 0 for n→∞
}
,
as shown in Section 5. In particular, the stable manifold of any point in a compact hyperbolic
invariant set of a holomorphic automorphism of a complex manifold is always biholomorphic to
a domain in Cd.
References
[BDM08] F. Berteloot, C. Dupont, and L. Molino, Normalization of bundle holomorphic con-
tractions and applications to dynamics, Ann. Inst. Fourier 58 (2008), 2137–2168.
[Bed00] E. Bedford, Open problem session of the biholomorphic mappings meeting at the amer-
ican institute of mathematics, Palo Alto, CA, July 2000.
[For99] F. Forstneric, Interpolation by holomorphic automorphisms and embeddings in Cn, J.
of Geom. Anal. 9 (1999), 93–117.
[For04] J. E. Fornæss, Short Ck, Complex analysis in several variables—Memorial Conference
of Kiyoshi Oka’s Centennial Birthday, Adv. Stud. Pure Math., vol. 42, Math. Soc.
Japan, 2004, pp. 95–108.
[FS04] J. E. Fornæss and B. Stensønes, Stable manifolds of holomorphic hyperbolic maps,
Internat. J. Math. 15 (2004), 749–758.
[JV02] M. Jonsson and D. Varolin, Stable manifolds of holomorphic diffeomorphisms, Invent.
Math. 149 (2002), 409–430.
28
[Man˜83] R. Man˜e´, Ergodic theory and differentiable dynamics, Springer, 1983.
[Pet05] H. Peters, Non-autonomous complex dynamical systems, Ph.D. thesis, University of
Michigan, 2005.
[Pet07] H. Peters, Perturbed basins of attraction, Math. Ann. 337 (2007), 1–13.
[PVW08] H. Peters, L. R. Vivas, and E. F. Wold, Attracting basins of volume preserving auto-
morphisms of Ck, Internat. J. Math. 19 (2008), 801–810.
[PW05] H. Peters and E. F. Wold, Non-autonomous basins of attractions and their boundaries,
J. Geom. Anal. 15 (2005), 123–136.
[RR88] J.-P. Rosay and W. Rudin, Holomorphic maps from Cn to Cn, Trans. Amer. Math.
Soc. 310 (1988), 47–86.
[Ste57] S. Sternberg, Local contractions and a theorem of Poincare´, Amer. J. Math. 79 (1957),
809–824.
[Wei97] B. Weickert, Automorphisms of Cn, Ph.D. thesis, University of Michigan, 1997.
[Wol05] E. F. Wold, Fatou-Bieberbach domains, Internat. J. Math. 16 (2005), 1119–1130.
Marco Abate, Alberto Abbondandolo, Pietro Majer
Dipartimento di Matematica
Universita` di Pisa
Largo Pontecorvo 5
56127 Pisa
Italy
E-mails: abate@dm.unipi.it
abbondandolo@dm.unipi.it
majer@dm.unipi.it
29
