Human observers can recognize real-world visual scenes with great efficiency. Cortical regions such as the parahippocampal place area (PPA) and retrosplenial complex (RSC) have been implicated in scene recognition, but the specific representations supported by these regions are largely unknown. We used functional magnetic resonance imaging adaptation (fMRIa) and multi-voxel pattern analysis (MVPA) to explore this issue, focusing on whether the PPA and RSC represent scenes in terms of general categories, or as specific scenic exemplars. Subjects were scanned while viewing images drawn from 10 outdoor scene categories in two scan runs and images of 10 familiar landmarks from their home college campus in two scan runs. Analyses of multi-voxel patterns revealed that the PPA and RSC encoded both category and landmark information, with a slight advantage for landmark coding in RSC. fMRIa, on the other hand, revealed a very different picture: both PPA and RSC adapted when landmark information was repeated, but category adaptation was only observed in a small subregion of the left PPA. These inconsistencies between the MVPA and fMRIa data suggests that these two techniques interrogate different aspects of the neuronal code. We propose three hypotheses about the mechanisms that might underlie adaptation and multi-voxel signals.
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Introduction
A central concern of cognitive neuroscience is understanding the information processing functions of different brain regions. A standard approach is to identify the representational distinctions supported by a brain region; that is, which items does a region treat as identical and which does it treat as distinct (and to what extent)? At the neuronal level, such questions are often answered by measuring the tuning curves of single units, or, in more recent treatments, by identifying the distinctions that can be made within multi-unit response spaces (Hung, Kreiman, Poggio, & DiCarlo, 2005) . In functional magnetic resonance imaging (fMRI) studies, on the other hand, such questions have been addressed by two techniques: multivoxel pattern analysis (MVPA) and fMRI adaptation (fMRIa). The first approach (MVPA) examines the voxelwise response patterns elicited by different stimuli (or classes of stimuli) to determine which items elicit patterns that are distinguishable (Cox & Savoy, 2003; Haxby et al., 2001; Norman, Polyn, Detre, & Haxby, 2006) . The second approach examines the effect of repeating items over time under the hypothesis that repetition of representationally-similar items will elicit a reduced response * Corresponding author. Tel.: +1 215 573 3532.
E-mail address: epstein@psych.upenn.edu (R.A. Epstein). (Grill-Spector & Malach, 2001; Grill-Spector, Henson, & Martin, 2006; Kourtzi & Kanwisher, 2001 ).
Here we use MVPA and fMRIa to understand the neural representations that underlie the recognition of real-world visual scenes. Human observers can analyze the content and significance of scenes quite efficiently (Biederman, 1972; Fei-Fei, Iyer, Koch, & Perona, 2007; Potter, 1975) . Brain regions have been identified that respond more strongly to images of real-world scenes (landscapes, cityscapes, rooms) than to images of single objects (vehicles, appliances, animals), bodies or faces (Epstein & Kanwisher, 1998) . These include the Parahippocampal Place Area (PPA) and the Retrosplenial Complex (RSC). Although these earlier results, along with concomitant neuropsychological data (Epstein, DeYoe, Press, Rosen, & Kanwisher, 2001; Habib & Sirigu, 1987; Mendez & Cherrier, 2003; Takahashi, Kawamura, Shiota, Kasahata, & Hirayama, 1997) suggest that the PPA and RSC play an important role in scene processing, the specific functions that these regions play in scene recognition remain undetermined. In particular, it is unclear whether these regions primarily support identification in terms of general categories (e.g. beach, desert, kitchen, bedroom) or as specific exemplars (e.g. the kitchen on the fifth floor of the Penn Center for Cognitive Neuroscience) (Epstein & Higgins, 2007) . Whereas categorical information is important for making predictions about what kind of actions or events are likely to be found in a scene (Bar, 2004) , exemplar information is important for spatial
