The economic impact of tertiary education is important for regional development, and whilst participation rates have increased, it is unclear whether this has benefited regions equally. The paper analyses a panel of European regions to determine how the geography of tertiary education has evolved between 2002 and 2012. The results show a mixed picture. Overall, the system is characterized by path dependency, with the past being the best predictor of the future. There are some signs that the most lagging regions in 2002 are catching up, with some benefiting from recently opened institutions. Meanwhile, the very top-performing regions are breaking away from the rest, showing above-average growth, especially in the case capital regions. This work contributes to the ongoing research on the role of higher education in fostering regional economic development, and the emerging inequalities across European regions.
INTRODUCTION
This paper examines the regional distribution of tertiary education (TE) in Europe with the aim of identifying whether recent growth of the sector has served to promote equitable geographical distribution or if it has entrenched existing centres of excellence. As we review in the next section, a large evidence base documents the diverse channels through which the activities of tertiary education 1 institutions (TEIs) benefit their host regional economies. As a result, governments have sometimes taken explicit steps to decentralize the provision of TE in order to achieve regional policy aims (e.g., Andersson, Quigley, & Wilhelmson, 2004 , for the case of Sweden). However, there are ongoing concerns about regional inequality in TE activity, which has crystalized in debates about the primacy of equity or excellence in European science funding (see The Guild of European Research-Intensive Universities, 2018, for an overview). The recent rise in political extremism (Rodríguez-Pose, 2018) lends these debates urgency, as although in a global context the European Union (EU) is a club of advanced economies, stark cross-country (e.g., Bartkowska & Riedl, 2012; Prutvot, Estermann, & Kupriyanova, 2017) and intra-country (e.g., Gardiner, Martin, Sunley, & Tyler, 2013) differences persist (OECD, 2017) .
Long-term trends in participation rates follow an upward tendency (Jöns & Hoyler, 2013; Lee & Lee, 2016) and the recent history of the EU is no exception (e.g., Brooks, 2018) . Over the decade from 2002 to 2012, the TE sector in the average European region expanded by about 30%. Academically, this is an interesting case to examine as it is not clear a priori how the geography of TE should evolve. In terms of its input structure education is an extreme case, relying almost solely on value added (labour, capital) , in contrast to manufacturing sectors, which are dependent on intermediate inputs and therefore often cluster geographically around particular supply-chains or natural resources. In terms of final demand, TE relies heavily on public sector funding (although by no means entirely; , and therefore should be sensitive to the priorities of public policy. Following this logic, TE is prima face an ideal economic development tool, offering the possibility of directing activities with significant local economic impacts to lagging regions. Conversely, it is likely to favour the same location amenities as other knowledge-intensive sectors (Saxenian, 1996; Viladecans-Marsal & Arauzo-Carod, 2012; Wenting, Atzema, & Frenken, 2011) , and there is some evidence to suggest students prefer to study in economically buoyant regions (Dotti, Fratesi, Lenzi, & Percoco, 2013) . These characteristics of TE could make it similar to other knowledge industries, where local 'buzz' and branding reinforce existing paths of agglomeration (Bathelt, Malmberg, & Maskell, 2004) .
To address these issues, we construct a macro-panel of European NUTS-2 (and NUTS-1) regions between 2002 and 2012. We examine regional TE enrolment ratios, accounting for both local and incoming students, combined with a range of indicators on local economic and social context. Overall, The results reveal a pattern of path dependency, with the strongest predictor of success being past success. However, this is not a uniform picture. There are signs of catch up as lagging regions exhibit above-average growth and regions with high regional tertiary enrolment ratios (RTERs) are showing signs of saturation with no or negative growth on average. Conversely, there are also signs of divergence, where the regions with the highest enrolment ratios, that is, those that are already successful at attracting mobile students exhibit accelerating growth. Therefore, we conclude that whilst low-level regions are catching up and high-level regions are mostly stagnant, the very top regions appear to be breaking away from the rest. These trends parallel those of income dynamics globally (Alvaredo, Chancel, Piketty, Saez, & Zucman, 2018; Milanovic, 2013) , and are consistent with the recent literature focussing on overall economic performance of EU regions (e.g., Iammaringo, Rodriguez-Pose, & Storper, 2018) , where a few highly developed and innovative regions have been identified as outperforming most other regions.
The paper is structured as follows. The next section provides a brief summary of the wideranging literatures on the local economic impact of TE. The construction of the data set and choice of analytical methods are outlined in the third section. The fourth section describes the levels and changes in regional tertiary enrolment across 2002 and 2012. The fifth section analyses the strength of inter-temporal persistence in tertiary enrolment and explores what other factors play a role in driving change. Brief conclusions are provided in the sixth section.
LITERATURE REVIEW: REGIONAL ECONOMIC DEVELOPMENT AND TERTIARY EDUCATION
There is a large and diverse literature on the regional economic impact of TE. For an overview of the academic literature, 2 see Florax (1992), Drucker and Goldstein (2007) , Goldstein (2009 ), Hermannsson (2016 and Harrison and Turok (2017) . This focuses mainly on higher education, but to a lesser extent on further education (e.g., Hermannsson, Lisenkova, Lecca, McGregor, & Swales, 2017) . We group studies of these phenomena into three broad categories: those focusing on impact on the demand-side of the economy, the supply-side and on economic geography.
A long tradition in regional economics examines the expenditure impacts of TEIs and their students. From this perspective, TEIs contribute to the local economy by employing staff and purchasing goods and services for their operations (Hermannsson, Lisenkova, McGregor, & Swales, 2013 . Similarly, students are treated as a source of exogenous consumption expenditures in the local economy, somewhat like tourists (Florax, 1992; Hermannsson, McGregor, & Swales, 2018; Love & McNicoll, 1988; Steinacker, 2005) . The methodologies used to quantify these impacts in academic research are well established and draw on the principles of national accounting. Furthermore, by their nature, expenditure impacts are closely tied to the location of the TEI, that is, their benefits tend to concentrate within the region of the TEI.
TEIs exert a range of supply-side impacts, enhancing the productive capacity of the local economy. An obvious channel is the human capital of graduates as gauged by higher wages (Blundell, Deardren, & Sianesi, 2005; Bradley & Taylor, 1996; Checchi, 2006; Harmon & Walker, 2003; Hermannsson, Lisenkova, Lecca, Swales, & McGregor, 2014; Psacharopoulos & Patrinos, 2004) . Moreover, graduates produce externalities such as on the wages of non-skilled workers (Moretti, 2004a (Moretti, , 2004b . Similarly, it has been argued that the presence of TEIs (Anselin, Varga, & Acs, 1997) and graduates (Faggian & McCann, 2008 create knowledge externalities in the local economy and boosts innovation. For an overview of this literature, see Acs (2009) . Furthermore, a range of wider impacts have been identified such as non-pecuniary benefits for the graduate population itself, such as improved health, marital success, happiness and family outcomes (McMahon, 2004 (McMahon, , 2009 . This is in addition to potential socioeconomic feedback, such as on crime (Machin, Marie, & Vujić, 2011) . For a discussion of the potential local economic impact of such wider benefits, see Hermannsson et al. (2017) . Although there is strong evidence to support positive impacts, in principle there is more ambiguity as to the exact magnitude of these effects (McMahon, 2004 (McMahon, , 2009 . From a local perspective, an attractive feature of a successful cluster of TEIs is their apparent ability to shape economic geography by drawing into the region and retaining research and development (R&D) activities (Andersson, Gråsjö, & Karlsson, 2009; Jaffe, 1989) and highly skilled workers (Abel & Deitz, 2012; Ahlin, Andersson, & Thulin, 2018; Beeson & Montgomery, 1993; Bound, Groen, Kézdi, & Turner, 2004; Groen, 2004; Winters, 2011) . Crucially, unlikely, say, human capital effects, location effects are a zero-sum game where one region's success draws in resources from another.
A lively area of research has been the mobility of students and graduates. Evidence is mixed as to what attracts students to regions and the extent to which they are subsequently retained in the region as graduates. In a study of US graduates, Groen (2004) finds a significant link between studying in a state and working in it, although the magnitude of the impact was quite modest with approximately 10 of every 100 students living in the state of study 10-15 years after graduation. Bound et al. (2004) point out that graduates are quite mobile and find that at a state level in the United States there is only a modest link between production of graduates within a state and the build-up of a graduate workforce. Venhorst, Van Dijk, and Van Wissen (2011) find that in the Netherlands graduate migration is primarily dependent on the spatial distribution of suitable jobs. Based on Italian data, Dotti et al. (2013) argue that local labour markets are major drivers of TE-related migration, and that often the migration decision of both students and graduates is a joint one, with students choosing to study in cities with attractive labour markets for graduates. Conversely, the results of Faggian and McCann (2008) indicate that for the UK the two decisions are separate with students being drawn to lower living costs in the north, whilst Greater London is the pre-eminent destination for graduates. Evidence from both the UK and the Netherlands suggests migration is selective, with graduates from more selective institutions and courses being more likely to move (Faggian & McCann, 2008 Venhorst, Van Dijk, & Van Wissen, 2010) .
To summarize, a successful TE sector brings immediate benefits through spending in the local economy, can make the region a more attractive location for people and businesses, and can generate long-term benefits through increase in human capital, socioeconomic feedback and spillovers. Because of the overall benefits associated with TE, it is not surprising that this sector has featured prominently in regional policy, and cases of higher education expansion and decentralization have been documented (e.g., Andersson et al., 2004 , for the case of Sweden; and Goldstein & Drucker, 2006 , for the United States). Similarly, many authors have studied universities as part of particular cities and argue they play a key role as urban developers and anchor institutions (Ehlenz, 2016; Goddard, Coombes, Kempton, & Vallance, 2014; Perry & Wiewel, 2005) .
Whilst there is rich evidence on a range of economic impact of TE, these literatures take the geography of the sector as a given and do not attempt to analyse how it has evolved and is likely to evolve, a lacuna we aim to fill.
DATA
The data are obtained from EUROSTAT, which collects data at the NUTS-1 and -2 levels for a range of educational, social and economic indicators. The time span ranges from 2002 to 2012. This encompasses a decade during which higher education in Europe underwent radical changes. Germany, Portugal, Slovenia and the UK do not provide data at the NUTS-2 level (our preferred areal unit of aggregation). For these countries, we use the NUTS-1 level data, which corresponds to larger territorial units (e.g., Landers for Germany), an approach previously used in other regional analyses (Copus, 2011) .
The main variable of interest is calculated from an indicator produced by EUROSTAT that shows the share of students in each region in relation to the local population. We refer to this as the regional tertiary enrolment ratio (RTER), which we designate for the i-th region as E i . This ratio is made up of a numerator encompassing the number of students of enrolled in TE programmes (ISCED 5-6) residing in region i (S i ). To control for scale, the regional population in region i aged 20-24 is used as a denominator:
A benefit of the RTER (E i ) is that it can be obtained for most EU member states. It is an aggregate indicator that can be thought of as a composite of three underlying factors: (1) the regional participation rate; (2) the retention of students locally; and (3) the attractiveness of the region to mobile students. In turn, these factors are affected by various contextual elements and policies, such as amenities, education funding, student grants, labour and housing markets.
A drawback of the data is that it does not reveal the composition of TE students in each region, whether by origin, nature of institution or programme subject. Therefore, an implicit assumption in this analysis is that student numbers can be taken as a proxy for overall activity levels in TE. This is a reasonable assumption at a large spatial scale such as NUTS-2, where each region contains a range of different types of institutions and courses and aggregating across these will reduce variation in research and staffing intensities. Further control variables used in the data set are obtained from EUROSTAT. Summary statistics of key variables are provided in Table 1 .
TERTIARY ENROLMENT RATIOS ACROSS REGIONS
As can be gauged from the second line of Table 1 , RTERs differed widely across the 230 European NUTS-2 regions for which data were available in 2002. For the median region, this is just under 50%, whilst for 90% of regions this is at or below 78%. The highest value is 137.6%, observed for Vienna in Austria, whilst the lowest observation was 3.7%. Figure 1 shows a visual representation of how tertiary enrolment ratios varied across regions in 2002.
A decade later, in 2012, observations are available for 30 more regions. Whilst in aggregate the RTER has only grown modestly over this 10-year period, from 49.65% in 2002 to 53.65% in 2012, more dramatic changes have occurred at both tails of the distribution. Those regions at the bottom 10th percentile now have a tertiary enrolment ratio of 37.2%, up 13.75 percentage points from 23.45% in 2002. Likewise, those at the top 90th percentile now stand at 89.5%, up 10.85 percentage points from 78.65% in 2002. The biggest change though has occurred among the topperforming regions, as the top 1% of regions has jumped 45.8 percentage points to 151.4% in 2012 and the top-performing region stands at 220.5%.
The geographical distribution of tertiary enrolment in 2012 is mapped in Figure 2 . There are now 46 regions where E i > 75%, many of which are in Eastern and Southern Europe. Notably, the concentration of TE students in the UK has shrunk for most regions, and no region now registers E i > 75%. This is likely due to tighter visa regulations, which severely restricted opportunities for overseas students enrolling onto short duration courses outwith the formal higher and further education sectors. 3 From Figure 2 , we can observe the 'pull' effect of capital regions in this period. This is particularly evidence for Eastern Europe, Mediterranean and Benelux countries, where capital regions grow in excess of national averages.
The scale of change across NUTS-2 regions is further highlighted in Figure 3 . With a few exceptions, 4 most notably the UK, most regions exhibit growing tertiary enrolment ratios. A few regions even register growth in excess of 100%. For example, this is the case of Drenthe, Flevoland and Val D'Aosta where the tertiary enrolment was more than five times higher than a decade before. It is interesting to note here that these three regions host relatively new TEIs, either Table 2 provides summary statistics for levels and growth for each country, inversely ranked by growth rate. Average enrolment has decreased for three countries: the UK, Sweden and Latvia, whilst the remaining 25 countries register growth mostly below 1%. The biggest change in the mean is observed for Greece (EL), which grew by nearly 48 percentage points. 5 Six countries, Austria (AT), Czech Republic (CZ), Greece (HE), the Netherlands (NE), Slovakia (SK), and Spain (ES) registered mean growth of more than 20 percentage points. In many cases, the national mean masks large intra-country heterogeneity. For instance, in Austria, the coefficient of variation shows 1 SD (standard deviation) equals 91% of the mean.
The RTER is strongly correlated with the level of economic development. Table 3 shows the RTER at the start of the period by gross domestic product (GDP) quartiles. The regions with the lowest GDP (quartile 1) also exhibit the lowest TER at 29.47 on average. However, it should be noted that within these quartiles there is substantial variation, so the average picture clearly masks much underlying heterogeneity.
WHAT DRIVES THE CHANGE?
From the point of view of regional policy, it is vital to understand the extent to which the changes in the concentration of TE activities are driven by low RTER regions catching up, or whether they are reinforcing existing agglomerations. To test for this, we estimate an autoregressive model in logs, following an approach similar to that applied in the intergenerational income mobility literature (e.g., Blanden, Gregg, & Macmillan, 2007) , which we interpret as a regional intertemporal persistence model: ln(y 1 ) = a n + bln(y 0 ) + gln(C k ) + m (2) where ln(y 1 ) is the natural logarithm of the dependent variable, that is, the tertiary enrolment ratio in 2012; a n is a group effect according to the country each region belongs to; bln(y 0 ) is the persistence term showing the influence of the level of tertiary enrolment in 2002; and ln(C k ) is a vector of control variables specified as log of levels in the base period, that is, 2002. Table 4 presents estimates of a simple version of this model, omitting country dummies. In our baseline specification we only include the persistence term and no controls. This shows a strong persistence effect, with approximately 55% of the level in 2012 being explained by the level of tertiary enrolment in 2002. In the second specification of this model, we control for the regional GDP and population density, but these are not statistically significant. In models (3) (a-d) we fit our baseline model separately, splitting it into four quartiles based on regional per capita GDP (purchasing power parity adjusted) in 2002. This partition of the main data set allows one to investigate whether the path-dependency affects all regions equally at different income levels.
These results reveal some heterogeneity in the way the persistence effect plays out. The persistence effect is strongest for the poorest and the richest regions, while the second-highest group by GDP (3) shows the lowest level of persistence. This group is composed almost entirely of regions within North Western Europe, typically second-tier regions outside capital regions and major commercial centres. This is consistent with previous findings, such as by Groen (2004) and Venhorst et al. (2011) , that the availability of stronger job markets may influence the ability of regions to retain and to attract students but that this is counteracted by house prices Table 4 . Persistence model.
Variables
Baseline (1) Full (2) Gross domestic product (GDP) quartile (3) 1st ( Notes: *p < 0.10, **p < 0.05, ***p < 0.010. Determinants of 2012 Regional Tertiary Enrolment Ratio. The dependent variable is the natural logarithm of the enrolment ratio in 2012. An observation is a NUTS-2 region in year t. Cluster-robust standard errors are shown in parentheses. (Dotti et al., 2013) . With the second fastest median GDP growth over the period, the regions in the second quartile are possibly those better positioned to free themselves from past their past path: the economic opportunities in those regions are still abundant, yet cost of living and other negativities present in the highest GDP regions are yet to unfold. These initial results suggest an inability among the poorest regions to catch up with the rest of the EU even with an average stronger GDP growth, and a generalized convergence among the wealthiest ones. The TE sector in each region is embedded within the funding and regulatory framework of each member state and therefore likely to be influenced by national-level policies. For this reason, we rerun our models accounting for national-level group effects. Table 5 shows the results for the same models, this time including country dummies to capture the influence of group-wide shocks that are specific to each national TE system, and, more broadly, to each nation's economy. The baseline specification (model 1) is analogous to that observed previously, but when allowing for country dummies, the influence of persistence is stronger. Nationwide policy and economic shocks affect the relative success of regions within a European comparison, but once this is controlled for the intra-group component of the tertiary enrolment ratio is more strongly predicted by the past state. The overall variance explained by the model increases from 55.7% to 78.9%. On average, the level of TE enrolment in 2002 explains 67.1% of the enrolment in 2012.
In model 2, we control for GDP and population density. These two variables enable one to control for relative urbanization and economic performance of each region. Once we include country dummies, the regional GDP is found to explain around 26.5% of the level in 2012. When we partition the sample by GDP quartiles based on the values in 2002 (models (3a-3d)), the results qualitatively mirror our findings in the absence of countries dummies, with an increase in the coefficients. In model (3a), we see that for the poorest regions in the EU, more than the whole of the level in 2012 can be explained by the level in 2002. In other words, any change in the period is driven by national-level policy shocks, which effectively 'locked in' a path of lower TE growth. The second poorest regions also seem to follow a similar path, although Table 5 . Persistence model.
Baseline (1) Full (2) Gross domestic product (GDP) quartile (3) 1st ( Notes: *p < 0.10, **p < 0.05, ***p < 0.010. Determinants of 2012 tertiary education enrolment with country dummies. The dependent variable is the natural logarithm of the enrolment ratio in 2012. An observation is a NUTS-2 region in year t. Cluster-robust standard errors are shown in parentheses. Table 6 . Relative change in tertiary education ratio.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) the persistence level is lower (79.1%). Overall, the size of the persistence effects increase for all GDP quartiles, except the richest one, which decreases marginally (−1.5%).
Change
The results from the previous section suggest a high level of path dependency, thus leading one to look deeper on the determinants of change in 2002-12.
We explore an alternative specification, modelling the percentage change in the RTER between 2002 and 2012. This alternative specification has the advantage to directly look into the change, rather than the levels, for the same period, 2002-12.
In order to analyse what drives the changes in the RTER, we specify the following model as: ∂y = a n + by 0 +by 2 0 + gdC + m
where ∂y = (y 10 − y 0 )/y 0 is the relative change in the dependent variable from the start to the end of the period for each region r; a n is a group effect according to the country each region belongs to; by 0 +by 2 0 is a quadratic term to capture the influence of the initial level of the dependent variable on the rate of change; and gdC is a vector of covariates represented as relative change from the start to the end of our observations (i.e., between t 0 and t 10 ).
We fit several variants of this model, which are presented in Table 6 . Model (1), our simplest model, only includes the level of the dependent variable at the start of the period and its squared term to account for non-linearity. In subsequent specifications of the model, we add a range of covariates. Model (3) suggests unemployment has a positive impact on TE growth, in line with previous research (e.g., Dadashova, Hossler, & Shapiro, 2011; Dellas & Sakellaris, 2003) while none of the other controls has a significant effect per se. However, when we control for the relative change in regional GDP, unemployment and life expectancy, we find positive and significant effect for the first two controls (10). All these results are in line with previous literature, especially in linking the goodness of regional job markets with attractiveness for students in TE (e.g., Groen, 2004) . However, these covariates are weakly statistically significant and sensitive to the exact specification of the model so overall do not play a decisive role.
The influence of the initial level on growth rates is robust across all specifications (models 1-11). The quadratic term combines with the constant to form a 'U'-shaped curve where the influence of the initial starting point varies greatly across the level of the RTER. The predications of model (11) are simulated in Figure 4 . We interpret this diagram as revealing a bifurcation of Table 6 , (11)). results, where for the majority of regions, the rate of RTER growth declines as a higher level is reached, indicating convergence. Region's 1 range of 0-60% is catching up, exhibiting above average, whereas the growth in regions with RTERs of 60-100% have growth rates below average. However, the situation is more complex, as for those regions with RTER > 100% the growth is above average and increasing. In terms of overall numbers, these are only a few regions and could therefore be characterized as outliers, but, if taken at face value, it appears that for a small subset of regions, the usual pattern of saturation does not apply. This tendency is similar to that observed in recent findings on the dynamics of income (Alvaredo et al., 2018; Milanovic, 2013) , and it further suggests that clusters of regions (sometimes termed 'clubs'; e.g., Borsi & Metiu, 2015) 6 tend to show similar behaviours based on their initial starting point and spatial aggregation, as partly found by von Lyncker and Thoennessen (2017) .
It is clear that past performance is the single most important variable, with our baseline model result in a R 2 of 0.38. Once we include all covariates in model 10 this goes up to 0.44. Additionally, when we add country-level dummies in model (11), this rises to 0.54, suggesting that the national context matters, but this further alters the standard errors of the covariates affecting their statistical significance.
CONCLUSIONS
We have examined changes in the concentration of TE across European regions over a decade spanning 2002-12. This period was characterized by an overall rise in enrolment into TE, particularly among new member states of the EU, catching up from a low base. Moreover, this decade was marked by major economic shocks, mainly through the 2008 financial crisis and subsequent years of fiscal austerity, which have reduced public expenditures on higher education, and influenced the continent's job market (Prutvot et al., 2017) .
Over this period, we observe path dependency, as the strongest predictor of the concentration of tertiary students in 2012, is the level in 2002. This result is in line with previous works highlighting patterns of unevenness and path dependency, and they further explain the uneven performance of institutions (Jöns & Hoyler, 2013; Paasi, 2005 ). When we model the rate of change in this period, we find that the economic characteristics of a region offer little explanatory power for the development of the TE sector, which are rather influenced by nation-level policies and their overall level of development. Regions near the mean of the distribution grow relatively slowly indicating saturation, but the most dramatic changes are happening at the tails of the distribution. Many regions with small sectors at the beginning of the period exhibit catch up growth and a few regions with a high share of TE activity show accelerating growth. Whilst outliers, it will be interesting to follow these highly successful TE regions over coming years to see if a bifurcated result persists, characterized by a few top performers and everyone else. Reassuringly for regional policy-makers, it is possible to observe a high concentration of TE students in diverse regional circumstances. Unsurprisingly, many of these are rich and accessible capital regions, such as Vienna in Austria or Prague in the Czech Republic. However, we also see sparsely populated regions across Europe starting from a low base, and growing dramatically over this decade. The data show that building a new successful TE cluster is possible and policymakers have a scope for promoting a more spatially equitable distribution of TE students. This paper draws on the best data available for comprehensive analysis of TE in Europe. Unfortunately, this is not without limitations, leaving unresolved issues for future research. The EUROSTAT data are not fully comprehensive in terms of European regions as the full range of indicators used are not available for all regions. Some of the countries involved joined the EU only recently and therefore data are not available for all years. Moreover, the TE enrolment ratio does not distinguish between types of programmes (e.g., professional versus academic) in which students are enrolled. Similarly, no data are available for different types of TE activities, for example, teaching and research, which are likely to impact the local economy differently. An implicit assumption in our analysis is that the number of students represents a proxy for the overall activity of the TE sector in the region. Future research will likely have to tackle at least some of these issues, and, when focussing on a subset of countries, use scales appropriate in relation to the decision-making processes of higher education institutions.
