This paper presents a new incremental gradient algorithm for minimizing the average of a large number of smooth component functions based on delayed partial gradients. Even with a constant step size, which can be chosen independently of the maximum delay bound and the number of objective function components, the expected objective value is guaranteed to converge linearly to within some ball around the optimum. We derive an explicit expression that quantifies how the convergence rate depends on objective function properties and algorithm parameters such as step-size and the maximum delay. An associated upper bound on the asymptotic error reveals the trade-off between convergence speed and residual error. Numerical examples confirm the validity of our results.
INTRODUCTION
Machine learning problems are constantly increasing in size. More and more often, we have access to more data than can be conveniently handled on a single machine, and would like to consider more features than are efficiently dealt with using traditional optimization techniques. This has caused a strong recent interest in developing optimization algorithms that can deal with problems of truly huge scale.
A popular approach for dealing with huge feature vectors is to use coordinate descent methods, where only a subset of the decision variables are updated in each iteration. A recent breakthrough in the analysis of coordinate descent methods was obtained by Nesterov [1] who established global nonasymptotic convergence rates for a class of randomized coordinate descent methods for convex minimization. Nesterov's results have since been extended in several directions, for both randomized and deterministic update orders, (see, e.g. [2] [3] [4] [5] ).
To deal with the abundance of data, it is customary to distribute the data on multiple (say M ) machines, and consider the global loss minimization problem 
The understanding is here that machine m maintains the data necessary to evaluate f m (x) and to estimate ∇f m (x). Even if a single server maintains the current iterate of the decision vector and orchestrates the gradient evaluations, there will be an inherent delay in querying the machines. Moreover, when the network latency and work load on the machines change, so will the query delay. It is therefore important that techniques developed for this set-up can handle time-varying delays [6] [7] [8] . Another challenge in this formulation is to balance the delay penalty of waiting to collect gradients from all machines (to compute the gradient of the total loss) and the bias that occurs when the decision vector is updated incrementally (albeit at a faster rate) as soon as new partial gradient information from a machine arrives (cf. [7] ). In this paper, we consider this second set-up, and propose and analyze a new family of algorithms for minimizing an average of loss functions based on delayed partial gradients. Contrary to related algorithms in the literature, we are able to establish linear rate of convergence for minimization of strongly convex functions with Lipschitz-continuous gradients without any additional assumptions on boundedness of the gradients (e.g. [6, 7] ). We believe that this is an important contribution, since many of the most basic machine learning problems (such as least-squares estimation) do not satisfy the assumption of bounded gradients used in earlier works.
Our algorithm is shown to converge for all upper bounds on the time-varying delay that occurs when querying the individual machines, and explicit expressions for the convergence rate are established. While the convergence rate depends on the maximum delay bound, the constant step-size of the algorithm does not. Similar to related algorithms in the literature, our algorithm does not converge to the optimum unless additional assumptions are imposed on the individual loss functions (e.g. that gradients of component functions all vanish at the optimum, cf. [9] ). We also derive an explicit bound on the asymptotic error that reveals the trade-off between convergence speed and residual error. Extensive sim-ulations show that the bounds are reasonably tight, and highlight the strengths of our method and its analysis compared to alternatives from the literature.
The paper is organized as follows. In the next section, we motivate our algorithm from observations about delay sensitivity of various alternative implementations of delayed gradient iterations. The algorithm and its analysis is then presented in Section 3. Section 4 presents experimental results while Section 5 concludes the paper.
Notation and preliminaries
Here, we introduce the notation and review the key definitions that will be used throughout the paper. We let R, N, and N 0 denote the set of real numbers, natural numbers, and the set of natural numbers including zero, respectively. The Euclidean norm · 2 is denoted by · . A function f :
CONVERGENCE RATE OF DELAYED GRADIENT ITERATIONS
The structure of our delayed proximal gradient method is motivated by some basic observations about the delay sensitivity of different alternative implementations of delayed gradient iterations. We summarize these observations in this section.
The most basic technique for minimizing a differentiable convex function f : R n → R is to use the gradient iterations
If f is L-smooth, then these iterations converge to the optimum if the positive step-size α is smaller than 2/L. If f is also µ-strongly convex, then the convergence rate is linear, and the optimal step-size is α = 2/(µ + L) [10] .
In the distributed optimization setting that we are interested in, the gradient computations will be made available to the central server with a delay. The corresponding gradient iterations then take the form
where τ : N 0 → N 0 is the query delay. Iterations that combine current and delayed states are often hard to analyze, and are known to be sensitive to the time-delay. As an alternative, one could consider updating the iterates based on a delayed prox-step, i.e., based on the difference between the delayed state and the (scaled) gradient evaluated at this delayed state:
One advantage of iterations (4) over (3) is that they are easier to analyze. Indeed, while we are unaware of any theoretical results that guarantee linear convergence rate of the delayed gradient iteration (3) under time-varying delays, we can give the following guarantees for the iteration (4):
Proposition 1 Assume that f : R n → R is L-smooth and µ-strongly convex. If 0 ≤ τ (t) ≤ τ max for all t ∈ N 0 , then the sequence of vectors generated by (4) with the optimal stepsize α = 2/(µ + L) satisfies
Note that the optimal step-size is independent of the delays, while the convergence rate depends on the upper bound on the time-varying delays. We will make similar observations for the delayed prox-gradient method described and analyzed in Section 3. Another advantage of the iterations (4) over (3) is that they tend give a faster convergence rate. The following simple example illustrates this point.
Example 1 Consider minimizing the quadratic function
and assume that the gradients are computed with a fixed onestep delay, i.e. τ (t) = 1 for all t ∈ N 0 . The corresponding iterations (3) and (4) can then be re-written as linear iterations in terms of the augmented state vector
and studied by using the eigenvalues of the corresponding four-by-four matrices. Doing so, we find that
where λ = Q/(Q + 1) for the delayed gradient iterations (3), while λ = (Q 2 − 1)/(Q+1) for the iterations (4). Clearly, the latter iterations have a smaller convergence factor, and hence, converge faster than the former, see Figure 1 .
The combination of a more tractable analysis and potentially faster convergence rate leads us to develop a distributed optimization method based on these iterations next.
A DELAYED PROXIMAL GRADIENT METHOD
In this section, we leverage on the intuition developed for delayed gradient iterations in the previous section and develop an optimization algorithm with objective function f of the form (1) under the assumption that M is large. In this case, it is natural to use randomized incremental method that operates on a single component f m at each iteration, rather than on the entire objective function.
Specifically, we consider the following iteration
where θ ∈ (0, 1], and i(t) = U[1, M ] means that i(t) is drawn from a discrete uniform distribution with support {1, 2, . . . , M }. We impose the following basic assumptions:
A2) The overall objective function f : R n → R is µ-strongly convex Note that Assumption A1) guarantees that f is L-smooth with a constant L ≤ L max , where
Under these assumptions, we can state our main result: Theorem 2 Suppose in iteration (5) that τ (t) ∈ [0, τ max ] for all t ∈ N 0 , and that the step-size α satisfies
Then the sequence {x(t)} generated by iteration (5) satisfies
where E t−1 is the expectation over all random variables i(0), i(1),. . ., i(t − 1), f is the optimal value of problem (1),
and
Theorem 2 shows that even with a constant step size, which can be chosen independently of the maximum delay bound τ max and the number of objective function components M , the iterates generated by (5) converge linearly to within some ball around the optimum. Note the inherent trade-off between ρ and : a smaller step-size α yields a smaller residual error but also a larger convergence factor ρ.
Our algorithm (5) is closely related to Hogwild! [7] , which uses randomized delayed gradients as follows:
As discussed in the previous section, iterates combining the current state and delayed gradient are quite difficult to analyze. Thus, while Hogwild! can also be shown to converge linearly to an -neighborhood of the optimal value, the convergence proof requires that the gradients are bounded, and the step size which guarantees the convergence depends on τ max , M as well as the maximum bound on ∇f (x) .
EXPERIMENTAL RESULTS
To evaluate the performance of our delayed proximal gradient method, we have focused on unconstrained quadratic programming (QP) optimization problems, since they are frequently encountered in machine learning applications. We are thus interested in solving optimization problems on the form
We have chosen to use randomly generated instances, where the matrices P m and the vectors q m are generated as explained in [11] . We have considered a scenario with M = 20 machines, each with a loss function defined by a randomly generated positive definite matrix P m ∈ R 20×20 , whose condition numbers are linearly spaced between [1, 10] , and a random vector q m ∈ R 20 . We have simulated our algorithm with different τ max and α values for 1000 times, and present the expected error versus the iteration count. Figure 2 shows how our algorithm converges to anneighborhood of the optimum value, irrespective of the upper bound of the delays. The simulations, shown in light colors, confirm that the delays affect the convergence rate, but not the remaining error. The theoretical upper bounds derived in Theorem 2, shown in darker color, are clearly valid.
To decrease the residual error, one needs to decrease the step size, α. However, as observed in Figure 3 , there is a distinct trade-off: decreasing the step size reduces the remaining error, but also yields slower convergence. We have also compared the performance of our method to that of Hogwild!, with the parameters suggested by the theoretical analysis in [7] . To compute an upper bound on the gradients, required by the theoretical analysis in [7] , we assumed that the Hogwild! iterates never exceeded the initial value in norm. We simulated the two methods for τ max = 7. Figure 4 shows that the proposed method converges faster than Hogwild! when the theoretically justified step-sizes were used. In the simulations, we noticed that the step-size for Hogwild! could be increased (yielding faster convergence) on our quadratic test problems. However, for these step-sizes, the theory in [7] does not give any convergence guarantees. Fig. 4 . Convergence of the two algorithms for τ max = 7. Solid dark blue curve represents the averaged experimental results of our method, whereas dashed light blue curve represents that of Hogwild! With theoretically justified step-sizes, our algorithm converges faster.
CONCLUSIONS
We have proposed a new method for minimizing an average of a large number of smooth component functions based on partial gradient information under time-varying delays. In contrast to previous works in the literature, which require that the gradients of the individual loss functions be bounded, we have established linear convergence rates for our method assuming only that the total objective function is strongly convex and the individual loss functions have Lipschitz-continuous gradients. Using extensive simulations, we have verified our theoretical bounds and shown that they are reasonably tight. Moreover, we observed that with the theoretically justified step-sizes, our algorithm tends to converge faster than Hogwild! on a set of quadratic programming problems.
APPENDIX
Before proving Theorem 2, we state a key lemma that is instrumental in our argument. Lemma 3 allows us to quantify the convergence rates of discrete-time iterations with bounded time-varying delays.
Lemma 3 Let {V (t)} be a sequence of real numbers satisfying
for some nonnegative constants p, q, and r. If p + q < 1 and
where ρ = (p + q) 1 1+τmax and = r/(1 − p − q).
Proof: Since p + q < 1, it holds that
which implies that
We now use induction to show that (12) holds for all t ∈ N 0 . It is easy to verify that (12) is true for t = 0. Assume that the induction hypothesis holds for all t up to some t ∈ N 0 . Then,
From (10) and (14), we have
where we have used (11) and the fact that ρ ∈ [0, 1) to obtain the second and third inequalities. It follows from (13) that
which completes the induction proof.
Proof of Theorem 2
First, we analyze how the distance between f (x(t)) and f changes in each iteration. Since f is convex and θ ∈ (0, 1],
As f is L max -smooth, it follows from [10, Lemma 1.
Note that s(t) − x(t − τ (t)) = −α∇f i(t) (t − x(τ (t)). Thus,
where the second inequality holds since for any vectors x and y, we have
Each f m , for m = 1, . . . , M is convex and L m -smooth. Therefore, according to [10, Theorem 2.1.5], it holds that ∇f i(t) (x(t − τ (t))) − ∇f i(t) (x ) 2 ≤ L i(t) f i(t) (x(t − τ (t))) − ∇f i(t) (x ), x(t − τ (t)) − x , ≤ Lmax f i(t) (x(t − τ (t))) − ∇f i(t) (x ), x(t − τ (t)) − x , implying that f (s(t)) ≤ f (x(t − τ (t))) − α ∇f (x(t − τ (t))), ∇f i(t) (x(t − τ (t)) + α 2 L 2 max f i(t) (x(t − τ (t))) − ∇f i(t) (x ), x(t − τ (t)) − x + α 2 Lmax ∇f i(t) (x ) 2 .
We use E t|t−1 to denote the conditional expectation in term of i(t) given i(0), i(1),. . ., i(t−1). Note that i(0), i(1), . . . , i(t) are independent random variables. Moreover, x(t) depends on i(0), . . . , i(t − 1) but not on i(t ) for any t ≥ t. Thus,
∇fm(x(t − τ (t))), x(t − τ (t)) − x The proof is complete.
