Network aware multimedia delivery applications guarantee QoS parameters like media object transmission time limit by actively monitoring the available bandwidth of the network and adapting the object to a target size that can be transmitted within a given time limit. A critical problem is how to obtain an accurate enough estimation of available bandwidth while not wasting too much time in bandwidth testing. In this paper, we present an algorithm to determine optimal amount of bandwidth testing given a probabilistic confidence level for network-aware multimedia retrieval. Our implementation and experiments shows the algorithm finds out the optimal amount of bandwidth testing effectively with minimum computation overhead.
INTRODUCTION
The Internet was originally designed to offer only one level of service ("best effort") to all its service users. In such an environment, all the data packets put onto the Internet has the same priority; the networks do not provide any guarantee on when the packet will be delivered or even whether it will be delivered at all. However, as new applications continue to emerge, more and more applications now need to provide some kind of quality guarantees to its users. How to provide this consistent service quality is now an active research area termed "Quality of Service'' (QoS) [l-31. One solution to the problem is to allow the application to reserve a certain quality of network services in advance [4, 5] .
Generally speaking, in order to deliver the userrequested media adaptively, the network-aware application needs to go through three phases. First, the application needs to monitor the current network condition and estimate the available bandwidth in a short future period during which requested media will be transmitted. Second, given the specified time limit and estimated bandwidth, the application can calculate the volume of data the network is able to handle, and then adapts the media to that size. For example, if the media is a P E G image, the application can adapt the image in terms of resolution, JPEG compression factor to produce a tailored JPEG image with a certain target size. Then in the third phase, the tailored file is transmitted to a user. Obviously, the bandwidth monitoring and estimation phase is of critical importance. Only an accurate estimation of available bandwidth allows the user request to be precisely met.
In one approach, the media server maintains a connection for each client currently active and history of bandwidth samples [7] . However, there are several problems with it. Since the method uses a relatively long history of bandwidth to predict future bandwidth, the estimation result is not very accurate. For example, if the server obtains a bandwidth sample every 10 seconds and predicts future bandwidth with past 2,O samples, the estimation is based on history data of up to 200 seconds. In many network environments, this may not be an adequate approximation of the actual future bandwidth. Furthermore, this approach assumes the availability of history bandwidth information. This may not be the case for many applications. For example, [6] implements an image search database named "Chariot." Some users of the system may request a one-off search result. In that case, no history bandwidth information is available for use.
To address the problem mentioned above, we want to measure the available bandwidth "on the fly." When the client requests a multimedia object and specifies a time limit, the server first spends a fraction of time on bandwidth testing. The remaining portion of the time limit is then used to adapt and transmit the media. Since the bandwidth estimation is based on the most recent bandwidth condition, this approach offers the "best guess" to the future available bandwidth.
We present the mathematical model in Section I1 and describe our implementation and experimentation in Section 111. Section IV is the conclusion of the paper. 
MATHEMATICAL MODEL
We assume a server and a client need to make a oneoff transmission of a multimedia object (from server to client). No previous bandwidth information is available for the connection between the server and client. The user on the client side has specified a time limit T for the transmission. Neither exceeding the time limit T nor under-utilizing the time T is desirable. The first fraction t of T will be used for bandwidth testing to obtain the bandwidth estimation B for the hture period T -t . The server then adapts the multimedia object to be exactly of the size (T -t ) . B and then transmits it to the client.
To estimate the bandwidth, we treat the time in a sliced fashion. Suppose our time is sliced into length t, , we then have T / t, time slices in the time limit.
Each of the time slices has a bandwidth value
where Ci is a count of bytes received during the ith time slice. These bandwidth values can be viewed as random variables.
We obtain the bandwidth value of the first t It, slices, and then use the average of these samples to estimate the average of the T / t, population.
We first define the following variables for W h e r discussion. DEFINITION 1: Basic Notation C. xi = L ts T is the time limit for the multimedia object transmission specified by a user. t is the time used for bandwidth testing. With the notation defined above, our problem can be stated as "given n, N, x , s , estimate p ."
In statistical practice, x is usually used as an estimate of p . Actually, given n, N, x and s 2 , the random variable p has a probability distribution centered at x . If we assume the random variable X (the bandwidth in one slice) is a normal variable (i.e., follows the normal distribution), then according to We believe that the assumption of normality of variable x is reasonable, since within a short period the available bandwidth tends to vary around a given value and does not change very much. Moreover, the t-distribution is said to be quite "robust", which means that the assumption of normality of X can be relaxed without significantly changing the sampling distribution of the t-distribution (Equation (1)).
-2 Thus given n, N, x, s , and t-distribution, we now have the probability distribution of , U .
' Mathematically, the random variable t is defined as a standardized normal variable z divided by the square root of an independently distributed chi-square variable, which has been divided by its degree of freedom; that is,
This means that when we take n bandwidth samples, we can expect the average bandwidth within period T to be a random variable with probability distribution following Equation ( safe estimation of the future bandwidth. According to the theory described above, we have a confidence of 1 oO (1-a) 
IMPLEMENTATION AND EXPERIMENTATION
We try to answer the following questions through implementation and experimentation: (a) How well does the model work in achieving our goal of performing optimal amount of bandwidth testing in bandwidth estimation? (b) How well does the model deliver the final QoS result to end-users? For example, if a user specifies its target transmission time limit associated with a confidence goal (say "meet the time limit by 95% time"), can the model really achieve this level of guarantee? Finally, we are interested in the complexity of the model. Can we implement the calculations related to the model efficiently so that we can make decisions based on them at the same time as bandwidth testing? In this section, we first describe our implementation of the model in Java and then present the experimentation results that answer these questions. We performed experiments in two typical network environments. The first one being the University of Alberta campus LAN. Both the server and the client runs Red Hat Linux 6.1 and the client uses Netscape Communicator 4.0 as browser. We present the related statistics of our experiments in Table 1 below. 
Confidence Goal
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The results in Table 1 are based on experiments with parameters "Time Limit" = 10 seconds, "Time Slice" = 0.02 seconds. We give the results for "Confidence Goal" = 95% and 75% (a! = 5 and a! = 25 ). For each parameter set, we perform the transmission 100 times and report the averages.
From the results in Table 1 , we can see that when a! = 5 , it takes only 14.6 samples out of 500 (N=l0/0.02=500) to achieve the optimal amount of bandwidth testing. Only 4% of the transmissions exceed the time limit and we still utilize 94.8% of the time limit for actual application data transfer. The results for a! = 25 are similar, except that it takes fewer testing samples and thus leads to a less accurate estimate of bandwidth. This in turn produces more transmission exceeding the time limit (20%) but utilizes a larger portion of time limit for actual application data transmission (96.6%). We now show the effectiveness of the method by comparing the results of our method with a nonadaptive bandwidth testing method, which means the client always takes the same number of samples and use the average of these as the estimate of future bandwidth. Figure 2 shows the results for the campus network environment described above. In experiments associated with Figure 2 , we use the same parameters as those in Table 1 . "Time Limit" is set to 10 seconds; "Time Slice" is 0.02 second; "Confidence Goals" are 95% and 75%. The difference is that this time we do not use the algorithm described in Section I1 to decide how many testing sample to take, but instead use a constant sample number. We run the transmission for different pre-set sample numbers and plot the actual transmission time (out of time limit 10 seconds) in Figure 2 . For easy comparison, we also plot the line ~9 . 4 8 and ~9 . 6 6 which is the actual transmission time using our algorithm with "Confidence Goal" of 95% and 75% respectively. From the plot we see that our algorithm accurately seek out the optimal number of testing samples to maximize the actual transmission time (in turn transmitting the largest possible size of an object) while guaranteeing a certain time limit requirement.
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Experiments over the Internet at residences are not described because of limitations on the number of pages. In this environment the results are similar but less accurate because of the increase in the number of hops.
In this paper, we proposed a model to determine the optimal amount of bandwidth testing for networkaware multimedia object retrieval applications. The strategy effectively determines the optimal amount of bandwidth testing to be performed in different network conditions, introduces negligible computation overhead and meets the user specified QoS requirement (time limit) with meaningful guarantee level (the confidence goal). We focus on communication between a pair of client and server in this research; in future work, we plan to extend this model to the application of monitoring multiple servers on one client.
IV.
CONCLUSION
