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COMPUTABLE EMBEDDINGS FOR PAIRS OF LINEAR
ORDERS
N. BAZHENOV, H. GANCHEV, AND S. VATEV
Abstract. We study computable embeddings for pairs of structures, i.e. for
classes containing precisely two non-isomorphic structures. Surprisingly, even
for some pairs of simple linear orders, computable embeddings induce a non-
trivial degree structure. Our main result shows that {ω ·k, ω⋆ ·k} is computably
embeddable in {ω · t, ω⋆ · t} iff k divides t.
1. Introduction
We study computability-theoretic complexity for classes of countable structures.
A widely used approach to investigating algorithmic complexity involves comparing
different classes of structures by using a particular notion of reduction between
classes. Examples of such reductions include computable embeddings [5, 6], Turing
computable embeddings [8, 14], Σ-reducibility [7, 17], computable functors [11, 16],
enumerable functors [19], etc. If a class K0 is reducible to a class K1 and there is no
reduction from K1 into K0, then one can say that K1 is computationally “harder”
than K0. In a standard computability-theoretic way, a particular reduction gives
rise to the corresponding degree structure on classes. Nevertheless, note that there
are other ways to compare computability-theoretic complexity of two classes of
structures, see, e.g., [12, 15].
Friedman and Stanley [9] introduced the notion of Borel embedding to compare
complexity of the classification problems for classes of countable structures. Calvert,
Cummins, Knight, and Miller [5] (see also [14]) developed two notions, computable
embeddings and Turing computable embeddings, as effective counterparts of Borel
embeddings. The formal definitions of these embeddings are given in Section 2.
Note that if there is a computable embedding from K0 into K1, then there is also
a Turing computable embedding from K0 into K1. The converse is not true, see
Section 2 for details.
In this paper, we follow the approach of [5] and study computable embeddings
for pairs of structures, i.e. for classes K containing precisely two non-isomorphic
structures. Our motivation for investigating pairs of structures is two-fold. First,
these pairs play an important role in computable structure theory. The technique
of pairs of computable structures, which was developed by Ash and Knight [1, 2],
found many applications in studying various computability-theoretic properties of
structures (in particular, their degree spectra and effective categoricity, see, e.g.,
[2, 3, 10]).
The first author was partially supported by NSF Grant DMS #1600625, which allowed him
to visit Sofia. The second and third authors were partially supported by BNSF Bilateral Grant
DNTS/Russia 01/8 from 23.06.2017. This paper is an extended and revised version of [4].
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Second, pairs of computable structures constitute the simplest case, which is
significantly different from the case of one-element classes: It is not hard to show
that for any computable structures A and B, the one-element classes {A} and {B}
are equivalent with respect to computable embeddings. On the other hand, our
results will show that computable embeddings induce a non-trivial degree structure
for two-element classes consisting of computable structures.
In this paper, we concentrate on the pair of linear orders ω and ω⋆. We denote by
degtc({ω, ω
⋆}) the degree of the class {ω, ω⋆} under Turing computable embeddings.
Quite unexpectedly, it turned out that a seemingly simple problem of studying
computable embeddings for classes from degtc({ω, ω
⋆}) requires developing new
techniques.
The outline of the paper is as follows. Section 2 contains the necessary pre-
liminaries. In Section 3 we give a necessary and sufficient condition for a pair of
structures {A,B} to belong to degtc({ω, ω
⋆}). In Section 4 we show that the pair
{1+η, η+1} is the greatest element inside degtc({ω, ω
⋆}) with respect to computable
embeddings. In Section 5 we prove the following result: inside degtc({ω, ω
⋆}), there
is an infinite chain of degrees induced by computable embeddings. In the remaining
of the paper, we use the techniques from Section 5 to give a characterization of the
degrees of pairs of the form {ω · k, ω⋆ · k} induced by computable embeddings. We
show that {ω · k, ω⋆ · k} is computably embeddable in {ω · t, ω⋆ · t} iff k divides t.
2. Preliminaries
We consider only computable languages, and structures with domain contained
in ω. We assume that any considered class of structures K is closed under iso-
morphism, modulo the restriction on domains. In addition, we assume that all
structures from K have the same language. For a structure S, D(S) denotes the
atomic diagram of S. We will often identify a structure and its atomic diagram.
Let K0 be a class of L0-structures, and K1 be a class of L1-structures. In the
definition below, we use the following convention: An enumeration operator Γ is
treated as a c.e. set of pairs (α, ϕ), where α is a finite set of basic (L0∪ω)-sentences,
and ϕ is a basic (L1 ∪ ω)-sentence.
Definition 2.1 ([5, 14]). An enumeration operator Γ is a computable embedding
of K0 into K1, denoted by Γ: K0 ≤c K1, if Γ satisfies the following:
(1) For any A ∈ K0, Γ(A) is the atomic diagram of a structure from K1.
(2) For any A,B ∈ K0, we have A ∼= B if and only if Γ(A) ∼= Γ(B).
Any computable embedding has the important property of monotonicity: If
Γ: K0 ≤c K1 and A ⊆ B are structures from K0, then we have Γ(A) ⊆ Γ(B) [5,
Proposition 1.1].
Definition 2.2 ([5, 14]). A Turing operator Φ = ϕe is a Turing computable em-
bedding of K0 into K1, denoted by Φ: K0 ≤tc K1, if Φ satisfies the following:
(1) For any A ∈ K0, the function ϕ
D(A)
e is the characteristic function of the
atomic diagram of a structure from K1. This structure is denoted by Φ(A).
(2) For any A,B ∈ K0, we have A ∼= B if and only if Φ(A) ∼= Φ(B).
Proposition (Greenberg and, independently, Kalimullin; see [13, 14]). If K0 ≤c
K1, then K0 ≤tc K1. The converse is not true.
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Both relations ≤c and ≤tc are preorders. If K0 ≤tc K1 and K1 ≤tc K0, then we
say that K0 and K1 are tc-equivalent, denoted by K0 ≡tc K1. For a class K, by
degtc(K) we denote the family of all classes which are tc-equivalent to K. Similar
notations can be introduced for the c-reducibility.
For L-structures A and B, we say that A ≡1 B if A and B satisfy the same ∃-sen-
tences. Let α be a computable ordinal. The formal definition of a computable Σα
formula (or a Σcα formula, for short) can be found in [2, Chap. 7]. By Σ
c
α-Th(A),
we denote the set of all Σcα sentences which are true in A. Note that in this paper
we will use Σcα formulas only for α ≤ 2.
Pullback Theorem (Knight, Miller, and Vanden Boom [14]). Suppose that Φ :
K1 ≤tc K2. Then for any computable infinitary sentence ψ2 in the language of K2,
one can effectively find a computable infinitary sentence ψ1 in the language of K1
such that for all A ∈ K1, we have A |= ψ1 if and only if Φ(A) |= ψ2. Moreover, for
a non-zero α < ωCK1 , if ψ2 is a Σ
c
α formula, then so is ψ1.
When we work with pairs of structures, we use the following convention: Suppose
that Γ is a (Turing) computable embedding from a class {A,B} into a class {C,D}.
Then for convenience, we always assume that A and B are not isomorphic, Γ(A) ∼=
C, and Γ(B) ∼= D. Notice also that here we abuse the notations: Formally speaking,
we identify the two-element class {A,B} with the family containing all isomorphic
copies of A and B.
3. The tc-degree of {ω, ω⋆}
In this section, we give a characterization of the tc-degree for the class {ω, ω⋆}:
Theorem 3.1. Let A and B be infinite L-structures such that A 6∼= B. Then the
following conditions are equivalent:
(i) {A,B} ≡tc {ω, ω⋆}.
(ii) Both A and B are computably presentable, A ≡1 B,
(1) Σc2-Th(A)r Σ
c
2-Th(B) 6= ∅, and Σ
c
2-Th(B)r Σ
c
2-Th(A) 6= ∅.
In order to prove the theorem, first, we establish the following useful fact:
Proposition 3.1. Let A and B be infinite computable L-structures such that A ≇
B. If A ≡1 B, then {ω, ω⋆} ≤tc {A,B}.
Proof. We build a Turing operator Φ: {ω, ω⋆} ≤tc {A,B}.
We may assume that dom(A) = dom(B) = N. Choose computable sequences of
finite structures (As)s∈ω and (Bs)s∈ω such that As ⊂ As+1, Bs ⊂ Bs+1, dom(As) =
dom(Bs) = {0, 1, . . . , s},
⋃
sA
s = A, and
⋃
s B
s = B. Note that here we use the
following convention: If the language L is infinite, then we fix a strongly computable
sequence of finite languages (Ls)s∈ω such that
⋃
s∈ω L
s = L and Ls ⊂ Ls+1 for all s.
The structures As and Bs are treated as Ls-structures. Moreover, since A ≡1 B, we
can choose total computable functions u(s) and v(s) such that As can be embedded
into Bu(s), and Bs can be embedded into Av(s).
Using the objects described above, one can construct total computable functions
ξ and ψ acting from 2<ω to 2<ω such that:
• If a string σ ∈ 2<ω encodes (the atomic diagram of) a finite structure C
such that C ∼= As and dom(C) = {0, 1, . . . , s}, then ξ(σ) encodes a finite
structure D such that C ⊆ D, D ∼= Bu(s), and dom(D) = {0, 1, . . . , u(s)}.
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• The function ψ satisfies a similar condition, where A and B need to switch
places, and u(s) is replaced by v(s).
Consider a structure S, with domain a subset of N, which is isomorphic either to
ω or to ω⋆, but we do not know to which one. Assume that dom(S) = {d0 <N d1 <N
d2 <N . . . }, where ≤N is the standard order of natural numbers. Our strategy for
building the structure Φ(S) = C is as follows:
At a stage s, we define a finite structure Cs and a guess g[s] = (G[s], t[s], l[s], r[s]),
where G[s] ∈ {A,B}, t[s] ∈ ω, and l[s], r[s] ∈ dom(S). The meaning behind g[s] is
as follows. Assume that g[s] is equal to, say, (A, 3, d2, d4). Then at the stage s we
have Cs ∼= A3. Since we are currently building A, we think that S is isomorphic to
ω, and d2 is the least element of S. If our guess is equal to (B, 20, d2, d4), then our
current beliefs are the following: We are building B, Cs is a copy of B20, S ∼= ω⋆,
and d4 is the greatest element in S.
At stage 0, let C0 = A0, and our current guess g[0] is equal to (A, 0, d0, d0).
Consider a stage s + 1 of the construction. Define l[s + 1] and r[s + 1] as the
≤S-least and the ≤S-greatest elements from the set {d0, d1, . . . , ds+1}, respectively.
Consider two cases.
Case 1. Suppose that G[s] = A. If l[s + 1] <S l[s], then we switch to building
B: Using the function ξ, we find a structure Cs+1 such that Cs ⊆ Cs+1 and Cs+1 ∼=
Bu(t[s]). We define G[s+ 1] = B and t[s+ 1] = u(t[s]).
If l[s + 1] ≥S l[s], then extend Cs to Cs+1 such that Cs+1 ∼= At[s]+1 and
dom(Cs+1) = {0, 1, . . . , t[s] + 1}. Set G[s+ 1] = A and t[s+ 1] = t[s] + 1.
Case 2. Suppose that G[s] = B. If r[s + 1] >S r[s], then switch to building A.
Otherwise, continue building B, mutatis mutandis.
It is not hard to show that the described construction gives a Turing operator. If
S is a copy of ω, then consider the number s0 such that ds0 is the ≤S-least element.
If G[s0] = A, then it is easy to see that G[t] = A for all t ≥ s0, and Φ(S) is a copy
of A. If G[s0] = B, then find the least s1 > s0 such that ds1 >S r[s0]. Clearly, we
have G[t] = A for all t ≥ s1, and Φ(S) ∼= A. If S is a copy of ω⋆, then, mutatis
mutandis, Φ(S) is isomorphic to B. Proposition 3.1 is proved. 
Proof of Theorem 3.1. (i)⇒(ii). Since {ω, ω⋆} ≤tc {A,B}, both A and B have
computable copies.
Suppose that A 6≡1 B. W.l.o.g., one may assume that there is an ∃-sentence
ψ which is true in A, but not true in B. By applying Pullback Theorem to the
reduction Φ: {ω, ω⋆} ≤tc {A,B}, we obtain a Σ
c
1 sentence ψ
⋆ such that ψ⋆ is true
in ω and false in ω⋆. This gives a contradiction, since ω ≡1 ω⋆. Hence, A ≡1 B.
Consider ∃∀-sentences ξ0 and ξ1 in the language of linear orders which say the
following: “there is a least element” and “there is a greatest element,” respectively.
Since {A,B} ≤tc {ω, ω⋆}, one can apply Pullback Theorem to ξ0 and ξ1, and obtain
condition (1).
(ii)⇒(i). Proposition 3.1 implies that {ω, ω⋆} ≤tc {A,B}. Now we need to build
a Turing operator Φ: {A,B} ≤tc {ω, ω⋆}.
Fix Σc2 sentences ϕ and ψ such that A |= ϕ & ¬ψ and B |= ¬ϕ & ψ. W.l.o.g.,
one may assume that
ϕ = ∃x¯
∧
i∈ω
∀y¯iϕi(x¯, y¯i), ψ = ∃u¯
∧
j∈ω
∀v¯jψj(u¯, v¯j).
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Let S be a copy of one of the structures A or B. We give an informal description
of how to build the structure Φ(S). Formal details can be recovered from the proof
of Proposition 3.1, mutatis mutandis.
Suppose that dom(S) = {d0 <N d1 <N d2 <N . . . }, where ≤N is the standard
order of natural numbers. By dom(S)[s] we denote the set {d0, d1, . . . , ds}. We say
that a tuple d¯ from dom(S)[s] is a ϕ[s]-witness if for any i ≤ s and any tuple y¯i
from dom(S)[s], we have S |= ϕi(d¯, y¯i). The notion of a ψ[s]-witness is defined in
a similar way. The order of witnesses is induced by their Go¨del numbers.
At a stage s+ 1, we consider the following four cases.
Case 1. There are no ϕ[s+1]-witnesses and no ψ[s+1]-witnesses. Then extend
Φ(S)[s] to Φ(S)[s + 1] by copying (a finite part of) ω. In particular, put into
Φ(S)[s+ 1] an element which is ≤Φ(S)-greater than every element from Φ(S)[s].
Case 2. There is a ϕ[s+1]-witness, and there are no ψ[s+1]-witnesses. Proceed
as in the previous case.
Case 3. There is a ψ[s+1]-witness, and there are no ϕ[s+1]-witnesses. Extend
Φ(S)[s] to Φ(S)[s+ 1] by copying ω⋆.
Case 4. There are both ϕ[s + 1]-witnesses and ψ[s + 1]-witnesses. If the least
ϕ[s+1]-witness is ≤N-less than the least ψ[s+1]-witness, then copy ω. Otherwise,
copy ω⋆.
It is not difficult to show that the construction gives a Turing operator Φ with
the following properties. If S is a copy of A, then Φ(S) ∼= ω. If S ∼= B, then
Φ(S) ∼= ω⋆. Theorem 3.1 is proved. 
4. The top pair
Our goal in this section is to prove that among all pairs of linear orders, which
are tc-equivalent to {ω, ω⋆}, there is a greatest pair under computable embeddings,
namely {1 + η, η + 1}.
Let us denote by E the equivalence structure with infinitely many equivalence
classes of infinite size. By Ek we will denote the equivalence structure with infinitely
many equivalence classes of infinite size and exactly one equivalence class of size k,
and Eˆk denotes the equivalence structure with infinitely many equivalence classes of
infinite size and infinitely many equivalence classes of size k. It is straightforward
to see that {E1, E2} ≤c {Eˆ1, Eˆ2}.
Proposition 4.1. Let L1 and L2 be two linear orders such that L1 has a least ele-
ment and no greatest element, and L2 has a greatest element and no least element.
Then {L1,L2} ≤c {E1, E2}.
Proof. Suppose that the input structure S have domain {xi | i < ω}. The output
structure will have domain a subset of {yi,j | i, j < ω}. The enumeration operator
Γ works as follows. On input the finite atomic diagram
xk0 <S xk1 <S · · · <S xkn ,
it outputs an infinite part of the basic diagram of the output structure saying
• The class [yk0,0]∼ has size at least one witnessed by the element yk0,0;
• The class [ykn,0]∼ has size at least two witnessed by ykn,0 and ykn,1;
• For i = 1, . . . , n− 1, the classes [yki,0]∼ = {yki,j | j < ω}.
If the input structure has a <S-least element, say xk0 , then the equivalence class
of yk0,0 will stay with exactly one element, and Γ will enumerate infinitely many
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elements in the equivalence class of ykn,0 when it sees as input a finite atomic
diagram of the form xk0 <S xk1 <S · · · <S xkn <S xkn+1 . Similarly, if the input
structure has a <S-greatest element, say xkn , then the equivalence class of ykn,0
will stay with exactly two elements, and Γ will enumerate infinitely many elements
in the equivalence class of yk0,0 when it sees as input a finite atomic diagram of the
form xkn+1 <S xk0 <S xk1 <S · · · <S xkn . 
By transitivity of ≤c, we immediately get the following corollary.
Corollary 4.1. Let L1 and L2 be two linear orders such that L1 has a least element
and no greatest element, and L2 has a greatest element and no least element. Then
{L1,L2} ≤c {Eˆ1, Eˆ2}.
In the end of this section, we will need the following special cases.
Corollary 4.2. {1 + η, η + 1} ≤c {E1, E2} and {1 + η, η + 1} ≤c {Eˆ1, Eˆ2}.
The next result is not so useful in itself, because isomorphic copies of the input
structure produce non-isomorphic copies of the output structure, but when we
replace every element of the output structure by a copy of η, we will get isomorphic
structures.
Proposition 4.2. Let K1 be the class of linear orders, which have a least element
and no greatest element, and let K2 be the class of linear orders, which have no
least element and no greatest element. Then {Eˆ1, Eˆ2} ≤c {K1,K2}, which means
that there is an enumeration operator Γ such that for any copy Sˆi of Eˆi, Γ(Sˆi) ∈ Ki,
for i = 0, 1.
Proof. Given as input a structure S in the language of equivalence structures, the
enumeration operator Γ will output a linear order with domain D consisting of
tuples of elements from S, where
D = {(x0, . . . , xn) |
∧
i<n
(xi <N xi+1 & |[xi]∼| ≥ 2)},
and for two such tuples x¯ = (x0, . . . , xn) and y¯ = (y0, . . . , yk), we will say that
x¯ ≺ y¯ if
• x¯ is a proper extension of y¯;
• otherwise, if the first index where x¯ and y¯ differ is i, then xi < yi.
Now we consider the linear orders L1 = Γ(Eˆ1) and L2 = Γ(Eˆ2). First we will
show that L1 ∈ K1. Given the structure Eˆ1, let xˆ be the least element in the domain
of Eˆ1, in the order of natural numbers, describing an equivalence class with exactly
one element in Eˆ1 and let x¯ = (x0, . . . , xn) be all elements of Eˆ1, ordered as natural
numbers, less that xˆ such that
x0 <N x1 <N · · · <N xn−1 <N xn = xˆ.
It is easy to see that x¯ cannot have proper extensions in the domain of L1 because
the equivalence class of xn has size one. Then if (y0, . . . , yk) ≺ (x0, . . . , xn), we have
yi < xi, for some i, but this is impossible since x¯ contains all elements less that
xˆ ordered in a strictly increasing order. We conclude that x¯ is the least element
of L1. It is easy to see that L1 does not have a greatest element. It follows that
L1 ∈ K1.
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Similarly, it is clear that L2 = Γ(Eˆ2) does not have a greatest element. We will
show that L2 does not have a least element. Consider an arbitrary x¯ = (x0, . . . , xn)
in the domain of L2. Define x¯′ = (x0, . . . , xn, x′), for some x′ such that xn <N x′.
Then x¯′ ≺ x¯, because x¯′ is a proper extension of x¯. 
Corollary 4.3. {Eˆ1, Eˆ2} ≤c {1 + η, η}.
Proof. Given the enumeration operator Γ from the proof of Proposition 4.2, we
produce a new enumeration operator, where every element of Γ(Eˆi) is replaced by
an interval of rational numbers of the form [p, q). 
Proposition 4.3. Let K1 be the class of infinite linear orders, which have a least
element and no greatest element, and let K2 be the class of infinite linear orders,
which have no least element and no greatest element. Then {Eˆ1, Eˆ2} ≤c {K2,K1}.
Proof. Given as input a structure S in the language of equivalence structures, the
enumeration operator Γ will output a linear order with domain D consisting of
tuples of elements from S, where
D = {(x0, . . . , xn) |
∧
i<n
(xi <N xi+1 & |[xi]∼| ≥ 3) & |[xn]∼| ≥ 2}.
Now we essentially repeat the proof of Proposition 4.2. 
Corollary 4.4. {Eˆ1, Eˆ2} ≤c {η, η + 1}.
Proof. First we reverse the relation in the construction of Γ from Proposition 4.3 to
produce a linear order with a greatest element. Then we produce a new enumeration
operator, where every element of the linear order is replaced by an interval of
rational numbers of the form (p, q]. 
Corollary 4.5. {Eˆ1, Eˆ2} ≤c {1 + η, η + 1}.
Proof. We concatenate the results of the enumeration operators from Corollary 4.3
and Corollary 4.4 observing that 1 + η + η = 1 + η and η + η + 1 = η + 1. 
Theorem 4.1. {1 + η, η + 1} ≡c {Eˆ1, Eˆ2} ≡c {E1, E2}.
Proof. By Corollary 4.5, we have that {E1, E2} ≤c {Eˆ1, Eˆ2} ≤c {1+ η, η+1} and by
Proposition 4.1 we have that {1 + η, η + 1} ≤c {E1, E2}. 
Proposition 4.4. Suppose that A and B are structures in the same language,
for which there exists a Σc2 sentence φ such that A |= φ and B |= ¬φ. Then
{A,B} ≤c {Eˆ1, E}.
Proof. Suppose that we have an effective listing {αi,j(x, y)}i,j<ω of atomic formulas
such that
A |=
∨
i
∃x
∧
j
∀yαi,j(x, y) and B |=
∧
i
∀x
∨
j
∃y¬αi,j(x, y).
Suppose we are given an arbitrary structure C in the language of A and B. We
describe an enumeration operator Γ which is provided with C as input. For every
c ∈ dom(C) the operator Γ enumerates c〈i,0〉, for i < ω, in the output structure
Γ(C), together with basic sentences saying that all of these c〈i,0〉 are in different
equivalence classes. Moreover, if Γ sees in the input structure a basic sentence of
the form ¬αi,j(c, d), it enumerates in the output structure the elements c〈i,k〉, for
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k < ω, and basic sentences saying that they all belong to the equivalence class of
c〈i,0〉.
If C ∼= A, then there is some i < ω and c ∈ C such that C |=
∧
j ∀yαi,j(c, y).
Thus, c〈i,0〉 forms an equivalence class with exactly one element. It follows that
Γ(A) produces an equivalence structure with at least one equivalence class with
exactly one element.
If C ∼= B, then for every natural number i and element c ∈ C, there is some
j and d such that C |= ¬αi,j(c, d). By the construction of Γ, it follows that all
c〈i,k〉, for k < ω, form an equivalence class with infinitely many elements. Then
Γ(B) produces an equivalence structure in which every equivalence class contains
infinitely many elements.
Now it is easy to modify Γ so that Γ(A) ∼= Eˆ1 and Γ(B) ∼= E . The new modified
Γ simply produces infinitely many copies of each equivalence class. 
Corollary 4.6. Suppose that A and B are structures for which there exist Σc2
sentences φ and ψ such that A |= φ & ¬ψ and B |= ¬φ & ψ. Then
{A,B} ≤c {Eˆ1, Eˆ2}.
Proof. For the formula φ, we apply Proposition 4.4 and produce an enumeration
operator Γ1 such that {A,B} ≤c {Eˆ1, E}. It is trivial to modify the proof of Propo-
sition 4.4 and apply it for the formula ψ to obtain an enumeration operator Γ2 such
that {A,B} ≤c {E , Eˆ2}. Then we combine the two operators into one by simply
taking a disjoint union of their outputs. 
Theorem 4.2. The pair {1 + η, η + 1} is the greatest one under computable em-
bedding in the tc-equivalence class of the pair {ω, ω⋆}.
Proof. Consider {A,B} ≡tc {ω, ω⋆}. By Theorem 3.1, there exist Σc2 sentences φ
and ψ such that A |= φ & ¬ψ and B |= ¬φ & ψ. By combining Corollary 4.6 with
Theorem 4.1, we conclude that {A,B} ≤c {1 + η, η + 1}. 
5. An infinite chain of pairs
In this section we work only with structures in the language of linear orders. We
denote by α, β, γ finite linear orders. For an enumeration operator Γ, a finite linear
order α, and an atomic formula ϕ(x¯), and a tuple a¯, we define
α Γ φ(a¯)
def
⇐⇒ a¯ ∈ Γ(α) & ¬(∃β ⊇ α)[ Γ(β) |= ¬φ(a¯) ].
Here we write a¯ ∈ Γ(α) for Γ(α) |=
∧n
i=1 ai = ai, or in other words, the sentences
ai = ai are enumerated by Γ(α).
Moreover, we will say that α decides x and y if Γ(α) |= x < y or Γ(α) |= y ≤ x.
For two finite linear orders α and β with disjoint domains, we will write α+ β for
the finite linear order obtained by merging α and β so that the greatest element
of α is less than the least element of β. Following Rosenstein [18], we will use the
notation
∑
i∈ω αi for the linear order α0 + α1 + · · · + αn + · · · , and the notation∑
i∈ω⋆ αi for the linear order · · ·+ αn + · · ·+ α1 + α0.
Proposition 5.1. Suppose x, y ∈ Γ(α) and x 6= y. Then
α Γ x < y or α Γ
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Proof. Towards a contradiction, assume that
α 6Γ x < y and α 6Γ y < x.
This means that there is some α′ ⊃ α such that Γ(α′) |= y < x and some α′′ ⊃
α such that Γ(α′′) |= x < y. Consider some new extension β of α, such that
α′ ∩ β = α′′ ∩ β = α, which decides x and y. Without loss of generality, suppose
that Γ(β) |= x < y. Then let γ = β ∪ α′. By monotonicity of Γ, since α′ ⊂ γ,
we have Γ(γ) |= y < x and since β ⊂ γ, we have Γ(γ) |= x < y. We reach a
contradiction. 
Corollary 5.1. Let x0, . . . , xn be distinct elements and x0, . . . , xn ∈ Γ(α). Then
there is some permutation π of (0, . . . , n) such that
α Γ xπ(0) < xπ(1) < · · · < xπ(n).
Proof. Assume that for all permutations π,
α 6Γ xπ(0) < xπ(1) < · · · < xπ(n).
Consider two distinct permutations which produce linear orders which differ at
some two positions, say i and j. Then we have
α 6Γ xi < xj and α 6Γ xj < xi.
Now we apply Proposition 5.1 and we reach a contradiction. 
Proposition 5.2. Suppose x, y ∈ Γ(α) and x 6= y. Then
α Γ x < y ⇐⇒ α 6Γ y < x.
Proof. (1) → (2). Since x, y ∈ Γ(α), there is some β ⊇ α which decides x and
y. Since α Γ x < y, it follows that we must have Γ(β) |= x < y and hence
α 6Γ y < x.
(2) → (1). Suppose that α 6Γ y < x. By Proposition 5.1, we have α Γ x <
y. 
Corollary 5.2. Let x0, . . . , xn be distinct elements and x0, . . . , xn ∈ Γ(α). Then
there exists exactly one permutation π of (0, . . . , n) for which
α Γ xπ(0) < xπ(1) < · · · < xπ(n).
Proof. By Corollary 5.1, there is some permutation π such that
α Γ xπ(0) < xπ(1) < · · · < xπ(n).
Assume that there is another permutation ρ for which
α Γ xρ(0) < xρ(1) < · · · < xρ(n).
Let us say that these two permutation produce linear orders which differ at positions
i and j. It follows that
α Γ xi < xj and α Γ xj < xi.
Now we reach a contradiction with Proposition 5.2. 
Proposition 5.3. Suppose that Γ : {A,B} ≤c {C,D}, where C has no infinite
descending chains, and D has no infinite ascending chains. Then Γ(α) is finite for
any finite linear order α.
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Proof. Towards a contradiction, assume the opposite and choose distinct elements
xi ∈ Γ(α), for i < ω. By Corollary 5.2, we have either
(∀i < ω)[ α Γ xi < xi+1 ] or (∀i < ω)[ α Γ xi+1 < xi ].
In the first case, we extend α to a copy Bˆ of B. Then Γ(Bˆ) |=
∧
i<ω xi < xi+1,
which is a contradiction. In the second case, we extend α to a copy Aˆ of A and
again reach a contradiction. 
By Proposition 5.3, there are infinitely many finite linear orders α such that
Γ(α) 6= ∅. In what follows, we will always suppose that we consider only such finite
linear orders α.
Proposition 5.4. Suppose that α and β are finite linear orders with disjoint do-
mains, and x, y ∈ Γ(α) ∩ Γ(β), x 6= y. Then
α Γ x < y iff β Γ x < y.
Proof. Let α Γ x < y and, by Proposition 5.1, assume that β Γ y < x. Since α
and β are disjoint, form the finite linear orders γ by merging α and β in some way.
It follows that γ Γ x < y and γ Γ y < x, which is a contradiction by Proposition
5.2. 
Proposition 5.5. Suppose that Γ : {A,B} ≤c {C,D}, where A, C have no infinite
descending chains, and B, D have no infinite ascending chains. There are at most
finitely many elements x with the property that there exist α and β with disjoint
domains and x ∈ Γ(α) ∩ Γ(β).
Proof. Towards a contradiction, assume the opposite. By Proposition 5.3, there is
an infinite sequence of mutually disjoint finite linear orders αi and βi, i < ω, and
distinct elements xi ∈ Γ(αi) ∩ Γ(βi). Consider a copy Aˆ of A extending
∑
i∈ω αi.
Clearly every xi ∈ Γ(Aˆ) and hence
Γ(Aˆ) |=
∧
i<ω
xπ(i) < xπ(i+1),
for some permutation π of ω. For simplicity, suppose that π is the identity function.
Then we have that for any index i, αi + αi+1 Γ xi < xi+1. Now, since xi ∈ Γ(βi)
and xi+1 ∈ Γ(βi+1), by Proposition 5.4, we have βi+1 + βi Γ xi < xi+1. In this
way we can build a copy Bˆ of B extending
∑
i∈ω⋆ βi, and obtain
Γ(Bˆ) |=
∧
i<ω
xi < xi+1,
which is a contradiction, because Γ(Bˆ) is a copy ofD, which has no infinite ascending
chains. 
Let us call (x, α) a Γ-pair if x ∈ Γ(α). In view of Proposition 5.5, for any
sequence of (αi)i<ω such that Γ(α) 6= ∅, we may assume that there is an infinite
subsequence of Γ-pairs (xi, αki)i<ω, where all xi are distinct elements.
Proposition 5.6. For any two sequences of Γ-pairs (xi, αi)i∈ω and (yi, βi)i∈ω, the
following are equivalent:
(i) Γ(
∑
i∈ω αi +
∑
i∈ω βi) |=
∧
i<ω xi < yi < xi+1;
(ii) Γ(
∑
i∈ω⋆ αi +
∑
i∈ω⋆ βi) |=
∧
i<ω xi < yi < xi+1.
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Proof. The two directions are symmetrical. Without loss of generality, suppose
that
(2) Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |=
∧
i<ω
xi < yi < xi+1.
It is enough to show that for an arbitrary i,
αi+1 + αi + βi+1 + βi Γ xi < yi < xi+1 < yi+1.
Since xi ∈ Γ(αi) and yi ∈ Γ(βi), by the monotonicity of Γ and (2), we have
αi + βi Γ xi < yi. Similarly, we have
αi+1 + βi Γ yi < xi+1 and αi+1 + βi+1 Γ xi+1 < yi+1.
Since all these four finite linear orders are disjoint, we can place αi+1 before αi
and βi+1 before βi to obtain
αi+1 + αi + βi+1 + βi Γ xi < yi < xi+1 < yi+1.

Analogous to the relation ⊆⋆ between sets, for two infinite sequences of elements
x and y, let us denote by x <⋆ y the following sentence
∨
q∈ω
∧
i,j>q
xi < yj .
Similarly, if A, B are linear orders, we will slightly abuse the notation and write
A +⋆ B for the structure obtained from placing the elements of B just after the
elements of A, with the exception of finitely many elements of A and B, which may
be mixed together.
Proposition 5.7. Suppose Γ : {ω · 2, ω⋆ · 2} ≤c {C,D}, where C is a linear or-
der without infinite descending chains and D is an infinite order without infinite
ascending chains. For any two sequences of Γ-pairs (xi, αi)i∈ω and (yi, βi)i∈ω,
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |= x <
⋆ y ∨ y <⋆ x.
Proof. Assume that for some two sequences of Γ-pairs (xi, αi)i∈ω and (yi, βi)i∈ω,
we have the opposite. We will show that we can build two infinite subsequences
(xsi , αsi)i∈ω and (yti , βti)i∈ω, such that
Γ(
∑
i∈ω
αsi +
∑
i∈ω
βti) |=
∧
i
xsi < yti < xsi+1 .
Then we will apply Proposition 5.6 to reach a contradiction. Suppose we have built
the subsequences up to index ℓ, i.e. we have the finite subsequences of Γ-pairs
(xsi , αsi)i≤ℓ and (yti , βti)i<ℓ, such that
αs0 + αs1 + · · ·+ αsℓ + βt0 + βt1 + · · ·+ βtℓ−1 Γ
∧
i<ℓ
xsi < yti < xsi+1 .
Start with some indices i and j such that sℓ < i, tℓ−1 < j, and
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |= xsℓ < xi < yj .
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Now we find some indices j′ and i′ such that i < i′, j < j′, and
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |= yj < yj′ < xi′ .
Since Γ(
∑
i∈ω αi +
∑
i∈ω βi) does not contain an infinite descending chain, and by
our assumption, we know that we can find such indices. We let sℓ+1 = i
′ and
tℓ = j
′. By the properties of Γ, it is clear that
αs0 + αs1 + · · ·+ αsℓ+1 + βt0 + βt1 + · · ·+ βtℓ Γ
∧
i<ℓ+1
xsi < yti < xsi+1 .
Now by Proposition 5.6, we have the following:
Γ(
∑
i∈ω⋆
αi +
∑
i∈ω⋆
βi) |=
∧
i∈ω
xsi < yti < xsi+1 ,
which is a contradiction with the fact that Γ(
∑
i∈ω⋆ αi+
∑
i∈ω⋆ βi) does not contain
an infinite ascending chain. 
Theorem 5.1. Fix some k ≥ 2 and suppose that Γ : {ω · k, ω⋆ · k} ≤c {D0,D1},
where D0 is a linear order without infinite descending chains and D1 is an infinite
order without infinite ascending chains. Then D0 includes ω · k and D1 includes
ω⋆ · k.
Proof. For simplicity, let us consider the case of k = 3, the general case being
a straightforward generalization. Let A, B, and C be copies of ω, with disjoint
domains, partitioned in the following way:
A =
∑
i∈ω
αi, B =
∑
i∈ω
βi, and C =
∑
i∈ω
γi.
We use Proposition 5.7 at most three times. Start with two arbitrary sequences
of Γ-pairs (xi, αki)i<ω and (yi, βmi)i<ω and, without loss of generality, suppose that
there is a number ℓ1 such that
Γ(
∑
i∈ω
αki +
∑
i∈ω
βmi) |=
∧
i,j>ℓ1
xi < yj.
Now we take a sequence of Γ-pairs (zi, γni)i<ω and we may suppose that there is a
number ℓ2 such that
Γ(
∑
i∈ω
αki +
∑
i∈ω
γni) |=
∧
i,j>ℓ2
xi < zj.
Wemust apply Proposition 5.7 one more time the two sequences of Γ-pairs (yi, βki)i<ω
and (zi, γni)i<ω , We may suppose that there is a number ℓ3 such that
Γ(
∑
i∈ω
βmi +
∑
i∈ω
γni) |=
∧
i,j>ℓ3
yi < zj .
By monotonicity of Γ, it follows that for ℓ0 = max{ℓ1, ℓ2, ℓ3}, we have
Γ(
∑
i∈ω
αki +
∑
i∈ω
βmi +
∑
i∈ω
γni) |=
∧
i,j,k>ℓ0
xi < yj < zk.
Again by monotonicity of Γ, we have Γ(A + B + C) |=
∧
i,j,k>ℓ0
xi < yj < zk. We
conclude that Γ(A+ B + C) includes a copy of ω · 3. 
Corollary 5.3. For any k < ω, {ω · 2k, ω⋆ · 2k} <c {ω · 2
k+1, ω⋆ · 2k+1}.
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It follows that we have the following picture:
{ω, ω⋆} <c {ω · 2, ω
⋆ · 2} <c · · · <c {ω · 2
k, ω⋆ · 2k} <c · · · <c {1 + η, η + 1}.
Now we are ready to prove the main result of this paper, which is the following
theorem.
Theorem 5.2. For any two non-zero natural numbers k and t,
k | t ⇐⇒ {ω · k, ω⋆ · k} ≤c {ω · t, ω
⋆ · t}.
First we will study the simpler case when k = 2 and t = 3 and then we will prove
the general case.
6. The case {ω · 2, ω⋆ · 2} 6≤c {ω · 3, ω⋆ · 3}
In this section, towards a contradiction, assume {ω · 2, ω⋆ · 2} ≤c {ω · 3, ω
⋆ · 3}
via the enumeration operator Γ.
Claim 6.1. There is no copy A of ω such that Γ(A) includes a copy of ω · 2.
Proof. Assume A is a copy of ω such that Γ(A) includes a copy of ω · 2. By
Proposition 5.3, it follows that we can take a sequence of finite linear orders {αi}i∈ω
such that
∑
i∈ω αi ⊆ A, Γ(
∑
i∈ω αi) |=
∧
i,j∈ω xi < yj , and xi, yi ∈ Γ(αi). But
then we can form the linear order B =
∑
i∈ω α2i +
∑
i∈ω α2i+1 of type ω · 2 and by
Proposition 5.7, Γ(B) will contain a copy of ω · 4, which is a contradiction. 
Claim 6.2. If A is a copy of ω, then Γ(A) is a copy of ω.
Proof. Fix a copy A of ω and assume that Γ(A) ∼= ω+ ℓ, where ℓ > 0. Let y be the
greatest element in Γ(A) and let αˆ be an initial segment of A such that y ∈ Γ(αˆ).
Let B be another copy of ω. Since Γ(A+ B) ∼= ω · 3, we can partition A \ αˆ and B
into finite suborderings αi and βi, respectively, and choose elements xi and zi such
that for all i, αˆ + αi + βi Γ xi < y < zi. It follows that Γ(αˆ +
∑
i∈ω(αi + βi))
includes a copy of ω · 2, which is a contradiction by Claim 6.1. 
Claim 6.3. For any two sequences of Γ-pairs (xi, αi)i∈ω and (yi, βi)i∈ω,
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |= x <
⋆ y.
Proof. In view of Proposition 5.7, towards a contradiction, assume that there is
some q such that
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |=
∧
i,j>q
yj < xi.
Consider some xi, where q < i, and consider the linear order A = αi +
∑
j≥i βj of
order type ω. By Claim 6.2, Γ(A) has order type ω and hence only finitely many
elements yj are to the left of xi. But A ⊆
∑
i∈ω αi+
∑
i∈ω βi. By monotonicity of Γ,
only finitely many yj are to the left of xi in the linear order Γ(
∑
i∈ω αi+
∑
i∈ω βi).
We reach a contradiction. Thus, by Proposition 5.7,
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |= x <
⋆ y.

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Let A, B and C be linear orders of type ω. According to Claim 6.2 we have that
Γ(A) and Γ(B) have order types ω and by Claim 6.3 we have one of the following
three possible cases:
Γ(A+ B) = Γ(A) +⋆ Γ(B) +⋆ C(3)
Γ(A+ B) = C +⋆ Γ(A) +⋆ Γ(B)(4)
Γ(A+ B) = Γ(A) +⋆ C +⋆ Γ(B).(5)
In view of Proposition 5.3, we may suppose that the linear orders are partitioned
so that A =
∑
i∈ω αi, B =
∑
i∈ω βi and we have the distinct elements xi ∈ Γ(αi),
yi ∈ Γ(βi) and zi ∈ Γ(αi + βi), which belong to the domains of Γ(A), Γ(B) and C,
respectively. We will show that none of the above three cases are possible.
For Case (3), we may assume that
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |=
∧
i,j,k∈ω
xi < yj < zk.
Then α0+β0 Γ y0 < z0 and for any i > 0, α0+β0+βi Γ yi < z0. It follows that
Γ(α0 +
∑
i∈ω
βi) |=
∧
i∈ω
yi < z0.
Hence Γ(α0 +
∑
i∈ω βi) contains a copy of ω + 1, which is a contradiction by
Claim 6.2.
For Case (4), we may assume that
Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |=
∧
i,j,k∈ω
zk < xi < yj.
Then α0+β0 Γ z0 < x0 and for any i > 0, α0+αi+βi Γ zi < x0. It follows that
Γ(
∑
i∈ω
(αi + βi)) |=
∧
i∈ω
zi < x0.
Hence Γ(
∑
i∈ω(αi + βi)) contains a copy of ω + 1, which is a contradiction by
Claim 6.2.
Now for Case (5), we may assume that
(6) Γ(
∑
i∈ω
αi +
∑
i∈ω
βi) |=
∧
i,j,k∈ω
xi < zk < yj.
We know that for all i, αi + β0 Γ xi < y0. We also know that
Γ(
∑
i∈ω
(αi + βi)) 6|= x <
⋆ y.
Otherwise, we would get a contradiction with Claim 6.1. It follows that there is
some index ℓ > 0 such that
Γ(
∑
i∈ω
(αi + βi)) |=
∧
j>ℓ
y0 < xj .
Hence β0 + αℓ+1 Γ y0 < xℓ+1. Moreover, (6) implies
αℓ + β0 + βℓ Γ zℓ < y0 and αℓ + αℓ+1 + βℓ Γ xℓ+1 < zℓ.
Combining all of the above, by monotonicity of enumeration operators, it follows
that
αℓ + β0 + αℓ+1 + βℓ Γ y0 < xℓ+1 < zℓ < y0,
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which is a contradiction.
We considered all possible cases and in each one of them we reach a contradiction.
Thus, we conclude that {ω · 2, ω⋆ · 2} 6≤c {ω · 3, ω⋆ · 3}.
7. The general case
Suppose that {ω · k, ω⋆ · k} ≤c {ω · t, ω
⋆ · t} via the enumeration operator Γ,
where t = kq + r for some q and 0 ≤ r < k. In this section we will show that this
is possible only if r = 0.
Proposition 7.1. If A is a copy of ω such that Γ(A) ∼= ω ·m + ℓ, where ℓ > 0,
then there is another copy Aˆ of ω with dom(Aˆ) = dom(A) such that Γ(Aˆ) has the
type of a limit ordinal at least ω · (m+ 1).
Proof. By Proposition 5.3, we can choose a sequence αi of finite suborderings of
A such that for B =
∑
i αi, Γ(B)
∼= Γ(A) and the set C = dom(A) \ dom(B) is
infinite. We can order the elements of C in a linear order C of type ω · (k− 1). Let
a0 be the greatest element in Γ(B). Since B+ C has type ω · k and Γ(B+ C) has no
greatest element, there is some c0 such that Γ(B + C) |= a0 < c0. Fix some finite
initial segments β0 of B and γ0 of C such that β0 + γ0 Γ a0 < c0. Let B0 = B \ β0
and C0 = C \ γ0. Consider the linear order Bˆ0 = β0 + γ0 + B0 of type ω. Clearly,
Γ(Bˆ0) |= a0 < c0 and since B is included in Bˆ0, Γ(Bˆ0) has a type at least ω ·m+ℓ+1.
Now we let a1 be the greatest element in Γ(Bˆ0), if such exists, or we let a1 = c0.
Since Bˆ0 + C0 has type ω · k and Γ(Bˆ0 + C0) has no greatest element, there is some
c1 such that Γ(Bˆ0+ C0) |= a0 < c0 ≤ a1 < c1. Fix some finite initial segments β1 of
B0 and γ1 of C0 such that β0+ γ0+β1+ γ1 Γ a0 < c1 ≤ a1 < c1. Let B1 = B0 \β1
and C1 = C0 \ γ1. Consider the linear order Bˆ1 = β0 + γ0 + β1 + γ1 + B1 of type
ω. Clearly, Γ(Bˆ1) |= a0 < c0 ≤ a1 < c1 and since Bˆ0 is included in Bˆ1, Γ(Bˆ1) has a
type at least ω ·m+ ℓ+ 2.
It is clear that we can iterate this construction for every i and produce Bˆi =∑
j≤i(βj+γj)+Bi of type ω such that Γ(Bˆi) has order type at least ω ·m+ℓ+ i+1.
In the end we let
Aˆ =
∑
i∈ω
(βi + γi)
such that Γ(Aˆ) has order type at least ω · (m + 1). To finish the proof we must
show that Γ(Aˆ) has the type of a limit ordinal. Assume that Γ(Aˆ) has a greatest
element d. Fix some index q such that d ∈ Γ(
∑
i≤q(βi + γi)). But then d ∈ Γ(Bˆq)
and since Bˆq ⊆ Aˆ, by monotonicity, it follows that d is the greatest element in
Γ(Bˆq), i.e. d = aq+1. At the next stage we will find an element cq+1 such that
Γ(Bˆq+1) |= d < cq+1 and by monotonicity, Γ(Aˆ) |= d < cq+1. 
For an infinite set M , let us denote
Ord(M) = sup{Γ(A) | A ∼= ω & dom(A) ⊆M}.
By Proposition 7.1, Ord(M) is a limit ordinal. Let us consider sequences of sets
M0,M1, . . . , where M0 = N and Ord(Mi+1) < Ord(Mi). We know that any such
sequence is finite. Fix one such finite sequence (Mi)i≤p, which cannot be extended
further. Let m be such that ω ·m = Ord(Mp). Any copy A with dom(A) ⊆Mp is
such that Γ(A) ∼= ω ·m. Otherwise, we would be able to extend the finite sequence
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with another set. From now on in this section, we will always suppose that we
work with copies of ω whose domains are subsets ofMp and thus any copy of ω will
produce a copy of ω ·m via Γ.
The next proposition is a generalization of Claim 6.3.
Proposition 7.2. Let A, A1, . . . ,Am and B, B1, . . . ,Bm be copies of ω such that
Γ(A) = A1 +A2 + · · ·+Am and Γ(B) = B1 + B2 + · · ·+ Bm. Then
Γ(A+ B) ⊇ A1 +
⋆ B1 +A2 +
⋆ B2 + · · ·+Am +
⋆ Bm.
Proof. Let us first partition A and B into finite suborderings αi and βi such that
A =
∑
i∈ω αi, B =
∑
i∈ω βi and for all i ∈ ω, x
i
1, . . . , x
i
m ∈ Γ(αi) and y
i
1, . . . , y
i
m ∈
Γ(βi), where xj = (x
i
j)i∈ω and yj = (y
i
j)i∈ω , for 1 ≤ j ≤ m, represent ω-chains of
distinct elements belonging to Aj and Bj , respectively. Let C =
∑
i∈ω(αi + βi).
Since Γ(C) ∼= ω ·m, and Γ(C) |= x1 < x2 < · · · < xm and Γ(C) |= y1 < y2 < · · · <
ym, we have Γ(C) |= xj < yj+1 and Γ(C) |= yj < xj+1 for 1 ≤ j < m. It follows
that for all i,
αi + βi Γ
m−1∧
j=1
xij < y
i
j+1 & y
i
j < x
i
j+1.
Hence
Γ(A+ B) |=
m−1∧
j=1
xj < yj+1 & yj < xj+1.
We can adapt the proof of Proposition 5.7 to show that for 1 ≤ j ≤ m,
Γ(A+ B) |= xj <
⋆ yj ∨ yj <
⋆ xj .
But since Γ(C) ∼= ω ·m, the chains xj and yj must be merged in Γ(C). Otherwise,
Γ(C) would contain a copy of ω ·(m+1). It follows that there is some q such that for
all ℓ > q, Γ(C) |=
∧m
j=1 x
0
j < y
ℓ
j. Since y
ℓ
1, . . . , y
ℓ
m ∈ Γ(βℓ) and x
0
1, . . . , x
0
m ∈ Γ(α0),
we have
α0 + βℓ Γ
m∧
j=1
x0j < y
ℓ
j,
and hence Γ(A+ B) |=
∧m
j=1 xj <
⋆ yj . We conclude that
Γ(A+ B) |= x1 <
⋆ y1 < x2 <
⋆ y2 < · · · < xm <
⋆ ym.

Corollary 7.1. Let A1, . . . ,Ak be copies of ω such that Γ(Ai) = B1i + · · · + B
m
i ,
where Bji are also copies of ω. Then
Γ(
k∑
i=1
Ai) ⊇
m∑
j=1
(Bj1 +
⋆ Bj2 +
⋆ · · ·+⋆ Bjk).
Proof. We essentially use the monotonicity property of enumeration operators. For
simplicity, consider the case of k = 3. By Proposition 7.2, we know that
Γ(A1 +A2) ⊇ B
1
1 +
⋆ B12 + · · ·+ B
m
1 +
⋆ Bm2 ,
Γ(A2 +A3) ⊇ B
1
2 +
⋆ B13 + · · ·+ B
m
2 +
⋆ Bm3 ,
Γ(A1 +A3) ⊇ B
1
1 +
⋆ B13 + · · ·+ B
m
1 +
⋆ Bm3 .
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Since Γ(A1+A2), Γ(A2+A3) and Γ(A1+A3) are included in Γ(A1+A2+A3), we
obtain for 1 ≤ i ≤ m that Γ(A1 +A2 +A3) ⊇ Bi1 +
⋆ Bi2 +
⋆ Bi3, and for 1 ≤ i < m,
Γ(A1 +A2 +A3) ⊇ Bi3 + B
i+1
1 . We conclude that
Γ(A1 +A2 +A3) ⊇ B
1
1 +
⋆ B12 +
⋆ B13 + · · ·+ B
m
1 +
⋆ Bm2 +
⋆ Bm3 .

For i = 1, . . . , k, let Γ(Ai) = B1i + · · · + B
m
i . If we assume that r > 0, by
Corollary 7.1, we have the following cases to consider where an extra copy of ω,
denoted by C, is placed:
Γ(
k∑
i=1
Ai) ⊇ B
m
k +
⋆ C;(7)
Γ(
k∑
i=1
Ai) ⊇ C +
⋆ B11;(8)
Γ(
k∑
i=1
Ai) ⊇ B
j
k +
⋆ C +⋆ Bj+11 , for some j < m;(9)
Γ(
k∑
i=1
Ai) ⊇ B
j
ℓ +
⋆ C +⋆ Bjℓ+1, for some j ≤ m and ℓ < k.(10)
We will show that none of these cases are possible and conclude that r = 0.
For Case (7), we proceed as in Case (3). We may assume
Γ(
k∑
i=1
Ai) |=
∧
ℓ,k∈ω
xℓ < zk,
where Bmk and C are represented by the ω-chains (xℓ)ℓ∈ω and (zℓ)ℓ∈ω, respectively.
Moreover, we may assume thatAi =
∑
ℓ∈ω α
ℓ
i for 1 ≤ i ≤ k, and for all ℓ, xℓ ∈ Γ(α
ℓ
k)
and zℓ ∈ Γ(
∑k
i=1 α
ℓ
i). Then we have the following:
α01 + · · ·+ α
0
k−1 + α
0
k Γ x0 < z0,
and for the linear order D = α01 + · · ·+ α
0
k−1 +Ak of type ω,
Γ(D) |=
∧
ℓ∈ω
xℓ < z0.
Since Ak is included in D, it follows that Γ(Ak) is included in Γ(D) and hence Γ(D)
contains a linear order of type ω ·m+ 1. We reach a contradiction.
For Case (8), we proceed as in Case (4). We may assume
Γ(
k∑
i=1
Ai) |=
∧
ℓ,k∈ω
zk < xℓ,
where B11 and C are represented by the ω-chains (xℓ)ℓ∈ω and (zℓ)ℓ∈ω, respectively.
Moreover, we may assume thatAi =
∑
ℓ∈ω α
ℓ
i for 1 ≤ i ≤ k, and for all ℓ, xℓ ∈ Γ(α
ℓ
1)
and zℓ ∈ Γ(
∑k
i=1 α
ℓ
i). Then we have the following:
k∑
i=1
α0i Γ z0 < x0,
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and for every ℓ > 0,
α01 +
k∑
i=1
αℓi Γ zℓ < x0.
It follows that for the linear order D =
∑
ℓ∈ω
∑k
j=1 α
ℓ
j of type ω,
Γ(D) |=
∧
t∈ω
zt < x0.
Since A1 is included in D, it follows that Γ(D) includes a linear order of type
ω · (m+ 1). We reach a contradiction.
For Case (9), we may assume
(11) Γ(
k∑
i=1
Ai) |=
∧
s,t,v∈ω
xs < zt < yv,
where Bjk, C and B
j+1
1 are represented by the ω-chains (xℓ)ℓ∈ω, (zℓ)ℓ∈ω, and (yℓ)ℓ∈ω,
respectively. Moreover, we may assume that Ai =
∑
ℓ∈ω α
ℓ
i for 1 ≤ i ≤ k, and for
all ℓ, xℓ ∈ Γ(αℓk), yℓ ∈ Γ(α
ℓ
1), and zℓ ∈ Γ(
∑k
i=1 α
ℓ
i). We have that for all ℓ,
k∑
i=1
αℓi Γ xℓ < zℓ < yℓ.
Consider some indices s, t, and v. As we already noted, if s = t = v, then∑k
i=1 α
t
i Γ xt < zt < yt. If t < s, then
k∑
i=1
αti + α
s
k Γ xs < zt,
and if t > s, then since αsk + α
t
k Γ xs < xt, we obtain
αsk +
k∑
i=1
αti Γ xs < xt < zt.
Similarly, if t > v, then
αv1 +
k∑
i=1
αti Γ zt < yv,
and if t < v, then since αt1 + α
v
1 Γ yt < yv, we obtain
k∑
i=1
αti + α
v
1 Γ zt < yt < yv.
We conclude that for the linear order D =
∑
ℓ∈ω
∑k
j=1 α
ℓ
j of type ω, we have
Γ(D) |=
∧
s,t,v∈ω
xs < zt < yv.
In other words,
Γ(D) ⊇ Bjk +
⋆ C +⋆ Bj+11 .
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Since A1,Ak ⊆ D, we also have
Γ(D) ⊇ B1k + B
2
k + · · ·+ B
j
k,
Γ(D) ⊇ Bj+11 + B
j+2
1 + · · ·+ B
m
1 .
Combining all of the above, we conclude that
Γ(D) ⊇ B1k + B
2
k + · · ·+ B
j
k +
⋆ C +⋆ Bj+11 + B
j+2
1 + · · · B
m
1 ,
which means that Γ(D) contains a copy of ω · (m+ 1), which is a contradiction.
For Case (10), we may assume that
Γ(
k∑
i=1
Ai) |=
∧
i,j,k∈ω
xi < zk < yj ,
where Bji , C and B
j
i+1 are represented by the ω-chains (xℓ)ℓ∈ω, (zℓ)ℓ∈ω, and (yℓ)ℓ∈ω,
respectively. Moreover, we may assume that Ai =
∑
ℓ∈ω α
ℓ
i for 1 ≤ i ≤ k, and
xℓ ∈ Γ(αℓi), yℓ ∈ Γ(α
ℓ
i+1), and zℓ ∈ Γ(
∑k
i=1 α
ℓ
i) for all ℓ.
We will reach a contradiction in a similar manner as in Case (5). Consider the
linear order D =
∑
ℓ∈ω(α
ℓ
i +α
ℓ
i+1) of type ω. Since Ai and Ai+1 are included in D,
by monotonicity, Γ(D) contains both B1i + · · · + B
m
i and B
1
i+1 + · · · + B
m
i+1. Since
Γ(D) ∼= ω ·m, the linear orders B
j
i and B
j
i+1 are merged in Γ(D). It follows that
there is some index ℓ > 0 such that
α0i+1 + α
ℓ+1
i Γ y0 < xℓ+1.
On the other hand, since y0 ∈ Γ(α
0
i+1) and zℓ ∈ Γ(
∑k
i=1 α
ℓ
i), we obtain
i∑
j=1
αℓj + α
0
i+1 +
k∑
j=i+1
αℓj Γ zℓ < y0.
Moreover, since xℓ+1 ∈ Γ(α
ℓ+1
i ), we obtain
i∑
j=1
αℓj + α
ℓ+1
i +
k∑
j=i+1
αℓj Γ xℓ+1 < zℓ,
Combining all of the above, we obtain the following
i∑
j=1
αℓj + α
ℓ+1
i + α
0
i+1 +
k∑
j=i+1
αℓj Γ y0 < xℓ+1 < zℓ < y0,
which is a contradiction.
We considered all possible cases and reached a contradiction in each one of them.
Thus, we proved our main result.
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