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A key strength of touchpads, such as iPads or Galaxy Tabs, is that they provide 
portable access to the Internet and many applications that entertain and help managing 
the lives of users.  The integration of computer vision methods into touchpads results in 
even more powerful devices that enable natural human-computer interaction.  This thesis 
proposes two techniques of incorporating computer vision methods -- one technique 
supports touch-based interaction for biomedical image analysis, the other camera-based 
interaction for music therapy and entertainment:  I’mCell is an application for annotating 
objects in images, for example, cells in phase-contrast microscopy images.  MusicTracks 
recognizes a user’s facial expression, captured by the camera of the touchpad, and plays 
music according to the user’s mood.  The I’mCell and MusicTracks applications have 
been implemented for the iPad.  Users who experimented with the applications report 
them to be convenient because they enable efficient (I’mCell) and enjoyable 
(MusicTracks) interactions and are easy-to-use and portable. 
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Introduction 
Computers have evolved from large main-frame machines and desktops to small 
and powerful laptops and touch-based devices.   Touchpads are convenient and beneficial 
for their portability.  Laptops are also portable, but touchpads are lighter and smaller than 
laptops.  Given a choice, users seem to prefer performing a task on a touchpad, because 
the device is easier to carry and enables a natural way of human-computer interaction.  
Users can directly use their fingers, stylus, or even their voices to provide input to 
touchpads, instead of having to rely on keyboards and mouse.  The popularity of touch-
based interaction has even impacted the design of laptops. Some newer designs of laptops 
have the feature that the screen can separate from the body and act as a touchpad [18].  
The popularity of touchpads is also evident by the number of applications, over 300,000, 
that users can currently choose from [15].    
 
The work presented in this thesis proposes a way to make touch-based machines 
more powerful by integrating computer vision methods into the touch pad system. The 
proposed techniques provide users with a more portable and natural way of performing 
tasks that they otherwise would have to do with a laptop or desktop computer.  The 
proposed techniques also enable new kinds of interactions with a portable device, for 
example, recognizing the users’ emotions and responding accordingly.  The thesis 
describes the development of two new applications that introduce these techniques. 
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The two contributions of this M.S. thesis are summarized as follows: 
1. I’mCell is an application for annotating the regions of objects in images. It supports 
touch-based interaction for image segmentation and is designed to help researchers, 
for example, cell biologists, biotechnology engineers, or computer vision experts, 
with their task to establish gold standard segmentations of cell boundaries in phase-
contrast microscopy images.  The thesis presents an extensive user study that shows 
that I’mCell enables biomedical engineers to annotate the image regions of cells 
efficiently and relatively accurately with a touchpad. 
2. MusicTracks is an application that recognizes a user’s smile, captured by the camera 
of the touchpad, and plays music according to the user’s mood.  The application is 
designed to work indoors and outdoors with more than one user in the field of view of 
the camera. A small user study shows that MusicTracks enables simultaneous, 
enjoyable interactions of pairs of users with the touchpad.   Although the results are 
preliminary, they serve as a proof-of-concept that touchpads may be used for music 
therapy [20, 21, 22, 26]. 
 
Our experiments show that there are tasks that touchpad devices can automate 
successfully using computer vision techniques.  Our experiments also show that users 
consider shifting to the handier hardware if they can use the touchpad to perform certain 
tasks as easily and reliably as with their desktop or laptop computers. 
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The remainder of the thesis is divided into two parts. Each part describes the 
proposed computer vision application in sections of introduction, implementation, 
experiment, analysis, and conclusion. 
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Part 1: Annotation Tool 
Introduction 
Automated systems play a crucial role in our lives. A key question is “how do we 
know if an automated system works well?”    The question is typically answered by 
comparing the results of the automated system with the results that human observers 
deem to be “correct” or “true.”   This human decision is thus treated as a “gold standard” 
[1, 5, 7, 12, 13].  Many studies that evaluate computer vision methods are based on a 
comparison with manually-established gold-standard image annotations.  It is therefore 
important to come up with a reliable and efficient process to produce gold standard 
annotations.  
A problem arises when annotators differ in their labeling of the same object.  
There are two possible reasons for the annotations to differ from each other. First, the 
annotators may perceive the object in the image to have different shapes; for example, 
one annotator might think a segment of the object should be included in the annotations 
while the other annotator might not. Second, difficulties with using annotation tools can 
cause over-/under-segmentations or imprecise lines, resulting in different annotations 
although the annotators intended to mark the same outline.  This thesis concentrates on 
the second problem and shows the impact of annotation tools on segmentations of 
biomedical images. 
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We participated in an earlier study [1] that showed that different segmentation 
tools have an impact on the results of manual annotations of cells imaged by phase-
contrast microscopy.  We developed the system SAGE, which stands for Segmentation 
Annotation Collection, Gold Standard Generation, and Evaluation.  SAGE links popular 
segmentation analysis tools in a single system.  In a study involving five domain experts 
labeling the outlines of cells in 154 phase-contrast microscopy images, the use of one of 
the tools investigated, Amira [14], resulted in smaller inter-annotator variations than 
ImageJ [16], which is the tool that the experts involved in the study had always used for 
their annotation work.  One of the reasons that Amira yielded smaller inter-annotator 
discrepancies might be the ease of the tool. Because it was straightforward and 
comfortable to use Amira, annotators were able to mark and outline accurately what they 
intended to annotate.  The annotators suggested that the improvement may be because 
Amira supports easily erasing and adding pixels to the segmentation whereas correction 
is a more involved process with ImageJ.  Also, Amira identifies an annotation with a 
transparent overlay on the image while ImageJ only displays the segmented line or the 
filled region making comparison against the original image difficult.  A concern with 
Amira was the time-consuming way to move from one image to the next. 
 
Our experience with SAGE [3] motivated us to consider developing a new tool 
for enabling users to generate gold standard images. Our objective was to develop a tool 
that yields the same annotations when the annotators intend to mark the same outline and 
that is efficient and comfortable to use the tool. The tools that currently exist involve 
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mouse-based interfaces, where annotators have to trace the contour of objects in images 
by clicking and dragging the mouse pointer [2, 8, 9, 11].   Given the proliferation of 
touch-based systems, we suggest that drawing the contour directly with a finger would be 
easier than using the mouse.  We propose a touchpad application, called I’mCell, that 
enables the user to annotate object regions by dragging a finger over the touchpad.  We 
suggest that using fingers or pens directly is more comfortable and produces more precise 
lines, especially curvy lines, than using a computer mouse. Also, its easy access as a 
portable device enables users to bring the tool with them and annotate anywhere at any 
time. 
Our goal is to provide a graphical interface and tools that enable the annotator to 
label exactly what he or she intended to do so.  We also aim for a system that enables 
annotators to save time annotating, and provide at least as good, or better, results in terms 
of inter-annotator variations. We will discuss in the experiment and conclusion sections 
whether we were able to meet these goals with I’mCell. 
 
Currently Existing Touch Pad Annotation Tool 
A touch pad tool was developed by Li and Liu [4] to enable users to perform 
annotation tasks. It is a semi-automated segmentation program that calls existing 
MATLAB applications (graph-cut based) and lets users modify drawing functions.   The 
program [4] was not formally evaluated and the work raises a few questions: 
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1) The touch pad tool was only compared to one computer segmentation tool, 
which was not specified in the publication. 
2) The paper discussed the time required to annotate with the touch pad tool 
but does not mention how it was measured. 
On the other hand, this thesis will focus on the user experience using the proposed touch 
pad annotation tool and will discuss in depth their feedback, comparing it to previously 
used annotation tools.  
 
Purpose of the New Tool 
The proposed new annotation tool is intended be something better than currently 
existing tools. The improvements can be 
• Simpler and easier to learn for anyone 
• Reduce the time to annotate 
• Reduce the time to use the system 
• Reduce inter-annotator variation 
• Reduce intra-annotator variation 
How I’mCell can achieve those will be discussed throughout the experiment and 
analysis sections. 
 
	  	  
8	  
I’mCell 
I’mCell is an iPad application that enables users to annotate the contour of objects 
by filling in the objects with their fingers or stylus. The work flow of I’mCell and its 
features are shown in a flow chart in Figure 1.  
As a user makes drawings on the touch screen, the I’mCell displays them in a 
certain color of choice in juxtaposition over the object in the image with the transparency 
value of 0.3.  An example of an annotation juxtaposed in red over the cell image is shown 
in Figure 2.   
 
I’mCell has the following features: 
I’mCell has brush and an eraser tools that work just like real tools for coloring 
books.  Its one-touch zoom-in and zoom-out function is also very attractive [4].   
I’mCell can load multiple images, so that the user can load and annotate a whole 
folder of images instead of loading a single image at a time. Being able to load multiple 
images at once saves the annotator a lot of time.  Participants of our previous study [3] 
had complained that it takes too long to use Amira because it cannot load multiple images. 
With I’mCell, the user can move between images by tapping the buttons “Prev” or “Next.” 
With this feature, the user can see his or her previous annotations and consider them 
when annotating the current image. I’mCell also provides the “Fill” function that copies 
the annotation of the previous image and juxtaposes it into the current image.  This 
feature is particularly useful when the objects in subsequent images are not changing 
much, such as cells in time-lapse microscopy image sequences.  The user can select the 
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fill command first and then adjust the marked region of the object a little to achieve the 
annotation he or she wants. 
Another feature of I’mCell is that the user can choose the size of brush.  A small 
brush makes it possible to fill in small or thin objects; a large brush enables efficient 
annotations of large objects. 
 
Implementation 
I’mCell uses the built-in interfaces of the iPad including the commands Zoom-
in/Zoom-out and ScrollView to view the image and adjust the size of the view. The user 
can manage turning on/off this zoom function by tapping a button.  “Zoom-off” will 
enable the drawing function.  
 
When the user draws an annotation, the application takes each touch from the 
starting point to the ending point as a Bezier path and saves it to a “drawing array.” There 
are two options for the Bezier path: a brush and an eraser. The brush will save the path 
with the color that the user chose, while the eraser will save the path with the original 
image pattern.  The clear function will remove all these paths when selected. 
 
Lastly, the system saves the annotation as a binary image, where the object is 
shown black in a white background.  
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Application Flow of I’mCell 
 
Figure 1: Flow chart of I'mCell. The rectangles represent tabs the user may perform with one finger, circles 
represent gestures with two fingers, and the triangle represents a gesture defined by the continuous motion of 
one finger on the pad, implemented as touchesBegan/touchesMoved/touchesEnded.  
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Figure	  2.	  Screenshot	  during	  the	  use	  of	  I’mCell.	  The	  red	  region	  indicates	  an	  annotation	  performed	  by	  a	  
user.	  When	  saved,	  the	  annotation	  is	  a	  binary	  image	  where	  the	  red	  region	  becomes	  black	  and	  everything	  
else	  white.	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Methodology of Experiment and Analysis 
To investigate whether the proposed touchpad tool works at least as good as, or 
better, than already existing tools, we conducted a user study that involved three domain 
experts in cell imaging.  We asked them to label the contours of cells with three different 
tools. The first tool was Amira [14], which was newly introduced to the participating 
domain experts and had resulted in the smallest inter-annotator variations in our previous 
study [3].  The second tool was ImageJ [16], which we anticipated to give the best results 
among the existing mouse-pointer-based tools (except for Amira) since the expert 
annotators had always been using ImageJ for their annotation work.   ImageJ did not 
yield as good results as Amira in the previous study [3], but was included in the current 
study because it is still considered as one of the standard tools that biologists use and that 
they are very familiar with [3]. And finally, the third tool we evaluated was I’mCell, the 
new touchpad tool. The purpose of our study was to compare the annotation results 
obtained from these three tools to see how well I’mCell performs.  
 
All three annotators were familiar with ImageJ. Annotator1 had used ImageJ for 2 
years, Annotator2 for 5 years, and Annotator3 for 4 years. Amira and I’mCell were new 
to the annotators, and therefore a training session was given.  
 
The dataset studied consists of 100 images, where each image has one object, a 
bovine smooth muscle cell, to be annotated. The images are obtained with a phase 
contrast microscope with a magnification factor of 10. The annotators worked with this 
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dataset with all 3 different tools, therefore producing 300 annotations per person in total.  
We mixed the order of using the tools to prevent biased annotation results that could 
come from labeling the same images three times in a row, getting used to the task and 
performing better with the third tool used. The order of images was the same for all three 
annotators.   
 
After the annotators finished their segmentation task, they took the survey shown 
in Figure 2 to provide qualitative feedback on I’mCell. 
 
The experimental analysis consists of 2 studies. 
 
Study 1: Quantitative Measure:    
Evaluation measures were computed for the annotations of the same original 
images from 3 annotators for each tool.  The evaluation measures used were accuracy, to 
calculate the fraction of the “true” cell region A captured by the segmented region B as 
|A∩B|/|A|, and precision, to calculate the average overlap between the two regions as 
|A∩B|/|A∪B| [3, 12, 13].  Since we do not know the true region of the cell, we used one 
of the annotations as the gold standard and another annotation as the one to be tested.  For 
the three annotations A1, A2, A3, we therefore computed an accuracy score for the 
following pairs: A1A2, A2A1, A1A3, A3A1, A2A3 and A3A2.   The tool that gives the 
highest average evaluation measure is deemed to be the tool that reduces the inter-
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annotator variation the most.  Precision is a symmetric score, and so we compared A1A2, 
A1A3, and A2A3.  
 
Study 2: Qualitative Measure:   
Each annotator was given 100 sets of segmented cell images. Every set consisted of his 3 
annotations of one original image, one annotation from each tool. There are 100 images 
in the data set; hence there are 100 sets of annotations. The annotators looked at the set, 
together with the original image, to decide and vote the one annotation that he thinks is 
the closest contour to the object. The presentation of the set of cells to vote on was such 
that the tool with which a cell was segmented was not revealed to the annotators.  
Moreover, the order of the segmented images in each set was random so that the 
annotators could not easily guess with which tool an annotation was created.   
 
For both studies, SAGE was used [3].  SAGE can take the original images and 
their annotations as an input and compute various measures to compare the annotations 
with each other.  SAGE can also let the user select a gold standard from annotations and 
fused annotations [17]. Here, SAGE was used without the fused annotations option. 
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Figure 3: Survey of Annotation Tools that was given to the annotators at the end of the user study. 
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Results 
The results of the user studies are shown in Tables 1-4 and Figures 4-7.   The average 
scores were computed over the 100 cell images that each study participant annotated.  
 
For the Precision and Accuracy measures, Amira scored the highest averages, 
I’mCell  the second highest, and ImageJ gave the worst averages.  In the voting study, 
which asked participants for an evaluation of the quality of given segmentations, Amira 
received the most votes, ImageJ the second most, and I’mCell the fewest.  Analysis of the 
survey results showed that participants gave ImageJ the best rating, I’mCell the next best, 
and Amira the worst.   
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Table 1. Accuracy	  calculated	  among	  annotations	  of	  two	  annotators	  for	  each	  tool. 
 A1A2 A2A1 A1A3 A3A1 A2A3 A3A2 
Amira 0.8027 0.8513 0.6997 0.8684 0.7425 0.8682 
ImageJ 0.2018 0.9742 0.6380 0.8415 0.9628 0.2293 
I’mCell 0.5579 0.7208 0.6625 0.7767 0.6552 0.5981 
 
 
 
 
 
	  
Figure	  4.	  Average	  accuracy	  calculated	  among	  annotations	  of	  all	  three	  annotators	  for	  each	  tool.	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Table 2. Precision	  calculated	  among	  annotations	  of	  two	  annotators	  for	  each	  tool. 
 A1A2 A1A3 A2A3 
Amira 0.7008 0.6433 0.6806 
ImageJ 0.1841 0.5730 0.2048 
I’mCell 0.4494 0.5569 0.4425 
 
 
 
 
 
	  
Figure	  5.	  Average	  precision	  calculated	  among	  annotations	  of	  all	  three	  annotators	  for	  each	  tool.	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Table 3. Number	  of	  votes	  each	  tool	  got	  for	  the	  most	  accurate	  annotations. 
 Annotator 1 Annotator 2 Annotator 3 
Amira 87 29 43 
ImageJ 1 40 54 
I’mCell 12 31 3 
 
 
 
 
 
	  
Figure	  6.	  Average	  number	  of	  votes	  each	  tool	  received	  for	  the	  most	  accurate	  annotations. 
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Table 4. Ratings from annotators for each tool in terms of system use and annotation process (1 is easiest and 5 
is the hardest). 
 Annotator 1 Annotator 2 Annotator 3 
Amira (system) 4.5 3.5 3.5 
Amira (annotation) 4 3 3 
ImageJ (system) 3 2 1 
ImageJ (annotation) 3 2 2 
I’mCell (system) 1 2.5 3 
I’mCell (annotation) 1 3 3 
 
 
	  
Figure	  7. Average ratings from annotators for each tool in terms of system use and annotation process (1 is 
easiest and 5 is the hardest). 
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Besides looking at average numbers, we also investigated results specific to 
annotators. Example images and annotations are shown in Figures 22-27.  Annotators 
were told to store the annotation as binary images with white background and black 
foreground with ImageJ tool. As a result, annotator 2 and annotator 3 generated tif format 
images with smooth contours, but annotator 1 generated jpg format images, which made 
the contours appear block-wise and very inaccurate (see leftmost cell shapes in Figures 
10, 14,18, and 22). This confusion about the appropriate formats for saving annotation 
images has likely occurred because there is no concrete guidance for using ImageJ tool. 
Given that the annotator 1 has been annotating with ImageJ for 2 years for his research, it 
raises the question of trustworthiness of ImageJ annotations generated by biologists, and 
whether these annotations should be used as gold standards in cell biology or computer 
vision research. 
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Figure	  8.	  Original	  cell1:	  one	  of	  the	  100	  cells	  annotated. 
 
 
 
	  
Figure	  9.	  Annotation	  results	  of	  Original	  cell1	  (Figure	  8)gathered	  from	  3	  annotators	  with	  Amira.	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Figure	  10.	  Annotation	  results	  of	  Original	  cell1	  (Figure	  8)gathered	  from	  3	  annotators	  with	  ImageJ.	  
 	  	  	  
 
 
 
Figure	  11.	  Annotation	  results	  of	  Original	  cell1	  (Figure	  8)gathered	  from	  3	  annotators	  with	  I’mCell.	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Figure	  12.	  Original	  cell2:	  one	  of	  the	  100	  cells	  annotated. 
	  	  	  	  
	  
	  
Figure	  13.	  Annotation	  results	  of	  Original	  cell2	  (Figure	  12)gathered	  from	  3	  annotators	  with	  Amira.	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Figure	  14.	  Annotation	  results	  of	  Original	  cell2	  (Figure	  12)	  gathered	  from	  3	  annotators	  with	  ImageJ.	  	  	  	  	  	  	  	  	  	  	  	  
	  
Figure	  15.	  Annotation	  results	  of	  Original	  cell2	  (Figure	  12)	  gathered	  from	  3	  annotators	  with	  I’mCell.
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Figure	  16.	  Original	  cell3:	  one	  of	  the	  100	  cells	  annotated. 
	  	  	  	  	  	  	  	  	  
	  
Figure	  17.	  Annotation	  results	  of	  Original	  cell3	  (Figure	  16)	  gathered	  from	  3	  annotators	  with	  Amira.	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Figure	  18.	  Annotation	  results	  of	  Original	  cell3	  (Figure	  16)	  gathered	  from	  3	  annotators	  with	  ImageJ.	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  
	  
Figure	  19.	  Annotation	  results	  of	  Original	  cell3	  (Figure	  16)	  gathered	  from	  3	  annotators	  with	  I’mCell.	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Figure	  20.	  Original	  cell4:	  one	  of	  the	  100	  cells	  annotated. 
	  	  	  	  	  	  	  	  	  
	  
Figure	  21.	  Annotation	  results	  of	  Original	  cell4	  (Figure	  20)	  gathered	  from	  3	  annotators	  with	  Amira.	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Figure	  22.	  Annotation	  results	  of	  Original	  cell4	  (Figure	  20)	  gathered	  from	  3	  annotators	  with	  ImageJ.	  	  	  	  	  	  	  	  	  
	  
Figure	  23.	  Annotation	  results	  of	  Original	  cell4	  (Figure	  20)	  gathered	  from	  3	  annotators	  with	  I’mCell.	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Figure	  24.	  Original	  cell5:	  one	  of	  the	  100	  cells	  annotated. 
	  	  	  	  
	  
Figure	  25.	  Annotation	  results	  of	  Original	  cell5	  (Figure	  24)	  gathered	  from	  3	  annotators	  with	  Amira.	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Figure	  26.	  Annotation	  results	  of	  Original	  cell5	  (Figure	  24)	  gathered	  from	  3	  annotators	  with	  ImageJ.	  
	  	  	  	  	  	  	  	  	  	   	  	  
	  
Figure	  27.	  Annotation	  results	  of	  Original	  cell5	  (Figure	  24)	  gathered	  from	  3	  annotators	  with	  I’mCell.	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Analysis and Discussion 
The results significantly varied depending on the annotator.  There were large 
variations in results from one annotator to the other and how the annotators felt about 
each tools.  Annotator2 and Annotator3’s rankings obtained by the survey almost 
matched the their results of voting, but Annotator1 was far off. This can be explained in 
two ways; one, Annotator1 only felt comfortable with what he was most familiar with 
(which is ImageJ in this case), or two, although a tool provides the means for an 
annotator to produce accurate segmentation results, the tool is very hard to use and not 
preferred. 
 
The first explanation makes sense since the results of the survey ranked ImageJ as 
the best tool, although the accuracy and precision results with ImageJ were the worst. The 
longer the annotator has used ImageJ, the more he preferred ImageJ. It is notable, 
however, that I’mCell had almost the same rating as ImageJ in both evaluations of the 
system and the annotation process. This shows that I’mCell was an easy and comfortable 
tool to use although our study was the annotators’ first time using it. On the other hand, 
we have to note that, although it was their first time using Amira, Amira gave the best 
results in terms of accuracy and precision. However, the annotators still did not prefer 
using Amira, giving credence to the second explanation above, because they considered 
Amira to be a slow and complicated system. 
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With regards to I’mCell, the quantitative results also differed from the qualitative 
results.  Although I’mCell yielded segmentations with better accuracy and precision than 
ImageJ, I’mCell did not receive as many votes in the qualitative voting study as ImageJ.   
The voting results varied significantly depending on the annotator.  Our analysis showed 
that every annotator preferred the tools in a different order, and, therefore, averaging the 
preferences is not necessarily that conclusive.  
 
Also, given that the annotator 2 had a significant learning curve when using 
I’mCell for the first time, resulting in a lot of blank holes within the cell region (e.g., 
Figures 11 and 15, middle), the fact that I’mCell was still able to achieve better accuracy 
and precision than ImageJ raises an interesting point. 
 
User Experience, Limitations and Solutions 
By the analysis above, the value of I’mCell can be ranked somewhere between 
ImageJ and Amira. Although I’mCell did not give the best quantitative results, it was able 
to compromise between the ease of the use of system (or users’ preference) and 
annotation accuracy results. The users noted some limitations in I’mCell and proposed 
the following features to be added to the application:   
1) Being able to draw the contour only (not just the object region) and then 
use an automatic function to fill the object. 
2) Undo function: just like Ctrl+Z. 
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3) Indication which image is currently being annotated out of the list of all 
images loaded. 
4) Handling the memory issue of the touch pad, which resulted in executing 
the application. 
5) The stylus used in the study was too thick to draw very thin lines.  This is 
a limitation of the hardware of the iPad, which was used for this study and 
which is capacitive. Other touch pad systems that accept a resistive way of 
input can be equipped with a very thin stylus. 
6) The ability to adjust image contrast for less clear input images. 
 
Annotator1 and annotator3 would like to switch to the touch pad tool once all the 
issues are fixed, as annotator1 feels this tool very handy and easy to use and annotator3 
trusts annotating by his hand directly more than with the mouse. Annotator2 would like 
to use the touch pad tool if a precise segmentation is not required as he does not have 
good hand writing/fine motor control and was able to finish quicker with mouse tools, but 
thinks touch pad tool is more enjoyable.  
 
Conclusion 
All of the annotators agreed that it would be worthwhile for them to continue 
using the proposed touchpad tool instead of mouse-based segmentation tool if the 
functionalities of I’mCell were improved as discussed above.  The reason is that they 
found I’mCell advantageous, in particular, for being able to draw faster by hand motions, 
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having an eraser function, and because of the portability of the touchpad.  Another reason 
is that the touch pad tool was able to give results in annotations evaluations comparable 
to the tool that the annotators had been using for their research, ImageJ; in fact, I’mCell 
had better accuracy and precision than ImageJ. The quantitative results of I’mCell were 
not as good as Amira’s, but annotators preferred using the touch pad to Amira. Given that 
annotators liked using ImageJ but the quantitative results of ImageJ were not so good, 
and that Amira gave good quantitative results but annotators did not like using Amira, the 
touch pad tool I’mCell was competitive.  It provided similarly good quantitative results 
and comfortableness to the majority of users. Moreover, the touch pad tool has a lot of 
potential as the results could improve significantly if the features the annotators wanted 
were added.  If the limitations listed by annotators were all fixed, the touch pad has a 
very good chance to be a powerful annotation tool for the cell biology research 
community and other research fields where objects must be annotated in images. 
 
Future Work 
Annotation by Crowdsourcing: Crowdsourcing is a relatively new way of 
gathering annotations from a numerous unknown people connected by the Internet, so 
that the process of establishing gold standard segmentations becomes faster and cheaper 
[6, 10].  As I’mCell has a good chance to reduce inter-annotator variation as much as 
other computer/mouse-based tools, it would be interesting to test if crowdsourcing can 
yield annotations that are deemed to be sufficiently accurate and precise by domain 
experts. If the differences in annotations came from the level of knowledge or education, 
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then using the crowdsourcing may not be a good idea; on the other hand, as this study 
proved the impact of tools in inter-annotator variations, crowdsourcing might be able to 
provide as good annotations as what experts can produce. We plan to make the I’mCell 
application open to the public to study the impact of using crowdsourcing. 
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Part 2: Facial Expressions Recognition Application 
 
Introduction 
A lot of people listen to music. One of the reasons is that listening to music can 
make you feel better; for example, it will cheer you up when you are sad. The common 
music players such as iTunes or YouTube rely heavily on direct user input. Users have to 
set up everything in the application by creating a playlist or choosing a song each time so 
that they can listen to what they want to listen to in their current mood. Wouldn’t it be 
nice if the music player could detect your facial expression and play music according to 
your feelings without your selecting the music each time? Many applications that track or 
listen to the users and give feedback have been developed [28, 29, 30, 31], but linking 
facial expression recognition and music has not been discussed much. In this part of the 
thesis, we propose an application, called MusicTracks, that remembers the music users 
like to listen to and responds with an automatic music selection based on the facial 
expressions it recognizes.  Our goal is to take away the need for users to manually change 
their song selection every time they feel different emotions. 
 
MusicTracks 
MusicTracks tracks the user’s face, detects smiles, and plays the music that the 
user wants to listen to in his or her happy mood.  
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In designing MusicTracks, we had to answer the following questions about how 
the program should work. 
• The music being played should not change every second, even if the user keeps 
changing his or her facial expression; instead, MusicTracks will make intermittent 
recognitions of the smile gesture.  The question is then, how often should 
MusicTracks attempt to read in the gesture? 
• What if there is more than one face in the video stream? Whose facial expression 
should the application interpret with music? 
 
For answer these questions, we made the following design decisions.  While the 
application is running, it will always play a neutral-mood song, unless the user makes a 
smile gesture.  MusicTracks then switches to play the song the user previously chose to 
listen to when he or she is in a happy mood. The duration of playing the happy-mood 
song is selected to be 20 seconds for the user study we conducted (the duration can be 
changed).  MusicTracks then switches back to playing one of the neutral songs.   In the 
cases where there are multiple users in the video stream, the application will consider all 
of the faces. If any of the users make a smile gesture, the application will detect it and 
play the happy-mood song. 
 
Future work will revisit these design decisions and study them further to 
determine if there is a better approach. 
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Implementation 
At the time of launching the application, MusicTracks will start playing the 
default neutral-mood song. The MusicTracks process can then be divided into two 
phases.  
 
The first phase is the system set-up. To use the application, the users have to 
choose the songs they want to listen to in their neutral mood and happy mood. They can 
select as many songs as they want to choose, and the songs are saved as lists. 
MusicTracks automatically selects a song from these lists when it detects the users’ 
moods later. The lists were implemented is the libraries provided by Objective-C 
including MediaPicker.  In the case when a user does not select any song, the application 
keeps playing the default songs for both neutral and happy moods. 
 
The second phase is the system use phase.  In this phase, the user does not have to 
do anything and the application will keep tracking the face of the user in video stream 
and attempt to detect his or her smile.  Once the application recognizes a smile gesture, it 
triggers the music player to play the user’s choice of happy songs. AVFoundation is used 
for processing the video stream, openCV is used to detect smiles, and MPMusicPlayer is 
used to play the music. The user can also pause the song, and it will play from where it 
stopped when the user resumes the song. 
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For recognizing facial expressions, the Haar Cascade face detector is used. The 
Haar Cascade was chosen because it is a real-time face detector, included in OpenCV.  
The source code was available online [27], as well as the data to be used to train the 
machine to detect smiling faces. 
 
Haar Object Detector 
We can divide the workflow of cvHaarDetectObjects() from OpenCV into four 
conceptual parts: 
1) Haar-like feature: There must be patterns in the objects we are trying to detect. 
We define these features by using the change in contrast values between adjacent 
rectangular groups of pixels [25]. We can determine if the light and dark areas in 
an image region have a sufficiently large contrast variance by thresholding. 
2) Integral Image: To determine if there exist Haar-like features in an image, we 
must calculate the contrast values for each rectangular group of pixels. But 
because there are so many rectangles, we first calculate these values and save 
them as an intermediate representation of the image [25]. 
3) Adaboost: There is the possibility that we might obtain false positive detections 
from the classifier yielding an object we do not want to detect. To avoid this, we 
use many different rectangles and use the sum of each result to determine if it is 
the object we want to detect. We can also give weights to each rectangle. 
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𝐶 𝑥! =   𝛼!𝑘! 𝑥!   +   𝛼!𝑘! 𝑥!   +   ⋯   +   𝛼!𝑘! 𝑥!  
Equation 1. Formula for AdaBoost (Adaptive Boosting), the 𝜶′𝒔 represent  
the weights on each rectangles [25]. 	  
4) Cascaded Classifier: Because it is very inefficient to calculate all features in the 
image, the goal is to eliminate as many as possible sub-images to detect the object 
we want.  The cascading of the classifiers allows only the sub-images with the 
highest probability to be analyzed for all Haar-features that distinguish an object 
[25].  
 
Following these four steps, the Haar Object Detection module first trains the classifier 
with two image sets, one that does contain the object we want and one that does not 
[25], then detects the object we want in the image.  
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Application Flow 
 
Figure 28: Flow chart of MusicTracks. The rectangles represent the system tasks and circles represent user 
inputs. The song can be paused and resumed anytime.  
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Figure	  29.	  Screenshot	  of	  using	  MusicTracks:	  The	  application	  will	  detect	  the	  user’s	  smile	  and	  play	  a	  
happy-­‐mood	  song.	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Figure	  30.	  	  Screenshot	  of	  choosing	  happy-­‐mood	  songs	  in	  MusicTracks	  during	  the	  system	  set-­‐up	  phase.	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Experiment 
To test how well the application works, we conducted three different experiments. 
All of the experiments were run with five classical songs, adding two to the neutral-mood 
song list and three to the happy-mood song list. 
 
Experiment1: Impact of settings: This experiment was conducted to see if the 
detectability of the application is affected by properties such as the user’s skin color and 
the lighting situation. Five users participated in the experiment; the participants included 
two people with light color skin, two people with medium color skin, and one person 
with dark color skin. The experiment took place both indoor with artificial lighting and 
outdoor with natural lighting. 
 
Experiment2: Impact of number of users: This experiment was conducted to 
see if the detectability of the application is affected by the number of users.   The 
experiment included two people, with their faces showing up together in the video 
stream. In phase1, only participant1 smiled; in phase2, only participant2 smiled, and in 
phase3, both participants smiled. The experiment took place indoor with artificial 
lighting. 
 
Experiment3: Impact of distance from the user to the device: This experiment 
was conducted to see if the detectability of the application is affected by the distance 
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from the user to the device. The experiment was conducted with one person, trying the 
device from 20 cm, 50 cm and 100 cm distance, respectively. 
 
Results 
The workflow of the application ran as explained. As soon as the application was 
launched, it started playing the default neutral song. Then users were able to select 
multiple songs for both neutral mood and happy mood.  
 
All of the detections made in the experiments resulted in choosing and playing 
one of the happy-mood songs successfully.  Once the application had played the happy-
mood song for 20 seconds, it went back to one of the neutral songs. 
 
The results from all of the experiments are shown in Tables 5-7. 
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Table	  5.	  The	  results	  from	  the	  experiment1	  with	  five	  participants	  to	  test	  if	  the	  application	  was	  able	  to	  
detect	  the	  smiles	  from	  everyone	  and	  play	  a	  happy-­‐mood	  song.	  
 Participant1 Participant2 Participant3 Participant4 Participant5 
Indoor Detected Detected Detected Detected Detected 
Outdoor Detected Detected Detected Detected Detected 
 
 
 
 
Table	  6.	  The	  results	  from	  the	  experiment2	  with	  two	  participants	  to	  test	  if	  the	  application	  was	  able	  to	  
detect	  smiles	  in	  each	  case	  and	  play	  a	  happy-­‐mood	  song.	  
No participant 
Smiles 
Only Participant1 
Smiles 
Only Participant2 
Smiles 
Both Participants 
Smile 
Neutral song 
Continued 
Detected Detected Detected 
 
 
 
 
Table	  7.	  The	  results	  from	  the	  experiment3	  with	  one	  participant	  to	  test	  if	  the	  application	  was	  able	  to	  
detect	  smiles	  each	  distance	  way	  and	  play	  a	  happy-­‐mood	  song.	  	  
Participants Smiles 
20 cm Away 
Participants Smiles 
50 cm Away 
Participants Smiles 
100 cm Away 
Detected Detected Detected 2 out of 5 
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Analysis and Discussion 
MusicTracks was able to detect smiles regardless of skin color and lighting 
settings. However, it was not able to detect faint smiles. If the smile was not big enough 
the application could not distinguish the neutral face from a face with a faint smile. When 
the smiles were all obvious, the application could detect them all. 
 
MusicTracks could detect smiles regardless of how many faces there were in the 
video stream. The application looked for a big enough smile anywhere in the stream.   
 
MusicTracks successfully detected smiles from 20 cm and 50 cm away. 
Moreover, the distance did not affect the time to recognize the smiles. However, the 
application failed to detect all smiles from 100 cm (or 1m) away; it could detect the 
smiles about half of the times the participant smiled.  
 
While all the experiments were running, the application did not make any false 
detection. It never played a happy-mood song when there was no actual smile. 
 
There were no false positive or false negative detections of smiles by 
MusicTracks. The application worked on all of skin colors in any lighting settings if the 
face was close enough to the device to recognize the face. Therefore, we can conclude 
that this application functions as desired.  
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One of the limitations of MusicTracks is that it can only detect smiles, i.e., a 
representation of a happy mood, for now. As an automated music player that helps the 
users to feel good by playing appropriate music, it would be necessary to support some 
key moods such as sad and anger.  Future work can investigate this. 
 
Future Work 
Besides supporting other emotions, MusicTracks could become more automated if 
the system set-up phase was improved. One idea is to classify the songs stored in a user’s 
touchpad and assign them to moods.  For example, we can learn from existing research 
[19, 23] and divide the songs according to genres. This would allow the users to be 
completely free of having to create playlists.  The automated system would choose what 
kind of song is good to listen to in particular moods. 
 
The MusicTracks application, once it supports more emotions, can also help 
gather more interesting data. This can be used, for example, as a research tool to study 
how listening to music affects people’s moods. As the application keeps track of the 
user’s face and respond to their moods, one can study how the user’s mood changes 
gradually when listening to music. It can be done by looking at which lists the music 
player automatically chose the song from. 
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Lastly, further development of the MusicTracks application may be useful for 
therapy. The envisioned application may not only make people feel better by reacting to 
their moods with appropriate music, but may also help during physical rehabilitation [27]. 
 
Facial expression recognition is not limited to be used for automated song 
selection.  Our work showed the proof-of-concept that a touch pad may be used for 
recognizing facial expressions in real time.  Other applications that require a lot of user 
inputs could be created to include a facial recognition feature. An existing example is the 
camera application that automatically takes picture when the users smile [29]. Facial 
expression recognition can also make understanding the feelings of others easier, for 
example it can help autistic people to understand the emotions of surrounding people 
[24].    
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Conclusion 
Two examples of Computer Vision applications were shown in this thesis. We 
learned that users found I’mCell and MusicTracks useful and entertaining. The results of 
experiments were positive as well. Annotators were able to generate annotations with 
high accuracy and precision in I’mCell, and they were considering switching to using the 
touchpad instead of a computer tool with a traditional mouse. MusicTrack could detect all 
of the smiles as long as the face was close enough (within 100 cm) and the smile was 
sufficiently wide enough to distinguish the smiling face from a neutral face. Therefore, 
we conclude that we can successfully integrate Computer Vision techniques into touch 
pad systems.  
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