Abstract-We study synchronization of coupled linear systems over networks with weak connectivity and nonuniform time-varying delays. We focus on the case where the internal dynamics are time-varying but nonexpansive (stable dynamics with a quadratic Lyapunov function). Both uniformly jointly connected and infinitely jointly connected communication topologies are considered. A new concept of quadratic synchronization is introduced. We first show that global asymptotic quadratic synchronization can be achieved over directed networks with uniform joint connectivity and arbitrarily bounded delays. We then study the case of infinitely jointly connected communication topology. In particular, for the undirected communication topologies, it turns out that the existence of a uniform time interval for the jointly connected communication topology is not necessary and quadratic synchronization can be achieved when the time-varying nonuniform delays are arbitrarily bounded. Simulation results are provided to validate the theoretical results.
et al. [6] showed that synchronization is achieved for a network of identical discrete-time and continuous-time single integrators if the varying topology is uniformly jointly quasi-strongly connected. For a network of identical general linear time-invariant agents, Wang et al. [11] and Yang et al. [13] showed that such a network achieves synchronization if the topology is frequently connected. In the case of dynamic diffusive coupling, the result of Moreau [5] for the single-integrator case was extended to a network of general linear time-invariant agents without exponentially unstable modes by Scardovi and Sepulchre [15] . The result of [15] was later extended to networks, where the agents are governed by nonidentical models by Wieland et al. [16] . Su and Huang [17] showed that synchronization is achieved in a network of identical neutrally stable agents if the undirected topology is uniformly jointly quasi-strongly connected. The discrete-time counterpart has been considered in [18] . However, the influence of the time delays is not considered in the above references.
On the other hand, time delays are ubiquitous in communication networks [19] and thus synchronization for multiagent systems with communication time delays is also worthy of studying. The influence of input delays on multiagent systems was modeled in [1] and a frequency-domain approach was proposed to obtain a sufficient condition for achieving consensus over a fixed communication topology. The case of switching topologies was considered in [20] and [21] and Lyapunov-Krasovaskii theorem was applied to establish LMI (linear matrix inequality) conditions for reaching consensus of multiple single integrators. The influence of communication delays was studied in [22] and a very general result was established, where it was shown that leaderless consensus is still achieved for arbitrarily bounded communication delays and a directed network with joint connectivity. Then, a second-order discrete-time consensus algorithm was studied in [23] with nonuniform time-delays and time-varying topologies. It was shown that consensus is achieved for arbitrarily bounded time delays when the velocity is dampened to zero. In addition, Charalambous et al. [24] proposed a distributed protocol that allows each agent to compute the final the exact average of the initial values for multiagent systems in the presence of time-invariant delays in a finite number of time steps. An attitude synchronization problem for flexible spacecraft was considered in [25] with nonidentical communication delays. The techniques of backstepping control and finite-time control were used and a nonsmooth distributed algorithm was proposed. Tian an Liu [26] studied consensus conditions for discrete-time multiagent systems with both input and communication delays. Critical bounds were derived using a general Nyquist stability criterion. The robustness of consensus schemes for linear multiagent systems to feedback delays was studied in [27] . In particular, feedback without self-delay, feedback with identical self-delay, and feedback with different self-delay were considered, respectively. A general delayed nonlinear model was proposed in [28] , where the nonlinear function is assumed to be locally passive and the communication delays are nonidentical. It was shown that consensus can be achieved under very weak conditions on communication delays and switching topologies.
Synchronization of multiple nonlinear systems was studied in [29] , where both input delays and switching topologies were considered. Delay-dependent sufficient conditions were obtained for achieving local or global synchronization. Although there are many works on synchronization problem with communication time delays, limitations emerge in the current literature from three aspects. First, frequency approaches used in [1] , [26] , and [30] are not applicable to the case of the switching graphs, time-varying delays, and general time-varying dynamics. Second, the proposed conditions in [20] , [25] , and [29] are delay-dependent in the form of LMIs and thus critical bounds for the delays are typically conservative. Third, in order to allow a general assumption on the delays, Moreau [22] and Papachristodoulou et al. [28] only focused on the case of single integrators. These limitations motivate us to study the synchronization problem of coupled systems with general internal dynamics over a delayed switching network and to derive general conditions on the communication topologies and time delays.
The main contributions are as follows. First, the coupled dynamical system model is proposed for networks with switching communication topology and time-varying nonuniform delays. This extends the existing works with a single integrator model [23] , [28] . In particular, when the linear internal dynamics satisfies a certain nonexpansive condition (stable dynamics with a quadratic Lyapunov function), we show that quadratic synchronization, i.e., synchronization of certain norms of all the agents (details of the definitions on "nonexpansiveness" and quadratic synchronization can be found in Section III), is always achieved for directed network topologies with joint connectivity and arbitrarily bounded time-varying delays. Furthermore, one conjecture and two propositions on state synchronization are followed. Second, the proposed synchronization conditions do not rely on any network parameter and is delay-free. This is in contrast with complex LMI conditions proposed in [20] , [21] , and [29] . Last but not least, the existence of a uniform time interval for the jointly connected communication topology is shown to be unnecessary in the case of undirected topologies and quadratic synchronization can be achieved for arbitrarily bounded time-varying delays. 
II. PRELIMINARIES

A. Notations
Given a matrix
x ∈ R m defined by x X = √ x T X x. Denote V = {1, . . . , n}.
B. Dini Derivative
. The following lemma is useful for our analysis.
, and let V(t) = {i ∈ V : V i (t, x(t)) = V (t, x(t))} be the set of indices, where the maximum is reached at time t. Then,
C. Graph Theory
We first recall some basic concepts in graph theory [32] . A directed graph G = (V, E) consists of a finite set of nodes V and a set of edges E ⊆ V × V, where an element e = (i, j) ∈ E is an edge from node i to node j. A directed path from node i 1 to node i k is a sequence of nodes
Node j is said to be reachable from node i if there exists a directed path from node i to node j, a node v from which any other node is reachable is called a root of G. A digraph G is said to be strongly connected if every node is a root. A digraph G is said to be undirected if for every two nodes i and j, i is a neighbor of j if and only if j is a neighbor of i. An undirected graph G is said to be connected if there is a path between any two nodes. The adjacency matrixÃ = [ã i j ] ∈ R n×n associated with the graph G is defined such thatã i j is positive if ( j, i) ∈ E andã i j = 0 otherwise. Note thatã i j is not necessarily equal toã ji when an undirected graph G is connected.
The information exchange is often subject to link failure. Therefore, the consideration of switching graphs is necessary. We associate the switching communication topology with a time-varying graph G σ (t) = (V, E σ (t) ), where σ (t) : [0, +∞) → P is a piecewise constant function and P is finite set of all possible graphs. G σ (t) remains constant for t ∈ [t , t +1 ), = 0, 1, . . . with t 0 = 0, and switches at t = t , = 1, . . . . We make a standard assumption on the switching signal σ (t), such that there is a lower bound between two consecutive switching time instants of σ (t), i.e., inf
. . , where τ D is a constant and this dwell time assumption is extensively used in the analysis of switched systems [33] .
) as the set of node i's neighbors at time t. For the connectivity of communication graphs, we introduce the following definitions.
Definition 1: G σ (t) is uniformly jointly strongly connected if there exists a constant
T > 0, such that G σ ([t,t+T )) is strongly connected for any t ≥ 0. Definition 2: Assume that G σ (t) is undirected for all t ≥ 0. G σ (t) is said to be infinitely jointly connected if G σ ([t,∞)) is connected for any t ≥ 0.
III. PROBLEM FORMULATION
In this section, we introduce the studied multiagent network model with linear internal dynamics. The state of agent i ∈ V at time t is denoted as x i (t) ∈ R m and evolves aṡ
where A(t) ∈ R m×m represents the inherent agent dynamics being a piecewise continuous function, ζ denotes the coupling gain, andã i j is the (i, j)th entry of the adjacency matrixÃ associated with graph G. The objective is to find conditions on the interaction graph and coupling gain, such that synchronization is achieved, i.e., lim t→∞ (x i (t) − x j (t)) = 0, ∀i, j ∈ V. There are well-established results, e.g., [34] [35] [36] , where multiagent system of (1) is studied for the case of fixed graphs and delay-free networks.
In this paper, we examine the influence of the communication delays and switching topologies on the classical synchronization. The dynamics are therefore changed tȯ
with a time-varying communication delay, τ * ≥ 0,ã i j ( p) is the (i, j)th entry of the adjacency matrixÃ p associated with graph G p , for all 
continuous function with a standard bounded assumption imposed (see Assumption 1), and ϕ
We focus on the case where the internal dynamics are nonexpansive, i.e., the structure of A(t) satisfying the following assumption.
Assumption 2: There exists a matrix S = S T > 0, such that S A(t) + A T (t)S ≤ 0 for all t ≥ 0. Remark 1: Assumption 2 may seem strong, but the synchronization condition under Assumption 2 is still rather challenging since we are considering directed switching communication topologies and timevarying nonuniform delays, and we only require A(t) to be piecewise continuous. Related works for delay-free networks include [17] and [18] with neutrally stable internal dynamics, which considered the undirected topologies and [15] , which required A(t) to be periodic. Also note that when A(t) is time-invariant, Assumption 2 reduces to the condition that the internal dynamics is neutrally stable.
The objective of this paper is to establish sufficient conditions on the interaction graph with weak connectivity and the coupling gain so that synchronization is achieved. In particular, we are interested in studying global asymptotic quadratic synchronization and global asymptotic state synchronization as indicated in the following definitions.
Definition 3: The delayed linear dynamical system (2) is said to reach global asymptotic quadratic synchronization if for any initial state
The definition of quadratic synchronization is related to but different from χ -synchronization (see [37] ), since y i is a function of an individual agent state, while χ in [37] and [38] is a function of all agents' states.
Definition 4: The delayed linear dynamical system (2) is said to reach global asymptotic state synchronization if for any initial state
IV. UNIFORMLY JOINTLY CONNECTED GRAPH
In this section, we focus on the case where the communication topologies are directed. Denote
We then establish the following result.
Theorem 1: Suppose that the communication graph G σ (t) is uniformly jointly strongly connected and Assumption 2 holds, then global asymptotic quadratic synchronization is achieved for the multiagent system (2) for any ζ > 0 and any τ i j (t) satisfying Assumption 1.
Proof:
, where x t is a segment of the function t defined as
Based on the definition of V (x t ), we know that there exists a θ 0 ∈ [−τ x(t) )} be the set of indices where the maximum is reached at time t. It then follows that
Therefore, we know from Assumption 2 that
where we have used the Cauchy-Schwarz inequality x 
We shall prove the theorem by contradiction. It is easy to see that V i (t) ≤ V (t), for all i ∈ V due to its definition. Therefore, for each i ∈ V, there exist constants 0
where infimum and the supremum are considered with respect to t. Suppose that there exists an agent k 0 ∈ V, such that 0
. It is clear that L 0 < c . Then, there exists a time series 0 <t 1 < . . . <t k < . . . with lim k→∞tk = ∞, such that
Since lim t→∞ V (t) = c , it follows that for any ε > 0, there exists
Let us pick up one oft k , k = 1, 2, . . ., such that it is also greater than or equal to T 1 (ε) + τ * and denote it ast k 0 . Therefore,
We then give the upper bound of V k 0 (t) agent by agent on the subintervals t ∈ [( j − 1)T 0 , j T 0 ] for j = 1, . . . , n.
For all t >t k 0 , we have
where a * = max p∈P max i, j∈Vãi j ( p). It follows that for all s ≥t k 0
From (3), we obtain
for all t ∈ [t k 0 ,t k 0 + T * ], where β = e −ζ a * (n−1)T * . Since G σ (t) is uniformly jointly strongly connected, it is not hard to see that there exists an agent
We can obtain the following upper bound for both cases:
whereλ 2 = ζ (a * (n − 2) + a * ) and a * = min p∈P min i, j∈V {ã i j ( p) > 0}. Thus, we obtain
Therefore, we have
where α =ˆλ
. Let us now apply the same analysis as we obtained (4) on the agent k 1 . This yields that for t
It then follows from (4)- (6) that
for all t (4) and (7) yield
Let us next focus on the time interval [t
is uniformly jointly strongly connected, there exists an agent k 2 ∈ V \ {k 0 , k 1 } andt 2 ≥t k 0 + T 0 , such that there exists an edge from the set {k 0 ,
. Similar analysis as we have done for the agent k 1 will result in (8) and (9) yield
Then, based on the definition of V (t), we know
Note that the right-hand side of (11) is strictly less than c for ε <
. This contradicts the definition of c . Therefore, we have shown that
Finally, we know that
Remark 2: Theorem 1 shows that quadratic synchronization of the multiagent system can always be achieved for arbitrarily bounded timevarying delay. In addition, there are no restrictions on the derivative of τ i j (t) and therefore arbitrarily fast varying delays are allowed.
Note that quadratic synchronization is a type of output synchronization, where the output of agent i ∈ V is chosen to be y i = x i 2 S . Theorem 1 does not prove state synchronization. We next present a conjecture and two propositions on state synchronization.
Conjecture 1: Suppose that the communication graph G σ (t) is uniformly jointly strongly connected and Assumption 2 holds, then global asymptotic synchronization is achieved for the multiagent system (2) for any ζ > 0 and any τ i j (t) satisfying Assumption 1. In addition, the states of all the agents converge to constants.
Proposition 1: Suppose that the communication graph G σ (t) is uniformly jointly strongly connected and A(t) = 0. Global asymptotic synchronization is achieved for the multiagent system (2) for any ζ > 0 and any τ i j (t) satisfying Assumption 1.
Proof: It is not hard to show that we can apply the proof of Theorem 1 to each dimension of x i when A(t) = 0. Therefore, it follows that lim t→∞ x i,l (t) 2 = c ,l , i ∈ V, l ∈ {1, 2, . . . , m}, where x i,l is the lth entry of x i . Suppose that c = 0. Based on the continuity of x i,l (t), we know that lim t→∞ x i,l (t) = √ c ,l or lim t→∞ x i,l (t) = − √ c ,l , for i ∈ V.
Suppose that there exists a k ∈ V, such that lim t→∞ x k,l (t) = − √ c ,l and lim t→∞ x j,l (t) = √ c ,l , for j ∈ V/{k}. It follows that for any ε 1 > 0 and ε 2 > 0, there exist
, for all t ≥ T 1 . According to the fact that G σ (t) is uniformly jointly strongly connected, it follows that there exists v ∈ V/{k} and
Therefore it is not hard to show thatẋ k,l (t) = 0 and has the same sign for t ∈ [t 1 ,
by selecting ε 1 > 0 and ε 2 > 0 small enough. This indicates a contradiction and shows that lim t→∞ x i,l (t) = d ,l , for all i ∈ V and all l ∈ {1, 2, . . . , m}, where d ,l is some constant. The desired result is proven. Proposition 2: Suppose that the communication graph G σ (t) ≡ G is fixed and strongly connected and A(t) ≡ A is time-invariant and neutrally stable. Global asymptotic synchronization is achieved for the multiagent system (2) for any ζ > 0 and any τ i j (t) satisfying Assumption 1.
Proof: According to Theorem 1, we know that for any ε > 0, there exists a T ε > 0 such that c − ε ≤ V i (x i (t)) ≤ c + ε, ∀i ∈ V, ∀t ≥ T ε . Without loss of generality, we assume c > 0. We use contraction argument to prove this proposition. Suppose that there exist two agents i 0 , j 0 ∈ V, such that lim sup t→∞ x i 0 (t) − x j 0 (t) 2 S > 0. Therefore, there exists an infinite time sequence t 1 < . . . < t . . . with lim →∞ t = ∞, and a constant δ > 0, such that x i 0 (t ) − x j 0 (t ) 2 S = 2 n−1 δ for all ≥ 1. Then, following the same analysis given in the proof of [36, Theorem 3] , it follows that for any t , there are two
In the second step, since A, x i (t), ∀i ∈ V are bounded, it follows from (2) that
where L * is some constant and t * > T ε + τ * . We, therefore, know that
In the third step, it follows from (2) that for t
where we have used the fact that 2 p
This indicates a contradiction and the desired result is proven.
V. INFINITELY JOINTLY CONNECTED GRAPH
In this section, we focus on undirected communication topologies and relax the uniform time interval bound assumption for jointly connected communication topologies. We have the following result.
Theorem 2: Suppose that the undirected communication graph G σ (t) is infinitely jointly connected and Assumption 2 holds, then global asymptotic quadratic synchronization is achieved for the multiagent system (2) for any ζ > 0 and any τ i j (t) satisfying Assumption 1.
Proof: We shall show this theorem by contradiction. Suppose that there exists an agent k 0 ∈ V, such that 0 ≤ χ k 0 < ψ k 0 ≤ c . Let L 0 ,t k 0 , and T 0 be defined the same as those in the proof of Theorem 1.
Since G σ (t) is infinitely jointly connected, we can thus definet 1 =
Based on the definition oft 1 , we know that k 0 has no neighbor during t ∈ [t k 0 ,t 1 ). Therefore, we have ∀t ∈ [t k 0 ,t 1 )
Thus, for all t ∈ [t k 0 ,t 1 ), we have
It then follows from a similar analysis as we obtained (4) that
for all t ∈ [t 1 ,t 1 + τ D + τ * ], whereβ = e −a * (n−1)ζ (τ D +τ * ) . By going through the same procedure as we obtained (5), we have
, andφ 1 =β(1 − α). Note that for all t >t k 0 and all i ∈ V, we know that
Therefore, it follows that for all t
Then, we know that for allt 1 
It is not hard to show from (12) and (13) that
is infinitely jointly connected, we can thus definê
Going through a similar analysis as we obtained (13), one has
is infinitely jointly connected, we continue the above procedure until V = {k 0 } ∪ V 1 ∪ · · · ∪ V for some ≤ n − 1. Eventually, we have
It is easy to see thatφ ≤φ n−1 = (β (1 − α) ) n−1 e −(n−1) 2 ζ a * τ * . This together with (15) implies that Note that the right-hand side of (16) is strictly less than c for ε <
VI. SIMULATIONS
In this section, we use simulations to verify the theoretical results. We first consider the directed communication topology with bounded time-varying delays. We assume that x i ∈ R 3 , ζ = 1, It is not hard to check that Assumption 2 is satisfied and G σ (t) is uniformly jointly strongly connected. Fig. 1 shows the trajectories of x i , i = 1, 2, . . . , 5, for system (2) . We see that all x i , i = 1, 2, . . . , 5 converges to a constant vector, which shows that quadratic synchronization is achieved with S = I 3 . This agrees with the result of Theorem 1. We next consider the undirected communication topology with bounded time-varying delays. We assume that the topology switches between G 3 and G 4 . The topology remains G 3 except at time intervals It is not hard to check that G σ (t) is infinitely jointly connected. Fig. 2 shows the trajectories of x i , i = 1, 2, . . . , 5, for system (2). We can see that all x i , i = 1, 2, . . . , 5, converges to a constant vector, which shows that quadratic synchronization is achieved with S = I 3 . This agrees with the result of Theorem 2. It is also interesting to observe that the trajectories of x i , i = 1, 2, . . . , 5, will converge to time-varying trajectories due to the existence of internal dynamics A(t) when the system is delay-free, i.e., τ i j (t) = 0. However, the existence of communication delays dissipate all the states converging to constant trajectories according to our simulation results.
VII. CONCLUSION
We have studied synchronization of dynamical systems over networks with joint connectivity and nonuniform time-varying delays. Both directed communication and undirected communication topologies were considered. The internal dynamics were assumed to be nonexpansive and a new concept of quadratic synchronization was introduced. It was shown that global asymptotic quadratic synchronization is achieved over networks with arbitrarily bounded delays and general switching communication topologies: directed graphs satisfying uniformly jointly strongly connected condition and undirected graphs satisfying infinitely jointly connected condition. Simulations were provided to verify the obtained theoretical results. Future works include studying the case when the switching graph contains a directed spanning tree jointly, the case of state synchronization, and explicitly characterizing the final consensus value.
