Levinson attended Revere High School, where, having been diagnosed with rheumatic fever, he was unable to participate in any athletic activity. This illness probably contributed, moreover, to his lifelong hypochondria. To help the family finances, he worked evenings in a neighborhood grocery store.
In 1929 Levinson entered the Massachusetts Institute of Technology and majored in electrical engineering. He received his B.S. and M.S. degrees in electrical engineering in 1934. While still an undergraduate he took almost all the graduate mathematics courses offered at MIT and wrote a thesis under Norbert Wiener. According to H. D. Phillips, the head of the mathematics department, this document had "results sufficient for a doctoral thesis of unusual excellence."
One of the mathematics courses that Levinson took in the 1933-34 academic year was Wiener's course on Fourier series and integrals, which proved to be a turning point in Levinson's career. As he described it:
Norman Levinson was a preeminent American mathematician who made fundamental contributions to complex function theory, differential equations, and analytic number theory. He was born in Lynn, Massachusetts, to a family of poor Russian-Jewish immigrants. His father was a shoe factory worker who earned three dollars a week and whose education consisted of having attended a yeshiva for a few years. His mother was illiterate. When his father changed jobs, the family moved to the nearby town of Revere; there they bought a small house that had no bathroom and was heated by an oil stove in kitchen. But despite poverty and a low educational level, Norman's parents managed to send him and his sister Pauline to college. "We were very poor," he recalled, "but we didn't think of ourselves as poor." [1] After completing his B.S. and M.S. degrees in electrical engineering, Levinson (1937) (1938) (1939) , an assistant professor (1939) (1940) (1941) (1942) (1943) (1944) , an associate professor (1944) (1945) (1946) (1947) (1948) (1949) , professor , and Institute Professor (1971) (1972) (1973) (1974) (1975) .
I became acquainted with Wiener in
Living at the height of the Great Depression, Levinson was highly disturbed by America's rampant unemployment, anti-Semitism, and discrimination against blacks. The American Communist Party shared these sentiments, and Levinson joined in 1937.
He gradually became disenchanted with communism, however-particularly with the excesses of the Soviet regime-and by 1945 had drifted out of the party. But he retained a lifelong concern for social justice. [3] Because of the attendant publicity, the years immediately following their testimony were very difficult for the three professors. However, MIT stood behind them and took no punitive action.
After the publication of his book Gap and Density Theorems, Levinson continued to work on and off in complex analysis; and in 1970, in collaboration with his former student R. M. Redheffer, he published a textbook titled Complex Variables. However, he also decided to switch his main field to the study of linear and nonlinear ordinary and partial differ-ential equations. This field was essentially new to him and so it required considerable effort to get up to speed.
Levinson's work on differential equations was many-faceted, and he made numerous fundamental contributions to the field. In 1953 he received the Bôcher Memorial Prize from the American Mathematical Society. The citation reads: "Eighth award to Norman Levinson for his contributions to the theory of linear, nonlinear, ordinary, and partial differential equations contained in his papers of recent years."
In describing Levinson's work on ordinary differential equations, we begin with his research on stability and asymptotic behavior of solutions of linear systems. Here there were two main problems. The first concerned the relationship between the solutions of the system
where A is a constant n x n matrix, x and x´ = dx/dt are n-vectors; and the variable coefficient system
The question is: When does the solution of the initial value problem for (2) approach a solution of (1) [6] established the connection with the so-called Evans function, which plays a central role in the study of stability of certain traveling-wave solutions of general parabolic systems.
The second problem concerned, the nonlinear system
where A is a n x n constant matrix and z, z´, and ƒ are n-vectors. It is assumed that all the eigenvalues of A have negative real parts and that, for example, ƒ(z, m, t) = o(|z| +|m|) uniformly for t nonnegative. Then if |z(0)|and |z´(0)|are sufficiently small, |z(t)| and |z´(t)| are uniformly bounded for nonnegative t and tend to zero as t tends to infinity. [7] In particular, this result generalizes a theorem of R. Bellman [8] as well as results of other researchers.
In 1927, B. Van der Pol [9] studied the nonlinear differential equation
where m is a parameter. This equation arose from problems in electrical engineering, and the question of interest is the existence and uniqueness of periodic solutions. The term m(1 -x 2 ) represents damping and it is clear that, with m > 0, the damping is negative for |x| < 1 and positive for |x| > 1. Using graphical methods, Van der Pol showed that, for various values of m, solutions exist and rapidly approach a steady-state oscillation as t tends to infinity. A. Liénard [10] generalized this result to the case in which the damping term is replaced by ƒ(x)x with suitable restrictions on ƒ(x).
Levinson and his former student Oliver K. Smith [11] considered the more general equation
Assuming that xg(x) is nonnegative, and that f(x, v) is positive for large |x| and negative for small |x| and |v|, they established the existence of periodic solutions. The question of uniqueness requires further restrictions. For example, they proved uniqueness for the particular case
where f(x) is not necessarily even and g(x) is not necessarily odd. Extensions of this work to equations with periodic forcing are due to Levinson and various other authors.
In 1945, M. L. Cartwright and J. E. Littlewood [12] published a paper on a version of the forced Van der Pol equation that arose from the study of oscillations in a nonlinear network. They indicated the occurrence of several unexpected phenomena, including the existence of discontinuous recurrent motions. However, their proofs were quite sketchy. This paper triggered Levinson's interest in the subject. The equation he considered was essentially the same as the Cartwright-Littlewood equation except for the replacement of the nonlinear term by a piecewise linear term [13] . Specifically, the equation was
where a is a small constant, p(x) = 1 for |x| > 1 and p(x) = -1 for |x| < 1, and the constant b must be chosen from a certain set of subintervals of the unit interval. Levinson made fundamental contributions to inverse scattering theory by establishing the connection between scattering data and spectral data. In particular, he related the Gel'fand-Levitan method for recovering the potential from the spectrum to the inverse scattering problem for the Schrödinger equation [18] . In the Selected Papers of Norman Levinson, D. H. Sattinger remarked on Levinson's work on inverse problems: "The Gel'fand-Levitan method for the inverse Sturm-Liouville problem was applied to the inverse scattering problem…by Levinson in [19] . The treatment in [19] gives a marvelously concise but complete account of the Gel'fand-Levitan method."
In [20] He proved that if the spectrum for each of the boundary conditions is given and sin(c -b) ≠ 0, then P(x) is uniquely determined. Moreover, he adapted the methods used in [18] to show that if P(π -x) = P(x) almost everywhere and a + b = π, then the spectrum for one set of boundary conditions suffices to determine the potential.
A natural extension of Levinson's work on inverse problems is the study of the spectra of singular self-adjoint second order differential operators of the form
where p, p´, and q are real and continuous functions and p > 0. The problem is said to be singular if the interval on which it is considered is either semi-infinite or infinite-or, in the case of a finite interval, if the coefficients are badly behaved at one or both of the end points. Actually, under suitable restrictions the latter case can be transformed into the former case.
In the case of a semi-infinite interval, consider the problem
where λ is an arbitrary complex number. According to H. Weyl [21] , if every solution of the problem is square integrable on the interval, then L is said to be of limit circle type at infinity; otherwise it is said to be of limit point type. This classification depends only on the differential operator L and not on the complex constant λ. In the limit point case, there is exactly one square integrable solution to the differential equation for any λ.
In [22] Levinson derived very useful criteria for the limit point case. In other papers he considered expansion theorems and the spectra of singular operators, and he extended his results on expansion theorems to self-adjoint differential operators of arbitrary order. Another extremely important aspect of Levinson's research was his work on singularly perturbed systems of differential equations. In a very influential paper [23] , he considered the system x´= fu´ + k, εu´´ + gu´ + h = 0 for ε > 0, where f, k are given n-vectors and g, h are scalar functions of x, u, t, and ε. For ε = 0 the system degenerates to
and the problem is to find the relationship between solutions of the full system and those of the degenerate system. Problems of this sort arise in many applications. The important feature of these systems is that g is allowed to vanish at a finite number of points so that solutions of the degenerate system may have discontinuities at these points. This occurs, for example, in the rescaled unforced Van der Pol equation εu´´ + (u 2 -1)u´+ u = 0, which may exhibit discontinuous relaxation oscillations.
A pair (y, v) is said to be a discontinuous solution of the degenerate system if it satisfies the system in the ordinary sense on the open intervals between zeros of g. It is assumed that g > 0 on the intervals between the zeros of g and at the end points of [a, b] . Finally, the jumps at the points of discontinuity are determined by certain technical conditions. Given a discontinuous solution of the degenerate system on the interval [a, b] with initial conditions y(a), v(a), then for ε and δ sufficiently small the solution (x(t, ε), u(t, ε )) of the full system with initial values (x(a), u(a), u´(a)) exists on [a, b] provided that (x(a), u(a)) are sufficiently close to (y(a), v(a)) and |u´(a) -v´(a) |ε ≤ δ. Moreover, outside of arbitrarily small neighborhoods of the singular points, the solution (x(t, ε), u(t, ε )) converges to (y(t), v(t)) uniformly as ε and δ tend to zero, and the initial conditions converge. If one also excludes an arbitrarily small right neighborhood of the initial point t = a, a similar result holds for the first and second derivatives of u and v. In particular, the solution to the full system exhibits internal layers in the neighborhood of the zeros of g, but no boundary layers. Extensive further development of these ideas took place in the Soviet Union. [24] An important special case of the theory developed in [23] concerns the existence of periodic solutions of the full system for small ε, in case f, k, g, h depend explicitly on t, are periodic of period T, and the degenerate problem possesses a possibly discontinuous periodic solution (also of period T). If the periodic solution of the degenerate problem is asymptotically stable, then for ε sufficiently small the full system has a unique periodic solution of period T that also is asymptotically stable.
In collaboration with his former student J. J. Levin, Levinson studied the relationship between solutions of the full system
and the degenerate system
where f is an n-vector and g is an m-vector [25] . They assumed that the degenerate system has a C 1 [a, b] solution x = ϕ(t), y = ψ(t) and that f, g are also of class C 1 [a, b] in a neighborhood of ϕ(t), ψ(t) for t in [a, b] and ε ≥ 0 sufficiently small. The essential hypothesis is that the eigenvalues of the Jacobian matrix of g are all strictly negative. Under these conditions the full system has a unique solution with initial values x(a) = ζ, y(a) = η that exists on [a, b] , provided that ε is sufficiently small and ζ, η are sufficiently close to ϕ(a), ψ(a) respectively. Moreover, this solution converges to the solution of the degenerate system as ε tends to zero and its initial values converge to those of the solution of the degenerate system. If x(a, ε) = ϕ(a) but y(a, ε) is a constant that is different from but close to ψ(a), then the convergence is uniform on [c, b] for any c > a. With a slight strengthening of the Jacobian condition, the y of the solution is approximately given by the solution of the boundary layer equation
and the width of the boundary layer can be estimated. In joint work with his former student L. Flatto [26] , Levinson dealt with the case in which f and g are periodic in t with a period independent of ε. Subsequent developments of the theory outlined here are discussed in R. E. O'Malley's 1991 book [27] .
Christopher K. R. T. Jones, in a letter to the editors of the In a somewhat different direction, Coddington and Levinson [29] studied the existence, uniqueness, and limit behavior of the two-point boundary value problem
where ε > 0 is small and a, b are arbitrary real numbers. A corresponding degenerate problem is
Here the primes denote differentiation with respect to x. They assumed that the degenerate problem has a unique solution u(x) on [0, 1] with u(0) > a, if f and g are smooth in a suitable neighborhood of u(x) and if f(x, y) is positive and bounded away from zero. They showed that for sufficiently small ε > 0, the solution y(x, ε) of the full problem is unique and converges uniformly to u(x) as ε tends to zero on any subinterval [c, 1] with c > 0. It is known that this result is no longer true if f(x, y)y´ + g(x, y) is replaced by F(x, y, y´, ε) without further assumptions. Levinson, together with his former student S. Haber [30] , derived appropriate conditions on F. These papers inspired a great deal of subsequent work, which was summarized in O'Malley's book [27] .
In addition to his work on singular perturbation problems for ordinary differen- and two sub-arcs G 1 and G 2 of G. For simplicity assume that A 2 + B 2 > 0 so that the vector field contains no singular points and S contains no limit cycles. It is further assumed that the characteristics intersect the arcs G 1 and G 2 transversely. The Dirichlet problem for the full equation has a solution u(x, y, ε), which is uniformly bounded in R + G for all sufficiently small ε. In Q this solution has the representation
Here U is the solution of the degenerate equation with boundary values h on G 1 : It is the main term in the representation of u, except in a thin layer near G 2 (the boundary layer) where the term z(x, y, ε) dominates. The construction of the boundary layer term z essentially follows a formal procedure that is standard in the theory of singularly perturbed ordinary differential equations. In the boundary layer g = 0 on G 2 , g > 0 in Q off G 2 , and g, k are smooth functions that are obtained by solving certain differential equations. There exists a δ > 0 such that outside the boundary layer. Finally, it is shown that the error term w = O(√ε) and that the width of the boundary layer along G 2 
is O(ε).
Levinson's work was the source of a great deal of further research. For example, S. Kamenomostskaya (Kamin) and Levinson's former student V. Mizel extended his results to the case in which the transversality condition is violated; another former student, D. G. Aronson, extended his results to linear parabolic equations; and his work on singular perturbation problems for partial differential equations was the basis of many subsequent treatments, as shown in [32] , [33] , and [34] . The work of Levinson on singular perturbations of elliptic partial differential equations also led to the development of a large body
of probabilistic research on related problems, which was summarized in M. I. Freidlin's lecture notes [35] .
In addition to the work outlined above, Levinson also studied eigenvalue problems for semi-linear elliptic equations, and he addressed the Dirichlet problem for the equation Δu + f(x, y, u) = 0 [36] . His approach to these problems was based on the direct method of the calculus of variations and avoided the use of the maximum principle. Thus his approach can be extended to higher-order equations, but this does not seem to have been done; subsequent developments have generally been based on nonlinear functional analysis. He also derived some useful one-sided inequalities for the solutions of secondorder elliptic equations.
Levinson made a number of noteworthy contributions to the theory of nonlinear Volterra integral equations, and his results led to subsequent work by his former student J. A. Nohel as well as by Nohel's students and collaborators. Recent developments along these lines were surveyed in the book of G. Gripenberg, S.-O. London, and O. Staffans [37] .
In his remarks on Levinson's contributions to stochastic analysis, Mark Pinsky wrote: "As a classical analyst par excellence Levinson was in a strong position to bring new light to various questions in probability theory and stochastic processes" [38] . An early essay in this direction was Levinson's work on Wiener's theory of prediction and filtering. In the introduction to his paper, Levinson wrote: "[A] method will be presented for determining quantitatively the extent to which message and noise can be separated. Also will be given a method of designing a filter to carry out this separation. The close of this article will consider the problem of filtering and prediction simultaneously. The rootmean-square error approach used here is an approximation to and a simplification of the transcendental case developed by N. Wiener" [39] .
In two papers, [40] and [41] , Levinson attacked the problem of the limiting behavior of classical and age-dependent Galton-Watson branching processes. In particular, the question of interest was the occurrence or nonoccurrence of process extinction. This work has had far-reaching influence in the field, as documented in the book of T. E. Harris [42] .
In their monumental paper [43] , Levinson and H. P. McKean, Jr., studied the relationship between the past and the future of a one-dimensional stationary Gaussian process x of mean 0, with special attention to the degree of dependence on the past as reflected in the projection of x(t) : t ≥ 0 upon x(t) : t ≤ 0. Although the subject was probabilistic, the paper was a tour de force in classical analysis. The Riemann hypothesis has to do essentially with the problem of estimating the error in the prime number theorem approximation. Riemann reduced the problem to finding the roots of the complex zeta function, in particular conjecturing that all of these roots lie on the vertical line σ = 1/2 in the complex plane. Hardy was apparently the first to prove that infinitely many of the zeros lie on this critical line, and many mathematicians tried to improve on this result without making significant progress. But in 1974, while already suffering from the brain tumor that would ultimately kill him, Levinson published an absolutely astounding paper [45] , "More than One Third of the Zeros of the Riemann
Zeta-Function are on σ = 1/2." His methods were classical, and the proof required all of his formidable powers as an analyst. Brian Conrey pointed out in [46] that Levinson's proof also revealed the fact that the 1/3 of the zeros on the critical line are simple. "In particular," Conrey said, "this was the first proof that infinitely many of the nontrivial zeros of the zeta-function are simple." Conrey [47] refined Levinson's approach to show that at least 40 percent of the zeros are simple and on the critical line. Levinson had suggested a method for significantly improving his result, but he did not live long enough to pursue it and no one else has so far been able to carry it through.
In 1972 Levinson published "Ω-Theorems for the Riemann Zeta-Function" [48] . According to Conrey [49] "Omega theorems give lower bounds for how large the extreme values of a given function can be. Levinson proved the best omega theorems, at the time, for the zetafunction in the strip 1/2 ≤ σ ≤1." This paper of Levinson stimulated further work in the area, particularly by H. L. Montgomery [50] and K. Ramachandra [51] , who sharpened Levinson's omega results on the critical line.
Levinson was extremely prolific. In addition to the research outlined above, he wrote on many other topics, including control theory and linear programming. In all he had 124 publications, among which were three books. He had 34 Ph.D. students and, according to the Mathematical Genealogy Project, at least 462 descendants. His honors included a National Research Council Fellowship (1935-37), a Guggenheim Fellowship (1948) (1949) , the Bôcher Prize of the American Mathematical Society (1954) , service as vice-president of the American Mathematical Society (1965), election to the National Together with W. T. Martin, C. C. Lin, and I. M. Singer, Levinson played a leading role in transforming the MIT Mathematics Department from a service department to the extremely strong research entity that it is today. He had a keen eye for mathematical talent and very catholic taste. In 1968, when Martin retired as head of the department, there was a widening gap between the pure and applied mathematicians; the applied people wanted to split off and form a separate department. But the MIT administration was unwilling to allow such a split. The solution was the formation of an applied group and a pure group, each with its own standards for appointment and promotion. There would also be a Departmental Council, composed of some members from each group along with the department chairman and others, which would review the recommendations of the two groups and transmit the agreed results to the Institute Science Council for final approval. In order to make this system workable it was decided to limit the term of the Department Head to five years (Martin had served for 21 years) and have the leadership alternate between the two groups. "So who would be the first chairman under the new arrangement?" said A. P. Mattuck. "Levinson had credentials in both camps.
[He] had both status and broad appeal, so he was the natural choice.
[He] served for three years." [52] Aside from their importance to the scientific aspects of life in the MIT Mathematics Department, the Levinsons were an integral part of its social fabric. Among other things, they ministered to Norbert Wiener during his frequent bouts of depression, helped improve life for Felix Browder during his time in the Army, and provided important support for John Nash and his wife during his prolonged illness. Fagi, who was characterized as the "den mother" of the department, died in 2009. Norman died on October 10, 1975.
On December 17, 1975 
