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Higher order Painleve systems of type A,
Drinfeld-Sokolov hierarchies and Fuchsian
systems
Takao Suzuki y Kenta Fuji z
Abstract
Recently, higher order generalizations of PVI has been studied from
two viewpoints, similarity reductions of innite dimensional integrable
hierarchies and monodromy preserving deformations of Fuchsian sys-
tems. The aim of this article is to clarify the relationship between
them.
1 Introduction
The connection between the second Painleve equation and the KdV equation
was claried by Ablowitz and Segur [2]. Since their result, a relationship
between (higher order) Painleve systems and innite-dimensional integrable
hierarchies has been studied. By means of a viewpoint of the Drinfeld-Sokolov
hierarchies [3, 6], we list the known connections between Painleve systems
and integrable hierarchies in Table 1 and 2.
Table 1. Painleve equations and DS hierarchy


















Conj. class (2) (1; 1) (3) (2; 1) (4) (1; 1; 1) (2; 2) (2; 2)
Ref. [2] [14] [1] [13] [1] [15] [5] [4]
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Table 2. 2n-th order Painleve systems and DS hierarchy
















Conj. class (2n  1; 1) (2n; 1) (n; n; 1) (n+ 1; n+ 1)
(2n+ 1) (2n+ 2) (n+ 1; n+ 1)
Ref. [5; 18; 20] [5; 18; 20] [5; 20] [4]
Remark 1.1 ([6, 17]). The Drinfeld-Sokolov hierarchies are characterized by
the Heisenberg subalgebras of the ane Lie algebras. And the isomorphism
classes of the Heisenberg subalgebras are in one-to-one correspondence with
the conjugacy classes of the nite Weyl group.
Remark 1.2 ([24]). The higher order Painleve system of type D
(1)
2n+2 was
rst proposed by Sasano as an extension of PVI for the ane Weyl group
symmetry with the aid of algebraic geometry for initial value space.
Remark 1.3 ([25, 26]). Several Painleve systems are also derived from the
UC hierarchy, which is an extension of the KP hierarchy to the universal
character.
On the other hand, a classication of higher order Painleve systems has
been studied from a viewpoint of the monodromy preserving deformations of
Fuchsian systems. It is shown in [19] that any irreducible Fuchsian system can
be reduced to nite types of systems by using Katz's two operations, addition
and middle convolution [11]. It is also shown in [8] that the isomonodromy
deformation equation is invariant under Katz's two operations. Based on
them, Sakai constructed a classication theory of four-dimensional Painleve
equations [23]. We list the known connections between Painleve systems and
Fuchsian systems in Table 3.
Table 3. 2n-th order Painleve systems and Fuchsian systems
Painleve sys. Spectral type Ref.
Coupled PVI of type A
(1)
2n+1 (n; 1); (n; 1); (1
n+1); (1n+1) [23; 26]
Coupled PVI of type D
(1)
2n+2 (2n  1; 1); (n2); (n2); (12n) [9; 23]
Matrix type (n2); (n2); (n2); (n; n  1; 1) [12; 23]
As is seen above, Painleve systems have two origins, integrable hierar-
chies and Fuchsian systems. But the relationship between them has not
2
Higher order Painleve systems of type A, Drinfeld-Sokolov hierarchies and Fuchsian systems 183
been claried. In this article, we consider the coupled Painleve VI system of
type A
(1)
2n+1; we denote it by P(n+1;n+1). It is derived from two origins, the
Drinfeld-Sokolov hierarchy associated with the conjugacy class (n+1; n+1)
and the Fuchsian system with the spectral type f(n; 1); (n; 1); (1n+1); (1n+1)g.
We investigate a relationship between them with the aid of a Laplace trans-
formation for a system of linear dierential equations.
The system P(n+1;n+1) was proposed in [20] and [26] independently. It is
expressed as a Hamiltonian system of order 2n with the coupled Painleve VI
Hamiltonian. It also admits an ane Weyl group symmetry of type A
(1)
2n+1
and a particular solution in terms of the generalized hypergeometric function
n+1Fn [21, 27]. In a recent work [22], we introduce a system of q-dierence
equations q-P(n+1;n+1), which has similar properties as P(n+1;n+1) and reduces
to P(n+1;n+1) via a continuous limit q ! 1. In this article, we investigate
such q-dierence system. Namely, we show that the Lax form for q-P(n;n) is
transformed into a system of linear q-dierence equations which reduces to a
Fuchsian system via a continuous limit q ! 1; we call it a q-Fuchsian system.
This article is organized as follows. In Section 2, we review the system q-
P(n;n) and its several properties. In section 3, a q-Fuchsian system is derived
from the Lax form for q-P(n;n). In section 4, we investigate Lax forms for
four-dimensional Painleve dierential equations derived from the Drinfeld-
Sokolov hierarchy of type A.
Remark 1.4 ([15]). The Garnier system in m-variables is an extension
of PVI to independent variables of number m. It is also derived from two
origins, the Drinfeld-Sokolov hierarchy associated with the conjugacy class
(1m+2) and the Fuchsian system with the spectral type f(12) (m+3)g. The
relation between them has been already claried by Kakei and Kikuchi.
Remark 1.5 ([26]). An extension of the Garnier system was proposed by
Tsuda. He considered a similarity reduction of a UC hierarchy, whose Lax
form is equivalent to a Fuchsian system with the spectral type f(n; 1) (m+
1); (1n+1) 2g, and derived a Hamiltonian system of order 2mn. In the case
m = 1, the Hamiltonian system is equivalent to P(n+1;n+1).
3
184 Takao Suzuki and Kenta Fuji
2 Higher order q-Painleve system
The main object of this article is the higher order q-Painleve system q-P(n;n)
proposed in [22]. It is described as











for i = 1; : : : ; n, where
b0 = q








The system q-P(2;2) coincides with q-PVI proposed by Jimbo and Sakai in [10].
Hence we can regard q-P(n;n) as a generalization of q-PVI.
The system q-P(n;n) admits the ane Weyl group symmetry of type A
(1)
2n 1.
Let rj (j = 0; : : : ; 2n  1) be birational transformations dened by
r2j 2(aj) = bj 1; r2j 2(bj 1) = aj;
r2j 2(xj 1(t)) = xj 1(t); r2j 2(yj 1(y)) = yj 1(t) +
bj 1   aj
xj(t)  xj 1(t) ;
r2j 2(ai) = ai; r2j 2(bi 1) = bi 1;
r2j 2(xi 1(t)) = xi 1(t); r2j 2(yi 1(y)) = yi 1(t) (i 6= j);
and
r2j 1(aj) = bj r2j 1(bj) = aj;
r2j 1(xj(t)) = xj(t) +
aj   bj
yj(t)  yj 1(t) ; r2j 1(yj(t)) = yj(t);
r2j 1(ai) = ai; r2j 1(bi) = bi;
r2j 1(xi(t)) = xi(t); r2j 1(yi(y)) = yi(t) (i 6= j):
Then we have
Theorem 2.1 ([22]). The system q-P(n;n) is invariant under actions of the
transformations r0; : : : ; r2n 1. And the group of symmetries hr0; : : : ; r2n 1i is
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The system q-P(n;n) also admits a particular solution in terms of the q-
hypergeometric function nn 1.
Theorem 2.2 ([22]). Under the system q-P(n;n), we consider a specialization





























The aim of this article is to investigate Lax forms for q-P(n;n). LetM0(z; t)
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where
2i 1 = ai; 2i = bi (i = 1; : : : ; n);




; u2i = 1 + xi(qt)yi(t) (i = 1; : : : ; n)
v0 =  txn(qt); v2i =  xi(qt) (i = 1; : : : ; n  1);
v2i 1 = yi(t) (i = 1; : : : ; n):
Then we have
Theorem 2.3 ([22]). The system q-P(n;n) is given as the compatibility con-
diton of a system of linear q-dierence equations
	0(qz; t) = M0(z; t)	0(z; t); 	0(z; qt) = B0(z; t)	0(z; t): (2.2)
In the next section, we show that the system (2.2) reduces to a q-Fuchsian
system with nn matrices; see Theorem 3.6. The following lemma is needed
to prove the main theorem.
Lemma 2.4. We have
detM0(z; t) = (q
(n 1)=2   tz)(q (n 1)=21 : : : 2n   z);
detB0(z; t) = q
(n 1)=2   tz:




ui   z(v2n 1v0 + tu2n)
n 1Y
i=1
(v2i 1v2i + u2i) = q(n 1)=2   tz:
On the other hand, we set Bc0(z; t) = M0(z; t)B
 1
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where





(i = 1; : : : ; n)
vc2i 2 = xi(qt); v
c
2i 1 =  yi 1(t) (i = 1; : : : ; n):
Similary as above, we obtain
detBc0(z; t) = q
 (n 1)=21 : : : 2n   z:
Hence this lemma is proved.
3 q-Fuchsian system
In this section, we show that the Lax form (2.2) is transformed into a q-
Fuchsian system with the aid of q-Laplace transformations (cf. [7, 16]). In
order to achive it, we propose Lax forms
(Lj) : 	j(qz; t) = Mj(z; t)	j(z; t); 	j(z; qt) = Bj(z; t)	j(z; t);
with (2n  j) (2n  j) matrices for j = 0; 1; : : : ; n  1 and
(Ln) : 	n(q
 1z; t) = Mn(z; t)	n(z; t); 	n(z; qt) = Bn(z; t)	n(z; t);
with n n matrix. Then the system Ln is equivalent to our purpose.
The systems L1; : : : ; Ln 1 are obtained as follows. For each j = 1; : : : ; n 












; 0 = u0 = 1;




We next consider a q-Laplace transformation
z	j 1(z; t)!
j 1(; t)  j 1(q 1; t)
"
;
	j 1(qz; t)! q 1j 1(q 1; t):
where " = 1  q. Via a Mobius transformation  ! z 1, the system Lj 1 is
transformed into
j 1(qz; t) = Nj 1(z; t)j 1(z; t); j 1(z; qt) = Cj 1(z; t)j 1(z; t);
(3.1)
7
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with
Nj 1(z; t) = (I + " 1qzMj 1;1(t))
 1(qMj 1;0(t) + "
 1qzMj 1;1(t))
= qMj 1;0(t) + "
 1qzMj 1;1(t)(I   qMj 1;0(t));
Cj 1(z; t) = Bj 1;0(t) + "
 1zBj 1;1(t)(I  Nj 1(z; t))















2 = O; Bj 1;1(t)M

j 1;1(t) = O:
For each of the matrices Nj 1(z; t) and Cj 1(z; t), the rst column is equiv-
alent to the fundamental vector t[1; 0; : : : ; 0]. Hence the system (3.1) can be
restricted to Lj.





j+1 'j+1  1 O
j+2 'j+2  1

















1;1 : : : m
(j)
1;j+1 0 0 : : : 0
m
(j)




2;j+2 0 : : : 0
3777775 ;






1;i 1   'j+i 1m(j 1)1;i + (j   j+i)m(j 1)1;i+1 (i = 1; : : : ; j + 1);
m
(0)
1;1 =  t; m(j 1)1;0 = m(j 1)1;j+1 = m(j 1)1;j+2 = 0;
8






2;i 1   'j+i 1m(j 1)2;i + (j   j+i)m(j 1)2;i+1 (i = 1; : : : ; j + 2);
m
(0)
2;1 = '0; m
(0)
2;2 =  1; m(j 1)2;0 = m(j 1)2;j+2 = m(j 1)2;j+3 = 0;
for j = 1; : : : ; n 1. Note that m(j)1;j+1 =  t and m(j)2;j+2 =  1. The coecient

































1;1 : : : m
(j)
1;j+1 0 : : : 0
i
;
for j = 1; : : : ; n  1.
Lemma 3.1. We have
detMj(z; t) =
(q(n 1)=2   " jtz)(q (n 1)=21 : : : 2n   " jz)




for j = 1; : : : ; n  1.
Proof. We can prove by using Lemma 2.4 and




Lemma 3.2. We have
detBj(z; t) =
q(n 1)=2   " jtz




for j = 1; : : : ; n  1.
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j 1 =  1 : : : j
u1 : : : uj
t (j = 2; : : : ; n  1);








. . . . . . . . .
u2j+1 v2j+1  1
u2j+2 v2j+2 0











0 : : : : : : 0 u2n

= uj+1 : : : u2n +
z







u1 : : : uj 1uj
:
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We also consider a q-Laplace transformation
z	n 1(z; t)!
n 1(; t)  n 1(q 1; t)
"
;
	n 1(qz; t)! q 1n 1(q 1; t):
Then the system Ln 1 is transformed into
n 1(q 1; t) = Nn 1(; t)n 1(; t); n 1(; qt) = Cn 1(; t)n 1(; t);
(3.2)
with
Nn 1(; t) = (I + " 1q 1Mn 1;1(t))
 1(qMn 1;0(t) + "
 1q 1Mn 1;1(t))
= I + (I + " 1q 1Mn 1;1(t))
 1(qMn 1;0(t)  I);










Bn 1(z; t) = Bn 1;0(t) + zB

n 1;1(t):
For each of the matrices Nn 1(z; t) and Cn 1(z; t), the rst column is equiv-
alent to the fundamental vector t[1; 0; : : : ; 0]. Hence the system (3.2) can be
restricted to Ln via a transformation of independent variable
 ! z



































37775hm(n 1)2;1   m(n 1)1;1 m(n 1)2;n1 t : : : m(n 1)2;n   m(n 1)1;n m(n 1)2;n1 t m(n 1)2;n+1i ;
11







0 'n  1 O
n+1   n 'n+1  1
. . . . . . . . .
2n 2   n '2n 2  1
2n 1   n '2n 1
O 2n   n
377777775
:
We also recall that m
(n 1)
1;n =  t and m(n 1)2;n+1 =  1.
The coecient matrix Mn(z; t) is of the form
Mn(z; t) = Mn;1(t) +
Mn;1(t)
z   1 +
Mn;t(t)






n+1 'n+1  1 O
n+2 'n+2  1



































37775hm(n;1)1 : : : m(n;1)n i :





i 1   'n+i 1m(n 1;)i + (n   n+i)m(n 1;)i+1 (i = 1; : : : ; n);
12
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for  = t; 1, where
m
(n 1;t)

















1  t (i = 1; : : : ; n);
m
(n 1;t)





The coecient matrix Bn(z; t) is of the form
Bn(z; t) = Bn;1(t) +
Bn;t(t)







































Lemma 3.3. We have
detMn(z; t) =
(z   q (n 1)=21 : : : nt)(n+1 : : : 2nz   q(n 1)=2)
nn(z   1)(z   t)
:
Proof. We can prove by using Lemma 3.1 and
detMn(z; t) = detNn 1(z; t)
=
z2
(z   t)(z   1)(
n 1
n
)n+1 detMn 1("n 11 : : : nz 1; t):
Lemma 3.4. The eigenvalues of nMn(0; t) are given by 1; : : : ; n.
13
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Proof. We can prove by using




i!i = nMn(0; t)  I:
Lemma 3.5. We have
detBn(z; t) =































n 1 =  1 : : : n
u1 : : : un
t;
14
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un+1 : : : u2nz +n
z   t
=
un+1 : : : u2n(z   q (n 1)=21 : : : nt)
z   t :
We consider a gauge transformation
Y (z; t) =
(q 1tz 1; q 1)1(qz; q)21
(q 1z 1; q 1)1
264n+1(z; t) O. . .
O 2n(z; t)
375P (t)	n(z; t):










(j = n+ 1; : : : ; 2n);
and P (t) is a n n matrix such that
P (t)Mn;1(t)P (t) 1 =
1
n
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Note that P (t) is an upper triangular matrix whose diagonal elements are all
1. Then the system Ln is transformed into
Y (q 1z; t) =M(z; t)Y (z; t); Y (z; qt) = B(z; t)
z
Y (z; t): (3.3)
Theorem 3.6. The coecient matrices satisfy
M(z; t) =M0(t) + zM1(t) + z2M2;
M2 =
264n+1 O. . .
O 2n
375 ; M0(t) has eigenvalues t1; : : : ; tn;
detM(z; t) = (z   t)n 1(z   1)n 1(z   1 : : : n
q(n 1)=2
t)(n+1 : : : 2nz   q(n 1)=2);
and
B(z; t) = B0(t) + zI; detB(z; t) = (z   t)n 1(z   1 : : : n
q(n 1)=2
t):
We can show it by a direct computation with Lemma 3.3, 3.4, 3.5 and
the following lemma.
Lemma 3.7. The matrix P (qt)Bn;1(t)P (t) 1 turns to be a diagonal matrix.
Proof. The system (Ln) implies
Mn;1(qt)Bn;1(t) = Bn;1(t)Mn;1(t);
from which we obtain
M2P (qt)Bn;1(t)P (t) 1 = P (qt)Bn;1(t)P (t) 1M2:
The matrix M2 is a diagonal one whose components are mutually distinct.
Therefore P (qt)Bn;1(t)P (t) 1 is also diagonal.
Remark 3.8. Via a continuous limit q ! 1, the system (3.3) reduces to a
Fuchsian system with a spectral type f(n  1; 1); (n  1; 1); (1n); (1n)g.
4 Fourth order Painleve systems and laplace
transformations
Three types of fourth order Painleve type ordinary dierential equations,
whom we denote by P(5);P(6);P(3;3), have been studied from a viewpoint
16
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(i = 1; 2);
with the coupled Hamiltonians
H(5) = HIV(q1; p1;2; 1) +HIV(q2; p2;4; 1 + 3) + 2q1p1p2;
tH(6) = HV(q1; p1;2; 1; 1 + 3)
+HV(q2; p2;4; 1 + 3; 1 + 3) + 2q1p1(q2   1)p2;
t(t  1)H(3;3) = HVI(q1; p1;2; 1  1   2   3   5; 3 + 5   ; 1)
+HVI(q2; p2; 1  1   3   4   5; 4; 1 + 3   ; 5)
+ (q1   t)(q2   1) f(q1p1 + 1)p2 + p1(p2q2 + 5)g ;
where
HIV(q; p; a; b) = qp(p  q   t)  aq   bp;
HV(q; p; a; b; c) = q(q   1)p(p+ t) + atq + bp  cqp;
HVI(q; p; a; b; c; d) = q(q   1)(q   t)p2   f(a  1)q(q   1)
+ bq(q   t) + c(q   1)(q   t)gp+ dq:
Note that the symbol  corresponds to a partition of a natural number; see
[5].
The system P(3;3) is obtained as the compatibility conditions of Lax pairs
of two types, Borel type [5] and Fuchsian type [23, 26]. In this section, we
clarify the relations between them with the aid of Laplace transformations.
We also consider the same for the other two systems.
4.1 Coupled Painleve VI system




	6(z; t) = M6(z; t)	6(z; t);
@
@t
	6(z; t) = B6(z; t)	6(z; t); (4.1)
with 6 6 matrices
M6(z; t) =
26666664
 1  p2 1 0 0 0
0 2 q2   1 1 0 0
0 0 3 q1p1 + q2p2 +  1 0
0 0 0 4   q1 tt 1
tz 0 0 0 5  tp1
(q1   q2)z z 0 0 0 6
37777775 ;
17
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where
i =  1 +
i 1X
j=1






0 v1 1 0 0 0
0 u2 v2 0 0 0
0 0 u3 v3 1 0
0 0 0 u4 v4 0
tz 0 0 0 u5 v5
v0z 0 0 0 0 u6
37777775 :
The components u2; : : : ; u6 and v0; : : : ; v5 are polynomial in q1; q2; p1; p2; we
do not give its explicit formulas here.
Via a Laplace transformation
@
@z
	6(z; t)! 6(; t); z	6(z; t)!   @
@
6(; t);




6(z; t) = N6(z; t)6(z; t);
@
@t
6(z; t) = C6(z; t)6(z; t); (4.2)
with
N6(z; t) = (I   zM6;0(t)) 1(I +M6;0(t));
C6(z; t) = B6;0(t) + zB6;1(t)(I   zM6;1(t)) 1(I +M6;0(t));
where
M6(z; t) = M6;0(t) + zM6;1(t); B6(z; t) = B6;0(t) + zB6;1(t):
Then the rst columns of N6(z; t) and B6(z; t) are both equivalent to the





	5(z; t) = M5(z; t)	5(z; t);
@
@t




2 q2   1 1 0 0
0 3 q1p1 + q2p2 +  1 0
0 0 4   q1 tt 1
m
(5)





2;2z z 0 6
377775 ;
18










u2 v2 0 0 0
0 u3 v3 1 0
0 0 u4 v4 0
 tp2z tz 0 u5 v5
 p2v0z v0z 0 0 u6
377775 :
Remark 4.1. The Lax form (4.3) is equivalent to the one derived from the
Drinfeld-Sokolov hierarchy of type A
(1)
4 for a partition (2; 2; 1) given in [5].




log 5(z; t) = 2 + 1;
d
dt
log 5(z; t) = u2:
By using it, we consider a gauge transformation
	5(z; t)! 5(z; t)	5(z; t):
We also consider a Laplace transformation
@
@z




and a Mobius transformation  ! z 1. Then, similarly as above, we can




	4(z; t) = M4(z; t)	4(z; t);
@
@t




3 q1p1 + q2p2 +  1 0

















1;1 =  tf(q2   1)p2   4g; m(4)1;2 = tfq1p1 + (q2   1)p2 + g;
m
(4)
2;1 = (q2   1)f(q2   q1)p2 + 5g+ 4(q1   1);
m
(4)











u3 v3 1 0















1 =  (q2   1)p2 + 4; b(4)2 = q1p1 + (q2   1)p2 + :
Remark 4.2. The Lax form (4.4) is equivalent to the one derived from the
Drinfeld-Sokolov hierarchy of type A
(1)
3 for a partition (1; 1; 1; 1).
Via a gauge transformation
	4(z; t)! 4(z; t)	4(z; t); z
d
dz
log 4(z; t) = 3 + 1;
d
dt













	3(z; t) = M3(z; t)	3(z; t);
@
@t
	3(z; t) = B3(z; t)	3(z; t): (4.5)
The matrix M3(z; t) is of the form
M3(z; t) =  M3;1(t) + M3;1(t)
z   1 +
M3;t(t)









35hm(3;t)1 m(3;t)2 m(3;t)3 i ; M3;1(t) =








1 =  (q1p1 + q2p2 + )f(q2   1)(q2p2 + 5)  3   4g




(q1   t)(q1p1 +    2   23   4   5)
t
  (q2   1)(q2p2 + 5) + 2 + 3 + 4;
m
(3;1)
3 =    1   2   23   4   5;
m
(3;t)









  2   3   4;
m
(3;t)
3 =  (q1   t)p1   (q2   1)p2   :
Note that the matrix M3(0; t) has eigenvalues 4, 4+5 and 0. The matrix




24u4 v4 00 u5 v5
0 0 u6
35  M3;t(t)
z   t :
Theorem 4.3. The system (4.5) is equivalent to the Fuchsian system with
the spectral type (21; 21; 111; 111).
4.2 Coupled Painleve V system




	6(z; t) = M6(z; t)	6(z; t);
@
@t
	6(z; t) = B6(z; t)	6(z; t); (4.6)





 1 0 0 0
0 2
p
t(q2   1)  1 0 0
0 0 3   t+p1+p2pt  1 0
0 0 0 4  
p
tq1  1
 z 0 0 0 5 p1ptp




i =  1 +
i 1X
j=1
j+3 (i = 2; 3); i =  
7 iX
j=1
4 j (i = 4; 5; 6);
21






0  1 0 0 0 0
0 u2  1 0 0 0
0 0 u3  1 0 0
0 0 0 u4  1 0
0 0 0 0 u5  1
 z 0 0 0 0 u6
37777775 :
The components u2; : : : ; u6 are polynomial in q1; q2; p1; p2; we do not give its
explicit formulas here.
Via a Laplace transformation
@
@z
	6(z; t)! 6(; t); z	6(z; t)!   @
@
6(; t);
and a Mobius transformation  ! z 1, we can reduce the Lax form (4.6) to




	5(z; t) = M5(z; t)	5(z; t);
@
@t






t(q2   1)  1 0 0
0 3   t+p1+p2pt  1 0






























u2  1 0 0 0
0 u3  1 0 0
0 0 u4  1 0
0 0 0 u5  1
  p2p
t
z z 0 0 u6
377775 :
Remark 4.4. The Lax form (4.7) is equivalent to the one derived from the
Drinfeld-Sokolov hierarchy of type A
(1)
4 for a partition (4; 1) given in [5].
Via a gauge transformation
	5(z; t)! 5(z; t)	5(z; t); z
d
dz
log 5(z; t) = 2 + 1;
d
dt
log 5(z; t) = u2;
22








and a Mobius transformation  ! z 1, we can reduce the Lax form (4.7) to




	4(z; t) = M4(z; t)	4(z; t);
@
@t













































u3  1 0 0
0 u4  1 0














Remark 4.5. The Lax form (4.8) is equivalent to the one derived from the
Drinfeld-Sokolov hierarchy of type A
(1)
3 for a partition (2; 1; 1).
Via a gauge transformation
	4(z; t)! 4(z; t)	4(z; t); z
d
dz
log 4(z; t) = 3 + 1;
d
dt
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and a Mobius transformation  !  z 1, we can reduce the Lax form (4.8)




	3(z; t) = M3(z; t)	3(z; t);
@
@t
	3(z; t) = B3(z; t)	3(z; t): (4.9)
The matrix M3(z; t) is of the form
M3(z; t) = M3;0(t) +
M3;1(t)z
z   1 +
M3;2(t)z










35 ; M3;1(t) =























1 =  (q1   q2 + 1)(p1 + t)f(q2   1)p2 + 4g
  (q1   q2 + 1)p2f(q2   1)p2   5g
  (1 + 2 + 3   1)fq1(p1 + t) + (q2   1)p2g







t(2q1   q2 + 1)(q2   1)p2







3 =  q1(p1 + t)  (q2   1)p2 + 1 + 2 + 23 + 4 + 5   2;
m
(3;2)
1 =  (p1 + t)f(q2   1)p2 + 1 + 2 + 3 + 4   1g





tfq1(p1 + t) + (q2   1)p2 + 2 + 3 + 4   1g:




24u4  1 00 u5  1
0 0 u6
35+ M3;2(t)z
t(z   1) :
24
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4.3 Coupled Painleve IV system




	5(z; t) = M5(z; t)	5(z; t);
@
@t
	5(z; t) = B5(z; t)	5(z; t); (4.10)
with 5 5 matrices
M5(z; t) =
266664
 1 q1 1 0 0
0 2 p1 + p2   q2   t 1 0
0 0 3  p2 1
z 0 0 4  q1 + q2
 p1z z 0 0 5
377775 ;
where
2 =  1 + 1; i =  
6 iX
j=1




0  1 0 0 0
0 u2  1 0 0
0 0 u3  1 0
0 0 0 u4  1
 z 0 0 0 u5
377775 :
The components u2; : : : ; u5 are polynomial in q1; q2; p1; p2; we do not give its
explicit formulas here.
Via a Laplace transformation
@
@z
	5(z; t)! 5(; t); z	5(z; t)!   @
@
5(; t);
and a Mobius transformation  ! z 1, we can reduce the Lax form (4.10)




	4(z; t) = M4(z; t)	4(z; t);
@
@t




2 p1 + p2   q2   t 1 0
0 3  p2 1
q1z z 4  q1 + q2
 (q1p1   1)z (p2   q2   t)z z 5
3775 ;
25




u2  1 0 0
0 u3  1 0
0 0 u4  1
 q1z  z 0 u5
3775 :
Remark 4.6. The Lax form (4.11) is equivalent to the one derived from the
Drinfeld-Sokolov hierarchy of type A
(1)
3 for a partition (3; 1).
Via a gauge transformation
	4(z; t)! 4(z; t)	4(z; t); z
d
dz
log 4(z; t) = 2 + 1;
d
dt








and a Mobius transformation  ! z 1, we can reduce the Lax form (4.11)




	3(z; t) = M3(z; t)	3(z; t);
@
@t
	3(z; t) = B3(z; t)	3(z; t): (4.12)
The matrix M3(z; t) is of the form




243  p2 10 4  q1 + q2
0 0 5
35 ; M3;1(t) =
















1 =  fq1(p1 + p2   q2   t)  1gp1   (2 + 3 + 4   1)(p2   q2   t);
m
(3;1)
2 =  q1p1   (p2   q2   t)p2   2   3 + 1; m(3;1)3 = p2   q1   t;
m
(3;2)
1 = q1(p1 + p2   q2   t)  1   2   3   4 + 1; m(3;2)2 =  p2 + q1;
The matrix B3(z; t) is of the form
B3(z; t) =




Higher order Painleve systems of type A, Drinfeld-Sokolov hierarchies and Fuchsian systems 207
References
[1] V. E. Adler, Nonlinear chains and Painleve equations, Phys. D 73 (1994)
330-351.
[2] M. J. Ablowitz and H. Segur, Exact linearization of a Painleve transcen-
dent, Phys. Rev. Lett. 38 (1977) 1103-1106.
[3] V. G. Drinfel'd and V. V. Sokolov, Lie algebras and equations of
Korteweg-de Vries type, J. Sov. Math. 30 (1985) 1975-2036.
[4] K. Fuji and T. Suzuki, Higher order Painleve system of typeD
(1)
2n+2 arising
from integrable hierarchy, Int. Math. Res. Not. 1 (2008), 1-21.
[5] K. Fuji and T. Suzuki, Drinfeld-Sokolov hierarchies of type A and fourth
order Painleve systems, Funkcial. Ekvac. 53 (2010) 143-167.
[6] M. F. de Groot, T. J. Hollowood and J. L. Miramontes, Generalized
Drinfeld-Sokolov hierarchies, Comm. Math. Phys. 145 (1992) 57-84.
[7] W. Hahn, Beitrage zur theorie der heineschen reihen Math. Nachr. 2
(1949) 340-379.
[8] Y. Haraoka and G. M. Filipuk, Middle convolution and deformation for
Fuchsian systems, J. Lond. Math. Soc. 76 (2007) 438-450.
[9] K. Inoue, K. Shinomiya and T. Suzuki, Higher order Painleve sys-
tem of type D
(1)
2n+2 and monodromy preserving deformation, Preprint
(arXiv:1011.0276).
[10] M. Jimbo and H. Sakai, A q-analog of the sixth Painleve equation, Let.
Math. Phys. 38 (1996) 145-154.
[11] N. M. Katz, Rigid Local Systems, Annals of Mathematics Studies 139
(Princeton University Press, 1995).
[12] H. Kawakami, Private communication.
[13] T. Kikuchi, T. Ikeda and S. Kakei, Similarity reduction of the modied
Yajima-Oikawa equation, J. Phys. A: Math. Gen. 36 (2003) 11465-11480.
[14] S. Kakei and T. Kikuchi, Ane Lie group approach to a derivative
nonlinear Schrodinger equation and its similarity reduction, Int. Math.
Res. Not. 78 (2004) 4181-4209.
27
208 Takao Suzuki and Kenta Fuji
[15] S. Kakei and T. Kikuchi, The sixth Painleve equation as similarity re-
duction of bgl3 hierarchy, Lett. Math. Phys. 79 (2007) 221-234.
[16] S. Kakei and T. Kikuchi, A q-analogue of gl3 hierarchy and q-Painleve
VI, J. Phys. A: Math. Gen. 39 (2006) 12179-12190.
[17] V. G. Kac and D. Peterson, 112 constructions of the basic representation
of the roop group of E8, In Symposium on Anomalies, Geometry ans
Topology, ed. W. A. Baedeen and A. R. White (World Scientic, 1985)
276-298.
[18] M. Noumi and Y. Yamada, Higher order Painleve equations of type A
(1)
l ,
Funkcial. Ekvac. 41 (1998), 483-503.
[19] T. Oshima, Classication of Fuchsian systems and their connection prob-
lem, Preprint (arXiv:0811.2916).
[20] T. Suzuki, A class of higher order Painleve systems arising from inte-
grable hierarchies of type A, Preprint (arXiv:1002.2685).
[21] T. Suzuki, A particular solution of a Painleve system in terms of the
hypergeometric function n+1Fn, SIGMA 6 (2010) 078.
[22] T. Suzuki, A q-analogue of the Drinfeld-Sokolov hierarchy of type A and
q-Painleve system, Preprint (arXiv:1105.4240).
[23] H. Sakai, Isomonodromic deformation and 4-dimensional Painleve type
equations, UTMS 2010-17 (Univ. of Tokyo 2010) 1-21.
[24] Y. Sasano, Higher order Painleve equations of type D
(1)
l , RIMS
Koukyuroku 1473 (2006) 143-163.
[25] T. Tsuda, From KP/UC hierarchies to Painleve equations, Preprint
(arXiv:1004.1347).
[26] T. Tsuda, UC hierarchy and monodromy preserving deformation, MI
Preprint Series 7 (Kyushu Univ., 2010) 1-31.
[27] T. Tsuda, Hypergeometric solution of a certain polynomial Hamiltonian
system of isomonodromy type, Quart. J. Math., in press.
28
