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INTRODUCTION
The problem of solving large sparse nonsingular systems of linear equations Ax = b with A 2 C n;n ; x; b 2 C n (1) arises for example when partial di erential equations that involve complex coe cient functions or complex boundary conditions are discretized. Due to the high dimension n and the sparsity of the system iterative methods are appropriate for such problems, but typically the coe cient matrix A is nonHermitian, such that the classical CG algorithm cannot be applied. Nevertheless in many examples A still exhibits some structure: it is complex symmetric, i.e. A = A T () a ij = a ji for all 1 i; j n :
The most common approaches for solving (1) are either to solve the normal equation A H Ax = A H b by the preconditioned CG algorithm or to transform (1) into a real system of dimension 2n, which can be solved by some CG-like method. While these two approaches can be used for any linear system, Freund 4] proposed a modi ed QMR method, a conjugate gradient-type method with quasi-minimal residuals based on the Lanczos recursion 9] that in fact exploits the special structure.
Freund's method starts with creating a sequence of vectors p 1 ; p 2 ; : : : by a three term recurrence relation such that for all k = 1; 2; : : : and P k = p 1 ; p 2 ; : : : ; p k ] we get AP k = P k S k +p k+1 e T k ; (2) where S k is a k k complex symmetric tridiagonal matrix, e k is the k-th unit vector of dimension k,p k+1 2 C n , p T k p j = 0 for j 6 = k and p T k p k = 1 for all k; j: (3) Note that for a vector p 2 C n the inde nite inner product p T p may be zero even if p 6 = 0. Thus P k does not have orthonormal columns, with respect to the standard scalar product. Moreover, in the three term recursion one has to divide byp T k+1p k+1 . If this term is zero the recursion process breaks down. In 4] Freund suggests in the near serious-breakdown case, i.e. in situations in whichp T k+1p k+1 is very small, while kp k+1 k is not, to use look-ahead Lanczos steps. The desired solution is approximated by vectors x k which have a quasi-minimal residual over the subspace spanned by the columns of P k .
In the method presented here we create a sequence of vectors q 1 ; q 2 ; : : : by a three term recurrence relation such that for all k = 1; 2; : : : and Q k = q 1 ; q 2 ; : : : ; q k ] we get AQ k = Q k T k + w k+1 e T k ; (4) where T k is a k k complex symmetric tridiagonal matrix, w k+1 2 C n and Q k denotes the conjugate (elementwise) of the matrix Q k . The column vectors of Q k satisfy:
q H k q j = 0 for j 6 = k and q H k q k = 1 for all k; j; (5) where the superscript H denotes the conjugate transpose. In this case q H k q j is the standard scalar product in C n and thus q H k q k = 0 only if q k = 0 and Q k has orthonormal columns. In particular there is no danger of a serious-breakdown or a near serious-breakdown in the creation of this vector sequence. As approximations x k to the desired solution we choose the vectors which have minimal residuals over the subspace spanned by the columns of Q k .
The outline of the paper is as follows. In x2, we introduce the tridiagonalization process which computes the vectors q j and the tridiagonal matrix T k from (4) and we brie y discuss the procedure for determining the approximations x k . The two methods are combined to the algorithm CSYM.
In x3, our algorithm is analysed and some theoretical statements are given. We will see that it is not a Krylov subspace method, but could be viewed in a certain way as an interlacing of implicit conjugate gradient methods for A H A with starting vector r 0 , the conjugate of the rst residual, and with starting vector A H r 0 .
The original complex symmetric problem can be reformulated as a real problem of twice the dimension in two di erent ways. In x4, we show that CSYM is not, as one might suspect, implicitly a Krylov subspace method for one of these real problems. CSYM is theoretically and numerically compared with the modi ed QMR method of Freund and the CGNR, i.e. the conjugate gradient method for the normal equations.
Throughout the paper, all vectors and matrices are assumed to be complex, unless stated otherwise. The coe cient matrix A is always n n, nonsingular and, unless stated otherwise, complex symmetric. M is the complex conjugate (elementwise) of M, ReM = (M + M)=2 is the real part and ImM = (M ? M)=(2{) is the imaginary part of the matrix M. By kxk = p
x H x we denote the Euclidean vector norm and
is the set of all complex polynomials of degree at most k. With e k we denote the k-th canonical unit vector of the corresponding vector space.
TRIDIAGONALIZING AND COMPUTING MINIMAL RESIDUALS
The Lanczos procedure for general matrices A 2 C n n computes from two arbitrarily chosen unit length vectors v 1 A Q = (Q T ) H T = Q T : (6) It is easily shown that if we x the rst column vector of Q and the subdiagonal elements to be real positive then the transformation is uniquely determined.
By evaluating the last equation columnwise we get recursion formulas for the columns q k of Q and the k ; k : Given q 1 it is easily seen that 
The following proposition, which can be proved by simple inductions, lists properties of the algorithm. A Q = P T where P; Q 2 C n;n are unitary matrices and T 2 C n;n tridiagonal. By choosing p 1 = q 1 ; q 1 = r 0 =kr 0 k we get P = Q and T complex symmetric, i.e. the tridiagonalization (6). which is uniquely determined because j > 0 for j = 2; : : : ; k+1 and thus rank(T k ) = k. In order to get an e cient algorithm we solve the leastsquares-problem by an updated QR-decomposition ofT k (following a standard approach, see e.g. 4] and the references therein): Let be V kTk =R k = " R k 0 # = 2 6 6 6 6 6 6 6 6 6 6 6 4 By using the standard inner product not only breakdowns resulting form the occurrence of isotropic vectors are avoided, but we get a tridiagonalization with an orthonormal matrix Q from which we derive a minimal residual property of CSYM. 7 7 7 7 7 7 7 5 where a j ; b j denote the coe cients of p 1 and p 2 , respectively. Let's look at the simplest case = I n . Then, in general, CSYM will not terminate in one step as one may expect, because the system ya 0 = 1= y is solvable if and only if the vector y = V H r 0 is either real or pure imaginary. But of course CSYM stops after two steps.
By generalizing these considerations we get a statement about convergence of CSYM in exact arithmetic. We are looking for the minimal number k for which polynomials p 1 
COMPARISON TO OTHER APPROACHES
There are (at least) three other appropriate methods for solving large sparse complex symmetric systems. We compare them with CSYM by some theoretical investigations. Numerical examples are displayed to illustrate the results and to show the typical numerical performance. Freund 4] examined the correspondence between Krylov subspace methods for the complex system and the two real systems. We show that CSYM is not equivalent to these methods. is isometric: k (x)k = kxk. (Ax) = A (x) = A P (x). With we can \translate" CSYM into methods for the two real linear systems. It is su cient to look at the corresponding residuals and to note that A P = A . It is not di cult to prove the following. QMR exploits the special structure of A in the same way as CSYM, since due to the complex symmetry only one vector sequence in the Lanczos process is required.
Theoretical investigations
Because the inde nite bilinear form (x; y) = y T x is used breakdowns are possible when a division byṽ Tṽ for an isotropic vectorṽ occurs.
QMR is a Krylov subspace method, so the convergence depends on the Jordan structure of A. But every complexvalued matrix is similar to a complex symmetric one, i.e. spectrum and Jordan structure are not special at all.
The number of iterationsteps cannot be compared with that of CSYM in general, because convergence of the rst method depends on the eigenvalues and convergence of the other on the singular values.
The work per iterationstep is nearly identical. One matrixvector multiplication and the solution of a least-squaresproblem by an updated QR-factorization is done in both algorithms.
Numerical examples
Since the disadvantages of any CG-like method applied to A or A are obvious after the theoretical investigations, we restricted the numerical examples to the three methods CSYM, QMR, CGNR and chose ve examples which shall give a good impression about performance of these methods.
With each example we present a computed convergence curve of the number of matrix{vector products versus the relative residual norms kr k k kr 0 k in a logarithmic scale (instead of the matrix{ vector products one can look at the number of iterationsteps: for CSYM and QMR this is the same, CGNR needs two multiplications per step). The initial vector x 0 and the right-hand side b are chosen, unless stated otherwise, as random complex vectors with independent normally distributed elements of zero mean and variance 1, the tolerance for termination is always 10 ?6 kr 0 k and the maximum number of iterationsteps is chosen appropriately.
All computations were done on a SPARC ULTRA 1 Sun workstation with MATLAB 5.1. The dimension is n = 100, for larger n the extremely bad singular value distribution leads to a very slow convergence of CSYM and CGNR. Figure 3 shows that, as expected, QMR converges in two steps, however CSYM and CGNR need more than 800 respectively 1800 matrix-vector multiplications. We here clearly see the advantages of CSYM versus CGNR. but two matrix-vector products per iterationstep the number of matrix-vector products is nearly the same for CSYM and CGNR (see Figure 4) . are typical for all examined random examples of large dimension (500 n 1000) and di erent bandwidth : QMR does not converge within 3000 iterationsteps while CSYM and CGNR can handle these matrices.
To summarize the numerical examples we can say:
There exist extreme examples for which either QMR or CSYM and CGNR converge in one and in two steps, respectively, due to the eigenvalue or singular value structure. For general complex symmetric matrices CSYM and CGNR beat QMR by far, while for matrices belonging to the Helmholtz equation QMR beats the other two. CSYM performs always better than CGNR, in particular considering the number of matrix{vector products. Note that in comparing the three methods for our examples we used no preconditioning. In practice CG-like methods have to be used with preconditioning, which usually speeds up convergence dramatically. It remains an open question what the most e cient preconditioner for a complex symmetric system would be. First empirical studies led to unexpected results and more investigations are necessary.
