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7 Introduction
The contemporary computer game and animation industries typically seek new, 
more profound fictional patterns on the one hand, and on the other they aim at 
creating a film and game environment even more perfect in terms of credibility 
of the world presented. In the current report, our purpose is to discuss to what 
degree these tendencies can be developed with the participation of people with 
disabilities and motion capture technology, which is frequently used in games 
and other animations. At present, these systems have numerous technological 
versions, which are employed in various ways. Nonetheless, the animation and 
game design industries seem to benefit the most from it and they are exactly 
the target of the following report.
It is worth observing that both game and film animations are developing 
more and more psychologically and socially profound histories, which calls for 
the broadening of the scope of game characters and offering new themes which 
have never appeared in games or animations. Games will present war atrocities 
(e.g. “This War of Mine”), survival of the fittest, resulting in the depiction of 
complex moral choices, as well as the problem of addictions and toxic relations 
with relatives (“Papo & Yo”), the problem of discrimination (“Papers Please”). 
Selected productions, especially in the “not games” genre, will feature elderly 
characters who either suffer from movement disorders or have nonagonistic 
aims and needs in a game (“The Graveyard”). Gamers themselves also press 
game designers for game environments better reflecting social diversity, 
marginalization of certain groups and sexual minorities. As a result, game 
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characters are no longer superheroes endowed with superhuman powers. 
Instead, they are regular people with all typical frailties and limitations, which 
has a considerable influence on game strategies and the development of the 
plot. As for film animation, it has been emphasized on numerous occasions 
that one such non-formulaic character was a female character Tip, appearing 
in the film titled “Home”. Her portrait stands in contrast with a stereotypical 
protagonist of animations for children – a white, charming boy.
Storylines which are developed in this way open new possibilities of 
participation for people with disabilities. So far they have not appeared in games 
too often and, even if they did, they carried the burden which might be described 
as transhuman. This category of characters suffer from limitations which in the 
game are overcome with superpowers given by a powerful, bionic prosthesis or, 
for instance, an alternative to natural sight provided by a system of deploying 
opponents when a character is blind. In this case, disability is the major feature 
defining a character. At the same time, though, this feature is instantly 
annihilated. It should be emphasized that if a character with disabilities appears 
in a game, this is usually a physical disability not a mental one. Gamers will 
encounter characters with movement disorders, e.g. Huey Emmerich in “the 
Metal Gear Solid” series, Lester Crest in “Grand Theft Auto”, blind characters, 
e.g. Rahm Kota in “Star Wars: Force Unleashed”. As for mental disabilities, two 
characters need to be mentioned: River E. Wyles  from the game “To The Moon” 
suffering from the Asperger syndrome and the eponymous character from the 
horror movie “Amy”.
As many gamers observe in their discussions of disabilities, psychological 
dimensions of characters should not be oversimplified. Especially gamers with 
disabilities have different takes on this issue. An escapist attitude is fairly often 
– “as a gamer with disabilities I am not willing to see characters with disabilities 
in games since they remind me of my own problems”. Frequently though, 
gamers appreciate the presence of characters in question in games, pointing 
to the fact that it increases the credibility of the world presented and adds to 
three-dimensionality of the society in a game. At the same time, they postulate 
that characters should not be developed through imitating a transhuman hero 
as it renders a stigmatizing picture of disability. As it has been mentioned on 
numerous occasions, one such well-drawn character is a talented pilot Joker 
from “the Mass Effect” series. On the one hand, he is not clearly defined by his 
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movement disorder. On the other, his disabilities are glaringly obvious whenever 
he has to put double effort in some tasks. As a result, his actions become 
more heroic. Game designers occasionally manage to render certain perceptual 
limitations related to disabilities, which is also worth emphasizing. One example 
appears in the game “Metal Gear Solid” where the surroundings are perceived 
from the first person perspective by a one-eye character called Big Boss, whose 
perception is limited for obvious reasons1.
There are visible efforts to create worlds which are credible, and especially 
to make their characters look and behave in accordance with the central idea of 
the rendered world. In the light of the current report, the movement towards 
professionalization of characters’ movement needs to be observed. It is 
particularly vivid in sports game simulations, whose developers try to engage 
professional sportsmen not only because they are indispensable for the game 
environment, but also because they have mastered techniques and tricks unique 
to themselves. The need to record specialized moves for games and films is 
reflected by problems with performing them. The movement credibility of 
characters is not always achievable during sessions with “regular” actors. This 
forces us to open to new opportunities of co-operation with various movement 
“specialists”. In the latest Studio Techland production titled “Dying Light”, 
developers invited a famous French actor – the inventor of parkour David Bell for 
their mocap sessions. In turn, Andy Serkis, whose mocap moves have been used 
in “King Kong” and “Rise of the Planet of the Apes”, is a Hollywood specialist in 
scenes featuring apes.
People with disabilities should also be treated as good candidates for 
“movement specialists”, which we are trying to prove in our report. Meetings and 
sessions with people with disabilities, who took part in the project, show that, 
as it was described by the theatre director who was in charge of the workshops 
dr Piotr Para, disability should be treated as a competence in the context of their 
participation in games and animations. As such, we would like to present the 
potential of working with people with disabilities in mocap sessions. On a number 
of occasions, their unique abilities and moves proved peculiar to themselves 
only to such an extent that they were impossible to be imitated by able-bodied 
actors. On the other hand, body limitations, as the report also proves, become 
1 See article and discussion belowDisturbedShadow, “A Look at Characters with Disabilities in 
Video Games”, Talk Amongst Yourselves, 27 March 2014, http://tay.kinja.com/a-look-at-characters-
with-disabilities-in-video-games-1552513077, 25 Aug 2015.
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a competence as they can better serve rendering non-humanoid characters or 
body parts of more complex creatures in a more precise manner.
Acting performed by people with disabilities is a broader issue, which should 
be looked at closely in the context of the following report. As a nauseating 
hypocrisy of theatre and film circles might be described the fact that healthy actors 
perform as people with disabilities and, at the same time, actors with disabilities 
do not stand a chance of appearing on stage. Actors with disabilities compare 
this strategy with a situation where white actors personate black characters 
by painting their faces black. In her extensive study analyzing the situation of 
actors with disabilities in Hollywood, Lorie Jean Breeden includes a catalogue of 
institutional and environmental restrictions which make it dramatically difficult 
for such actors to become recognizable among their able-bodied colleagues2. In 
the same study, the authoress portrays unusual determination of people with 
disabilities to put their career dreams to life and diverse strategies helping them 
survive. As such, Breeden enumerates, among others, developing networking, 
acting out vitality, downplaying disability, creating an inventory of reactions 
against discrimination, inventing milestones of support and career diversity3. 
Actors with disabilities representing theatre and film circles put a lot of effort 
in changing a stereotypical approach to disability visible in performance arts 
and boosting the accessibility to careers related to this domain. Documentaries 
downplaying the triteness of disabled characters in cinema (film by Jenni Gold 
“CinemAbility” dir. in 2013) are coming out, foundations and communities 
supporting people with disabilities in these circles are being set up (e.g. Lights, 
Camera, Access or a Californian initiative Media Access Office). There are also 
databases embracing actors with disabilities, e.g. ActorsAccess.com.
Although people with disabilities come across considerable difficulties 
seeking careers in cinema, theatre or performative arts industries, this project 
is an attempt to encourage game and animation developers to consider such 
co-operation.
Regardless of whether we take into account the first or the second tendency, 
what can prove helpful in both cases is a thorough analysis of the movement of 
various character and creatures. Motion capture technology seems to be ideal for 
2 L.J. Breeden i University of Southern California Occupational Science, Transformative 
Occupations: Life Experiences of Performers with Disabilities in Film and Television (University of 
Southern California, 2008), https://books.google.pl/books?id=3zFLDmmES40C.
3 Ibid., XV.
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these purposes. The project we were engaged in proves that no matter whether 
the effect of mocap sessions are finished animations or raw material, they should 
be carried out for cognitive purposes. With their sublime strategies of managing 
their bodies in space, participants with disabilities frequently provided us with 
defamiliarizing perspectives on thinking about game or animation environments, 
as well as developing storylines which might appear innovative by not reminding 
of “being in the world” and perceptual strategies of able-bodied people. As a 
result, games and animations can be richer in experiences which were alien to 
the audience before.
The main purpose of this report is to elaborate on the strategies for working 
with people with disabilities and showing a grand potential of this type of co-
operation when developing computer games and animations. We have made 
a point of a thorough investigation and formulating conclusions, which would 
allow representatives of game design and animation industries to prepare and 
organize sessions which people with disabilities could participate in, bearing in 
mind technological, acting and communication conditioning. In our research, 
we employed the method of participant observation, open and controlled, 
connected with the analysis of video materials recorded during sessions. The 
project can be described in terms of scientific and practical assumptions of 
occupational therapy as subjects were directly and indirectly involved in the 
process of developing animations.
The effect of the project, apart from the following report, are three types 
of multimedia materials. In the CD attached to the report, one can find ready 
animations showing multiple ways of employing unique movement strategies 
of people with disabilities in games and films, as well as video material, on the 
one hand, documenting our work with subjects and, on the other, serving as 
a tutorial. The CD also contains rich and valuable coverage from the sessions, 
which can be used by companies from game and animation industries in their 
projects. We encourage to use it in this way whole-heartedly.
This project was carried out in the Department of Journalism and Social 
Communication at the University of Lower Silesia in Wroclaw between 
January and November 2015 as part of the Ministry of Science and Higher 
Education programme “University of Young Inventors” partially financed by the 
European Union programme “Innovative Economy”. This programmed aimed at 
strengthening research co-operation between universities and junior and senior 
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high schools. The research team consisted of eight students from III Liceum 
Ogólnokształcące of Adam Mickiewicz in Wroclaw, who were supervised by dr 
Jan Stasieńko.
The report is composed of three parts. The first part elaborates on the 
historical aspects of the development of motion capture technology with 
special attention paid to a few crucial moments when these systems were used 
to examine people with disabilities. Chapter two offers a survey of the most 
important trends in the current research on the use of motion capture systems. 
This technology is exploited in various areas, some of which are connected 
with the investigation of numerous issues related to human body, hence the 
presentation of these trends.
In the third chapter, one may find the results of the co-operation between 
ourselves and people with disabilities. This part is divided into four subchapters 
with respect to a kind of disability of people who we worked with. We describe 
separately our sessions with the blind, the deaf and people using wheelchairs. 
Each kind of session required different preparation and resulted in a different 
course and effects.
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1. Motion capture systems  
in historical perspective  
(including disability studies)
Historically speaking, researchers and inventors have taken a lot of interest 
in the process of capturing movement and studying it for decades and, now 
and then, it has found common ground with disability studies, particularly 
with studies of movement disorders. The beginning of thinking about motion 
capture came together with experimental, optic toys of the 19th century, which 
first used the idea of stop motion, such as a thaumatrope, phenakistoscope 
and stroboscope. In a more developed form, these experiments took the form of 
time-lapse photography projects by Edward Muybridge, or, first and foremost, 
Etienne-Jules Marey, whose passion for movement and capturing it has been 
described by François Dagognet as the passion for trace1. To develop the 
technique of chronophotography, which seems to have a lot in common with 
mocap, Marey invented a special costume equipped with white lines, reminding 
of contemporary markers, running along human main bones2.
In turn, Marey’s co-worker Georges Demeny can be deemed the father of 
technology capturing the motion of people with disabilities. On the one hand, 
1 François Dagognet, Etienne-Jules Marey: A Passion for the Trace (New York : Cambridge, 
Mass: Zone Books ; Distributed by the MIT Press, 1992).
2 Etienne-Jules Marey, Movement, trans. Eric Pritchard (London: W. Heineman, 1895), 60–61.
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using the chronophotographic gun, he took with Marey time-lapse photos of his 
own face when saying the phrase ‘je vous aime’, which were supposed to help the 
deaf learn mouth reading. Time-lapse photos could be projected by a phonoscope 
which he invented in 1888. On the other hand, together with Édouard Quénu, he 
devised a special apparatus analyzing the walk of people with disabilities3. To do 
so, he turned one of French hospital rooms into a peculiar mocap studio. Normal 
window panes were replaced with red ones4 and the route, which a patient was 
3 Ibid., 77.
4 The project constitutes part of a broader scope of work devoted to the use of techniques 
related to painting with light in dark rooms or rooms lit with red lights. First experiments of this kind 
were conducted by L. Soret, who took photos of female revue dancers, attaching fluorescent lamps 
to their heads and feet, see Ibid., 75–77.
Pic. 1. The costume used by Marey during chronophotography sessions.
  Source: Marey, Movement, 60.
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supposed to follow, was drawn on the floor. Fluorescent lamps were attached 
to the subject’s legs, arms and head. The apparatus was connected with loose 
electric wires running in a special track to a set of high-power batteries.
In the 20th century, the forerunner of advanced motion capture technologies 
was Max Fleischer, the inventor and master of rotoscoping, which he first used 
in 1915 in a series of animated films “Out of the Inkwell”. A rotoscope has also 
been used by the Disney Studio as a device supporting an insightful study of 
human and animal motion by animators, which resulted in mature hand-drawn 
animations. It is worth emphasizing that many European animators, mostly 
from the Soviet Union, used a rotoscope. Beginning in the 80’s, rotoscopy was 
used in computer games, the earliest example are Jordan Mechner’s productions: 
“Karateka” (1984) and “Prince of Persia” (1989). Mechner himself admits5 that 
he was encouraged to use rotoscopy by the successful employment of this 
5 Jordan Mechner, The Making of Prince of Persia: Journals, 1985-1993 (United States: ICG 
Testing], 2011), 24.
Pic. 2. The apparatus for walk analysis of people with disabilities by Demeny and 
Quenu.
  Source: Marey, Movement, 77.
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technology by American animator Ralph Bakshi in films such as “Wizards” 
(1977), “The Lord of the Rings” (1978), “American Pop” (1981). As the first one, 
Mechner could try a digital rotoscope during the making of “Last Express” in 
Smoking Car Productions Studio. A rotoscope was also used by the well-known 
French studio Delphine, which in the 90’s released hits such as “Another World” 
(1991) or “Flashback” (1992).
The appearance of first motion capture systems was triggered by the 
development of digital technologies. Their growth was scientifically grounded 
in the long-lasting works on photogrammetry started at the turn of the 19th 
and 20th century (Finsterwalder’s study “The Geometric Fundamentals of 
Photogrammetry”, 1899) and first experiments with animation directed by 
human body motion initiated by Lee Harrison in 19626. Harrison was the inventor 
6 Walter Funk, “Animac: Analog 3d Animation”, Veritas et Visus. 3rd Dimension, 
nr 52 (11 listopad 2010): 57, available at http://www.hologlyphics.com/Animac_Analog_3D_
Animation.pdf, 25.08.15, see also Lee Harrison, “Notes for Early Animation Device”, no date, https://
design.osu.edu/carlson/history/PDFs/Harrison.pdf.
Pic. 3. Animation Harness – part of ANIMAC system of Lee Harrison used for capture 
the motion of a dancer
 Source: http://prostheticknowledge.tumblr.com/image/23828558727, 25 Aug 
15. 25.08.15.
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of an analogue 3D animation system called ANIMAC, whose integral part was 
a special costume – an animation harness equipped with a set of potentiometers. 
A harness was put on by a dancer, and her motion was reflected in real time by 
an animated character.
Tracing digital beginnings of mocap, one needs to mention scientific projects 
from the first half of the 80’s, when researchers worked on their different 
versions and looked for possible applications. As one of the first systems of the 
kind, David J. Sturman discusses the one devised by Tom Calvert’s team from 
the Simon Fraser University in the period of 1980-83. Importantly enough, the 
project was related to the issue of disability7. The system was equipped with 
potentiometers attached to the body and electronic goniometers fixed to 
an exoskeleton. In effect, it was possible to capture subjects’ motion, which 
formed the basis for a subsequent computer animation of characters. First and 
foremost, the system was used to test movement disorders and for the purposes 
of choreographic studios. In the period of 1982-83, MIT carried out a project with 
the use of optic markers and the Op-Eye system. The system was capable of 
animating in real time a schematic, consisting in just one line character8. 
In 1988, mocap was first used in animation commercially. DeGraf/Wahrman 
studio prepared the project titled “Mike the Talking Head” for Silicon Graphics, 
where they managed to capture actor’s mimics and animate a digital head of 
a character in real time9. In the same year, it was also possible to operate in 
real time a digital puppet called Waldo C. Graphic constructed by Pacific Data 
Images for Jim Henson by means of a special mechatronic glove used by an 
animator to move character’s head and mouth. One advantage of the project 
was the possibility to coordinate a digital character with Henson’s puppets. The 
name of the character is significant in terms of discovering the relation between 
the development of mocap and disability – Waldo Farthingwaite-Jones was the 
name of the paralysed scientist from Robert E. Heinlein’s short story written in 
7 David J Sturman, “A brief history of motion capture for computer character animation”, 
SIGGRAPH 94, Character Motion Systems, Course notes 1 (1994), http://www.siggraph.org/
education/materials/HyperGraph/animation/character_animation/motion_capture/history1.htm, 
25 Aug 15. 
8 Ibid.
9 Barbara Robertson, “Mike, the Talking Head”, Computer graphics world 11, nr 7 (1988): 57, 
accessible at http://design.osu.edu/carlson/history/PDFs/Mike.pdf, 25.08.2015. 
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1942, who constructs remotely controlled gloves of various sizes and uses them 
to struggle with his own limitations10. 
Not much later, more digital puppets appeared which were animated in real 
time together with face expressions, e.g. Mat the Ghost created by the French 
company Videosystem for the French, everyday program for children “Canaille 
Peluche”. In 1992, SimGraphics developed a new technology which made it 
possible for the developer of Nintendo games to animate a classic character of 
Mario during trade exhibitions. DeGraf/Wahrman studio also created Moxy – 
a digital dog appearing on the Cartoon Network channel, which was animated 
life with the system called Alive!11
The 90’s witness first television commercials and music clips where motion 
capture systems were employed. It is believed that the first commercial using 
mocap was shot in 1990 by Homer & Associates for the Pensylwania Lottery. 
The commercial was called “Party Hardy” and it featured the motion capture 
of the clip director Michael Kory dressed as a lottery ticket. The same studio 
co-operating with Colossal Pictures prepared a clip for the song by Peter Gabriel 
titled “Steam”. Here, the artist himself and the dancers appearing in the clip 
were mocaped.12
Mocap systems were employed by both television and film industries at 
the same time. The first filmic attempts were not easy. Paul Verhoeven’s film 
“Total Recall” proved a complete flop as the company’s software turned out 
to be insufficient to process the recorded material. Effectively, animators had 
to make use of the visual material from the movie cameras which filmed, built 
specially for this scene, a large X-Ray scanner which Arnold Schwarzenegger and 
other characters passed through (together with a character leading a dog, which 
made the whole situation even more difficult for the filming crew). Thanks to 
these cameras, the animation was created with the use of computer technology, 
but not the mocap material itself. 
Much more fruitful were the results of working with mocap during the making 
of the film titled “The Lawnmower Man” (1991), whose mocap shots were done by 
the company Homer and Associates. The first film totally directed with the use 
10 Sturman, “A brief history of motion capture for computer character animation”.
11 Ibid.
12 Rick Parent, ed., Computer animation complete: all-in-one: learn motion capture, 
characteristic, point-based, and Maya winning techniques (Burlington, MA: Morgan Kaufmann 
Publishers, 2010), 82–83.
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of mocap was only partially a successful production from the year 2000 “Sinbad: 
Beyond the Veil of Mists”. The development of mocap opened the way to more 
advanced motion capture technologies such as capturing face expression. Later 
developments were real milestones in the growth of performance capture, for 
instance films such as: “The Lord of the Rings” (2001, 2002, 2003), “Beowulf” 
(2007), „Avatar” (2009), “The Adventures of Tintin” (2011).
The beginning of the 90’s was the point at which motion capture systems 
were used in video games for the first time. Acclaim Entertainment developed 
its own mocap system which could capture 100 points at the same time. It was 
later used for the animation of characters in their games. One example of a 
game where mocap sessions where the basis is now a cult fighting game “Mortal 
Kombat”. Game developers started buying mocap systems in 1994. Using one of 
them, Namco developed, among others, “Soul Edge” in 199513.
As for the technological advancement of mocap systems, companies offering 
these solutions (Vicon, Motion Analysis, Optitrack, Xsense and others) have been 
constantly competing against each other in three main areas – resolution of film 
cameras, the number of film cameras and the possibility to capture the motion 
of an increasing number of actors. The resolution of film cameras is increasing 
systematically – from 1 Megapixel in the year 2000 to 16 Megapixels from Vicon 
in 2008. The number of people who can be captured at the same time is also 
increasing. In the 90’s, it was possible to capture only a few people (e.g. 6 actors 
by the Motion Reality system). Currently, this number is around a dozen or so 
but the record was established by “Beowulf” where 21 actors appeared in one 
take. The number of film cameras used in the systems is also increasing. In the 
90’s, it was around 10 cameras. Nowadays, this number can grow even to several 
hundred! Vicona system presented in 2007 was equipped in 238 films cameras.
Producers of high budget movies will also commission specially dedicated 
solutions for their productions, e.g. I Motion created by ILM for “Pirates of the 
Caribbean: Dead Man’s Chest” or The Volume system consisting of 102 film 
cameras constructed for “Avatar”. During this time, various applications used 
two competing systems: marker systems (e.g. Vicon) and markerless systems 
(e.g. Organic Motion). Next to marker systems, there are also technologies using 
inertial sensors (Xsens). Less frequent is the use of magnetic and mechanic 
sensors.
13 Ron Fischer, „The History and Current State of motion capture”, no date., http://www.
motioncapturesociety.com/resources/industry-history, 25 Aug 15.
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2. Major areas of research  
on motion capture systems
This part of the report focuses on selected studies of motion capture systems. 
The survey has been prepared on the basis of secondary sources found in 
the following data bases of scientific texts: EBSCO, ELSEVIER, WILEY and 
SPRINGER. The body of 228 scientific articles and 7 critical books has been 
assembled. These texts have been divided into ten major thematic circles, which 
will form the contexts for further analysis.
2.1. From definitions to the selection of sources
What was excluded from the corpus were studies concentrating more on 
technologies of motion tracking, which, even though connected with motion 
capture, focus on capturing the movement of objects rather than body 
movement. 
Already in 1995 in the study titled “Motion Capture White Paper”, Dyer, 
Martin and Zulauf defined such a system as a technology which “measures the 
position of an object in a physical space and next registers this information in 
a form acceptable by a computer. As registered objects one can regard human 
and non-human bodies, face expressions, position of a filming camera or 
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lights and many other elements of scenery”1. In the following study, then, we 
employ a narrower definition of motion capture as a technology capturing body 
movements. As projects presented below will prove, these do not have to be 
solely the movements of human body. 
In some cases, scientific research presented below and, to some extent, our 
project relate also to the idea of performance capture, that is sessions with a 
system detecting the whole range of movements not only of actors’ body, but 
also their facial expressions. Contrary to the “simplified” capturing of basic 
body movements, the term “performance capture” stresses the complexity 
of the process of capturing actor’s minute movements and facial expressions 
with special attention paid to the value of the holistic approach to the role of 
an animated character2. Thanks to the software bought specifically for this 
project, some elements of performance capture could be used during sessions 
with the deaf, whose facial expressions are incredibly important when using sign 
language. More and more projects of this sort are being started, showing the 
potential of registering sign language in creating animations addressed to the 
deaf.
2.2. Mocap – technologies and problems  
with registering
As for seeking technological solutions used in motion capture systems, we 
should point to the fact that they are related to two major stages of creating 
a model or animation – registering data generated by a moving object and its 
proper processing.
The issue of acquiring data, which can serve to create a 3D picture in motion 
capture technology, is solved in various ways. Among others, one may use 
specialized high resolution and high contrast filming cameras, which are capable 
of detecting reflective tags in space. It is an effective and precise technique, which 
1 Scott Dyer, Jeff Martin, and John Zulauf, “Motion Capture White Paper”, 12 Dec 1995, ftp://
ftp.sgi.com/sgi/A%7CW/jam/mocap/MoCapWP_v2.0.html. Motion capture involves measuring an 
object’s position and orientation in physical space, then recording that information in a computer-
usable form.Objects of interest include human and non-human bodies, facial expressions, camera or 
light positions, and other elements in a scene.
2 See e.g. projects by Andy Serkis which he did in 2011 in the Imaginarium studio http://www.
theimaginariumstudios.com
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also has its downsides. Firstly, when recording, filming cameras cannot move and 
need to be previously calibrated. Secondly, actors have to wear uncomfortable 
clothes with a large number of markers. Thirdly, attaching markers to preselected 
areas on the costume takes a lot of time. Apart from this, registering markers 
can be problematic. For instance, one of them can be temporarily covered and – 
invisible for cameras – it can be the reason of a 3D model distortion. Recording 
reflective objects also proves difficult since metal and plastic elements are 
seen by cameras as additional markers. That is why current developments in 
technology aim at solving these problems automatically 3. Because of these 
difficulties and a broader use of motion capture, new technologies for acquiring 
data needed to create a 3D picture are being developed. 
One technology is using regular cameras such as GoPro cameras or even 
cameras with technical parameters similar to those present in mobile phones4. 
Still, more precision can be achieved with cameras capable of registering colour 
depth (RGB-D). One advantage of this technology are low costs and accessibility 
of equipment without the need of using markers5. Since there are no markers, 
one need not care about calibrating cameras6. The major downside of this 
method is an imprecise description of the placement of bones in space. That 
is why algorithms are being created which will help describe it as precisely as 
3  See, for example Guodong Liu and Leonard McMillan, “Estimation of Missing Markers in 
Human Motion Capture”, The Visual Computer 22, no. 9–11 (September 2006): 721–28, doi:10.1007/
s00371-006-0080-9.
4 Ignasi Rius et al., “Action-Specific Motion Prior for Efficient Bayesian 3D Human Body 
Tracking”, Pattern Recognition 42, no. 11 (October 2009): 2907–21, doi:10.1016/j.patcog.2009.02.012.
5 Güdükbay, Demir and Dedeoğlu offer a method of reconstructing a 3D silhouette of man 
from a sequence of single video clips with the same point of view. It is based on an assumption that 
the background of source clips are unchangeable, there are no significant perceptual effects and 
a silhouette which appears there is in a vertical position. The first step which is taken here is the 
assessment of the background and exposing the silhouette of an actor by means of image subtraction 
for each frame. Next, silhouettes are automatically tagged and a 3D model is constructed on this 
basis. This method does not require any initial calibrating or advanced user interference. See Uğur 
Güdükbay, İbrahim Demir, and Yiğithan Dedeoğlu, “Motion Capture and Human Pose Reconstruction 
from a Single-View Video Sequence”, Digital Signal Processing 23, no. 5 (September 2013): 1441–50, 
doi:10.1016/j.dsp.2013.06.008.
6 Joo Kooi Tan et al., “3-D Recovery of Human Motion by Mobile Stereo Cameras”, Artificial Life 
and Robotics 10, no. 1 (20 July 2006): 64–68, doi:10.1007/s10015-005-0364-6. 
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possible7. The most cutting-edge algorithms take into account the possibility of 
moving cameras8.
Another, more expensive and, at the same time, more precise technology 
are magnetic markers. Some of its benefits are high precision and a lack of the 
above technical problems caused by standard markers. These systems often use 
additional RGB cameras, which increase the precision of registering objects9. 
This method is particularly useful for registering the interaction between actors 
and little objects10.
To decrease the number of postproduction tasks and their difficulty, new 
software is being developed whose purpose is to deal with certain tasks on 
their own. For instance, the system developed by George Vogiatzis and Carlos 
Hernandez helps to calibrate motion capture system to the face automatically11.
There are also systems counting the length of model’s bones, and even such 
that recognize and classify character’s movements12.
Currently, research focuses on motion capture technology which would 
register actor’s movement as precisely as possible without the use of markers 
(non-invasive) and with the use of popular cameras (low-budget). Also, “home” 
systems used in game consoles – Xbox Kinect or Playstation Wii – are constantly 
developed. There are also numerous programs and algorithms processing 
7 Huanghao Xu et al., “Measuring Accurate Body Parameters of Dressed Humans with 
Large-Scale Motion Using a Kinect Sensor”, Sensors 13, no. 9 (26 Aug 2013): 11362–84, doi:10.3390/
s130911362.
8 Koen Buys et al., “An Adaptable System for RGB-D Based Human Body Detection and Pose 
Estimation”, Journal of Visual Communication and Image Representation 25, no. 1 (Jan 2014): 39–52, 
doi: 10.1016/j.jvcir.2013.03.011.
9 Saifeddine Aloui, Christophe Villien, and Suzanne Lesecq, “A New Approach for Motion 
Capture Using Magnetic Field : Models, Algorithms and First Results: A NEW APPROACH FOR 
MAGNETIC MOTION CAPTURE”, International Journal of Adaptive Control and Signal Processing, 
March 2014, n/a – n/a, doi:10.1002/acs.2479.
10 Peter Sandilands, Myung Geol Choi and Taku Komura, “Interaction Capture Using Magnetic 
Sensors: Interaction Capture Using Magnetic Sensors”, Computer Animation and Virtual Worlds 24, 
no. 6 (November 2013): 527–38, doi:10.1002/cav.1537.
11 George Vogiatzis and Carlos Hernández, “Self-Calibrated, Multi-Spectral Photometric 
Stereo for 3D Face Capture”, International Journal of Computer Vision 97, no. 1 (March 2012): 91–103, 
doi:10.1007/s11263-011-0482-7.
12 Feng Liu et al.., “3D Motion Retrieval with Motion Index Tree”, Computer Vision and Image 
Understanding 92, no. 2–3 (Nov 2003): 265–84, doi:10.1016/j.cviu.2003.06.001; Eftychia Fotiadou and 
Nikos Nikolaidis, “Activity-Based Methods for Person Recognition in Motion Capture Sequences”, 
Pattern Recognition Letters 49 (Nov 2014): 48–54, doi:10.1016/j.patrec.2014.06.005; Jared Gragg et 
al., “Effect of Human Link Length Determination on Posture Reconstruction”, Applied Ergonomics 
44, no. 1 (Jan 2013): 93–100, doi:10.1016/j.apergo.2012.05.003.
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acquired data automatically. In effect, these technologies can be widely used in 
many areas of everyday life.
2.3. Biomechanics and movement tracking
A lot of current research concentrates on teaching motion capture system how 
to be sensitive to the specificity of human body movement or one’s particular 
organs, such as knees, feet, elbow or jaw. Researchers also work on technologies 
which would make the most exact measurements or would have the greatest 
advantages in tracking the specificity of body positions, hence the interest in 
markerless systems or Kinect. This research is then applied in more specific 
areas, for instance medicine, post-traumatic rehabilitation, or supporting people 
with disabilities and sport.
As Carse, Meadows, Bowers and Rowea assert13, three-dimensional systems 
of movement analysis, providing precise and repeatable data related to walking, 
have been applied in numerous ways in medicine. Reports produced on that 
basis helped, for example, to modify decisions taken during the flu treatment of 
kids suffering from cerebral palsy. This data facilitated cutting costs as patients 
did not have to undergo additional treatment. Unfortunately, a very high price 
of the equipment used in these systems hinders their implementation in a 
broadly understood clinical practice as the access to a well-equipped laboratory 
is normally difficult and usually open only to universities or specialized research 
clinics. Since, in the meantime, much cheaper systems of optic analysis of 
movement appeared, e.g. optitrack 3D, the members of the team decided to 
investigate the parameters received from the system and compare with systems 
used before. The results of the research were very promising. It is possible 
that with further spread of the technology, motion capture will be used more 
commonly by physiotherapists and other health care specialists.
A standard analysis of human movement is normally conducted by means of 
magnetic and ultrasound camera systems. Unfortunately, all of these methods 
require a designated laboratory, which can be a significant obstacle in practice. 
The most inconvenient aspect of these systems is that an object or a person 
13 Bruce Carse et al., “Affordable Clinical Gait Analysis: An Assessment of the Marker Tracking 
Accuracy of a New Low-Cost Optical 3D Motion Analysis System”, Physiotherapy 99, no. 4 (Dec. 2013): 
347–51, doi:10.1016/j.physio.2013.03.001.
26 
has to move inside a closed space. Motion capture is possible only from a short 
distance (for instance, a few steps when walking) but it is assumed that the 
data is in accordance with everyday, normal activities. Recently, technological 
advancement brought about new solutions such as miniature, kinematic 
sensors measuring acceleration and angular velocities. It turned out that a very 
promising solution in the construction of this kind of hybrid sensor of body 
kinematics is a combination of an accelerometer and angular velocity sensors. 
They help capture long movements and such that happen outside. It makes them 
competitive in comparison with standard systems.  Significant parameters of 
body movement, e.g. the character of movement (transitional positions, turning 
one’s body when sitting, standing, lying, walking, jumping) and its temporal-
spatial characteristics (velocity, movement, angle of turning and duration) were 
evaluated and compared to the data from a system using cameras. On the basis 
of these parameters, researchers analyzed the possibility of monitoring physical 
activity and conducting the analysis of walking in a standard environment, 
and also there was a discussion of the potential of this technology for selected 
clinical uses. These sensors are quite promising then for motion capture systems, 
particularly in environments where standard technologies cannot be used14.
Motion capture systems used in medicine and sport should be particularly 
precise and reliable. Additionally, a crucial factor is the time of preparing a 
patient for an examination and the issue of differences in body structure and 
various manners of patient’s movement. Currently, the most popular method of 
motion capture are systems relying on reflective markers fixed to the skin. This 
kind of equipment has got numerous limitations. First of all, markers can have 
an influence on the movement of objects, research can be conducted only in 
controlled conditions, and also skin tags will move in regard to respective bones, 
which can result in inadequacies. As a result of it, an interdisciplinary think 
tank from Stanford University and the University of Padova attempted to track 
the musculoskeletal system without the use of markers15. Thanks to a greater 
number of cameras, both physical (8) and virtual (16), which collectively rendered 
14 Kamiar Aminian and Bijan Najafi, “Capturing Human Motion Using Body-Fixed Sensors: 
Outdoor Measurement and Clinical Applications”, Computer Animation and Virtual Worlds 15, no. 2 
(May 2004): 79–94, doi:10.1002/cav.2.
15 S. Corazza et al., “A Markerless Motion Capture System to Study Musculoskeletal 
Biomechanics: Visual Hull and Simulated Annealing Approach”, Annals of Biomedical Engineering 
34, no. 6 (June 2006): 1019–29, doi:10.1007/s10439-006-9122-8.
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a spatial sketch of a tracked object (so called visual hull), it was possible to 
decrease the number of mistakes in the whole walking cycle, particularly as far 
as hip and knee joint deviation is concerned. The results promise the use of the 
current method in clinical conditions.
Markerless motion capture systems (e.g. Kinect) have been developed to track 
human movement in one’s natural environment. Their reliability and precision 
have never been tested, though. The inter-faculty think tank from the University 
of Kentucky, USA decided to compare the data received from one of the cameras 
and the data received from a standard marker system with a large number of 
cameras16. The collected information was later presented with the help of the 
virtual marker trajectory. Both systems exhibited the reliability ratio of 0.51 for 
all tested angles. These results illustrate the possibility of precise evaluation of 
lower extremity kinematics by means of one motion capture camera and they 
are the first step to using this technology in order to demonstrate significant 
differences in kinematics of a group of patients.
As Murai, Kurosaki, Yamane and Nakamura prove17, somatosensory 
information, including information about muscle tone, provides an individual 
with a proper sense of posture, and the visualisation of this data is important in 
many domains. Data provided by the measurement of feedback is often used in 
sport and rehabilitation. The animation of characters can also be more realistic 
and dynamic if this kind of information is taken into account. The main technical 
problem with this method is the evaluation of muscle tone in real time. That is 
why a Japanese think tank developed a system which evaluates and visualizes 
muscle tone by means of an optical motion capture and electromyography 
(EMG). The authors created a very fast measuring algorithm, which grants 
system’s work in real time. Thus created model of the patient’s musculoskeletal 
system is being overlapped with a picture of their body registered by a regular 
camera. In effect, one can get the impression that s/he sees his or her muscles 
through the skin and clothes. This system is employed frequently to support 
traditional sports training, and it can also be used in rehabilitation.
16 Anne Schmitz et al., “Accuracy and Repeatability of Joint Angles Measured Using a Single 
Camera Markerless Motion Capture System”, Journal of Biomechanics 47, no. 2 (Jan 2014): 587–91, 
doi:10.1016/ j.jbiomech.2013.11.031.
17 Akihiko Murai et al., “Musculoskeletal-See-through Mirror: Computational Modeling and 
Algorithm for Whole-Body Muscle Activity Visualization in Real Time”, Progress in Biophysics and 
Molecular Biology 103, no. 2–3 (Dec 2010): 310–17, doi:10.1016/j.pbiomolbio.2010.09.006.
28 
Skin is the biggest organ of the human body. With its complex, multilayer 
structure, its movement can also be tracked and used in clinical practice. Out of 
many aspects, first and foremost, mechanical aspects of skin can be significant. 
It has been proven that the reaction of skin to mechanical injuries constitutes 
an important issue for the quality of life of people with disabilities. Additionally, 
doctors and surgeons need the evaluation of mechanical behaviour of human skin 
to be able to deal with skin diseases, and information about skin stretchability is 
essential for plastic surgery. Mahmud, Holt and Evans developed a new method 
of measuring the area of human skin deformation in natural conditions, using 
a 3D motion capture system18. In order to cause skin deformations, they used 
the load of 1.5 N by adding thin wires to markers. Data has been collected from 
three different load vectors. The tests have been repeated to check precision and 
repeatability. The experiment provided helpful and precise data, which can be 
used for further research and investigating hyper-resilient behaviour of human 
skin.
Mocap turns out to be a promising technology in research on the self-
awareness of one’s own body in space during movement. Kannape, Schwabe, Tadi 
and Blanke conducted a series of experiments in which volunteers dressed in full 
mocap costume animated virtual characters on the screen with the movement 
of their own body. In this research, they used distortions of a 3D character 
movement with respect to the real movement of a subject. The study showed 
that people are only partially capable of conscious monitoring of their position 
in space and their movement. The conclusion is that the self-consciousness of 
moving has little credibility, and the initiation of such movement and building 
a conscious experience of this movement are separate brain processes. As the 
authors claim the examination in question may help define scientific criteria of 
personality and help understand unconscious behaviours such as sleepwalking19.
18 Jamaluddin Mahmud, Cathy A. Holt and Sam L. Evans, “An Innovative Application of a 
Small-Scale Motion Analysis Technique to Quantify Human Skin Deformation in Vivo”, Journal of 
Biomechanics 43, no. 5 (March 2010): 1002–6, doi:10.1016/j.jbiomech.2009.11.009.
19 O.A. Kannape et al., “The Limits of Agency in Walking Humans”, Neuropsychologia 48, no. 6 
(May 2010): 1628–36, doi:10.1016/j.neuropsychologia.2010.02.005.
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2.4. Application of motion capture systems  
in medicine 
Motion capture tracks the trajectory of movement of each part of the human 
body in a three-dimensional space, permits a detailed investigation and precise 
computing with little error. It is highly significant whenever this kind of system 
is to serve as a basis for developing new solutions for medicine. Collected data 
is then used for creating simulations of human movement and predicting 
it for clinical uses20. Motion capture systems provide opportunities for the 
development of diagnostic medicine through comparing an average movement 
of healthy, able-bodied people with patients suffering from various disorders 
of joints or muscles. Computational collecting of characteristic parameters and 
differences of movement trajectories from program data and graphs21 or more 
directly from the observation of three-dimensional recordings give a precise 
picture of faulty functioning of the musculoskeletal system and let discover any 
underlying causes. 
The system allows to track the shifting of the centre of gravity and the 
centre of equilibrium, and the influence of particular segments of the body on its 
movement without ground reaction forces measurement. For this reason, this 
system has been used extensively in posturographic analysis22. Also, appropriate 
software can estimate the minimum number of markers needed to roughly 
calculate the linear and angular momentum, and the centre of mass23.
By analysing the arrangement of particular extremities, tracking their 
location and the range of movement, it is possible to detect anomalies in body
20  See, for instance Yujiang Xiang, Jasbir S. Arora and Karim Abdel-Malek, “Hybrid Predictive 
Dynamics: A New Approach to Simulate Human Motion”, Multibody System Dynamics 28, no. 3 
(September 2012): 199–224, doi:10.1007/s11044-012-9306-y.
21 Cihan Halit and Tolga Capin, “Multiscale Motion Saliency for Keyframe Extraction from 
Motion Capture Sequences”, Computer Animation and Virtual Worlds 22, no. 1 (Jan 2011): 3–14, 
doi:10.1002/cav.380.
22 Stefano Corazza and Thomas P. Andriacchi, “Posturographic Analysis through Markerless 
Motion Capture without Ground Reaction Forces Measurement”, Journal of Biomechanics 42, no. 3 
(February 2009): 370–74, doi:10.1016/j.jbiomech.2008.11.019.
23 Caroline Forsell and Kjartan Halvorsen, “A Method for Determining Minimal Sets of Markers 
for the Estimation of Center of Mass, Linear and Angular Momentum”, Journal of Biomechanics 42, 
no. 3 (February 2009): 361–65, doi:10.1016/j.jbiomech.2008.10.029.
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posture and walking24. It is also possible to make a non-invasive assessment of 
knee joints and hips, for instance during a physical activity25, and also to estimate 
patterns of occurrence of complications following specialized treatment, 
such as surgical reconstruction of a joint, through the visualisation of skeletal 
movements in real time26. 
A motion capture system helped create a precise, multisegment 3D model 
of feet. On this basis, it was possible to investigate how different parts of a foot 
behave during a walk (more precise measurement revealed errors of measurement 
caused by the distance between a marker fixed to the skin and a foot bone)27.  In 
order to observe even minute anomalies, it is also possible to synchronize the 
data of the spatial model with the results of the examination of plantar foot 
pressure28. Motion capture and platforms measuring ground reaction were used 
for the kinetic analysis of a human walking ahead, in comparison with the data 
collected during a walk backwards which was reversed in time. System’s task 
was computational capturing of common features and moments of movement, 
and defining points which generate the drive of the body during a walk29.
Frequently, patients who have undergone surgical operations suffer from an 
increased sensitivity of areas which have been the subject of these operations 
and can be damaged again. That is why, research has been conducted which 
should help predict such an eventuality when doing everyday chores. Researchers 
studied what angle of inclination of a hip joint after total hip arthroplasty 
may result in hitting and joint instability and what situations can cause such 
24 Junius André F. Balista, Maricor N. Soriano, and Caesar A. Saloma, “Compact Time-
Independent Pattern Representation of Entire Human Gait Cycle for Tracking of Gait Irregularities”, 
Pattern Recognition Letters 31, no. 1 (January 2010): 20–27, doi:10.1016/j.patrec.2009.09.001.
25 Massoud Akbarshahi et al., “Non-Invasive Assessment of Soft-Tissue Artifact and Its Effect 
on Knee Joint Kinematics during Functional Activity,” Journal of Biomechanics 43, no. 7 (May 2010): 
1292–1301, doi:10.1016/j.jbiomech.2010.01.002.
26 Y. Otake at al., “Real-Time Motion Analysis for Patients after Total Hip Arthroplasty by Using 
4-Dimensional Patient-Specific Model”, International Congress Series 1281(May 2005): 696–701, 
doi:10.1016/j.ics.2005.03.304.
27 R. Shultz, A.E. Kedgley, and T.R. Jenkyn, “Quantifying Skin Motion Artifact Error of 
the Hindfoot and Forefoot Marker Clusters with the Optical Tracking of a Multi-Segment Foot 
Model Using Single-Plane Fluoroscopy”, Gait & Posture 34, no. 1 (May 2011): 44–48, doi:10.1016/j.
gaitpost.2011.03.008.
28 Adam L. Miller, “A New Method for Synchronization of Motion Capture and Plantar Pressure 
Data”, Gait & Posture 32, no. 2 (June 2010): 279–81, doi:10.1016/j.gaitpost.2010.04.012.
29 Minhyeon Lee et al., “Kinematic and Kinetic Analysis during Forward and Backward Walking,” 
Gait & Posture 38, no. 4 (August 2013): 674–78, doi:10.1016/j.gaitpost.2013.02.014.
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dangers, e.g. during a sexual intercourse30. Motion capture helped describe the 
entire range of movement during these activities in 12 different positions and it 
has been verified which of them can be risky for women and men. 
A specialized, optical motion capture system constructed on the basis 
of infrared cameras has been used for the analysis of jaw movements. It can 
identify anomalies of jaw movement, temporomandibular joint and facilitate a 
clinical assessment of a joint and muscles participating in chewing31. 
This research is related to an important orthodontic project. In orthodontic 
treatment, it is of utmost importance to harmonize mouth and jaw in an 
aesthetic and functional way. Scientists are increasingly aware of the crucial 
function of a smile in human life. Facial expression, especially an attractive 
smile, are essential elements of social interactions. That prompted scientists to 
employ motion capture systems to assess changes in smiling after various types 
of orthodontic treatments aiming at eliminating malocclusions32. The results 
of this study helped improve treatment, as well as compare the image of lips 
before and after treatment. Another benefit of this research is a possibility to 
define ideal proportions of human smile.
Mocap has also been used to develop an imaging technique giving a new 
insight into spatial distribution of cognitive and transmission centres in brain 
through a more intense capturing of electric signals of the brain and muscles33.
A place, where perfection and composure are crucial and worth using mocap, 
is an operation theatre. A tiny mistake can obviously result in patient’s death 
or serious injuries. In some projects, surgical instruments were tracked by 
cameras with markers fixed to each instrument. There is one major drawback 
here. It changes the weight of an instrument, which can disturb surgeon’s 
actions.  Borghese and Frosio offered a new method helping overcome these 
problems34. Specially constructed, very light, structural markers were used to 
30 Caecilia Charbonnier et al., “Sexual Activity After Total Hip Arthroplasty: A Motion Capture 
Study”, The Journal of Arthroplasty 29, no. 3 (March 2014): 640–47, doi:10.1016/j.arth.2013.07.043.
31 A. P. Pinheiro et al., “Measurement of Jaw Motion: The Proposal of a Simple and Accurate 
Method”, Journal of Medical Engineering & Technology 35, no. 3–4 (April 2011): 125–33, doi:10.3109/0
3091902.2010.542270.
32 Tomomi Nakamichi et al., “Three-Dimensional Dynamic Evaluation of a Posed Smile 
in Normal Occlusion and Class II Malocclusion”, Orthodontic Waves 72, no. 4 (Dec 2013): 131–41, 
doi:10.1016/j.odw.2013.05.005.
33 Scott Makeig et al., “Linking Brain, Mind and Behavior”, International Journal of 
Psychophysiology 73, no. 2 (August 2009): 95–100, doi:10.1016/j.ijpsycho.2008.11.008.
34 N. Alberto Borghese and I. Frosio, “Compact Tracking of Surgical Instruments through 
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track instruments, which let the systems recognize them better when they are 
covered by something. These markers can be used to track very precise surgical 
instruments, e.g. those used during eye operations and they are not an obstacle 
during an operation.
2.5. Rehabilitation and support for people with 
disabilities
The analysis of movement by means of a motion capture system provides 
us with a wide spectrum of biological knowledge about human body and the 
musculoskeletal system in humans. Movement tracking is essential for learning 
and detecting numerous diseases and medical conditions, it contributed to 
many innovations in medicine, discovering cheaper and more effective solutions 
in treatment and diagnosis. Since it provides valuable data, mocap finds its use 
also in rehabilitation. Restoring people to physical fitness after serious injuries 
or helping them overcome some inborn defects or palsy can become more 
effective and take much less time.
Motion capture helps investigate such issues as correct functioning of upper 
and lower limb joints, potential threats which can accompany fixing a prosthesis 
or the impact of rehabilitation on improving physical fitness. It monitors the 
temporomandibular joint and muscles taking part in chewing, provides new 
information about brain centres, monitors the behaviours of human body during 
physical activity, e.g. horse riding or cycling.
An interesting result of measuring and comparing the trajectory of 
movement of human pelvis by means of motion capture, during marching and 
horse riding, was proving that horse riding can generate movement models of 
human pelvis similar to many features of its movement appearing during a 
walk35 and learning about the efficacy of these rehabilitation methods among 
people with disabilities. Comparing the level of activity of particular body parts 
when performing particular tasks finds its use not only in rehabilitation, but also 
in sports disciplines. By virtue of it, it has been confirmed that the movement of 
Structured Markers”, Medical & Biological Engineering & Computing 51, no. 7 (lipiec 2013): 823–33, 
doi:10.1007/s11517-013-1052-7.
35 Brian A. Garner and B. Rhett Rigby, “Human Pelvis Motions When Walking and When 
Riding a Therapeutic Horse”, Human Movement Science 39 (Feb 2015): 121–37, doi:10.1016/j.
humov.2014.06.011.
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upper body parts is insignificant during an effortless cycling. At the same time, 
the analysis of knee movement was conducted during stabilization. Differences 
in the body kinematics at various speeds or the impact of pedalling on bike 
steering have also been tested36.
Within the scope of upper extremity kinematics, a lot of research has been 
devoted to the examination of the movement of arms when learning how to 
use a wheelchair and powering it with the hands of able-bodied people37. In 
addition, a lot of attention has been paid to the movement of people suffering 
from palsy after partial cerebral palsy. In the second case, the point of focus was 
the trajectory of upper extremity when doing everyday tasks38.
Protection of the elderly is crucial in contemporary, aging societies. As 
a result of disorders of musculoskeletal system connected with the loss of 
balance and decreased mobility, the elderly frequently collapse uncontrollably. 
To protect them against adverse consequences of such situations, doctors and 
physiotherapists had to assess and decrease the risk of collapsing. They used 
motion capture to examine a few people and classified them to the right group 
of risk. Rehabilitation programs were customized depending on the needs39.
Another issue which is often mentioned when discussing possible uses of 
motion capture systems is rehabilitating people after operations or injuries and 
bringing them to the best physical fitness possible. Y. Otake, Suzuki, Hattori, 
Miki, Yamamura, Sugano, Yonenobu and Ochi developed a system of movement 
analysis for people who underwent total hip arthroplasty (THA). This system 
visualises the movement of skeleton and detects possible issues which can 
appear after THA. The team used the model of a skeleton made of materials 
provided by computer tomography (CT) and motion capture system. By joining 
these two sets of data, the researchers were able to show the skeletal movement 
36 Jason K. Moore et al., “Rider Motion Identification during Normal Bicycling by Means of 
Principal Component Analysis”, Multibody System Dynamics 25, no. 2 (Feb 2011): 225–44, doi:10.1007/
s11044-010-9225-8.
37 Laurence Roux, Sylvain Hanneton, and Agnès Roby-Brami, “Shoulder Movements during 
the Initial Phase of Learning Manual Wheelchair Propulsion in Able-Bodied Subjects”, Clinical 
Biomechanics 21 (Jan 2006): S45–51, doi:10.1016/j.clinbiomech.2005.09.013.
38 M.C.M. Klotz et al., “Motion Capture of the Upper Extremity during Activities of Daily Living 
in Patients with Spastic Hemiplegic Cerebral Palsy”, Gait & Posture 38, no. 1 (May 2013): 148–52, 
doi:10.1016/j.gaitpost.2012.11.005.
39 W. Rueangsirarak et al., “Fall-Risk Screening System Framework for Physiotherapy Care 
of Elderly”, Expert Systems with Applications 39, no. 10 (August 2012): 8859–64, doi:10.1016/j.
eswa.2012.02.023.
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in real time. Taking advantage of this system, patients can easily learn about the 
condition of their hip joint during movement (which is normally difficult owing 
to a complex hip structure)40.
The purpose of research conducted by Klotz, Kost, Braatz, Ewerbeck, 
Heitzmann, Gantz, Dreher and Wolf was to assess the limitations of upper 
extremity movements for patients with partial cerebral palsy through the 3D 
analysis of movement when doing 10 daily living activities (eating with a spoon, 
drinking water from a glass, pouring water, turning a page in a book, typing, 
using a phone, moving a box on a desk, combing hair, using a restroom, washing 
hands)41. The range of movement limitations was examined by comparing 
motion capture session conducted in two groups. One of them were people 
suffering from palsy and another one - healthy volunteers.
The kinetics of joint movement when learning how to use a wheelchair is 
described in detail, Roux Laurence, Hanneton Sylvain and Roby-Brami Agne 
showed, however, that a motion capture system can be used in an open space42.
2.6. Mocap and sport
Since motion capture systems can capture even the slightest movement, they 
are widely used in many disciplines of sport where impeccable technique and a 
precise trajectory of movement are crucial. Already at the turn of the 80’s and 
90’s, motion capture systems were used, e.g. in golf training. 
Precise trajectory of movement is essential, among others, in sports where 
players use some kind of “prolongation of their arm”, for instance a racket. Kwan, 
Cheng, Tang and Rasmussen used a motion capture system to investigate the 
game of badminton between two players on a different level of expertise43. They 
studied the maximum deflection of a racket as well as the maximum velocity. 
40 Y. Otake et al., “Real-Time Motion Analysis for Patients after Total Hip Arthroplasty by Using 
4-Dimensional Patient-Specific Model”, International Congress Series 1281 (May 2005): 696–701, 
doi:10.1016/j.ics.2005.03.304.
41 M.C.M. Klotz i in., „Motion Capture of the Upper Extremity during Activities of Daily Living 
in Patients with Spastic Hemiplegic Cerebral Palsy”, Gait & Posture 38, no. 1 (May 2013): 148–52, 
doi:10.1016/j.gaitpost.2012.11.005.
42 Laurence Roux, Sylvain Hanneton, and Agnès Roby-Brami, “Shoulder Movements during 
the Initial Phase of Learning Manual Wheelchair Propulsion in Able-Bodied Subjects”, Clinical 
Biomechanics 21 (Jan 2006): S45–51, doi:10.1016/j.clinbiomech.2005.09.013.
43 Maxine Kwan et al., “Measurement of Badminton Racket Deflection during a Stroke”, Sports 
Engineering 12, no. 3 (May 2010): 143–53, doi:10.1007/s12283-010-0040-5.
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Motion capture systems were later used for further research on badminton (for 
instance to compare pendular velocities of rackets of different weights or to 
detect difference between different kinds of strokes)44.
Another racket sport which is often researched with the use of motion 
capture is tennis. Sheets, Abrams, Corazza, Safran and Andriacchi investigated 
the differences between various kinds of tennis serves (Flat, Kick and Slice)45. 
They differed, among others, in velocity and the degree of deflection of a racket. 
The data collected during this experiment leads to the conclusion that, for 
instance, a Kick serve carries a higher risk of a shoulder or back injury.
Correct technique usually corresponds to an increased efficacy. Bearing this 
dependency in mind, researchers tested the game of football or, to be more 
precise, one element of the game - a kick. The aim of this examination was to 
investigate the correlation between bending and deflection of an arm, position 
of the trunk, hips and knees, and the length of the last step and the efficacy of 
a kick46.
Bike Power Saver systems (BPS) are famous for the fact that if one changes 
the angle of pedalling, they increase the efficacy of cycling at the same time 
requiring less energy. Shan tested the system with motion capture technology 
and electromyography, analyzing leg muscles of 10 people during pedalling47. 
The author arrived at a conclusion that BPS does not change the movement of 
the hip and knee but diversifies the movement of an ankle. Contrary to what was 
expected, it turned out that the movement of an ankle causes a bigger energy 
loss than a standard method of pedalling as it causes significant fatigue. Basing 
on the data, we might claim that a BPS system is less effective than a standard 
bike.
A squat jump is one of the most frequent exercises, which is very useful 
for both sports training squat jumping and rehabilitation. It is crucial to do 
it correctly or, otherwise, it can cause injuries. Using a machine monitoring a 
44 Ibid., part Introduction.
45 Alison L. Sheets et al., “Kinematics Differences Between the Flat, Kick, and Slice Serves 
Measured Using a Markerless Motion Capture Method”, Annals of Biomedical Engineering 39, no. 12 
(Dec 2011): 3011–20, doi:10.1007/s10439-011-0418-y.
46 Gongbing Shan et al., “REGRESIJSKE JEDNADŽBE ZA PROCJENU KVALITETE IZVEDBE 
MAKSIMALNOG OSNOVNOG NOGOMETNOG UDARCA U MUŠKARACA I ŽENA”, Kineziologija 44, no. 
2 (2012): 139–47.
47 Gongbing Shan, “Biomechanical Evaluation of Bike Power Saver”, Applied Ergonomics 39, no. 
1 (Jan 2008): 37–45, doi:10.1016/j.apergo.2007.03.004.
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person and stabilizing him or her so that they are safe is often indispensable 
when training sessions are tough and the risk of injury is high. On the other 
hand, the structure of this machine often limits movement to raising from a 
squat jump. Maritis and Valentinis aimed at devising an alternative mechanism 
capable of keeping the safety without limiting movement48. By using a motion 
capture system and computer design, they managed to construct a device which 
met these expectations.
2.7. Mocap vs games and animations
A lot of research related to the use of motion capture systems in film and 
game animation is devoted to solving particular problems and responding to 
challenges which appear on different stages of creating an animation.
Chao, Yang and Lin assert that natural human movements like walking or 
running are rarely described in detail. On the other hand, some types of movement 
(e.g. rehabilitation exercises) are explained meticulously49. These descriptions, 
together with corresponding movements registered by a mocap system, can 
form a basis for the synthesis of new movements and creating an animation 
which will be generated from a text automatically. The authors propose, first, 
to use text analysis method in order to extract basic motion texts (BMT) from 
exercise manuals and convert it into BMT-normal forms. Then, they introduce 
the annotation method to build the mapping table between basic motion texts 
and their corresponding motion clips given in examples. Then a new motion 
with given textual description can be synthesized by converting the description 
sentences into a sequence of text normal forms and then concatenating the 
corresponding motion clips to form the desired motion. In the experiment at the 
end of the project, the authors managed to extract from sample text a continuous 
animation of a stream of professional tai-chi movements automatically.
In yet another project, the authors focus on representing motions as linear 
sums of principal components, which has become a frequently used animation 
48 Lorenzo Mariti and Pier Paolo Valentini, “Improving the Design of Squat Machine Using 
Motion Capture and Virtual Prototyping”, Sports Engineering 14, no. 2–4 (Dec 2011): 73–84, 
doi:10.1007/s12283-011-0079-y.
49 Shih-Pin Chao et al., “Tai Chi Synthesizer: A Motion Synthesis Framework Based on Key-
Postures and Motion Instructions”, Computer Animation and Virtual Worlds 15, no. 34 (July 2004): 
259–68, doi:10.1002/cav.28.
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technique in video game development50. Urtasun, Glardon, Boulic, Thalmann 
and Fua prove that even though it is powerful, this approach is not well suited 
to modelling the specific style of an individual. The current practice is to perform 
a full motion capture session each time a new person must be considered. 
The authors devised a method where the necessity of recording all motions 
is reduced to capturing only selected sequences of walking or running. This 
observation is used to compute a set of principal component weights that best 
approximates the motion. As a result, it is possible to extrapolate in real-time 
realistic animations of the same person walking or running at different speeds, 
and jumping a different distance. 
Smooth, cyclic human motion is the point of interest of other scholars. One 
of the methods of modelling uses functional analysis51. The pose of the body is 
represented by a time-series of joint angles which are automatically segmented 
into a sequence of motion cycles. The mean and the principal components of 
these cycles are computed using an algorithm that enforces smooth transitions 
between the cycles. The key to this method is its ability to automatically deal 
with noise and missing data.
Interactive generation of falling motions for virtual character with realistic 
responses to unexpected push, hit or collision is a popular issue in many games 
or film animations. Tang, Pan, Zheng and Zhang prove that the desired effects 
can be achieved by means of a method based on simulated trajectory prediction 
and biomechanics inspired adjustment52. The system predicts a motion 
trajectory and uses it to select a desired transition-to sequence. At the same 
time, physically generated falling motions will fill in the gap between the two-
motion capture sequences before and after the transition. Utilizing a parallel 
simulation, this method is able to predict a character’s motion trajectory in real-
time. Based on a relatively small motion database, the system can effectively 
generate various interactive falling behaviours.
In real-time animation systems, motion interpolation techniques are widely 
used for their controllability and efficiency. The techniques sample the parameter 
50 Raquel Urtasun et al., “Style-Based Motion Synthesis+”, Computer Graphics Forum 23, no. 4 
(Dec 2004): 799–812, doi:10.1111/j.1467-8659.2004.00809.x.
51 Dirk Ormoneit et al., “Representing Cyclic Human Motion Using Functional Analysis”, Image 
and Vision Computing 23, no. 14 (Dec 2005): 1264–76, doi:10.1016/j.imavis.2005.09.004.
52 Bing Tang et al., “Interactive Generation of Falling Motions”, Computer Animation and Virtual 
Worlds 17, no. 3–4 (July 2006): 271–79, doi:10.1002/cav.131.
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space using example motions registered with motion capture systems, and 
interpolate them to compute to the given parameters. Ha and Han emphasize 
that the main problem of these techniques is that, as the dimension of the 
parameter space increases, the number of required example motions increases 
exponentially53. The solution they propose is to use two decoupled parameter 
spaces for controlling the upper body and the lower body separately. At each 
frame time, a parameterized motion space produces a source frame and a target 
frame which are synthesized by splicing the upper body of one source frame 
with the lower body of the other. This decoupled parameterization method 
alleviates the complexity problem, which providing the users with the capability 
of convenient control over the character.
2.8. Mocap – speech, face, and hands
The nature of our project where on the one hand we use performance capture 
techniques and on the other we focus our attention on working with deaf people 
made us differentiate between various sample groups related to animating 
speech and nonverbal gestures, as well as face and hand animation.
Registering motion does not pose a problem for motion capture systems at 
present. Their result, though, is not always convincing. There is a considerable 
difference between a mere change of the position of a particular extremity or 
trunk and designating a means of communication by body language. The orally 
and aurally challenged, for whom facial expression and gesticulation are crucial 
for effective communication, are well-aware of that.
Non-verbal communication is a key factor to express oneself and act 
properly in interpersonal relations. Its analysis has contributed significantly 
to the understanding of human communication. It is not surprising then that 
scientists are continuously developing  methods of effective measurement and 
analysis of such behaviours. So far non-verbal messages have been observed 
and coded by means of evaluative schemes. This approach is plagued, though, 
with a number of nuisances, as a result of which scientists launched automatic 
measurement with motion capture devices. Poppe, Van Der Zee, Heylen and 
Taylor offered a shared methodology of conducting such research, which 
53 Dongwook Ha and JungHyun Han, “Motion Synthesis with Decoupled Parameterization”, The 
Visual Computer 24, nr 7–9 (July 2008): 587–94, doi:10.1007/s00371-008-0239-7.
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facilitates effective comparison of non-verbal behaviours both in the whole body 
and selected extremities54. 
Apart from this holistic approach, there is a large group of research focusing 
on the main parts of the body, which are crucial for both verbal and non-verbal 
communication.
Face is a fairly problematic area of the body for motion capture systems 
as a greater number of markers have to be used in comparison to other body 
parts. Also, changes in facial expressions can be so subtle that a system may 
not detect them, which can lead to passing false information by an animated 
character. Facial animations must take into account head movement and 
character expression. One of the most interesting and precise methods of 
synthesizing realistic facial animations is using the Laplace operator, whose 
task is to preserve as many details as possible. The system, developed by Wan 
and Jin55, captures the data registered by a mocap system and then decomposes 
them into the facial expression and the movement of the head. Next, it clones 
the capture facial expression on a neutral model and, only now, it adjusts the 
position of the head. The system works thanks to 36 markers fixed to a face with 
particular attention paid to eyebrows, lips and eyes and another 6 markers fixed 
to the forehead and the end of the nose. The first set is responsible for facial 
expression and the second one for the movement of the head. Research revealed 
that the system proves much more effective compared to the RBF method or 
“feature point based”.
Another useful method of optimizing animation is motion vector 
adjustment technique. It consists in the use of ready graphic schemes and their 
modification by means of facial motion capture data. The main advantage of the 
system, developed by Liu, Mao, Xia, Yu and Wang56, is the reduction of labour-
work typical of “the automatic blendshape optimization” and greater saving of 
time and energy. There is also a greater likelihood that a ready model will be 
credible since it consists of schemes accepted by specialists as models of a given 
emotion and they are only improved in the process of collecting the data related 
54 Ronald Poppe et al., “AMAB: Automated Measurement and Analysis of Body Motion”, 
Behavior Research Methods, 19 Oct 2013, doi:10.3758/s13428-013-0398-y.
55 Xianmei Wan and Xiaogang Jin, “Data-Driven Facial Expression Synthesis via Laplacian 
Deformation”, Multimedia Tools and Applications 58, no. 1 (May 2012): 109–23, doi:10.1007/s11042-
010-0688-7.
56 Xuecheng Liu et al., “Facial Animation by Optimized Blendshapes from Motion Capture 
Data”, Computer Animation and Virtual Worlds 19, no. 3–4 (2008): 235–45, doi:10.1002/cav.248.
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to the changes in the location of markers fixed to the actor’s face. Optimization 
is possible due to the use of the same strategic points on the schematic and 
human face. Points on each face are connected and form a network. Next, as a 
result of a predetermined algorithm, we receive an improved image.
Interesting research has also been conducted on improving facial expressions 
of models used in motion capture systems. One important study is the work 
by Deng and Neumann57, who examined four facial expressions: neutral, happy, 
angry and sad. They claim that their system effectively adopts a 3D model to recite 
in one of these emotional states. Chin, Lee and Lee58 approach this issue from 
a different perspective. They abandon the attempt to render realistic emotional 
states. They venture the opinion that the audience prefers exaggerated facial 
expressions when watching a film or playing a computer game. They offer a 
system which exaggerates character’s facial expression automatically.
Hands, and especially palms, are another problematic area of the body in 
motion capture sessions. Again, the number of markers has been increased but 
the results have not always been as expected. It happens that not only hands 
but the whole body as well takes part in conveying messages.
Research on these issues has been conducted by Zaini, Fawcett, White and 
Newman59. Using a specially created mocap system fixed to hands and trunk, 
they recorded several dozen clips featuring particular, universal gestures. Instead 
of traditional markers, it makes use of special gloves. Gold et al.60 employed this 
technology for their research limiting it to the use of just one 5DT DataGlove 
5 Ultra. Others have gone further and attempted at improving these devices. 
Li, Chen, Yeo and Lim61 invented a tool called “SmartGlove”, which looks like a 
regular glove, except it is equipped with a number of wires and sensors.
57 Z. Deng and U. Neumann, “Expressive Speech Animation Synthesis with Phoneme-
Level Controls”, Computer Graphics Forum 27, no. 8 (Dec 2008): 2096–2113, doi:10.1111/j.1467-
8659.2008.01192.x.
58 Seongah Chin, Chung Yeon Lee, and Jaedong Lee, “An Automatic Method for Motion Capture-
Based Exaggeration of Facial Expressions with Personality Types”, Virtual Reality 17, no. 3 (Sept 
2013): 219–37, doi:10.1007/s10055-013-0227-8.
59 Hazlin Zaini et al., “Communicative and Noncommunicative Point-Light Actions Featuring 
High-Resolution Representation of the Hands and Fingers”, Behavior Research Methods 45, no. 2 
(June 2013): 319–28, doi:10.3758/s13428-012-0273-2.
60 Brian J. Gold et al., “A New Way to Quantify the Fidelity of Imitation: Preliminary Results with 
Gesture Sequences”, Experimental Brain Research 187, no. 1 (May 2008): 139–52, doi:10.1007/s00221-
008-1291-2.
61 Kang Li et al., “Development of Finger-Motion Capturing Device Based on Optical Linear 
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Some researchers use traditional markers during these sessions but they are 
not fixed to clothes but to the skin as in the project by Kang, Zhong, Quin, Wang 
and Write62.
Another type of research replaces mocap technology with registering human 
body and analysing the data received6364. In this way, researchers meant to 
“measure” emotions65 or register sign language gestures66.
A separate group of scientific works related to registering and animation 
of hand motion and facial expressions are sign language studies. In the United 
States, Motion Capture Corpus of American Sign Language has been collected for 
quite some time67. A similar project called Sign3d, whose purpose is to register 
FSL - French Sign Language68, is developed at Gallaudet University in the USA. 
The university is one of the most recognizable scientific-didactic centres for 
deaf people around the world. The team which is responsible for the project is 
based at Motion Light Lab, a research facility devoted to developing on bilingual 
interfaces69. One of the effects of their work were animations presenting nursery 
rhymes in baby sing language. Discussed projects exploit performance capture 
systems allowing for registering both body movements (mainly hands) and facial 
Encoder”, The Journal of Rehabilitation Research and Development 48, no. 1 (2011): 69, doi:10.1682/
JRRD.2010.02.0013.
62 Jinsheng Kang et al., “Instant 3D Design Concept Generation and Visualization by Real-
Time Hand Gesture Recognition”, Computers in Industry 64, no. 7 (Sept 2013): 785–97, doi:10.1016/j.
compind.2013.04.012.
63 Javier Varona, José M. Buades, and Francisco J. Perales, “Hands and Face Tracking for VR 
Applications”, Computers & Graphics 29, no. 2 (April 2005): 179–87, doi:10.1016/j.cag.2004.12.002.
64 Alexander Woodward i et al., “An Interactive 3D Video System for Human Facial Reconstruction 
and Expression Modeling”, Journal of Visual Communication and Image Representation 23, no. 7 (Oct 
2012): 1113–27, doi:10.1016/j.jvcir.2012.07.005.
65 Vasileios Terzis, Christos N. Moridis, and Anastasios A. Economides, “Measuring Instant 
Emotions Based on Facial Expressions during Computer-Based Assessment”, Personal and 
Ubiquitous Computing 17, no. 1 (Jan 2013): 43–52, doi:10.1007/s00779-011-0477-y.
66 Ziyang Ma i Enhua Wu, “Real-Time and Robust Hand Tracking with a Single Depth Camera”, 
The Visual Computer 30, no. 10 (Oct 2014): -, doi:10.1007/s00371-013-0894-1.
67 Pengfei Lu and Matt Huenerfauth, “CUNY American Sign Language motion-capture corpus: 
first release”, in Proceedings of the 5th Workshop on the Representation and Processing of Sign 
Languages: Interactions between Corpus and Lexicon, The 8th International Conference on Language 
Resources and Evaluation (LREC 2012), Istanbul, Turkey, 2012.
68 François Lefebvre-Albaret et al., “Overview of the Sign3D Project High-fidelity 3D recording, 
indexing and editing of French Sign Language content”, w Third International Symposium on Sign 
Language Translation and Avatar Technology (SLTAT) 2013, 2013.
69  See ASL Nursery Rhymes project website at http://www.motionlightlab.com/asl-nursery-
rhymes/, 25 Aug 15.
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expressions. For instance, in the project put to life at CUNY, researchers used a 
system built of cyber-gloves, an inertial tracking sensor and a mocap costume, 
as well as an eye-track system fixed to the subject’s head but facial expression 
was not captured. In the two remaining projects, marker systems with a large 
number of markers fixed to the subjects’ faces were used.
Teams working on the above described projects are hoping to create gesture 
databases so rich that they will help build holistic and coherent sign messages 
from separate gestures. The effect of the two projects are animations featuring 
3D characters, whose models enhance the expressiveness and clarity of sign 
messages. In the Motion Light Lab project, it is a realistic, dressed in a white 
T-shirt clown, whose make-up with emphasized eyebrows, the outline of an 
eye and carmine lips enhance the clarity of sign language message. The French 
model in the project is a unrealistic model of a woman with a clear trace of a 
network of polygons all over her body and face. To increase the visibility of, first 
and foremost facial expressions, the model does not have any cloned texture.
2.9. Artistic projects and performative arts  
measurements
Recording performative arts is an area which has been developing for quite 
some time. At the turn of the 20th and 21st century, a number of artistic and 
educational sessions with a French mime Marcel Marceau were recorded in the 
Advanced Computing Center for the Arts and Design (ACCAD) at Ohio State 
University in the USA. In the same research centre, American choreographer 
Bebe Miller, who was the man in charge, put to life another artistic project 
with the use of mocap. Meanwhile, at the University of California in Irvine at 
the Department of Dance, artistic dancer and researcher Lisa Naugle carried out 
her first artistic projects (e.g. AVA in 2002). With the passing of time, more and 
more artistic projects used mocap, often engaging artists as well as researchers. 
One such project which is titled “Collapse (suddenly falling down)” received the 
Izadora Duncand Award for visual arts in 200970. A similar interdisciplinary team 
was created in England in 2009 by the representatives of a few research centres. 
70 Michael Neff et al., “Blending Art and Science to Create Collapse (suddenly Falling Down)”, 
Leonardo 43, no. 2 (April 2010): 204–204, doi:10.1162/leon.2010.43.2.204.
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Capturing and analyzing dance movement should be approached from yet 
another perspective. It is  the task of technologically oriented scientists to create 
software which would permit extraordinarily precise capturing of motion and 
analyzing it in great detail. One example here is the project by Choi, Isaki, Sakaty, 
Tsuruty and Hachimury71 who combined registering dance by means of motion 
capture systems with EMG, which can receive biophysical measurements, e.g. 
the strength used. They regard the effects of their work as more precise in 
comparison with using solely a mocap system.
Accompanied by motion capture systems, performative arts can also be an 
inspiration for other areas. Van Dyck, Maes, Hargreaves, Lesaffre, Leman et al.72 
investigated whether it is possible to analyze somebody’s mood on the basis of 
dance. To do so, they selected people in good and bad temper, and asked them 
to dance to “neutral” music. The results revealed that especially dance pace 
and dynamics differed depending on an emotional state. Similar research has 
also been conducted by Volkova, Mohler, Dodds, Tesch i Bülthoff73. Participants 
could use the whole body to express emotions, but only movements above the 
abdominal cavity were taken into account. Cimen, Ilhan, Capin and Gurcay74 
also focused on learning somebody’s emotions through movement but they did 
not pay attention to dancing. Four categories of states were analyzed: happy, 
relaxed, angry and sad. Cheema, Eweiwi and Bauckhage75 observed that each 
person has some typical, individual movements. Some of the results could be 
used in future in medicine, e.g. music therapy76.
71 Woong Choi i in., “Quantification of Dance Movement by Simultaneous Measurement of 
Body Motion and Biophysical Information”, International Journal of Automation and Computing 4, 
no. 1 (Jan 2007): 1–7, doi:10.1007/s11633-007-0001-z.
72 Edith Van Dyck et al., “Expressing Induced Emotions Through Free Dance Movement”, Journal 
of Nonverbal Behavior 37, no. 3 (Sept 2013): 175–90, doi:10.1007/s10919-013-0153-1.
73 Ekaterina P. Volkova et al., “Emotion categorization of body expressions in narrative 
scenarios”, Frontiers in Psychology 5 (30 June 2014), doi:10.3389/fpsyg.2014.00623.
74 Gokcen Cimen et al., “Classification of Human Motion Based on Affective State Descriptors: 
Classification of Human Motion Based on Affective State Descriptors”, Computer Animation and 
Virtual Worlds 24, no. 3–4 (May 2013): 355–63, doi:10.1002/cav.1509.
75 Muhammad Shahzad Cheema, Abdalrahman Eweiwi, and Christian Bauckhage, “Human 
Activity Recognition by Separating Style and Content”, Pattern Recognition Letters 50 (Dec 2014): 
130–38, doi:10.1016/j.patrec.2013.09.024.
76 Clemens Maidhof, Torsten Kästner, and Tommi Makkonen, “Combining EEG, MIDI, and 
Motion Capture Techniques for Investigating Musical Performance”, Behavior Research Methods 46, 
no. 1 (March 2014): 185–95, doi:10.3758/s13428-013-0363-9.
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Lately, research on employing mocap techniques in performative arts is 
concentrating more and more on functional and entertainment solutions. One 
gripping project is a game designed by Deng, Leung, Gu and Yang77, where a 
filming camera registers user’s motions without any markers. The game is a 
dancing self-study guide, which has a learning and freestyle dancing mode. It 
is intended for one person, who should follow model dance movements shown 
by an on-screen character in a learning model, which mocks user’s movements 
in a free mode. It is an interesting substitute for dance mats popular among 
young girls. Another unusual application is a project by Oshity, Seki, Yamanaki, 
Nakatsuki and Iwatsuki,78 which also helps a user learn how to dance. This time 
it is a traditional Japanese dance Noh combining theatre and dance. The program 
is not interactive. User’s motions are not registered and one can only mock a 
sequence of movements from pre-prepared materials.
Tsuji i Nishitaka79 developed software which teaches to play the percussion. 
Not only does it help to keep the rhythm - thanks to a metronome working in 
the background - but also instructs a drummer how to adjust the strength and 
maintain correct amplitude of hand movement. Markers appear in this systems 
but there are not too many of them.
Mocap systems have been used to create a prototype of dance equivalent 
of Spotify80. The website helps us find music which we might like. Its authors 
created a database of dancers and a clear program, which enables users to 
browse through video materials and, if one likes some clip or other, find similar 
content.
As the bridge connecting performative arts and mocap, we might describe 
various aspects of animations showing stage actors or musicians playing 
instruments. Their motions are usually simplified. Bouenard, Gibet and 
77 Liqun Deng et al., “Real-Time Mocap Dance Recognition for an Interactive Dancing Game”, 
Computer Animation and Virtual Worlds 22, no. 2–3 (April 2011): 229–37, doi:10.1002/cav.397.
78 Masaki Oshita et al., “Easy-to-Use Authoring System for Noh (Japanese Traditional) Dance 
Animation and Its Evaluation”, The Visual Computer 29, no. 10 (Oct 2013): 1077–91, doi:10.1007/
s00371-013-0839-8.
79 Yasuhiko Tsuji and Atsuhiro Nishitaka, “Development and Evaluation of Drum Learning 
Support System Based on Rhythm and Drumming Form”, Electronics and Communications in Japan 
(Part III: Fundamental Electronic Science) 89, no. 9 (Sept 2006): 11–21, doi:10.1002/ecjc.20275.
80 Damien Tardieu et al., “Browsing a Dance Video Collection: Dance Analysis and Interface 
Design”, Journal on Multimodal User Interfaces 4, no. 1 (March 2010): 37–46, doi:10.1007/s12193-010-
0049-x.
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Wanderley81 wrote a prototype programme, which, on the basis of soundtrack, 
could adjust motions of a virtual drummer so that they were coordinated with 
the meter and rhythm from an audio file. Similarly, research has been done on 
how to adjust motions of a virtual dancer to music8283.
2.10. Other uses of mocap
Motion capture systems turn out to be useful in areas only remotely connected 
with fields of knowledge directly related to human body such as biomechanics 
or medicine. Architecture or occupational health and safety (OHS) is just one 
example. Another new branch are studies of motion capture users, for instance 
from a psychological perspective.
The fastest way to visualize one’s ideas by architectures is to sketch a 
2D drawing with a pencil or a digitizer, which can be fairly imprecise. Creating 
a realistic 3D model is much more time-consuming and requires more skill. It 
also requires specialized software, which has to be operated by a qualified user. 
Offering a solution to this problem, Yi, Quin and Kang refer to the idea of painting 
in the air with a finger84 and try to make use of a motion capture system in their 
proposition. Owing to software, cameras tracking movement and markers, we 
can draw whatever shape, which is then captured and rendered by the program 
as an architectural sphere. The authors also observe that during construction 
many elements repeat and drawing them can be problematic. A house is usually 
built of permanent fixtures such as windows and walls. To solve this problem, 
they decided to associate particular gestures with building units. The size of 
these units will be, in turn, regulated with a pencil with markers. Even though 
this solution seems to be quite innovative, there is an issue related to cultural 
differences. Also in sign language, one word will be shown differently in various 
81 A. Bouënard, S. Gibet, and M. M. Wanderley, “Hybrid Inverse Motion Control for Virtual 
Characters Interacting with Sound Synthesis: Application to Percussion Motion”, The Visual 
Computer 28, no. 4 (April 2012): 357–70, doi:10.1007/s00371-011-0620-9.
82 Minho Lee, Kyogu Lee, and Jaeheung Park, “Music Similarity-Based Approach to Generating 
Dance Motion Sequence”, Multimedia Tools and Applications 62, no. 3 (Feb 2013): 895–912, 
doi:10.1007/s11042-012-1288-5.\\i Multimedia Tools and Applications\\i0{} 62, nr 3 (luty 2013
83 Ferda Ofli et al., “An Audio-Driven Dancing Avatar”, Journal on Multimodal User Interfaces 2, 
no. 2 (Sept 2008): 93–103, doi:10.1007/s12193-008-0009-x.
84 Xiao Yi, Shengfeng Qin, and Jinsheng Kang, “Generating 3D Architectural Models Based 
on Hand Motion and Gesture”, Computers in Industry 60, no. 9 (Dec 2009): 677–85, doi:10.1016/j.
compind.2009.05.001.
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countries. The authors suggest universalizing the language of architects so that 
one gesture will be read by cameras in the same way around the world and then 
processed by a computer program and interpreted in exactly the same way.
Fashion industry has been developing faster and faster in recent years. It 
is increasingly difficult to try on whatever we like because of time limits and 
the sheer number of different clothes. Imagine a cabin where all clothes would 
be available at the same time without the need to look at them on the display 
and take them to a dressing room. Gültepe i Güdükbay worked on the project 
of a virtual dressing room where a client could try on various types of clothes in 
different colours and sizes85. The project in question reveals the usefulness of 
motion capture systems. The authors used data received from a depth sensor. 
The system scans the whole body of a client trying to fit one’s size. The system 
of filters helps avoid the problem of covering markers, and it finds and matches 
virtual bones to parts of the body so that they can turn around in a credible way.
Popular home motion capture systems are used in new, unique ways which 
are often only remotely related to primary entertainment solutions. Kinect has 
also been used as a 3D scanner, a tool for CCTV or a platform for learning karate86. 
Kinect is also used in nuclear plants87 where one of very dangerous tasks is 
servicing sub-assemblies. Kinect was used to build a simulator, with software 
specifically written for it, for maintaining high-risk places of a plant. It gives a 
great opportunity for workers to practice maintenance of life threatening places 
in a virtual environment. Not only does this system mocks human movement, 
but also informs about the level of radioactivity. It helps increase safety.
Creating an ergonomic workplace, which would help avoid unnecessary 
worker strain, is another application of mocap technology88. By mocap 
technology, it is possible to detect characters and sequences of their movement. 
It seems to be the first step to make it possible for machines to detect human 
85 Umut Gültepe and Uğur Güdükbay, “Real-Time Virtual Fitting with Body Measurement and 
Motion Smoothing”, Computers & Graphics 43 (Oct 2014): 31–43, doi:10.1016/j.cag.2014.06.001.
86  See the list of project developed thanks to the OPEN KINECT project http://openkinect.org/
wiki/Project_ideas, 25 Aug 2015. 
87  See  the clip ALARA planning using Jack and Microsoft Kinect, https://www.youtube.com/ 
watch?v=pCCBDODA0nM, 25 Aug 15. 
88 Liang Ma et al., “Human Arm Simulation for Interactive Constrained Environment Design”, 
International Journal on Interactive Design and Manufacturing (IJIDeM) 7, no. 1 (Feb 2013): 27–36, 
doi:10.1007/s12008-012-0162-z; Tilak Dutta, “Evaluation of the KinectTM Sensor for 3-D Kinematic 
Measurement in the Workplace”, Applied Ergonomics 43, no. 4 (July 2012): 645–49, doi:10.1016/j.
apergo.2011.09.011.
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beings and enter into interaction with them89. It may lead humans to a more 
intuitive communication with machines.
The development of “home” motion capture systems used in game consoles 
also generated interest in users, most often gamers90.
Motion-sensing game controllers proved to be systems which should be 
examined in the light of the discussion on violence in computer games. Extensive 
research reveals that computer games can increase the level of aggression 
among users. Charles, Baker, Hartman, Easton and Kreutzberger showed that 
users of motion-sensing game controllers are less vulnerable to aggression in 
comparison with users of regular controllers. First study focused on the 2 x 2 
player mode in a game consisting violence (Soul Calibur) and a game free of any 
violence (Lego Indiana Jones) controlled by an analogue system (PlayStation 3) 
and controlled by a motion capture system (Nintendo Wii). The game containing 
violence caused a lower increase of aggression when a motion capture system 
was used. Running one of the games on a Wii console, which can be used 
identically when turning to analogue controlling and a motion capture controlling 
(Punch-Out) excluded any potential doubts. Again, people using mocap would 
manifest a lower level of aggression. The third experiment concentrated on 
the cooperative mode and competition mode when using mocap to control a 
game for two players (Soul Calibur, Wii). Playing both in the cooperative and 
competition mode, subject would not manifest any considerable differences. 
These results are a counterargument for any analysis claiming that the increase 
in gamers’ aggression is caused by violence appearing in computer games.
2.11. Motion capture systems and animals
Motion capture systems serve to detect not only movement of the human body. 
They can also be used in veterinary or other applications related to animals. One 
example might be animals appearing in games and animations, which can also 
be mocaped, even though sessions with animals must be specially prepared.
89 Steffen Knoop, Stefan Vacek, and Rüdiger Dillmann, “Fusion of 2d and 3d Sensor Data 
for Articulated Body Tracking”, Robotics and Autonomous Systems 57, no. 3 (March 2009): 321–29, 
doi:10.1016/j.robot.2008.10.017.
90 Eric P. Charles et al., “Motion Capture Controls Negate the Violent Video-Game Effect”, 
Computers in Human Behavior 29, no. 6 (Nov 2013): 2519–23, doi:10.1016/j.chb.2013.05.028.
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Motion capture systems can help examine for instance dogs, whose health 
has been checked in a project related to diagnostics and rehabilitation of dogs 
suffering from the Wobbler syndrome91. It is a disease plaguing Doberman 
Pinschers or German Shepherds. The disease is caused by many factors. Most 
often, it is inherited or developed as a result on an inappropriate diet. As a 
result of it, dogs lose control of the hind legs. The most common clinical sign is 
a wobbly, uncoordinated gait, with a tendency to stumble and scuff their feet. 
The solution to this problem is normally a surgical operation, which may not 
always bring expected results and it takes time to observe any visible effects. 
Using a motion capture system, 19 dogs – Doberman Pinschers – have been 
tested. 10 of them were healthy, clinically tested dogs. 9 of them suffered from 
the Wobbler syndrome. The aim of the experiment was to show differences 
in movement of these animals. 32 markers were fixed to each quadruped and 
each one was tracked by 14 cameras. The experiment was successful. It has 
been proven that a motion capture system can be used to diagnose whether 
the disease is developing or not. This method is also ideally fit to test results of 
surgical operations. In this case, the study has been conducted to confirm the 
recuperation process of a quadruped.
In animated films, it is crucial to create a credible animation of animals’ 
movement, which can be achieved through animated key frames or motion 
capture systems. It is not always easy to capture the movement of such an 
animal. On the other hand, even the best animators are not capable of generating 
animals’ movements so that it seems completely natural. 
The authors of the article titled “Animating Quadrupeds: Methods and 
Applications”92 enumerate a few ways of capturing animals’ movement. The 
first one is using popular marker systems, which can be used during sessions 
with people and some animals e.g. dogs or horses. Using marker systems is 
simple and intuitive but, for certain kinds of animals, it can be inappropriate 
because of their activity and particular features of animals. It will not work, e.g. 
for ants or cheetahs because of purely technical reasons. The best strategy in 
this case is a technique of animated key frames. It may be time-consuming but 
91 K. Foss, R.C. da Costa, and S. Moore, “Three-Dimensional Kinematic Gait Analysis of 
Doberman Pinschers with and without Cervical Spondylomyelopathy”, Journal of Veterinary Internal 
Medicine 27, no. 1 (Jan 2013): 112–19, doi:10.1111/jvim.12012.
92 Ljiljana Skrba et al., “Animating Quadrupeds: Methods and Applications”, Computer Graphics 
Forum 28, no. 6 (Sep 2009): 1541–60, doi:10.1111/j.1467-8659.2008.01312.x.
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the results are satisfying. It consists in shooting a clip featuring movement for 
instance a horse running, and rescaling the movement of an animal to the size 
of a model. Later, by means of active contours part of a horse is fixed to a model.
Scientists are not only interested in quadrupeds but also in other animals of 
different body structure. Here, markerless systems are praised as it is normally 
difficult to fix markers on the body of organisms of various kinds, especially the 
tiniest ones. Research has been conducted on the movement of spiders, ants93, 
fish or octopuses94. Interestingly enough, there are also projects focusing on 
the movement of plants. Xiao, Guo i Zhao95 managed to capture movements of 
corn shoots by means of a marker system, which were later put together into an 
animation with data received from a 3D scanner.
Animals can also participate in research with the use of motion capture 
systems which is meant to increase the efficacy of rehabilitation of people.  The 
assessment of the degree of spinal cord injury and the level of possible recovery 
of locomotion after a mid-thoracic spinal cord lateral hemisection was based on 
kinematics, ground reaction forces, and EMG in rats96.
93 D.P. Gibson et al., “A System for the Capture and Synthesis of Insect Motion”, Graphical 
Models 69, no. 5–6 (Sept 2007): 231–45, doi:10.1016/j.gmod.2006.09.005, see also D.R. Reynolds and 
J.R. Riley, “Remote-Sensing, Telemetric and Computer-Based Technologies for Investigating Insect 
Movement: A Survey of Existing and Potential Techniques”, Computers and Electronics in Agriculture 
35, no. 2–3 (Aug2002): 271–307, doi:10.1016/S0168-1699(02)00023-6.
94 Malcolm A MacIver and Mark E Nelson, “Body Modeling and Model-Based Tracking for 
Neuroethology”, Journal of Neuroscience Methods 95, no. 2 (Feb 2000): 133–43, doi:10.1016/S0165-
0270(99)00161-2.
95 Boxiang Xiao, Xinyu Guo, and Chunjiang Zhao, “An Approach of Mocap Data-driven Animation 
for Virtual Plant”, IETE Journal of Research 59, no. 3 (2013): 258–63, doi:10.4103/03772063.2013.10876
503.
96 Will L. Johnson et al., “Quantitative Metrics of Spinal Cord Injury Recovery in the Rat 
Using Motion Capture, Electromyography and Ground Reaction Force Measurement”, Journal of 
Neuroscience Methods 206, no. 1 (April 2012): 65–72, doi:10.1016/j.jneumeth.2012.02.008.
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3. Analysis of sessions 
involving people  
with disabilities
In the following part, we include observations and comments concerning motion 
capture sessions involving people with disabilities who took part in the project. 
We hope these comments will serve as instructional material for other sessions. 
In the course of our research, we created animations visualising the specificity 
and positive aspects of motions by people with disabilities. 
3.1. Research assumptions and the course  
of research
We began with an attempt to develop the idea of inclusive design. The central 
conviction here is the necessity to design products and services addressed to 
a wide range of users, including those from typically marginalized groups, e.g. 
people with disabilities and the elderly1. While inclusive design mostly focuses on 
an end user, we aim at including a marginalized group in the course of designing 
a product, even if this product is not targeted at this group (e.g. working with the 
1  Compare, e.g. P.J. Clarkson et al., Inclusive Design: Design for the Whole Population (Springer 
London, 2013)., the authors also point to other related approaches to design, such as universal 
design, design for all, design for ability, pp. 11-13.
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blind to develop computer games and animations, even though they themselves 
cannot benefit from them).
The hypothesis which we would like to suggest here could be verbalized 
in the following way: people with disabilities fail to participate in commercial 
motion capture sessions, which impoverishes characters’ motions present in 
games and animations.
Simultaneously, we would like to address the following research questions:
1. Which unique motor capabilities are typical of people with disabilities?
2. What limitations appear during motion capture sessions involving 
people with disabilities?
3. How to organize sessions involving people with disabilities?
4. What challenges for animators appear in the course of processing 
materials from mocap sessions involving people with disabilities?
3.1.1. Methodology
The research method is a combination of several tools. Within the scope of the 
sessions we applied the experimental method. Before the start of respective 
sessions, we adopted a particular typology of motions which we intended to 
observe. Also, we collected comments from our participants with disabilities 
and we were the witnesses of their motor actions in preparatory sessions and 
during two sessions of theatrical workshops. The typology of motions and 
observational data collected during initial meetings gave us the incentive to 
compose frame scenarios with respective groups of subjects. The outcome of 
our sessions are experimental animations, which should be regarded as more 
as specimens since aesthetic effects were not our major purpose. Instead, we 
aimed at stressing the specificity of motion among people with disabilities. 
The animations show the potential of working with such people during mocap 
session and the uniqueness of their motor actions. 
Second part of our research focused on the analysis of the sessions. By 
that we meant to reach conclusions which could be useful for further work with 
people with disabilities as mocap session actors. In our research, we employed 
the method of participant observation connected with the analysis of video 
materials recorded during sessions. Direct analysis of sessions and video 
materials was conducted with the use of observation worksheets composed 
specifically for this study. Since the suggestions and solutions included in this 
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report are addressed mainly to representatives of animation and game design 
industry, who are directly involved in conducting such sessions (directing, system 
support, production support) and to people responsible for postproduction 
(editing the material from sessions, rigging a character and animation), we 
divided the analysis into several important levels such as:
1. The course of the session.
2. Comments on disability (crucial issues related to disability, body 
limitations and ways of dealing with difficulties, unique skills).
3. Technical comments related to conducting the sessions.
4. Comments on developing good communication with people with 
disabilities.
3.1.2. Research group
At the turn of January and February, 6 people with disabilities were invited to 
participate in the project. In the course of sessions, one person quit the project 
due to the lack of time and was replaced with another one. The final shape of 
the group was influenced by several factors. The first one was the readiness for 
cooperation – not all participants had enough time to take part in the project. 
The choice of participants was also determined by an attempt to diversify kinds 
of disability, which was supposed to add to the richness of unique motions 
we meant to investigate. Bearing in mind the shape of our research group – 
consisting of senior high school students – we intended to select young people, 
which would ease communication. As a result, most of the subjects were people 
at least in senior high school (4 people), and the team was completed with one 
junior high school student and one forty year-old person.  
The research group consisted of: 2 people using wheelchairs, 2 people with 
hearing impairment and 2 blind people. 
Marcin M. – is a junior high school student suffering from muscle weakness 
involving lower extremities. His body type is stocky. The specificity of his 
disability forces him to use a passive wheelchair in a public space, while at home 
he moves on his knees. He is interested in computer games.
Paweł – is a forty year-old journalism graduate. He is tall. As a result of 
spine injury at a high level, he suffers from quadriplegia, upper body weakness 
including partial palm weakness, and he has to use an active wheelchair.
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Łukasz – is this year’s graduate of the massage educational centre. He 
suffers from an inborn and complete vision loss. He is an athletic body type and 
his hobby is bodybuilding.
Krystian – is a first grade senior high school student. He also suffers 
from complete vision loss. He is fairly slim and actively practises goalball and 
showdown. 
Ola – is a second grade senior high school student. She has a partial 
hearing impairment corrected with a hearing aid, which makes it possible for 
her to communicate with other people smoothly. Ola’s disability is not really a 
nuisance in her everyday life but she knows a variety of sign language called 
“signed Polish”.
Pic. 4. People with disabilities who took part in our experiments together with the 
members of the research group, didactic supervisor, technical assistant and 
theatre director conducting the workshop.
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Marcin – is a student at a vocational education centre. He has an advanced 
hearing impairment and on a regular basis he communicates with sign language 
and lip reading. He is of slight build and he is interested in new technologies.
3.1.3. Project schedule
The selected group of examined people with disabilities participated in a test 
session and two theatre workshops in March and April, 2015. In May and June 
2015, we held three day-long mocap sessions with three two-person teams 
divided with respect to the same kind of disability (for organizational reasons). 
In July and August, first animations were created. We also conducted an analysis 
of video materials shot during sessions.
Pic. 5. One of the participants Marcin M. assuming the starting position (T-pose), 
example of a passive wheelchair.
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3.1.4. Typology of motions
During the conceptual stage of preparatory phase of the project, we developed a 
typology of motions which were substantial from the point of view of the project 
and which we intended to examine. The typology reflects potential benefits of 
motions generated by people with disabilities in animation projects.
Basic motions:
In this category, one can find typical body motions which are used in 
animations and computer games. Taking into account the underrepresentation 
of people with disabilities in films and computer games, we found it crucial to 
register sequences which could be directly used by animators. Effectively, part 
of basic motions discussed here are fragments of motions which mostly appear 
in games such as walking, running, turning around, aiming at an opponent, etc.
In this category, we place the following motions:
Walking, running, squatting, walking on tiptoes, sitting down, bending over, 
stopping in front of an obstacle (abyss, wall), reloading guns, inactivity, turning 
around, etc.
Motions unique to disability:
We assumed that a considerable benefit of working with people with 
disabilities can be derived from using motions which can hardly be performed 
by professional actors. We mean here such kinds of motor activity, which are 
determined by a particular disability.
In this category, we place the following motions and activities:
Overcoming an obstacle on a wheelchair, an exchange in sign language, 
everyday activities of blind people (e.g. pouring liquids or eating) and people 
with arm weakness (signing documents, eating, turning pages in a book or a 
newspaper).
Professional motions:
Apart from motions unique to disabilities, we distinguish a category of 
motions regarded as professional since we believe that people with disabilities 
take up various activities where they reach higher levels of proficiency than 
able-bodied people. What is meant here are some unique sports disciplines, e.g. 
goalball or showdown. 
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Comparative motions:
The reason why we regard this group as separate is that people with 
disabilities participating in game and animation projects will perform certain 
motions more credibly than an able-bodied actor. For that reason, it is an 
interesting experiment to capture the same motions of an able-bodied person 
and, then, by a person with disabilities in order to observe differences between 
these two modes of acting.
In this category, we place the following motions:
sitting on a chair at the desk done by the sighted and by the blind, using a 
wheelchair by an able-bodied and disabled person, using a mobile phone by an 
able-bodied person and a person with hand weakness.
Simulations:
In this category, we place acting tasks related to mutual mimicking motions 
of able-bodied people and people with disabilities. We meant to investigate 
limitations of moving and doing everyday tasks on both sides. 
Motions of non-humanoid characters:
During our experiment, we paid special attention to a great potential 
motions of people with disabilities seem to have in animating non-humanoid 
characters. Our assumption was that having a body working according to different 
mechanics, which can act other motions and emotions, is here a competence.
In this category, we investigate motions of the following creatures: 
quadrupeds, robots, birds, dinosaurs, creatures of unspecified shape with a 
different number of extremities or without extremities.
Improvisations:
This category features motions which were new for the participants, e.g. a 
space for the blind with specially arranged obstacles, which they had to find and 
get used to. 
Short role play scenarios:
Here, one can find short role play scenarios acted in various configurations: 
an able-bodied person and a person with disabilities, two people with disabilities, 
etc. We were eager to construct acting tasks which would reveal acting potential 
related to disability.
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3.2. Analysis of workshop and sessions
3.2.1. Analysis of theatre workshops
The course of the session/workshop:
During our experiments, there were two workshops run by dr Piotr Para, 
theatre director and former pantomime actor, who has a profound experience in 
running theatre and integration workshops.
Workshop I.
1. The game of figures: participants form a circle, one person is inside 
it and points to the other participant of the game, saying one of the 
passwords they agreed on before. On this signal, a chosen person and 
the other two who are the closest to him/her assume a given pose, e.g. if 
the password is “elephant”, a person who is picked puts his/her hands in 
the shape of an elephant trunk, while his/her neighbours become ears.
2. A tale: a selected person comes up with a tale assigning roles to the 
other participants of the game. They, in turn, are supposed to do 
whatever the narrator says.
3. Sculptures: participants join in this workshop voluntarily. The first 
person stands in whatever position he or she chooses, the other people 
join in a way that the interaction between them is visible.
4. Pantomime “prison break”: moving along the wall, climbing, opening 
the door, manholes, etc.
5. How do blind people move along? – a stroll across the room with a guide 
and without him
6. How do blind people move along? – navigating “an obstacle course” 
formed by people
7. Animal mimicking: birds, monkeys, meerkats
8. Pantomime “jungle”: inching one’s way through tall grass, navigating 
a river full of crocodiles, navigating tall trees, digging treasure out and 
opening it.
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Workshop II.
1. How do people with movement limitations and the blind deal with 
everyday chores?
2. Mimicking the above mentioned activities by able-bodied people.
3. Presentation and learning a few sentences in sign language.
Comments on disability:
Krystian and Łukasz – the blind:
It is obvious that the boys have difficulties navigating the space. Before they 
learn a new room, the help of a guide is useful. It is enough to grasp the elbow of 
a sighted person. They walk a bit slower than a guide but securely. If they learn 
new surroundings on their own, they help themselves with an extended hand 
(bent in an elbow at a 90-degree angle). They walk straightened up but their 
straightened position is unique. Additionally, in case they bump into something, 
they do not react to it contrary to sighted people who have their eyes closed.
In everyday life, there are a few issues which able-bodied people fail to 
observe and which can pose serious problems for people with disabilities.
• reading the names of bus stops too silently or not doing it at all -> it 
forces the boys to ask other passengers about the current location. 
Apparently, there is an application which uses GPS to read somebody’s 
position and say the name of a bus stop out loud.
• watching films and theatre spectacles -> audio description, that is 
complementing dialogues with essential background details, proves 
helpful here. It does not work well in the case of foreign language 
films with voiceover due to problems with focusing attention. Audio 
description is more and more often being used during matches. There 
are plans to introduce it on the radio to make its reception possible for 
the blind.
• sense of direction -> the boys take part in lessons developing the sense 
of direction, during which they move along the way, e.g. from a boarding 
house to a bus station and they try to memorize it. Specially prepared 
plate written in the Braille alphabet can be found in Pendolino.
• using a phone -> in smart phones (running on Android and IOS), there is 
a speech synthesizer, which reads phone options and makes it possible 
for the blind to use them. Additionally, in iPhones one can select Braille 
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for texting – the system calibrates six fingers of a user and, by doing so, 
it is much faster than writing in black font.
Paweł – paraplegia, palm and wrist weakness, limited movement of the 
upper part of the body (as a result of an accident):
Ways of dealing with tasks which are more difficult for people with 
disabilities:
• scratching – uses a forearm instead of a hand
• using a phone – phone lanyards, using a table, helpful applications
• writing on paper – he puts on a fingerless glove and uses a pen of 
appropriate thickness
• eating with a fork – as above, has his own fork, asks others for help 
when slicing
Pic. 6. Participants of theatre workshops during an acting exercise related to imperso-
nating a blind person (Krystian, who is blind, in the centre of the picture)
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• drinking – using a straw or using his lips to help hold a cup
• navigating his home space on his own – places objects at home on a 
convenient height
• dealing with high curbs – asks others for help 
• using public transport on his own – uses low-floor buses and trams
• reading a newspaper – using lips, table, other people’s help
Marcin – lower extremities weakness: he presented to us his strategy for 
dealing with moving from a wheelchair onto a chair/bed.
Comments on developing good communication with people with disabilities
Krystian and Łukasz: they constantly require describing important details, 
which can only be seen.
Krystian is clearly detached from his disability. He says jokingly: “Careful 
because I can’t see any obstacles” or “Didn’t you hear Ola? No prob, I gonna 
learn it by miming” (to a deaf friend). He talks about his disability without any 
inhibitions, elaborates on issues we asked about because we were not aware of 
them.
Łukasz looked abashed when we asked him to show how he texts using 
Braille. He is less open than Krystian but it seems to be an individual feature 
hardly related to disability.
Ola – hard of hearing – is open to share her knowledge of sign language, uses 
a hearing aid which facilitates communication with her.
Paweł talks about his disability openly, he has experience in presenting as 
he appeared, among others, in schools teaching savoir-vivre towards people with 
disabilities. He actively promotes various issues connected with disabilities, 
talking about his case with able-bodied people since he lost the ability to walk 
as a result of an accident when he was already an adult.
Marcin is a very devoted, cheerful person who takes up any action he is able 
to perform.
Comments on performing acting tasks
Only Marcin engages in tasks which are voluntary.
Paweł is incapable of performing pantomime figures or fails to perform 
them precisely due to his disability. Marcin can perform more figures than 
Paweł, however, not all of them.
Łukasz and Krystian can act the sequences of motions correctly the moment 
it was explained to them how to do so and their bodies were put in the right 
positions. Still, their performance is much less dynamic and fairly stiff.
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Ola does not perform all acting tasks but it seems to be unrelated to her 
disability. It is more connected with her unwillingness to fully “expose” herself 
during the game.
3.2.2. Analysis of sessions involving the blind
The course of the sessions/workshop:
During the session, we used a motion capture system to register a dozen 
or so separate scenes in order to investigate all issues related to this type of 
disability that we were interested in. 
• Recordings began with an obstacle course arranged to check Krystian’s 
and Łukasz’s ability to navigate an unknown space. It was filled with 
objects of different sizes scattered in various distances from each other 
such as a ladder, chairs, a backpack and a stuffed toy, etc.
• A similar ability was tested at the second obstacle course, where 
immovable objects were replaced with dynamic ones. These were played 
by able-bodied people, who moved around the blind person constantly. 
In this scene, first Krystian and then Łukasz were supposed to navigate 
between moving people. Since everybody moved fairly chaotically, there 
was no way to predict an exact trajectory of movement, which on many 
occasions crossed the way covered by a blind person.
• Eager to take advantage of unusual skills of blind actors in the videos, 
the scenes that we recorded are related to the sports discipline practised 
by Krystian – goalball. He presented a few throws with a special ball, and 
then – using his sense of hearing – he tried to determine the position of 
a rolling ball and catch it.
• Krystian was also supposed to take the role of a non-humanoid character 
– a spider which is waiting for its another victim and next catches it (the 
activity was meant to be similar to catching a ball in a goalball game).
• In the next scenes, a table was placed in the middle of the recorded area 
and Krystian would lie down on it. Łukasz, who was standing behind 
him, used his masseur’s skills and presented a few ways of massaging 
one’s back and legs.
• Our blind participants also presented how they deal with everyday 
activities related to eating. One after the other, actors began the 
recording standing at the table set with food.  They used their hands to 
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find a chair and sat down at the table. Filming cameras registered how 
people with disabilities find objects placed on the leaf of the table, use 
cutlery or pour water to a glass.
• At the end, equipped with a prop with markers serving as a walking 
stick, Łukasz imitated a characteristic walk of one of the characters 
appearing in “Star Wars” – master Yoda.
Some of the scenes had to be repeated a number of times in order to 
rehearse a planned task, correct fragments which did not go well or due to errors 
appearing in the system.
Comments on disability:
Both Krystian and Łukasz are blind. They find it problematic to navigate 
an unknown space. They stamp their feet slowly and carefully, simultaneously 
protecting the front part of their body with an extended forearm and they are 
cautious not to bump into an unknown obstacle with it. 
The disabled had to be led to the recording studio, and then a number of times 
we had to lead them to the cloakroom, the area within the scope of cameras, 
to the toilet or a chair during a break between acting out particular scenes. A 
verbal description of what was happening in the room and on computer screens 
was essential to facilitate the understanding of the situation for Krystian and 
Łukasz.
Apart from the limitations caused by the loss of sight, their other senses 
and extremities function properly. There are also no difficulties as far as verbal 
communication with other participants of the project is concerned. 
Additionally, Krystian’s body is in good condition due to regular training 
sessions. He can perform complicated movements originating in the discipline 
of sport for the blind he practices, that is goalball. Here, players use a ball with 
small bells inside it. For the sake of the session, we used two elements: a throw 
and an attempt to catch a ball that is rolling in the direction of the goal.
Every day, Łukasz gains experience as a masseur. With dexterous movements 
of his hands, he gives a body massage, manifesting an increased sensitivity of 
the sense of touch.
They navigate the space which they learnt before much more smoothly and 
confidently. Through touching, they memorize the layout of furniture, parts of 
furnishings and other obstacles one can come across on the way. As a result, 
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every crossing of the area with objects scattered across it poses fewer problems 
and takes less time.
We also found it interesting to observe how blind people fill a glass pouring 
water from a bottle. When Łukasz opened the cup of the bottle, he used one 
hand to tilt a bottle, while the second one held a glass in a way that one of the 
fingers was placed along the inside edge of it. In this way, it was possible for him 
to determine the amount of water he poured in and put the bottle away in the 
right moment.
Technical comments related to conducting the sessions
Even though the blind navigate an unknown space unusually carefully, 
while going through an obstacle course, they would bump their heads into an 
upper part of a ladder or their knees into a chair leg. They were vulnerable then 
to minor injuries. Also when navigating among dynamic obstacles, that is other 
participants of the project, stumbling and bumping into each other with their 
arms was unavoidable.
65
Some difficulties appearing during the recording of Krystian’s movements 
when he was playing goalball. Firstly, we had to arrange the space so that the 
whole sequence of movement is squeezed into the frame within the scope of 
system’s cameras. Simultaneously, we had to make sure that a ball rolling at 
high velocity will not damage the equipment or whatever else that was in the 
room. Krystian was surrounded by able-bodied participants of the session who 
caught the ball and brought it back to the area registered by filming cameras. 
Due to the kind of recorded material, it was crucial to determine and track 
the trajectory of a rolling ball, which required fixing additional markers to it. Since 
the ball would gain higher speed due to throws and rolling on the floor, markers 
could fall off or get damaged. Additionally, they could affect the direction of 
ball’s trajectory. For these reasons, ball’s motion, which has been registered, is 
not identical with the one which would occur in natural conditions.
When registering motions of Łukasz acting as a masseur, markers that were 
fixed to his hands were very close to those fixed to Krystian’s back, which made 
Pic. 7. Krystian assuming a defence position 
typical of goalball
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it considerably more difficult to read the material registered by a motion capture 
system. Besides, in order to track hands’ and fingers’ motion would require the 
use a different set-up concentrated on these parts of the body.
In turn, to make sure that scenes related to having meals were still readable 
after they had been registered by filming cameras, it was worth considering to 
fix markers to objects which were used – cutlery, dishes, bottles with water, 
which due to certain limitations proved impossible.
Comments on developing good communication with people with disabilities
The most important element which determines the specificity of cooperation 
with the blind during classes is the necessity to show them around the area which 
is new to them and to give them a detailed description of each situation and 
activity which we would like to register by means of a motion capture system. 
It proved to be a major challenge to teach blind participants of the sessions 
how to imitate various motions and gestures, consisting in the right arrangement 
of many parts of the body simultaneously, e.g. imitating the manner of walking 
of some characters (Master Yoda). 
Occasionally, even a detailed verbal description did not suffice and actor’s 
body had to be directed in order to achieve expected results. The result of these 
activities was satisfactory, if not time-consuming.
During future sessions with blind people, it is worth considering to employ 
professional descriptors, who will provide blind people with better descriptions 
of the surroundings than an amateur.
Comments on performing acting tasks
Initially, the blind actors seemed to feel insecure when they stood in the 
middle of the room, in the space which they did not get used to well enough. 
Their movements and gestures were gradually becoming more and more 
authentic, they were developing confidence and the sense of direction. After a 
few attempts, they were able to learn how to perform their tasks correctly, which 
helped run the sessions smoothly and according to the plan.
Krystian and Łukasz were the best at tasks related to their everyday 
activities and their interests. The best performed scenes reveal disciplines which 
they practise, that is massage and goalball. Unfortunately, exactly these two 
sessions proved to be the most technically problematic due to a small size of the 
area captured by a filming camera and errors appearing in the system.
It was particularly difficult for Krystian and Łukasz to imitate certain 
gestures which are natural for sighted people. Looking around and watching 
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one’s step are useless in everyday life for people who cannot register visually 
their activities. Observing these details helps differentiate between an able-
bodied and blind actor. Simultaneously, it is a handy hint for those who have to 
act a role of a person with impaired vision.
3.2.3. Analysis of sessions involving wheelchair users
The course of the sessions/workshop:
This session consisted of a dozen or so scenes performed by both actors 
with disabilities one after another, by Marcin or Paweł individually and in a pair 
with an able-bodied actor – in this case it was a member of the research group, 
Oliwier.
Pic. 8. Łukasz performing a sequence showing the way a blind person uses various 
objects
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The workshop began with preparing Marcin’s costume, who the first to 
perform his scenes. Next, Paweł’s costume was prepared and we registered 
parts where he appeared. Some scenes were recorded twice – first performed by 
a person with disabilities, second by an able-bodied actor – so that a comparison 
could be drawn later. Some scenes required simultaneous participation of an 
actor with disabilities and an able-bodied one.
The scenes performed by two people with disabilities mainly consisted in 
moving on a wheelchair along different lines (going in a circle, letter X, following 
the lines of a square, turning, waiting, moving straight forwards, and moving 
backwards). All of the above were later repeated by an able-bodied person.
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Most of the scenes were performed by at least one person with disabilities 
(either Marcin or Paweł). The scenes performed by Paweł are the following:
• tyrannosaurus rex (Paweł acted as the upper part of an animal together 
with Oliwer who “acted” legs) – moving forwards, backwards, turning 
and waiting,
• reloading and shooting (simulating recoil, an able-bodied person 
performed being shot),
• greeting a person with disabilities,
• eating,
• scratching,
Pic. 9. A fighting sequence featuring Marcin 
M. and an able-bodied member of 
research group, Oliwier.
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• signing a document,
• using a mobile phone,
• turning book pages.
Fragments acted by Marcin were the following:
• a sword fight with an able-bodied person,
• getting onto a chair from a kneeling position,
• fast moving on one’s knees (running away),
• a dragon,
• a knight.
All the takes were repeated many times to facilitate subsequent digital 
editing and creating an animation on their basis.
Comments on disability
Marcin’s and Paweł’s degree of physical disability differs considerably. 
Marcin’s lower extremity weakness prevents him from walking. Still, he can 
move on his knees, which he does rather smoothly. Additionally, Marcin’s hands 
function properly.
On the other hand, Paweł’s lower extremity weakness prevents him from 
any movement whatsoever without the use of a wheelchair or another person’s 
help. Apart from that, Paweł is not fully in control of his hands.
We took advantage of the differences in the degree of disability during the 
sessions, by which we could emphasise the differences between actors with 
disabilities and able-bodied ones. We were also able to indicate strong and weak 
sides of both actors.
For instance, Paweł took part in a gripping take where an actor with 
disabilities was supposed to act as the upper part of the body of tyrannosaurus, 
while an able-bodied actor was supposed to act as the legs. His minor hand 
weakness (matching the nature of movement of tyrannosaurus) makes the 
whole part look really natural, even though it was performed by two people 
simultaneously. 
We also recorded a few scenes showing how a person with disabilities deals 
with both everyday chores and extreme situations. One of such emergency 
situations was reloading a gun and shooting at the upcoming danger. Curiously 
enough, an actor suffering from hand weakness could cope with a task requiring 
the use of upper extremities. The rest of the recordings, e.g. eating or using a 
mobile phone, prove how well people with disabilities can cope with everyday 
problems which are seemingly difficult for them.
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Marcin’s skill to move on his knees was used in the recordings he participated 
in, e.g. getting onto a chair, running away or acting as a knight. Due to his 
experience in performing this kind of motions, Marcin was able to climb a chair 
from a kneeling position faster than able-bodied actors. Additionally, he could 
imitate in an extraordinarily realistic way characters moving on all fours and his 
escape was smooth and quick. Interestingly, Marcin was a perfect match for the 
role of a short knight, even though he moved only on his knees. 
Also, both actors with disabilities felt more confident than able-bodied 
ones when they used wheelchairs. Their ride took less time, the trajectory of 
movement was closer to the one described in the tasks and their movements 
were more natural. In addition, able-bodied actors needed a few extra rides 
to get used to a new form of movement before completing the task correctly. 
Actors with disabilities were able to perform them instantly.
Technical comments related to conducting the sessions
Technical problems appearing during these sessions were slightly more 
serious here than during workshops with deaf people but less visible than during 
sessions with the blind.
One of the first issues was the right fixing of markers. Some of the scenes, 
such as Marcin’s escape on his knees, required recording the lower parts 
of actor’s body which resulted in the need to arrange markers in a specific 
way. Some others – for instance all wheelchair rides – required capturing the 
movement of a wheelchair and because of it we had to fix some markers directly 
to a wheelchair. There was another problem related to it – retroreflectors already 
fixed to the wheelchairs would reflect light almost as well as the markers, as a 
result of which they were registered by our filming cameras.
Some scenes we recorded also required that markers were fixed to props. 
One of these scenes was a sword fight between Marcin and an able-bodied actor. 
To facilitate subsequent editing of this fragment, a few markers were fixed to 
swords.
Some fragments (performing the role of tyrannosaurus, reloading a gun and 
shooting, a sword fight) required a simultaneous using of two groups of markers 
– one capturing an able-bodied actor and the other capturing an actor with 
disabilities – which were sometimes coordinated with markers fixed to props. 
Some of the problems were related to recording activities performed by 
Paweł at the table, for example eating or using a mobile phone. They required 
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registering at least the location of props (which was done by equipping them 
with markers) and in the case of using a mobile phone the best idea would be 
to arrange for a different set-up concentrated on the movement of fingers of an 
actor with disabilities. 
Pic. 10. Markering the body of physically disabled Paweł (markers on his legs  
are unnecessary, here three markers on each wheel are invisible)
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In order to improve the smooth progress of the whole session, we first 
registered all scenes involving Marcin and then the scenes where Paweł appeared.
Comments on developing good communication with people with disabilities
One of the crucial aspects of communication with people with disabilities 
was surveying their attitude to their disability and an attempt to “open” them to 
new acting tasks which might initially embarrass them. Our subjects, however, 
did not have any inhibitions and were willing to perform consecutive tasks, 
which they do not have to carry out on a regular basis. Communication with 
people with disabilities did not pose any problems. They understood their tasks 
perfectly well and very often came up with their own initiatives.
Comments on completing acting tasks
Acting tasks were performed with great care about details. Recording each 
scene several times and performing the same movements by a person with 
disabilities and an able-bodied person played a very important role during 
sessions. Multiple recording was also crucial for other reasons. Not everybody 
felt comfortable among filming cameras and in costumes, which might restrict 
movement. Multiple recording of the same activities helped us observe 
differences in gestures of our subjects and gaining confidence in movement. In 
the following takes, it was clearly visible how actors added variety to exactly the 
same acting tasks by enriching them with new gestures. Playing a role by people 
with disabilities was a serious challenge for the whole team. Acting the scenes 
which were discussed with actors required able-bodied persons to present some 
of the figures and movements a number of times. From time to time, people 
with disabilities proposed variants of movements more characteristic for their 
disability out of their own initiative, which proved impossible to be performed 
by able-bodied actors. Surely, disability was becoming in most of the scenes 
an advantage, which made an acted character more realistic. Apart from 
movements related to performing the roles of fantasy characters, e.g. a dragon, 
we managed to record selected everyday life activities, e.g. scratching, eating or 
greeting another person. Our project ran smoothly even during our experimental 
development of a character of tyrannosaurus rex, whose movements were 
rendered by joining the motion of able-bodied person’s lower limbs (Oliwier) 
and the upper part of Paweł’s body, who suffers from paraplegia. Paweł had a 
feel for the role. He also managed to coordinate the movement of both actors. 
Also Marcin, who suffers from lower extremity weakness, performed brilliantly 
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Pic. 11. Disabled participant Paweł and able-bodied member of research group,  
Oliwier during joint and coordinated performing of the role of tyrannosaurus rex.
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the role of a short knight during a sword fight with a taller opponent. When he 
stood on his knees, a peculiar shape of his body was clearly visible and different 
from the shape of an able-bodied person, for whom legs and arms tended to be 
much more important than body balance. Performing this role required from him 
getting off and on the wheelchair, which he did without any problems.
3.2.4. Analysis of sessions involving the deaf
The course of the sessions/workshop:
Sessions with Ola and Marcin included short sequences of sign language 
exchanges. Marcin was recorded first. The scenes where he appears were 
supposed to provide us with a better picture of the language used by a person 
with hearing loss. Working with Ola, we put more emphasis on registering 
emotions. For that purpose, we fixed markers to her face and used appropriate 
software to capture facial expressions (Optitrack Expressions). Here, we also 
recorded a few scenes. The general shape of sessions did not differ much from 
the previous ones. This time, however, we arranged filming cameras differently. 
By doing so, we obtained very precise data of very delicate hand movements and 
a satisfactory picture of their facial expressions. 
Recording the scenes involving Ola and Marcin consisted mainly in “saying” 
a few sentences in sign language. The selection of texts was determined by an 
attempt to reflect various emotional states and present characteristic roles by 
means of these utterances.
These are the sample sentences by Marcin:
• Hi, I’m Marcin and I will destroy you all!
• Where have you been again? What have you done to my car? If you can’t 
drive, don’t sit at the wheel. Who gave you the driving licence?! Where 
am I going to find a good paint sprayer now?! This was the last time I 
gave you the car!
• “Fear is the path to the dark side. Fear leads to anger, anger leads to 
hate. Hate leads to suffering.”
• “Luminous beings are we, not this crude matter!”
• Could you pass this glass of water?
• I’m glad to see you.
• I’m very tired today.
In the case of Ola, tasks were categorized according to particular emotions:
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• (Fear) Don’t hurt me. 
• (Surprise) Is that for me? What’s the occasion? 
• (Happiness) I’ve passed my math test! 
• (Envy) Why did you kiss her? 
• (Anger) I’m not cleaning it today! 
• (Melancholy) Youth passed away. It’s a pity I’ve never been happy.
These sentences were very similar to those performed by Marcin. What was 
more crucial here, however, were facial expressions of the subject rather than 
body movements only.
After the session, it was high time to check the results. As long as it was 
possible, we tried to correct the errors and introduce any necessary corrections.
Comments on disability 
Ola and Marcin differ in their disability in a considerable way. Marcin suffers 
from a complete hearing loss, Ola uses a hearing aid. The effect of these 
differences is a visible discrepancy on the level of mastering the sign language. 
Marcin uses Polish Sign Language on a regular basis, that is why the sequences 
of gestures which we registered were natural and confident. In the case of Ola, it 
looked slightly different. She uses a variety of sing language called signed Polish, 
for which reason, from time to time, she had to resort to spelling separate words 
and ask her friend how she should show a given sentence. These problems were 
not a major hindrance during sessions. We could observe, however, individual 
differences in gesticulation and facial expressions of participants resulting 
from a various degrees of disability. Marcin’s movements, as well as his facial 
expressions, were more expressive and precise due to a more advanced hearing 
impairment.  
Technical comments related to conducting the sessions 
The first significant problem which appeared during sessions was that 
Marcin had a beard. Hence, markers could not be fixed to his face. As a result of 
it, we could not obtain any data related to his facial expression during recording 
the scenes. Fortunately, this issue did not occur in the case of Ola. We were very 
eager, however, to receive full data from both actors about the movements of 
their body and their faces. It gave us an opportunity to compare people with 
different level of hearing impairment and observing individual features. Thus, 
several sessions involving Marcin were repeated after we asked him to shave 
the beard.
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The inertia of motion capture systems turned out to be another problem 
as the number of markers fixed to a hand was not sufficient to reflect nuanced 
sign language gestures. We overcame these obstacles by asking actors to show 
short sentences which were not related to each other. They were connected with 
other emotions and areas of life. We chose sentences for Marcin and Ewa which 
are dynamic and illustrative. It was a successful approach. We left behind the 
monotony of acted scenes and what we obtained was a larger amount of data, 
which was crucial in the context of short clips.
Apart from inertia, another technical problem was frequent blurring of 
markers, which led to errors and inadequacies. The program could not recognize 
the position of the body. As a result, the material involving people with 
disabilities required much more attention in the postproduction stage, both 
editing the material and rendering an animation.
The advantage of the sessions with the deaf was their smooth progress. 
Actors’ bodies did not move dynamically in space and props were redundant. 
Consequently, problems with markers falling off were absent and we did not 
have to recalibrate the system during recording.
Comments on developing good communication with people with disabilities
Undoubtedly, one of Ola’s assets was the fact that we could communicate 
with her verbally. It facilitated the sessions and increased their pace. It was 
much more convenient for us to ask a person to do something verbally instead 
of a written form or with gestures. On the other hand, Ola acted as an interpreter 
for Marcin, and he helped us verify the correctness of Ola’s gestures. Direct 
cooperation between people with disabilities ran smoothly. Whenever some 
difficulties appeared, Ola and Marcin helped each other.
Comments on completing acting tasks 
Acting tasks performed by Ola and Marcin were not too demanding since we 
were more interested in registering the sign language they used to communicate 
messages and less in acting particular roles. It must be emphasized that some 
scenes involving Ola were repeated as we attempted to capture her facial 
expressions, which would communicate concrete emotions clearly enough.
A restricted scope of acting tasks resulted also from equipment limitations 
preventing us from capturing dynamic scenes, where a person using sign 
language could move. On the other hand, there is a broader problem here which 
is also present in other film and video materials involving deaf people. If sign 
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Pic. 12. Research participant Ola in a mocap costume ready for registering  
sign language
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language is to be clearly visible on the screen, an actor should be in an en-face 
position so that a facial expression and gestures are recognizable.
3.3. Discussion of animations developed  
on the basis of sessions.
Very rich data which was collected during sessions became the basis for 
developing eight sample animations.
Animation one
First animation features specialized movements performed by Krystian 
who is blind. Goalball players have to hear a passing ball. The animation shows 
trained offence and defence goalball movements, which are hardly repeatable 
for an unprofessional actor.
Animation two
Second animation is also based on Krystian’s movements related to goalball. 
We observed that the way he catches the ball reminds of an animal attacking its 
victim. We used the mocap material to render a model of an attacking spider.
Animation three 
The animation features Łukasz, who is also a blind person, acting as master 
Yoda from “Star Wars”. This material proves that not only people fully capable 
of controlling their body can be employed for such roles. During the workshop 
and sessions, Łukasz did not feel too confident in acting tasks, which let him act 
credibly the movement of characters also having problems with moving.
Animation four
This animation was prepared on the basis of sessions involving Marcin, who 
suffers from paraplegia. As it has already been mentioned, since he normally 
moves on his knees, he was a perfect match for the role of a knight appearing in 
the computer game “Castle Crushers”. A disabled actor is a much better candidate 
for this role than an able-bodied person when his movement is coordinated with 
a character without a knee joint.
Animation five
The animation is based on the material obtained during sessions involving 
Marcin who moves on a wheelchair or on his knees. In several Hollywood films, 
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producers decided to employ motion capture systems to produce scenes 
involving characters requiring prostheses elongating limbs (e.g. “Rise of the 
Planet of the Apes”, “Real Steal” or “King Kong”). In the animation of a dragon, 
we used primitive prostheses elongating Marcin’s hands. In this material, we can 
observe poor mobility of dragon’s rear limbs and actor’s disability added to the 
impression that it is wounded.
Animation six
A sequence featuring Marcin and an able-bodied member of research group, 
Oliwier was used in this session. What was the most important in the fight 
scene was coordinating the shape of Marcin, who was kneeling, with the model 
of a character with only one lower extremity – a tentacle. It is clearly visible here 
that, animating the character with his movements, Marcin behaves in a natural 
way and fights without any effort.
Animation seven
This animation was rendered on the basis of a mocap session involving 
Paweł, who uses a wheelchair. The film is the example of integration activity 
ensuing from great opportunities provided by a mocap system. One interesting 
Hollywood strategy is a digital integration of bodies of two actors. It was 
employed in films, such as “The Curious Case of Benjamin Button” and “Capitan 
America”. Paweł took part in a gripping take where an actor with disabilities was 
supposed to act as the upper part of the body of tyrannosaurus, while an able-
bodied actor was supposed to act as the lower limbs. His minor hand weakness 
(matching the nature tyrannosaurus’s movement) made the whole part look 
really natural, even though it was performed by two people simultaneously.
Animation eight
The animation was developed on the basis of the material involving Marcin 
and Ola. The actors performed short utterances revealing a great potential of 
mocap technology in animating characters using sign language.
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Final conclusions
As it has been stated in the hypothesis and in the subsequent detailed 
questions, attention needs to be paid to a great movement potential of people 
with disabilities in motion capture sessions, even though it is not directly related 
to their acting skills.
The uniqueness which is manifested by people with disabilities in this 
respect results from their perceptual and motor limitations, which they try to 
compensate naturally and neutralize creatively. 
Movement skills of people with disabilities proved difficult to be recreated 
by able-bodied actors, which was discovered mainly during comparative sessions 
when subjects performed the same movements (e.g. clumsiness of able-
bodied people using a wheelchair or difficulties with imitating blind people). 
The sessions proved then that the credibility of disabled characters, which can 
appear in games and animations, acted by able-bodied actors, is debatable. The 
subjects also demonstrated non-standard strategies of using everyday objects 
and dealing with daily activities. This knowledge can broaden the movement 
repertoire which can potentially occur in games and animations in a considerable 
way and also enrich the storyline of a game.
People with disabilities also prove to be “motor” specialists in narrow 
areas, such as dedicated sports disciplines, as well as in acting non-humanoid 
characters. In the latter case, dynamic properties of the body seem to be less 
important than passive motor skills of their body originating in their limitations. 
Motor barriers, as well as inhibitions against performing some acting tasks, may 
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prove not to be a downside. They become a competence which helps to construct 
a kind of “body credibility”. A limited plasticity of Łukasz’s body boosted the 
credibility of the character he performed, namely elderly Yoda.
Here, it is also worth mentioning that one of the greatest virtues of working 
with people with disabilities was the exploration of their individual potential 
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originating in the specificity of their disability but also unique strategies of 
dealing with it. Marcin M. has one such property, that is unusual dexterity 
of movement on his knees crucial in rendering some of the scenes. Another 
participant, Paweł, who suffers from quadriplegia, invented extraordinary 
Pic. 13. Example of software 
exclusion – Paweł,  
a disabled participant  
of the project, is not  
capable of performing 
the initial position 
well enough (so called 
T-pose).
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strategies of using gloves and mouth in order to improve the grip or dealing with 
some basic activities.
As for organisational aspects of sessions involving people with disabilities, a 
few recommendations and suggestions need to be considered, which are related 
to communication, technical aspects or acting tasks.
During the sessions, people with disabilities as actors will demand more 
attention paid both to the preparation of sessions and additional support during 
production stages. For instance, wheelchair users can experience problems with 
dressing in a costume. A wheelchair will also require fixing markers correctly. 
People with disabilities may also need help with leading them to the toilet or 
eating. Our experimental sessions lasted 6 hours. None of the examined groups 
showed any symptoms of fatigue.
When organizing a session involving people with disabilities, employing 
a professional who can provide care for them is an important aspect to be 
considered. In the case of sessions with blind people, a professional audio 
descriptor should become part of a team so that he or she can describe everything 
that is happening during a session. In the case of sessions with deaf people, 
a sign language interpreter can facilitate contact with a recorded deaf person. 
During the sessions themselves, we recommend that people with complete 
hearing loss should be employed as it gives an opportunity to record very natural 
ways of using sing language and very clear facial expressions and gesticulation. 
One must also consider the fact that sessions can differ with respect to the 
length. It takes relatively more time to work with blind people because of the 
need to verbalize instructions more vividly, direct “work with the body” of an 
actor and a greater number of necessary attempts. Here, we managed to register 
clearly less material than in other groups.
As for communication with people with disabilities, one needs to consider 
both the type of disability and individual characteristics. One aspect of the 
project we found crucial was to verbalize the instructions clearly, which required a 
different approach each time. In the case of blind people, it turned out necessary 
to touch their body since verbal messages could prove insufficient and, as a 
result, the proxemics of sessions varied significantly from other sessions.
These aspects overlap with individual conditioning – Paweł, who suffers 
from quadriplegia, asked us to stand in front of him when speaking as he was not 
able to turn around. Our subjects also differed significantly in their attitude to 
85
Final conclusions
sessions. We observed extrovert people, who would cooperate willingly and, first 
and foremost, elaborate on the specificity of their disability. On the other hand, 
there were some introvert people, who would be less willing to open themselves 
to instructions and cooperation. Even in the latter case, however, there was a lot 
of potential, which we tried to exploit to develop credible animations.
As far as technical aspects of sessions are concerned, using a wheelchair 
proved problematic for people with hearing impairment. Some types of 
wheelchairs have a number of chrome elements which may interrupt the work of 
markers capturing movement. In sessions involving deaf people, as long as it is 
possible, motion capture systems should be equipped with individual cameras 
registering actors’ faces (e.g. Vicon CARA). These systems guarantee better 
synchronization of capturing sing language and facial expressions. All sessions 
involving people with disabilities should be recorded with additional cameras, 
which will facilitate the developing of animation in the postproduction stage.
In postproduction stages and when rendering the final animation, one 
needs to take into account the fact that the software supporting motion capture 
and its digital editing is not fit for purpose in the case of working with people 
with disabilities. In this case, one may use the category of software exclusion 
or software apartheid. Programs such as Autodesk Motion Builder are more 
appropriate for constructing the skeletons of able-bodied characters. That is 
why, certain limitations of people with disabilities should be considered when 
writing software and algorithms should make it possible to adjust automatically 
their silhouettes to skeletons of constructed characters (either humanoid or non-
humanoid). During the stage of developing animations, people with disabilities 
should be invited as consultants, which seems indispensible when animated 
characters are to use sign language. Skills and knowledge of a hearing animator 
may prove insufficient to build a correct sequence of movements of a character 
which uses sign language.
The project proved that working with people with various degrees of 
disability opens the way to new opportunities. They appear in the context of 
realistic performance of different movement features and motor limitations, 
which can be directly applied to the realistic movement of characters or indirectly 
to the sequences of non-humanoid characters’ movement and characters 
with different skeleton structure. Working with people with disabilities let us 
investigate many interesting strategies of dealing with some activities in early 
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stages of recording motion capture material, which can inspire the development 
of storylines in computer games and animations. People with disabilities, as 
we tried to show it in the report, very often play an additional role in storyline 
and their silhouettes are not developed in any interesting way. We hope that 
our project discovered a large potential of people with disabilities, who can be 
perfect matches for the roles of protagonists in games and animations. Even 
though this potential has already been exploited in films, computer games and 
animated movies have a lot to make up for in this respect. We would also like 
to emphasize a new approach to the idea of inclusive design, that is employing 
people with disabilities to design during the development stage, even if a 
product is not addressed to this group directly. In this way, integration thinking 
about design takes on a new dimension disregarding the idea of being different 
and creating a product “adjusted” to the needs of people with some limitations. 
Here, our starting point is a competence. Effectively, the category of disability 
loses its significance.
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DVD contents:
This DVD contains the following parts:
1. Sample animations: 7 animations which show the virtues of working 
with people with disabilities have been prepared (they are described in 
detail at the end of chapter III of the report).
2. Reportage about the project: the film whose major purpose is to show 
the strategies for working with people with disabilities during sessions 
documents the work of the research group.
3. Selected video clips: on the CD, one can find video clips registered during 
sessions, which show the details of how we worked with people with 
disabilities during sessions.
4. Materials from the sessions are in .c3d and .fbx format: even though 
only a few excerpts from mocap sessions have been used to prepare 
sample animation, we decided to share all them, hoping that they will 
be of use in future commercial film and computer games productions.
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