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This doctoral thesis outlines several methodological advances in the application of higher-order
tensor decomposition for muscle synergy analysis estimated from surface Electromyogram
(EMG). This entails both assessing current muscle synergy extraction methods and a novel
direct approach to estimate useful muscle synergies using higher-order tensor decomposition.
The underlying hypothesis is that higher-order tensor decompositions provide advantages in
the estimation of temporal profiles and muscle synergies thanks to the consideration of other
domains such as spectral, task or repetition information. Moreover, we implement these
advances to inspect potential applications of tensor synergies in biomechanical analysis and
myoelectric control.
Firstly, we provide an overview of the current mathematical models for the concept of
muscle synergies and compare the common matrix factorisation methods for muscle synergy
extraction, in addition to second-order blind identification (SOBI), a technique which has not
been used for muscle synergy estimation previously. Synthetic and real EMG datasets related
to wrist movements from the publicly available Ninapro dataset were used in this evaluation.
Results suggest that a sparse synergy model and a higher number of channels would result in
better-estimated synergies. SOBI has better performance when a limited number of electrodes
is available, but its performance is still poor in that case. Overall, non-negative matrix
factorisation (NMF) is the most appropriate method for synergy extraction and, therefore, it is
considered as a benchmark in the rest of the thesis.
We then show the benefits of higher-order tensor decompositions of EMG data for muscle
synergy analysis, discussing possible 3rd and 4th-order tensors models for EMG data. We
explore muscle synergy estimation from 4th-order EMG tensors by taking the spectral
profile into account and utilise this model for classification between the wrist’s movements
in comparison with NMF. The results provide a proof-of-concept for higher-order tensor
decomposition as classification accuracy is slightly improved using tensor decomposition over
NMF. However, the addition of spectral mode -with time-frequency analysis- increases the
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computational cost for tensor synergy estimation.
After the previous proof of concept, we focus on the 3rd -order tensor model for efficient and
reliable extraction of meaningful muscle synergies. The most prominent tensor decomposition
models (Tucker and PARAFAC) are compared under different constraints. We notice that
unconstrained Tucker decomposition cannot extract unique and consistent muscle synergies
as it converges into different local minima, while PARAFAC model cannot deal with a
higher number of synergies or tasks as the decomposition deviates from the trilinear model.
As a result, we introduce a constrained Tucker decomposition model as a framework for
muscle synergy analysis. The advantages of this method over NMF are highlighted in the
biomechanical application of identifying shared and task-specific muscle synergies. This
benefits from the natural multi-way form of the EMG data, which makes higher-order tensor
decompositions a better option than applying matrix factorisation repetitively. The constrained
Tucker decomposition can successfully identify shared and task-specific synergies and is robust
to disarrangement regarding task-repetition information, unlike NMF.
The constrained Tucker model is then used as a framework to extract synergistic information
that could be applied to proportional upper limb myoelectric control. The consistency of
extracted muscle synergies with the increase of the wrist’s task dimensionality into 3 degrees
of freedom (DoF) is investigated in comparison with NMF. In the literature, NMF approaches
for synergy-based proportional myoelectric control were viable only with a task dimension of 2
DoF. In contrast, the results show that a constrained Tucker model identifies consistent muscle
synergies from 3-DoFs dataset directly. Moreover, a tensor-based approach for proportional
myoelectric control is introduced and compared against NMF and sparse NMF as state of the
art benchmarks.
To sum up, higher-order tensor decomposition had not been utilised in EMG analysis despite
the substantial attention it received in biomedical signal processing applications in recent years.
This thesis explores higher-order tensor decompositions for synergy extraction to account for
the natural multi-way structure of EMG data. We hope that it will pave the way for the




The question of how the brain controls the body movements and posture has been discussed
for over a century. One of the most prominent ideas to explain this question is the concept of
“muscle synergy”. This hypothesis says that the brain controls groups of muscles together to do
a movement rather than controlling individual muscles separately. Muscle synergies have been
used in several applications such as biomechanical analysis and myoelectric control. Synergies
are estimated from the measures of activity of multi-channel surface electromyography (EMG),
where the electrical activity of muscles is picked up through several electrodes on the skin. The
current approaches for muscle synergy estimation rely on 2nd-order models, where the data are
arranged as a table with time and channels as its dimensions. However, in the analysis of
muscle activity, the data are naturally in higher-order form. This means that the data can be
indexed by additional dimensions, such as repetitions and/or movements. Hence, we propose
that higher-order models would be more suitable to find muscle synergies. This is because they
provide advantages by incorporating additional information over that of the 2nd-order models.
In this thesis, we will introduce higher-order models for muscle synergy analysis and we will
discuss their advantages over the current models. In these models, the data are in tensor form
which is an array with three or more dimensions. In addition, we will implement these advances
to inspect potential applications of synergies extracted from higher-order tensor models in
biomechanical analysis and myoelectric control. We will assess the most prominent methods
for muscle synergy extraction based on the 2nd-order models. To do so, we will compare them
using synthetic and real EMG datasets. In addition, second-order blind identification (SOBI),
a technique which has not been used for muscle synergy estimation before, will be included
in the comparison. The aim is to identify the most appropriate 2nd-order model method for
synergy extraction to be considered as a benchmark in the rest of the thesis.
In addition, the construction of 3rd- and 4th-order tensors models for EMG data will be
discussed. The muscle synergy estimation from 4th-order EMG tensors will be explored. These
tensors incorporate frequency information. Then, this model will be utilised for classification
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between wrist movements in comparison with 2nd-order model. This experiment would provide
a proof-of-concept for higher-order tensor decomposition for EMG data and determine its
suitability for muscle synergy extraction.
The 3rd-order tensor model will be discussed in detail with the addition of different repetitions.
This model will be used to compare the most prominent higher-order tensor decomposition
models. The comparison will be held under different constraints to develop a suitable method
for unique and meaningful estimation of muscle synergies. The developed method will be used
in the biomechanical application of identifying shared and task-specific muscle synergies.
Finally, based on the previous results, we will implement an approach based on the higher-order
tensor model for proportional upper limb myoelectric control. Synergies estimated from the
developed higher-order model will be analysed to determine its suitability for this application
in comparison with the current techniques.
We hope that this study will pave the way for the development of muscle activity analysis
methods based on higher-order techniques in broader applications.
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List of Symbols
• x - Scalar
• x - Vector
• X - Matrix (2nd-order tensor)
• X - Higher-order tensor
• m or m(t) - one channel EMG signal
• s - muscle synergy
• w or w(t) - weighting function vector
• M(m×n) - multi-channel EMG with m channels and n samples
• S(m×r) - synergy matrix
• W(r×n) - weighting function matrix
• r - number of synergies
• g() - Heaviside function
• Λ - super diagonal tensor that has 1s across its supra-diagonal and 0s elsewhere (also
known as “identity tensor”)
• ×n - multiplication across the nth-mode of higher order tensor
• XT - The transpose of matrix X
• X+ - The Moore–Penrose inverse (also known as pseudo inverse) of Matrix X
• ‖X‖2F - The Frobenius norm also known as the Euclidian norm for X
• ⊗ - Kronecker product
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• X(n) - Component matrix for the nth-mode
• G - The core tensor in Tucker decomposition
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List of Acronyms
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ICA Independent Component Analysis
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MEG Magnetoencephalogram
NMF Non-negative Matrix Factorisation
PARAFAC Parallel Factor Analysis
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Glossary
• Component - (also known as factor) is a rank-one model for higher-order tensor.
• consTD - Constrained Tucker Decomposition: an approach to extract muscle synergies
from higher-order tensor by constraining the core tensor and components of the Tucker
model.
• Explained variance - For a given dataset, it is a measurement of the proportion to
which a mathematical model accounts for the variation, its complementary part is called
unexplained or residual variation. It equals the squared correlation coefficient R2.
• Loss function - The function defining the optimisation or goodness criterion of a model.
• Mode - A matrix has two modes: the row mode and the column mode, hence the mode
is the basic entity building for a tensor. A three-way tensor thus has three modes.
• Model - An approximation of a set of data including structural model, additional
constraints and a loss function.
• Order - The order of an tensor is the number of modes; hence a matrix is a second-order
tensor, and a three-way tensor a third-order tensor.
• Shared synergy - Muscle synergy shared between two or more movements.
• Task specific synergy - Muscle synergy assigned to a specific task or movement.
• Tensor - An array of data.
• Tensor synergies - Muscle synergies extracted via higher-order tensor decomposition.
• Tensorisation - Mapping lower-order data to higher-order form.
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The work described in this thesis is motivated by the need to understand more about motor
control and how the Central Nervous System (CNS) controls body movements and posture
effectively, given the complexity and redundancy of multiple muscles, joints and Degree
of Freedoms (DoFs). Particularly, the muscle synergy concept [1, 2] was introduced to
answer these questions and it has been used in various applications, such as biomechanical
analysis and myoelectric control [3–5]. The first step towards this was to study muscle
synergy models and explore the state-of-the-art methods for extracting them from surface
Electromyography (EMG) datasets. In this exploration, it became clear that muscle synergy
analysis relies on different matrix factorisation methods [6]. We identified that there is
a potential to extract synergistic information using higher-order tensor decompositions
as in many applications data are naturally structured in a multi-way form and repetitive
application of matrix factorisation has been required for synergy extraction. In general, tensor
decompositions may provide several advantages over classical matrix factorisation such as
compactness, uniqueness of decomposition, and generality of the identified components [7].
Thus, this thesis is largely focused on muscle synergy analysis via higher-order tensor models
and its potential applications.
Amongst a wide range of problems from which this topic can benefit, one of the more pressing
ones is how to achieve non-invasive, intuitive and proportional myoelectric control. The
non-invasive commercial prostheses systems either offer sequential or proportional control




Given the relevance of myoelectric control in the field of EMG analysis, we tried to establish
and validate higher-order tensor decomposition for muscle synergy analysis. Then, we
illustrated how it could be utilised in myoelectric control with a proof-of-concept inspired by
shared synergies.
1.2 Objectives and hypotheses
I hypothesised that by introducing higher-order tensor models to muscle activity analysis, we
can benefit from tensor decomposition in the area of muscle synergy extraction, especially in
the applications where EMG dataset is already in the multi-way form naturally.
I aim to apply these tensor decomposition methods for synergy extraction and uncover new
ways to materialise the power of muscle synergy in different applications. In order to achieve
this, I define the following partial objectives.
• Study and compare the current methods for muscle synergy extraction.
• Introduce the use of tensor decomposition for muscle activity analysis.
• Develop novel methods for muscle synergy extraction via tensor decomposition.
• Demonstrate the relevance of tensor synergies in biomechanical analysis and myoelectric
control applications.
1.3 Contributions
This thesis provides a novel approach for muscle synergy extraction from higher-order tensor
models and its applications.
First, I compare the 2nd-order models for muscle synergy extraction. Second-Order Blind
Identification (SOBI) was included in the comparison, a method which has not been used
for muscle synergy estimation previously. The comparison is held under various settings
to determine the factors that affect the quality of estimated synergies [6]. The best matrix
factorisation is used as a benchmark for the rest of the thesis.
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I then demonstrate synergy extraction from a 4th-order tensor model to provide a
proof-of-concept [9]. This is used it to classify wrist movements in comparison with the
matrix factorisation benchmark.
I go on to introduce constrained Tucker decomposition (consTD) approach to extract synergies
from a 3rd-order model. This was inspired by shared synergy concept and the results compared
with most prominent tensor decomposition methods [10].
As for applications, consTD was used to identify shared and task-specific synergies of the
wrists’ three main DoFs [10] tasks. The consistency of tensor synergies with the increase of
task dimensionality was tested to assess its potential application for proportional myoelectric
control [11]. Finally, I illustrate the use of tensor synergies in proportional myoelectric control
and compare it with the state-of-the-art synergy approaches [12].
1.4 Structure of the rest of the thesis
The remainder of the thesis is organised as follows:
Chapter 2: Review of the field. This Chapter discusses the literature for muscle synergies
and motor control, taking a focus on synergy extraction methods from surface EMG.
Various considerations which come up in the methodological pipeline are covered including
higher-order tensor models and their most common decomposition methods.
Chapter 3: Second-order matrix models for muscle synergy extraction. This is a detailed
comparison between the three most prominent matrix factorisation methods for muscle synergy
extraction: Principal Component Analysis (PCA), Independent Component Analysis (ICA),
Non-negative Matrix Factorisation (NMF); in addition to SOBI. Real and synthetic datasets
are used in the comparison with different settings of sparsity, number of channels and Signal to
Noise Ratio (SNR). It is shown that the sparse synergy model and a higher number of channels
would result in better-estimated synergies. Moreover, NMF is shown to be the benchmark
approach for synergy extraction.
Chapter 4: Higher-order tensor decompositions for muscle synergy extraction. Here, the need
of higher-order EMG tensor decomposition is discussed in detail. In addition, the possible
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ways for EMG tensor construction are outlined. I propose a 3rd-order tensor model by adding
a repetition mode of same and/or different tasks. A 4th-order tensor model is also discussed,
which incorporates the spectral mode. I explore synergy extraction from 4th-order tensor and
compare it with NMF in classifying wrist’s 3 main DoFs.
Chapter 5: Constrained Tucker decomposition. I focus on 3rd-order tensor models and
compare Parallel Factor Analysis (PARAFAC) and Tucker decompositions for synergy
extraction. The consTD is formulated as the most suitable approach for higher-order muscle
synergy estimation. I then apply consTD for identification of shared and task-specific
synergies for biomechanical analysis and compare it with the current NMF approach.
Chapter 6: Use of Tensor synergies for myoelectric control. The tensor synergies extracted via
consTD are utilised for proportional myoelectric control in a proof of concept. The consistency
of synergies is assessed with the increase in task dimensionality. Finally, a synergy-based
scheme for proportional myoelectric control is proposed and compared with state-of-the-art
approaches of NMF and Sparse Non-negative Matrix Factorisation (SNMF).
Chapter 7: Discussion and Future work. The main findings of the thesis are summarised
followed by a discussion of limitations and, finally, the scope for future work is presented
based on the novel developments herein.
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Chapter 2
Review of the field
2.1 Introduction
“How does the Central Nervous System (CNS) control body movements and posture?” This
question has been discussed for over a century with no conclusive answer. The coordination
of muscles and joints that accompanies movement requires control over multiple Degree
of Freedoms (DoFs). This results a high level of complexity and dimensionality [13].
Understanding our body movements would help us in designing more natural prosthesis for
the amputees and improve the rehabilitation techniques. Moreover, the human motor control
could inspire us in other fields, such as robotics.
Scientist studied and analysed the electrical activity accompanied to muscles contraction
(Electromyography (EMG)) to answer this question. A possible explanation to this problem
was the notion that CNS constructs a movement as a combination of small groups of muscles
(synergies) that act in harmony with each other, thus reducing the dimensionality of the
problem. This idea of modularity could be traced to the first decades of the twentieth century
[14] and has been formulated and developed through the years [15–17] to reach the Muscle
Synergy hypothesis [1, 2, 18].
In this Chapter, the necessary background information for selected key topics are presented to
help in understanding the multi-disciplinary ideas of the thesis. In the following Section 2.2,
the electrical muscle activity signal is reviewed including the origin and types of EMG in
addition to its recording techniques. The concept of Muscle synergy is discussed in detail
in Section 2.3. The evidence for muscle synergy hypothesis and the proposed models are
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covered, in addition, the current synergy extraction methods based on matrix factorisation are
discussed. In section 2.4, higher-order tensor models and their decomposition techniques are
reviewed since they introduced as an alternative to the current matrix factorisation method for
muscle synergy analysis. Finally, a brief review on myoelectric control systems is presented in
Section 2.5 as a synergy-based myoelectric control system is one of the potential applications
of tensor synergies.
2.2 Electromyography
EMG is the recording and study of the electrical activity associated with skeletal muscle
contraction. The EMG signal represents the electric current generated by the flow of ions
through the muscle fibres, which propagates across the interfacing tissues to reach the detection
electrode [19].
2.2.1 EMG formation
Some physiological aspects need to be addressed to understand the processes underlying the
generation EMG signals. The skeletal muscles consists of anatomical units called muscle
fibres. Those fibres are innervated by the motor nerves called motor neurons which convey
commands from the brain through the spinal cord [20].
The motor unit (MU) by definition [21] consists of single motor neuron, including its
dendrites and axon, and hundreds of muscle fibres which is innervated by this particular motor
neuron. The motor unit action potential (MUAP) is the fundamental element of the EMG
signal. MUAP is created when action potential propagates down the motor neuron in order to
activate all its muscle fibres; then the depolarisation propagates along the fibre generating an
electromagnetic field in the vicinity of the muscle fibres [22]. Every MUAP is constructed
from the superposition of single fibre action potentials which is innervated by a single motor
neuron and fired nearly synchronously, as shown in Figure 2.1. The shape of MUAP is not
fixed and depends on several factors such as, muscle fibre size and the position of electrode in
relative to muscle fibres and innervation zone [23].
The MUs must be activated repeatedly in order to sustain muscle contraction. This would result
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Figure 2.1: Illustration for the generation of motor unit action potential. Figure from [24].
in a sequence of MUAPs called a motor unit action potential train (MUAPT). The wave-form
of MUAPs within its MUAPT would not change as long as the geometric relationship between
the electrode and the active muscles is unchanged and there are no biochemical changes within
the muscle that can affect the conduction velocity or the filtering properties of the muscle
tissue. The EMG is considered as the summation of all MUAPTs within the pickup area of the
electrode as shown in Figure 2.2.
Figure 2.2: An example of EMG generation by summation of 25 MUAPT. Figure from [24].
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2.2.2 Types of EMG
Generally, there are two kinds of EMG recordings: intramuscular and surface EMG. The
intramuscular EMG is performed using an invasive electrode such as a mono-polar needle
electrode. The needle electrode is inserted directly to the muscle under investigation which
provide a signal with low level of noise and cross-talk in comparison with surface EMG. On
the other hand, surface EMG pick up muscles electrical activity from the skin surface above
the muscles using an array of surface electrodes [19, 25].
Surface EMG (also noted as sEMG) had some limitations. For instance, it can be used
effectively only with superficial muscles. In addition, recording is affected by cross-talk signals
from other adjacent muscles and filtering effect because of the depth of the subcutaneous tissue
and skin. For instance, the skin and fatty tissues have an approximate low pass filter effect,
while the electrodes will behave like a high pass filter [26]. However, it is preferred over
intramuscular EMG in some applications since the latter is invasive and inconvenient. In
the case of myoelectric and prostheses control, surface EMG is often used to detect muscle
activity since it is far more convenient for the daily user and it contains the needed information
regarding the time and magnitude of muscle activation. Therefore, we will be working on
surface EMG only and it will be referred to as EMG for the rest of the thesis.
EMG is considered a non-stationary stochastic signal because of MUAPs overlapping and
irregular MU discharge. Therefore, EMG signals have frequently been assumed Gaussian
distribution with a zero-mean value [27]. Signal amplitude typically range from 0 to 10 mV
(peak-to-peak) or 0 to 1.5 mV (Root-Mean-Square (RMS)) while its frequency range from 0 to
500 Hz. However, signal characteristics are extremely dependent on external factors such as,
the level and duration of contraction, dynamic or static muscle states, fatigue, and sweat [28].
As a result, EMG signals are usually reported in the form of a linear envelope computed through
RMS in most muscle activity studies including muscle synergy analysis [29]. Because of this
stochastic nature of EMG signal, every muscular movement produce different EMG patterns
since different muscles are activated with different contraction levels.
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2.2.3 EMG setup
The EMG signal detected using surface electrodes are strongly influenced by distribution of
electrodes, electrode size, and placement. Therefore, the electrode configuration is vital for
recording informative and uncontaminated EMG signals. The issue of cross-talk must be
considered during electrode placement. A second consideration is the sensitivity of the signal
to the architecture of the muscle. It is suggested to place electrodes on the centre of muscle
under investigation halfway between the centre of the innervation zone and the further tendon,
while one electrode is placed on an electrically quiet location to act as a reference. It is usually
placed on bone structures near the detection site [30]. Some additional preparation procedures
could help in improving the quality of an EMG measurement such as using a conducting gel or
cleansing the skin by alcohol and removing the hair before placing the electrodes [20].
There are two common methods for electrode placement on the upper-limb EMG. The first
one is a dense sampling approach [31] where electrodes are placed equally spaced in an array
around the limb to provide a spatial information through a multichannel EMG recording. The
second method is the precise anatomical positioning strategy [32] as the electrodes are placed
on the main activity muscles. Another EMG setup is the high-density EMG method where grids
of several closely spaced electrodes are used extract 2D information from muscle activity [33].
This complex setup provides richer information about the recording area that is useful for
several applications [34, 35]. However, high-density EMG require high instrumentation and
computation demands and challenges that are different from the conventional EMG recording
systems [36].
2.2.4 Publicly available datasets
Two datasets from the publicly available Ninapro (Non Invasive Adaptive Prosthetics) database
[37, 38] were used in the thesis. The first dataset [39] consists of 27 able-bodied subjects
instructed to perform 10 repetitions of 53 hand, wrist and finger movements. In the thesis
we worked on a selection of wrist movements and its three DoFs. The dataset includes
10-channel surface EMG signals recorded by a MyoBock 13E200-50 system (Otto-Bock
HealthCare GmbH) rectified by RMS and sampled at 100Hz. The hand kinematics were
captured using a 22-sensor CyberGloveII (CyberGlove Systems LLC)). The glove returns 8-bit
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Figure 2.3: Example of 10-channel EMG envelopes recorded during wrist extension movement
for 5 seconds of Subject 4/repetition 1 from Ninapro dataset-1 (the amplitude is normalised
only in the figure to highlight the differences between channels).
values proportional to joint-angles using a resistive bend-sensing technology with an average
resolution of less than one degree depending on the size of subject’s hand.
The second dataset [40] consists of 40 able-bodied subjects instructed to perform 6 repetitions
of 50 hand, wrist and finger movements. The same wrist tasks investigated in the first dataset
were selected from the second one. However, myoelectric activity in this dataset is recorded
with 12-channel setup by “Delsys Trigno Wireless System”. This different setup allows
recording of raw EMG signals sampled at 2 kHz with a baseline noise of less than 750 nV RMS.
The EMG data is rectified by RMS in the pre-processing. Hand kinematics were captured using
the same 22-sensor CyberGloveII system (CyberGlove Systems LLC)) used in the first dataset.
For both datasets, data synchronisation was performed offline using high-resolution
time-stamps [37]. The “stimulus” time series in the Ninapro dataset labelled the start and end
of each movement repeated by the subject. This series has been used for dataset segmentation
of the training and testing datasets. Figure 2.3 shows an example for EMG segment from
dataset-1. The electrodes where placed by combining the two methods: a dense sampling
approach and a precise anatomical positioning strategy. For both datasets, two electrodes
placed on the main muscle activity spots and the rest (8 for dataset-1 and 10 for dataset-2)
were placed uniformly around the forearm. For more details see [37].
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2.3 Background on muscle synergies
The muscle synergy concept posits that the CNS achieves any motor control task using a
few synergies combined together, rather than controlling individual muscles. Hence, the
multichannel EMG signal is considered as a linear mixture of muscle synergies with a
weighting function or activation coefficients across time as illustrated in Figure 2.4.
Figure 2.4: A schematic illustration of muscle synergies. Two muscle synergies (red and green)
and their weighting function generate 5-channel EMG signal as linear combination. The two
colours (red and green) in the EMG recording shows how each synergy contributes to the
waveform (black line) of each channel. Figure from [41].
2.3.1 Evidence for muscle synergy
Although the muscle synergy hypothesis is criticised for being very hard to be falsified [42], a
repertoire of studies have provided evidence and support for it. Those pieces of research could
be categorised into two main categories: direct stimulation and behavioural studies.
The stimulation approaches were conducted by exciting the CNS at different locations to
study the resulting activation pattern. Earlier studies focused on the organisation of motor
responses evoked by micro-stimulation of the spinal cord of different vertebral species, such
as frogs [15–17, 43, 44], rats [45] and cats [46]. They revealed that the responses induced
by simultaneous stimulation of different loci in the spinal cord are linear combinations of
those induced by separate stimulation of the individual locus. Those findings were supported
by another direct stimulation studies where a relatively long period of electric stimulation
applied to different sites in the motor cortex resulted in complex movements in rats [47],
prosimians [48] and macaques [49,50]. The chemical micro-stimulation has been used through
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N-methyl-D-aspartate iontophoresis injected into the spinal cord of frogs which evoked an
electromyographic patterns that could be constructed as a linear combination of a smaller group
of muscle synergies [18].
Similarly, the behavioural studies rely on recording the electrical activity of the muscles during
a specific task (or tasks) or natural behaviour. Then, a number of synergies is extracted
from the signals using computational techniques. The identified synergies should be able to
describe the recorded signal for the related task or behaviour. Studies have been carried out
on cats where four muscle synergies were sufficient to reproduce 95% of postural hind-limb
muscles response data [51] and five synergies accounted for 80% of total variability in the
data [52]. Similar research on monkeys during grasping activity showed that three muscle
synergies accounted for 81% of variability [49]. In humans, muscle synergies were identified
from a range of motor behaviours [53,54] with the ability to describe most of the variability in
EMG signals. In addition, other studies show that complex motor outputs such as upper limb
reaching movements [55], cycling [56, 57] and human postural control [58] are a result of the
combination of a few muscle synergies.
Additional support for the muscle synergy model comes from the common drive concept. This
concept, introduced by De Luca et al. [59], shows that the pool of MUs of different muscles
share common neural drives, as the unique firing patterns of individual MUs are effected, not
by separate command signals sent to these units, but by one common drive to which MUs
respond differently. This concept backs the muscle synergy hypothesis which suggests that the
motor neurons of different muscles share the same common neural drive. This was supported
by a study [60] that shows that the common drive exists among MUs from synergistic muscle
pair.
However, there are opposing views to the hardwired neural origin of muscle synergy concept.
Studies suggest that muscle synergies may also emerge from optimal strategies to achieve
high-level task goals within a redundant control space [42, 61]. In the uncontrolled manifold
hypothesis [62], a synergy is defined as the shaping of trial-to-trial movement variability along
this manifold in any redundant task [63]. While in the optimal feedback control concept [64],
it is defined as a minimum intervention strategy that controls only task-relevant DoFs if there is
a cost associated with correcting variability. This interpretation of synergy and motor control
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has been utilised in several applications including proportional myoelectric control [65, 66].
Despite the debate about the neural origin of muscle synergies [42, 67, 68], they have been
proved to be useful for many applications such as clinical studies [69], rehabilitation [70],
prosthesis control [4, 71] and biomechanical analysis [3, 72]. In addition, the proposed
alternatives to explain the motor control (uncontrolled manifold [62] and an optimal feedback
control [64]) have invoked structures that are very similar to muscle synergies [73, 74].
Therefore, the concept of modularity and a combination of muscle synergies could contribute
to motor control as proposed by Bizzi et al. [68].
Throughout the years researchers determined several characteristics for muscle synergy.
For example, it was found that synergies are subject-specific [75]. One of the important
observations is shared and task-specific synergies. It implies that shared (common) synergies
can be found in diverse motor tasks sharing some mechanical or physical characteristics.
On the other hand task-specific (behavioural) synergies are distinctive for one motor task.
Support for this idea comes from animal studies (frogs [53,76] and cats [52]) as well as human
studies where shared and task-specific synergies distinctive for one motor task or movement
have been investigated across activities such as walking and cycling [77], postural balance
positions [75, 78], and normal walking and slipping [3, 72].
2.3.2 Mathematical models for muscle synergies
In all studies, muscle synergies are estimated from the recorded electrical activity of the
muscle using the EMG envelope [29]. Therefore, EMG recordings need to be modelled in
order to compute the muscle synergies. Two muscle synergy models have been proposed
in the literature: the time-invariant or synchronous model [1, 18] and the time-varying or
asynchronous model [2, 79].
According to the time-invariant model, the electrical activity for a single muscle or channel or
m(t) is a vector that could be expressed as a combination of synchronous synergies s (scalar
values activated at the same time) multiplied by a set of time-varying coefficients or weighting
13
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Figure 2.5: An example of two component muscle synergy extracted from the EMG segment
shown in Fig. 2.3. NMF was used to extract the muscle synergies. The effect of first muscle
synergy (Panels 2.5a and 2.5b) can be noticed on channels (2,9) while the second synergy has
a noticeable effect on channel 4.





where r is the number of synchronous synergies. Since synergies contribute to each muscle
activity pattern with the same weighting function wi(t), the synergy model is synchronous
without any time variation.
On the other hand, the time-varying synergies are asynchronous as they compromise a
collection of scaled and shifted waveforms, each one of them specific for a muscle or channel.
Thus, the muscle activity m(t) can be described according to the asynchronous model with a
group of time-varying synergy vectors scaled and shifted in time by c and τ , respectively, as





In this case, the model is capable of capturing fixed relationships among the muscle activation
waveform across muscles and time. By means of comparison, time-invariant synergies can
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acquire the spatial structure in the patterns but any fixed temporal relationship can be recovered
only indirectly from the weighting functions associated with its synchronous synergy.
Although the time-varying model provides a more parsimonious representation of the muscle
activity compared to the time-invariant model, some studies have shown evidence that the
muscle synergies are synchronised in time [43, 80]. Therefore, most recent muscle synergies
studies adopt the time-invariant model for synergy extraction. This is done by using matrix
factorisation techniques on multi-channel EMG activity to estimate the muscle synergies and
their weighting functions.
2.3.3 Muscle synergy extraction
Multichannel EMG with m-channels is represented as a matrix M. Hence, Equation 2.1 is
expanded into matrix form according to the time-invariant synergy model as the following:
M(m×n) = S(m×r) ×W(r×n) (2.3)
with the number of synergies r being restricted to less than number of channels m and number
of samples n (r ≤ m,n) to impose dimension reduction.
This is considered as a Blind Source Separation (BSS) problem where matrix M is modelled as
a linear mixture of unknown synergies and weighting functions as shown in Equation 2.3 and
illustrated in Figure 2.4. In this context, S is the mixing (synergy) matrix while W contains
the source vectors (weighting functions). The noise is disregarded in Equation 2.3. In order to
estimate unique solutions for this problem, matrix factorisation with additional constraints are
needed.
Several matrix factorisation methods were proposed to solve this BSS problem and estimate
muscle synergies from multichannel EMG data. The most prominent matrix factorisation
techniques for synergy extraction are Principal Component Analysis (PCA) [81], Independent
Component Analysis (ICA) [82] and Non-negative Matrix Factorisation (NMF) [83]. An
example for muscle synergy extracted via matrix factorisation is shown in Figure 2.5.
PCA is one of the oldest and most widely used matrix factorisation techniques. It aims to reduce
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the dimensionality of the data while preserving as much variability as possible. PCA constrains
the components of the model in Equation 2.3 to be orthogonal, where the first component holds
the largest variance and the variance progressively decreases for each component [84]. PCA
has been used for synergy extraction in many studies such as [85–87].
Unlike PCA, ICA attempts to extract independent components by whitening the data to remove
any correlation. Then, it rotates the pre-whitened data to extract the non-Gaussian components.
An example of studies used ICA for muscle synergy extraction is [4] and [88].
Finally, NMF imposes a non-negative constraint on the extracted factors. The algorithm relies
on a cost function to quantify the quality of approximation between the data matrix M and its
factorised non-negative matrices S and W, where M ≈ SW. Values of S and W are updated
and optimised to find the local minima numerically. Several studies utilised NMF for muscle
synergy extraction including [5, 89, 90]. Matrix factorisation will be covered in more detail in
Chapter 3.
2.3.4 Number of synergies
Selecting the appropriate number of factors or synergies is instrumental for matrix factorisation.
The number of synergies for 2nd-order model extracted via matrix factorisation methods
have been determined using two main approaches: a mathematical approach and a functional
approach [6].
The mathematical approach relies on the computation of the least number of components that
could describe the model [91]. For instance, the Laplacian information criterion and Bartlett’s
test has been used for subsets PCA components, while likelihood ratios and projected variance
has been utilised for ICA components, in addition to Akaike and Bayesian information [92].
Moreover, the explained variance by the model have been used to determine number of
synergies by D’Avella et al. [55] by identifying the slope change of the explained variance
with respect to the number of retained factors. The explained variance accounts for variation
of a data set described by given the model. The complementary part of the total variation is
called unexplained variation or residuals [93].
On the other hand, the functional approach relies on prior knowledge of the data structure
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and myoelectric control requirements to choose the appropriate number of synergies. For
example, Muceli et al. [94] proposed one synergy for each wrist’s DoF, while two synergies
were assigned to each wrist’s DoF by Jiang et al. [95] for proportional myoelectric control.
2.4 Higher order tensor decomposition
Higher-order tensors are the generalisation of vectors (1st-order tensors) and matrices
(2nd-order tensors). Tensor decomposition is analogous to matrix factorisation when the data
have an order of three or higher. Similarly, higher-order tensors can be decomposed into
their main components. Naively, the easiest way to do this is by unfolding the tensor into a
matrix and apply a matrix factorisation technique. However, this approach would discard any
information from the mutual interactions between the higher dimensions [7] and would not
utilise the power of higher-order tensors.
Several tensor decomposition models have been introduced with Tucker and Parallel Factor
Analysis (PARAFAC) being the most prominent ones [96]. When analysing higher-order data,
tensor decompositions often provide several advantages, such as compactness, uniqueness
of decomposition and generality of the identified components, over matrix factorisation [7].
In this section, we will introduce and discuss higher-order tensor and tensor decomposition
notations, models and algorithm.
2.4.1 Tensor notations and operations
Higher-order tensors are typically comprised of three or more modes, also called ways or
dimensions. Scalars are designated using lowercase italics, x, while vectors are shown in bold
lowercase, x. Matrices are shown as bold uppercase, X, and all higher-order tensors (three
and above) are designated by bold underlined capitals, X ∈ Ri1×i2×....in where n ≥ 3. A
sub-tensor or sub-array is a subset of the main tensor when one or more indices are fixed. For
example, given a three-dimensional tensor X ∈ Ri1×i2×i3 , the mode-1 horizontal slice would
be a matrix X1,:,: ∈ Ri1×i2i3 while a the first fibre of mode-1 would be represented as a vector
x:,1,1 as illustrated in Figure 2.6.
Higher-order data can be reorganised through concatenation and/or augmentation to change it
17
Chapter 2. Review of the field
Figure 2.6: 3rd-order tensor X ∈ R7×5×8 with illustration of slices and fibres. Figure from [7].
into a lower or higher order. Unfolding (also known as matricization) is an important concept
in higher-order tensor analysis. It is simply a way of rearranging a 3rd-order tensor to a
matrix by concatenating its slices matrices for different levels across one mode as shown in
Figure 2.7. For example, 3rd-order tensor X(i1×i2×i3) can be unfolded across the first mode as
X(i1×i2i3) or across its second or third mode as X(i2×i1i3) and X(i3×i1i2) respectively. On the
other hand, the opposite process is tensorisation which is constructing higher-order tensor by
mapping lower-order data to higher-order data with different techniques. Tensor construction
and tensorisation will be covered in more details in Section 4.2.
Figure 2.7: 3rd-order tensor unfolded across its three modes.
The Kronecker and Khatri-Rao products [97] are matrix products that will be useful to express
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some operations with higher-order tensor models such as direct projection. The Kronecker
product is a generalisation of the outer product that can be applied on matrices of arbitrary
size. Given matrices A ∈ Ri1×i2 and B ∈ Ri3×i4 is their Kronecker product would be A⊗B
and the result is a matrix C ∈ Ri1i3×i2i4 as:
A⊗B = [a1 ⊗ b1 a1 ⊗ b2 a1 ⊗ b3 . . . ai3 ⊗ bi4−1 ai3 ⊗ bi4 ] = C ∈ Ri1i3×i2i4 (2.4)
The Khatri-Rao is considered as the column-wise Kronecker product. Given two matrices
A ∈ Ri1×i3 and B ∈ Ri2×i3 , their Khatri-Rao product is given as AB and their result is
matrix c ∈ Ri1i2×i3 This is equivalent to:
AB = [a1 ⊗ b1 a2 ⊗ b2 . . . ai3 ⊗ bi3 ] = C ∈ Ri1i2×i3 (2.5)
2.4.2 PARAFAC model
PARAFAC, also known as Canonical Polyadic Decomposition (CPD) [98], is a common
tensor decomposition model used to represent higher-order data that can be traced back to the
beginning of the 20th century [99]. PARAFAC decomposes a higher-order tensor into the sum
of component rank-1 tensors coupled with a supra-diagonal core tensor as shown in Figure 2.8a.
The supra-diagonal core tensor (also known as “identity tensor”) is a tensor with 1s across its
supra-diagonal and 0s elsewhere which limits the interactions in-between components unlike
Tucker decomposition which will be discussed in Section 2.4.3.
In general, nth-order tensor X ∈ Ri1×i2×...in can be decomposed into its primary components
using r-component PARAFAC model where r is the number of components that is fixed across
each mode as the following:
X ≈ Λ×1 A(1) ×2 A(2) · · · ×n A(n) (2.6)
where Λ ∈ Rr×r···×rn is a super diagonal tensor that have same dimension across each mode
and the vector λ is across the diagonal of Λ, while “×n” is multiplication across the nth-mode
[100].
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or in its matricized form across the first mode using the Khatri-Rao product:
X(i1×i2i3...in) ≈ A(1)
(
A(n) A(n−1)  . . .A(3) A(2)
)T (2.8)
From Equation 2.7, PARAFAC decompositions can thus be considered as the multi-linear
algebra generalisation of PCA for higher-order tensors. The main difference between PCA
and PARAFAC is that in the latter there is no need for requiring orthogonality to identify the
mode [101].
The PARAFAC decomposition is unique under very mild conditions such as non-negativity
or modularity of components [100]. The uniqueness of PARAFAC model arise from the
supra-diagonal core tensor that restricts the interactions between components across different
modes in addition to the same number of components in all modes. However, those restriction
can affect the quality of decomposition by reducing the ability of components to model the
tensor and explain its variance. Therefore, the appropriate choice for number of components is
critical for PARAFAC decompositions capturing the underlying structure of the data [102].
Hence, several mathematical approaches have been deployed to determine the appropriate
number of components for higher-order tensor decomposition and gauge the quality of the
decomposition such as Core Consistency Diagnostic (CORCONDIA) [103] in addition to
the traditional method of determining the percentage of the explained variance described by
the decomposed model. CORCONDIA is an intuitive direct approach to gauge how well a
PARAFAC decomposition is able to model a tensor. In brief, CORCONDIA measures the
degree to which a given PARAFAC model deviates from the “ideal” supra-diagonal core. A
perfect PARAFAC model would have a pure supra-diagonal core and its CORCONDIA value
of 100% while flawed models would deviate significantly and their CORCONDIA value would
decrease significantly [103].
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2.4.3 Tucker model
On the other hand, the Tucker model [104] is the generalisation of PARAFAC model as the
latter is a special case of Tucker with a supra-diagonal core tensor. In Tucker decomposition,
the higher-order tensor is decomposed into a smaller core tensor transformed by a matrix
across each mode (dimension), where the core tensor is not restricted to be super-diagonal and
can have interacting values between multiple components across domains. Consequently, the
number of components can be different in each mode unlike PARAFAC where all modes have
the same number of components [100]. The differences between both models are represented
in Figure 2.8.
An nth-order tensor X ∈ Ri1×i2×....in can be modelled according to the Tucker model as
follows:
X ≈ G×1 B(1) ×2 B(2) · · · ×n B(n) (2.9)
where G ∈ Rj1×j2···×jn is the core tensor and B(n) ∈ Rin×jn are the components matrices
transformed across each mode. The core tensor G is flexible to have different dimensions
across each mode as long as it is smaller than the tensor being factored, X, so that jn ≤ in.
Two important variants for the Tucker decomposition models are worth noting, Tucker1 and
Tucker2 can be seen as a special case of Tucker model where only one and two modes are
estimated respectively. In both models, the additional modes are set to be identity matrices and
absorbed into the core tensor [105]. As a result, Tucker1 model is equivalent to the ordinary
two-dimensional PCA, while The Tucker2 is a model of intermediate complexity as compared
with the Tucker1 and the standard Tucker model [100].



















where j1, j2 · · · × jn are the number of components (i.e., columns) in the mode matrices
B(1),B(2) . . .B(n) respectively. gm1m2...mn is the corresponding element of a core tensor
G ∈ Rj1×j2···×jn . Here, the core tensor (G) defines the level of interaction between the
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different components as illustrated in Figure 2.8b.
In the case of Tucker decomposition, the matricized form will use the Kronecker product as the
following example across the first mode:
X(i1×i2i3...in) ≈ B(1)G(j1×j2j3...jn)
(
B(n) ⊗B(n−1) ⊗ . . .B(3) ⊗B(2)
)T (2.11)
Unlike PARAFAC models, the Tucker model is flexible in determining the number of
components for each mode and the interaction between components because of the flexible
core tensor (G). However, because of this flexibility, Tucker decomposition generally does
not provide unique solutions [106]. Therefore, imposing constraints on the model is essential
to reduce the possibility of numerical degeneracy and to find a unique solution to the model in
practice [100].
2.4.4 Alternating least squares algorithm
Both Tucker and PARAFAC usually employ the Alternating Least Squares (ALS) algorithm to
estimate their component matrices (and core tensor in the case of Tucker decomposition) [101].
ALS has two main phases. The first one is initialisation, where the components and core tensor
are estimated either randomly [107] or by certain criteria such as singular value decomposition
or direct trilinear decomposition [108]. The second phase is iteration or updating which
minimise the loss function between the original data and its model by breaking down this
complex non-convex problem into a series of simpler, convex problems which are tackled in
succession [109]. This is done by fixing all the component matrices to be estimated except for
those corresponding to one of the modes and alternate iteratively between all the components
to solve each convex problem until convergence [102]. For example, the least squares loss
function across the first mode for 3rd-order Tucker decomposition is:
argminB(1),B(2),B(3),G‖X−B
(1)G(B(3) ⊗B(2))T ‖2F (2.12)
where⊗ is Kronecker product and ‖.‖2F is the Frobenius norm. This function is solved by fixing
the two factors from (B(1),B(2),B(3)) and computing the third unfixed factor alternatively.
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Figure 2.8: Illustration of PARAFAC (Panel 2.8a) and Tucker (Panel 2.8b) decomposition for
3rd-order tensor X.
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The ALS algorithm has several advantages such as simplicity compared to the simultaneous
approaches. However, its main drawback is that it cannot guarantee convergence to a
stationary point as the problem could have several local minima. This can be solved by
applying multiple constraints on the initialisation and iteration phases [108] to improve
the estimation. Moreover, constraining the tensor models has several benefits including:
improving the uniqueness of the solution, more interpretable results that do not contradict
a priori knowledge, avoiding degeneracy and numerical problems, and speeding up the
algorithm [100]. Although constraints may lead to poorer fit for the data compared to the
unconstrained model, the advantages outweigh the decrease in the fit for most cases [7]. The
decomposition models are constrained through their ALS algorithm in the initialisation and/or
iteration phases. For example, a non-negativity constraint is one of the most commonly used
ones due to the illogical meaning for negative components in many cases. The non-negativity
constraint is implemented in the iteration phase by setting the negative values of computed
components to zero by the end of each iteration to force the algorithm to converge into a
non-negative solution. In the case of muscle synergy extraction, non-negativity would add
more information to the decomposition by taking into account the additive nature of muscle
synergies.
2.5 Myoelectric control system
Although this thesis is focused on muscle activity signals analysis, myoelectric control is one
of the potential applications that could benefit from muscle synergies estimated via tensor
decomposition. Therefore, different approaches for myoelectric control systems are briefly
reviewed in this section. Myoelectric prosthetic control system consists of three main parts
[28, 35]:
• The EMG instrument where the EMG signals are recorded, amplified, filtered and
digitised.
• EMG signal processing to extract useful control signal and commands to an external
device.
• The external prosthetic device.
Here, we are concerned with the second step of processing EMG signals since this thesis
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is mainly focused on muscle activity analysis. Three signal processing approaches will be
discussed in this section: Conventional, pattern recognition and muscle synergy approaches.
2.5.1 Conventional approach and commercial application
The direct relation between the power of the EMG and the activation level of the muscle
has been used since the first clinically viable myoelectric prosthesis [110] six decades ago.
Surprisingly, the same concept is still used nowadays in many upper-limb myoelectric
commercial systems due to the need for robustness. These systems rely on comparing the
EMG amplitude to a predefined threshold that actuates a matching function. The earlier
generations of the myoelectric control systems offer an on/off approach where one specific
prosthetic function is assigned to one EMG channel. Multi-function prostheses systems were
introduced [111], where level coding was applied as an alternative approach. The EMG signal
amplitude is divided into several segments from the predefined threshold to the maximum
amplitude and each prosthetic function is assigned to a specific segment [112].
The next generation of the myoelectric control systems include state machines, large-scale
threshold control and adjustment of muscle contraction rate. However, they continue to rely on
the same concept as before. This principle was used in recent myoelectric prosthetic devices
like the Michelangelo Hand1 and iLimb ultra2.
In addition to the unnatural switching procedure, the main limitations to those approaches are:
1) EMG cross-talk between muscles, which reduces the control of the device; 2) EMG signal
amplitude variability, which acts like the noise in the EMG signal.
2.5.2 Pattern recognition-based myoelectric control systems
Pattern recognition based methods are based on the assumption that each task is characterised
by a dependable muscle activation that could be described by a set of features, which could
be reproducible across trials of the same task and differentiated from other tasks. Therefore,
the direct relation between the features and the neural activity is not strictly relevant. Any
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Correspondingly, cross-talk is not an issue, and may be it could be a source of information if it
is consistent across trials [28].
The pattern recognition methods were able to achieve a very high classification accuracy (95%)
for a range of motions (10 classes) in the last two decades [113–115], and recently have
been implemented into a commercial system3. However, the control in the pattern recognition
systems is digital and not proportional which means that any error may lead to a completely
undesired motion that compromise the whole task. Moreover, most of the proposed methods
are not simultaneous and only provide sequential control schemes [35].
In addition to those key limitations, there are some practical limitations that face both pattern
recognition and direct-control approaches, such as the abrupt change of the EMG signal from
electrode shift [116, 117] or the change in the skin-electrode impedance [27] due to sweating
and other factors.
2.5.3 Synergy-based myoelectric control systems
Despite the efforts in the pattern recognition-based myoelectric control system, the intrinsic
limitation of the sequential control makes the pattern recognition paradigm very different from
natural movement which needs a simultaneous and proportional control of multiple DoFs.
Recently, alternative approaches have been proposed for extracting neural control signals from
the EMG signal to support more intuitive, simultaneous and proportional myoelectric control
systems. Some of these approaches are biologically inspired by the muscle synergy concept.
In general, the proposed synergy-based myoelectric control systems extract muscle synergies
from multichannel EMG recording for specific tasks or DoFs using matrix factorisation
techniques such as NMF [5, 89, 118] PCA [71] or ICA [4]. Afterwards, the extracted
synergistic information is used as training data to either predict the testing tasks and postures
by discrete classification [4, 89] or extracting a proportional control signal that could be
used in the myoelectric control system [5, 119]. In addition to the practical limitations, the
first classification approach does not offer proportional control similar to pattern recognition
techniques. On the other hand, the regression approach uses muscle synergies to estimate
control signals that are proportional to the movement for simultaneous and proportional
3https://www.coaptengineering.com/
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myoelectric control. The limited number of DoFs is the main drawback that faces the second
regression approach, both studies [5, 119] introduce two DoFs only and when a 3rd DoF
was added, the performance of the system was significantly degraded. The proportional and
simultaneous synergy-based approach and its limitations will be discussed in more detail in
Chapter 6.
2.6 Conclusions
This chapter provided background information necessary to understanding key
multi-disciplinary topics fundamental to the thesis. The common methodology used
throughout the thesis was described, and general examples were provided for essential
concepts like higher-order tensor decomposition. Relevant physiological context for the thesis
was also covered in addition to a brief introduction to the upper-limb myoelectric control
systems.
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Chapter 3
Second-order matrix models for muscle
synergy extraction
The contributions of this Chapter were published in Medical Engineering & Physics in April,
2018 [6].
3.1 Introduction
The estimation of muscle synergies (spatial profile) and their weighting functions (temporal
profile) from a multi-channel EMG signal is a BSS problem. This problem is approached with
matrix factorisation techniques to estimate the set of basis vectors (synergies) able to represent
most of the data variability. Various matrix factorisation algorithms have been applied based on
different constraints. The most commonly used factorisation techniques to extract synergies for
myoelectric control and clinical purposes are PCA [81], which was applied in [87]; ICA [82],
which was used in [4] and [88]; and NMF, [83] which have been used in [5, 89] and [90].
In this Chapter, these three techniques are compared among themselves and to Second-Order
Blind Identification (SOBI) [120], a technique which has not been used for muscle synergy
estimation previously. A first evaluation of the matrix factorisation algorithms for muscle
synergy extraction was reported in 2006 [121] where the algorithms were tested with simulated
data and real data. They demonstrated the ability of several factorisation algorithms to robustly
identify the muscle synergies. However, the algorithms performance was very similar. A more
recent study [122] used joint motion data to evaluate kinematics and muscle synergies estimated
by PCA, ICA and NMF using the quality of reconstructing the data by synergies as a metric
for evaluation. Both PCA and NMF had comparable performance on muscle and kinematic
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synergies and both outperformed ICA.
Here, we are concerned with the nature and number of muscle synergies and the factors that
affect their quality which have not been discussed by other comparison studies [121, 122].
The sparsity of synergies is investigated where synthetic sparse and non-sparse synergies are
compared to study their effect on the matrix factorisations. Moreover, the ratio between the
number of channels and synergies (dimension reduction ratio) is studied. Those comparisons
are carried out under different noise levels to show the robustness of factorisation methods to
noise. In addition, a synthetic dataset is used to assess the ability of the Minimum Description
Length (MDL) method to calculate the appropriate number of synergies. Finally, synergies
extracted from a real dataset by the four matrix factorisation techniques were used to classify
between wrist movements. The classification accuracy was used as a metric in the factorisation
methods comparison.
We aim to compare current matrix factorisation techniques in addition to SOBI and investigate
the factors that affect the quality of their extracted synergies. Hence, we could select
the best matrix factorisation method as a benchmark for the proposed higher-order tensor
decomposition approaches, and achieve better understanding of the nature of the muscle
synergy model.
3.2 Methods
3.2.1 Matrix factorisation algorithms
According to the time-invariant model of muscle synergy [1], a multichannel EMG signal
matrix M is modelled as a linear mixture of synergies S and its weighting functions W as
follows:
M = SW (3.1)
Hence, this is BSS problem, and to extract muscle synergies, matrix factorisation methods
with additional constraints are needed. Muscle synergies are extracted with three of the most
common matrix factorisation methods (PCA, ICA and NMF) and compared among themselves
and to SOBI.
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Here, PCA has been performed using the “pca” Matlab function (version 2016a). For ICA,
the fixed-point algorithm introduced by Hyvärinen [123] has been used. The Matlab function
“nnmf” (version 2016a) was used to perform the NMF based on the work by Berry et al. [124].
SOBI [120] has not been applied to extract muscle synergies before. However, it is included in
this comparison because SOBI utilises the joint diagonalisation of time delayed covariance
matrices to estimate the unknown components. Thus, SOBI leads to components that are
uncorrelated at those time delays and, therefore, it is sometimes considered an alternative to
ICA, which is based on higher order statistics. As a result, SOBI could reveal more information
about the temporal profile of the EMG activity. Here, SOBI was performed using the default 4
diagonalised covariance matrices with the function ”sobi” in the ICALAB package [125].
3.2.2 Synthetic dataset
The performance of each matrix factorisation algorithm was tested using synthetic datasets
as ground truth. Since the studies [43, 80] showed evidence that the muscle synergies are
synchronised in time, the data was generated according to the time-invariant model [1] in
which EMG activity for jth-channel is the summation of its coefficients in each synergy (sij),




sijwi + g(ε) (3.2)
where mj is the simulated EMG data over channel j, while ε is a Gaussian noise vector and
g(x) is the Heaviside function used to enforce non-negativity. For m-channel data, this model
could be expanded into its matrix form. In this case, the synthetic EMG data M is a matrix
with dimensions (m channels × n samples) as
M(m×n) = S(m×r) ×W(r×n) + g(E(m×n)) (3.3)
where r is the number of synergies (r<m) and E is the matrix form of the Gaussian noise
vector ε for all channels. S(m×r) and W(r×n) are the synergy matrix and weighting function
matrix form, respectively.
In order to generate a synthetic EMG signal that mimics the real EMG data and carries the
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synergistic information, the three elements in Equation 3.3 should be designed so that they
reflect real activities under diverse assumptions. The synergy matrix S(m×r) was assigned
a non-negative random values between [0,1] to retain the additive nature of synergies, while
each weighting (activation) function W(r×n) is a real EMG envelope randomly assigned from
the Ninapro first dataset from different subjects and movements to impose independence.
This approach based on real data was chosen to ensure that the generated signal retains the
statistical properties of the EMG signal rather than assigning randomly generated signals for
the weighting function as done in the past [121]. Finally, the non-negative part of the Gaussian
noise is applied to the mixture by the Heaviside function g(E). An example of the generated
synthetic EMG signal is shown in Figure 3.1.
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(c) The resulting synthetic EMG dataset (after adding the noise).
Figure 3.1: An example of 8-channel synthetic EMG signal (Panel 3.1c) creation using four
sparse synergies (Panel 3.1a) and their respecting weighting functions (Panel 3.1b) which is a
randomly selected real EMG segments with 15 dB SNR.
The synthetic signals were generated with different settings to compare the factorisation
methods under various conditions. In all settings, the number of synergies (r) was fixed to
four synergies. This choice was based on the fact that the number of synergies used in previous
studies varied from one or two synergies [5] to six synergies [126] according to the application
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requirements.
Three criteria were investigated: the sparsity of synergy matrix, the number of channels, and
the added noise level. The sparsity of the synergy matrix S(m×r) is investigated since all
muscles (channels) may be not activated during a specific movement at the same time. The
sparse synergies were created by constraining each channel to a 40% sparsity level (i.e., a
maximum of four channels being active in each synergy) to ensure that each channel has at
least one non-zero value in the four synergies. This approach would typically avoid having
channels that are inactive in all 4 synergies as shown in Figure 3.1a, as an example of sparse
synthetic synergies. In comparison, the non-sparse synergies are non-negative random values
between [0,1]. Secondly, the effect of dimension reduction between the generated signal and
synergies (basis vectors) is examined. The number of synergies is fixed to 4 in all settings while
the number of channels are 4 (no dimension reduction), 8 or 12 channels. Finally, the effect
of additive signal to noise ratio (Signal to Noise Ratio (SNR)) is compared at three levels: 10,
15 and 20 dB. In total, 10 synthetic datasets are generated, each containing 1000 separate trials
for each setting.
3.2.3 Synthetic dataset comparison
The comparison between the four matrix factorisation techniques relies on the similarity
between estimated and true synergies using the correlation coefficient on the basis of full
identification of true synergies (which is the ability of the algorithm to identify all four
synergies) and similarity level between them (based on correlation coefficient values). The
sequence of this process is shown in Figure 3.2.
The first step is to match each of the extracted synergies with the true ones by calculating
Pearson’s correlation coefficients between them. True and estimated synergies with the highest
correlation value are matched together. This matching is done freely and unconstrained. In
other words, without forcing a full match (all four estimated synergies matched with all four
true synergies) because in some cases two or more estimated synergies have the maximum
correlation with the same true synergy. In those cases, the factorisation is not successful since
the extracted synergies failed to fully represent all true synergies. Hence, the “fully matched”
criterion is the ability of the factorisation method to estimate fully distinctive synergies that
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Figure 3.2: Block diagram for the comparison between matrix factorisation techniques.
match all true synergies without duplication. The success rate for a “fully matched” is
computed across the 10 generated datasets. It is used as a metric to judge the ability of extracted
synergies to fully represent all the true synergies, since a good factorisation would represent all
of them.
In order to account to the chance that synergies may be randomly paired, the correlation
coefficients between the true synergies and a set of randomly generated synergies are computed
and the pairing rates are compared against for each factorisation method using a two-sample
t-test with significance level set up at (p < 0.05).
Secondly, the correlation coefficient values for fully identified synergies are averaged for each
trial. The grand average is computed for 10,000 trials (1,000 epochs× 10 datasets) of each
setting combination. Then, it is normalised by the random synergy’s correlation coefficients
(chance grand average) as baseline removal as the following:
Normalised grand average =
(grand average− chance grand average)
(1− chance grand average)
(3.4)
The normalised grand average of the correlation coefficients between estimated and true
synergies is computed for each matrix factorisation method with all different combination of
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the 3 settings (SNR levels, number of channels and sparsity). This criterion is an indicator of
general factorisation quality. Therefore, we statistically analyse it to compare the factorisation
techniques and the effect of all three settings using the two-way Analysis of Variance (ANOVA)
method with the significance level at (p < 0.05).
3.2.4 Real dataset comparison
For the real data comparison, three wrist DoFs are investigated. Wrist flexion and extension
(DoF1), wrist radial and ulnar deviation (DoF2), and wrist supination and pronation (DoF3) are
the main DoFs for wrist movement. Wrist movement through these three degrees of freedom
are essential for prosthetic control [35]. Thus, they may be representative of application of
muscle synergies in myoelectric control.
Since there is no ground truth for real data comparison of synergies extracted by each
technique, we compared the techniques regarding their application for prosthesis control.
In several studies [119, 127], muscle synergy is used as a feature to classify different hand
and wrist movements. Therefore, the factorisation techniques are assessed according to their
classification accuracy for the three main wrists DoFs.
To this end, the Ninapro first dataset is divided into training and testing sets with 60% (six
repetitions of each task) of the data assigned to training for each subject. For each factorisation
technique, synergies are estimated from training repetitions for each task. Those synergies
are used to train k-nearest neighbours (k-NN) classifier (k=3 for simplicity). Four classifiers
are trained using the training synergies, three of them to classify between two tasks of each
wrist DoF while the fourth classifier is trained to classify between all six tasks. The number
of synergies extracted was one for each repetition (two for each DoF) as in [5] to avoid
permutation issues. The testing dataset - which contains the other four repetitions of each task
- is used to test those classifiers. One synergy is estimated directly from each task repetition in
the test set using the four factorisation methods and used to predict the task through the trained
classifiers. The classification error count for each DoF is used to evaluate the factorisation
techniques.
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3.2.5 Number of synergies
In the literature, there are two main approaches to determine the appropriate number of
synergies: the functional and the mathematical. The functional approach determines the
number of synergies according to the application requirements such as myoelectric control
when two synergies are assigned for each DoF [94, 95]. On the other hand, the mathematical
approach relies on explained variance using tests such as scree plot or the likelihood criteria
such as Akaike information criteria and MDL [92].
Since the number of underlying synergies of the generated synthetic dataset was known to be
four, it was also used to test the ability of MDL to determine the number of synergies. MDL
was chosen as an alternative to the explained variance methods as the latter is biased towards
PCA since it relies on maximising the explained variance on the first components. The MDL
method determines the number of synergies that could minimise the MDL. For more details,
please, see Appendix A.
The MDL method was tested across various settings (sparsity, noise and channel to synergy
ratio). Since four true synergies are used, only the 8 and 12 channels datasets were investigated
as the MDL boundary cannot estimate number of synergies when it is equal to channels. This is
not a problem in practical applications since the muscle synergy hypothesis implies the concept
of dimension reduction. In addition, three level of SNR (10, 15 and 20 dB) of sparse and
non-sparse datasets were explored with 1,000 trials for each combination. The result for correct
estimation of synergies number is analysed via ANOVA and multiple comparison of results.
For the classification accuracy comparison using real datasets, the functional approach to
determine number of synergies was chosen. Two synergies are assigned for each DoF (one
synergy per task) as in [94, 95]. On the other hand, for the synthetic dataset comparison, the
number of underlying synergies was known to be four as mentioned above.
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3.3 Results
3.3.1 Number of synergies
The model selection method based on MDL was examined with the synthetic EMG data where
the number of synergies are known (four synergies). The MDL method was tested on 1,000
trials for each combination of sparsity, three levels of noise and two sets of channels (8 and 12
channels).
The ANOVA shows that sparsity has no significant effect on the estimation of the correct
number of synergies (p>0.05), while number of channels has a significant effect with
[F (1, 11) = 19.94, p = 0.003] as 12-channel datasets perform better than 8-channel
signals (shown in Figure 3.3). As for the level of noise, 10 dB SNR had a significantly
worse performance than 15 and 20 dB SNR with the effect of noise significant at
[F (2, 11) = 24.22, p = 0.007] by one-way ANOVA. This indicates that, the MDL method
for estimating the correct number of synergies performs better with lower noise and more
available channels, as expected.





















Figure 3.3: Percentage of correct synergy number estimation using the MDL method across
the three settings (noise, number of channels and sparsity).
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3.3.2 Synthetic dataset comparison
The four matrix factorisation methods were compared on the basis of two criteria: synergy
full identification success rate, and the normalised grand average of correlation coefficients for
the fully identified synergies. The comparison was done on 10,000 trials (10 datasets of 1,000
trials) for each combination of the three settings (sparsity, SNR and number of channels). An
example of one setting of non-sparse, 12-channel with 15 dB SNR is shown in Figure 3.4. All
the four factorisation techniques had converged for all trials except for ICA which failed to
converge in 1.48% of them.
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Figure 3.4: The results for non-sparse, 12 channels dataset with 15dB SNR. Panel 3.4a,
the success ratio for the factorisation techniques to fully match the true synergies is shown.
Panel 3.4b, the normalised similarity values for each technique single trial with the same
settings. Error bars indicate standard deviation.
The four factorisation methods were assessed by their ability to fully identify all four true
synergies by matching them according to their Pearson’s correlation coefficients values. In
order to rule out any statistical chance from it, a two-sample t-test was conducted to compare
the success rate of each technique and the randomly generated synergies. All the techniques
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succeeded to reject the null hypothesis (p < 0.05) for all the settings. Hence, there is a
significant difference between the matching success rate for each of the matrix factorisation
methods and the randomly generated synergies. An example of the success rate for one of
the settings is shown in Figure 3.4a, while the average success rate to fully identify the true
synergies for all settings is represented in Figure 3.5. NMF and PCA have the highest success
rates to fully identify synergies.














Figure 3.5: Violin graph for the success rate of full synergy identification for each method
across all settings. The mean and median are represented in the Figure as red crosses and
green squares respectively.
The correlation coefficients of the matched synergies normalised by random synergy
correlation coefficients using Equation 3.4 is shown in Figure 3.4b. Then the normalised
correlation coefficient of synergies (synergy matrix) were averaged across trials. The grand
average for each factorisation method was normalised by the chance’s grand average. In
Figure 3.6, the normalised grand average (similarity metric) for the four matrix factorisation
methods is plotted for all different settings (sparsity, number of channels and noise level). It
is worth mentioning that NMF has the highest similarity for all settings except for the four
channel case (the results for the sparse, four-channel setting for NMF are mostly negative).
Moreover, all four algorithms perform worse with four channels (no dimension reduction)
with SOBI being the best algorithm in this case.
In order to explore the significance of those settings the two-way ANOVA was performed with
a post-hoc multiple comparison test. The result shows that number of channels and sparsity
39
Chapter 3. Second-order matrix models for muscle synergy extraction
had a significant effect on the grand normalised average at [F (2, 688) = 1364.5, p ≤ 0.001]
and [F (1, 400) = 7.35, p = 0.007] respectively. The multiple comparison test shows that
sparse synergies and the higher number of channels show better similarity levels. On the other
hand, the noise level fails to reject the null hypothesis. This means that the level of noise
used in these experiments did not affect the quality of estimated synergies significantly unlike
the sparsity or number of channels. In addition, this was supported by the interaction results,
where factorisation methods and the number of channels interaction showed a significant effect
on the grand normalised average, as well as the factorisation method and sparsity interaction.
On the contrary, the noise level and factorisation techniques interaction has no significance on
the grand normalised average.
The computational efficiency was compared after each technique ran for 100 times on Matlab
2017B with Intel core i7 processor (2.4 GHz, 12 GB RAM) and the median value for the
running times were computed. PCA and SOBI were the fastest with (0.0012 s and 0.0015 s)
respectively followed by NMF with 0.0063 s while ICA was significantly slower by 0.6419 s.
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Figure 3.6: The normalised grand average of correlation coefficients for the fully identified
synergies compared across all 3 settings (sparsity, SNR and number of channels) for the 4
matrix factorisation methods. Error bars indicate standard deviation.
3.3.3 Real dataset comparison
As an illustration, the four matrix factorisation methods (PCA, ICA, SOBI and NMF) were
used to estimate two synergy model from a real 10-channel EMG epoch as shown in Figure 3.7.
The number of synergies needed in this example was chosen to be two according to the MDL
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Figure 3.7: Two-component muscle synergy extracted via the four matrix factorisation methods
for the 10-channel EMG signal recorded during wrist extension movement for 5 seconds
(Subject 4 / repetition 1)
method.
In addition, to compare between the matrix factorisation techniques, a one-component synergy
was used to train a k-NN classifier (k=3) in order to classify between two antagonistic
movements (one DoF) for each technique. This was calculated for the three wrist DoFs
separately as shown in Table 3.1. In addition, the same synergies were used to classify
between all six movements (three DoFs). The average classification error rate and its standard
deviation for the 27 subjects is also represented in Table 3.1.
3.4 Discussion and conclusions
We compared the most common matrix factorisation techniques (PCA, ICA and NMF) for
muscle synergy estimation alongside SOBI, a BSS method that had not been applied for
synergy extraction yet. Many studies rely on muscle synergy concept such as myoelectric
control and biomechanical research. However, only two studies [121, 122] compared various
factorisation methods (excluding SOBI) for synergy estimation without investigating the
factors that affect the factorisation quality - except for noise.
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Herein, the comparison was performed on real data and synthetic signals generated with known
synergies and under different settings. Using the synthetic data we studied the effect of those
settings on the muscle synergy extraction for each technique. The sparsity nature of synergies
and level of noise was investigated in addition to the number of channels needed to extract the
four synthetic synergies. The ability of the four factorisation methods to extract synergies from
synthetic data was judged according to two metrics: success rate to fully identify synergies
(Figure 3.5) and the correlation coefficients between true and estimated synergies (Figure 3.6).
Moreover, the synthetic data was used to assess the MDL method to determine number of
synergies needed under those three settings.
For the real datasets, since there is no ground truth against which to compare synergies
estimated, we compared the factorisation methods according to the ability of their extracted
synergies to classify wrist movements (Table 3.1) as a proof of concept for prosthesis control
[4, 89]. PCA and NMF had the best classification accuracy followed by SOBI, while ICA had
the lowest accuracy.
On the other hand, the synthetic datasets results showed that NMF and PCA had a better success
rate to fully identify the four true synergies than SOBI and ICA. However, NMF and SOBI
had the best normalised grand average of correlation coefficients (similarity level) between
estimated and true synergies followed by PCA then ICA. Notably, NMF performed poorly with
four-channel datasets when there was not any dimension reduction. In general, all algorithms
Table 3.1: The classification error count and (error percentage) for each wrist’s DoF (Sample
size=216) and all 3 DoFs (sample size=648) across 27 subjects
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perform better with a higher number of channels compared to synergies, where SOBI was the
best algorithm when there is no dimension reduction. Therefore, SOBI would be a relevant
algorithm in situations with limited number of electrodes as it is preferable to minimise the
number of electrodes for practical prosthesis control [128, 129].
The two-way ANOVA showed that the tested range of SNR has no significant effect on the
factorisation performance, although it is noted that ICA was the most unaffected method to
noise according to the multiple comparison test. On the other hand, sparsity had a significant
effect (p< 0.05) on the correlation between true and estimated synergies. According to
the multiple comparison test, the sparse synergies are easier to estimate by all factorisation
methods. Moreover, the number of channels shows a significant effect (p< 0.05) on the
correlation between estimated synergies and true ones. In addition, a higher number of channels
to number of synergies ratio provides better synergy extraction.
Regarding the estimation of the number of synergies, the multichannel EMG signal is reduced
into a lower subspace for the purpose of synergy extraction. The estimation of this subspace’s
dimension or, in other words, the number of synergies is crucial for the factorisation process.
In the literature, the number of synergies are determine according to the requirement of the
application (functional approach) or determined mathematically relying on variance explained
tests or likelihood criteria. Here, we explored the MDL as an alternative for variance explained
methods using the synthetic dataset. The results show that MDL performs better with
higher channel to synergy ratio. This supports the current challenges for effective synergy
identification with a limited number of electrodes. However, further investigation is needed to
compare between different methods to estimate number of synergies using synthetic datasets
with various settings.
Other limitations are worth noting. The results may be biased towards NMF due to the
non-negative nature of the simulated synergies. However, this choice is supported by
previous studies [89] which suggested the usefulness of NMF due to the additive nature of
the synergies. In addition, further examination is needed if the setting of EMG acquisition
changes dramatically (really bad SNR, much higher number of channels, etc.) to evaluate the
validity of our conclusions in those settings. Finally, since various studies employ the muscle
synergy in prosthesis control, a simple approach (k-NN classifier) was used in this paper as an
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example to guide synergy application and to support the synthetic results. We treated this part
of the study as a proof of concept. Additional work is needed with more advanced techniques
and variety of tasks and movements.
In conclusion, we compared matrix factorisation algorithms for muscle synergy extraction
and the factors that affect the quality of estimated synergies. Our findings suggest that the
presence of sparse synergies and higher number of channels would improve the quality of
extracted synergies. When the number of channels equal to synergies (no dimension reduction),
SOBI performed better than other methods although the performance was still poor in this
case. Otherwise, NMF is the best solution for robust synergy extraction when number of
channels/muscles is higher than the required muscle synergies.
Therefore, NMF is used a benchmark for synergy extraction via matrix factorisation and
will be compared with the proposed higher-order tensor decomposition methods in the
following Chapters. Moreover, the results for the sparse synergy model have been supported
with a recent study [130] that found evidence of sparsity in grasping tasks. In addition,
Sparse Non-negative Matrix Factorisation (SNMF) was introduced as a novel approach for a
synergy-based myoelectric control system in a recent study [118].
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Higher-order tensor decompositions for muscle
synergy extraction
The work in this Chapter introduces tensor factorisation for EMG analysis and extends the
work published in IEEE Proceedings of the EMBC 2016 [9]. The extension provides a general
framework within which the methods of this publication are framed, and explores higher-order
EMG tensor construction.
4.1 Introduction
Recently, higher-order tensor decompositions have received substantial attention in biomedical
signal processing applications. For instance, they have been utilised in brain activity analysis
[131]. Some applications include analysing Electroencephalogram (EEG) data to classify
epileptic patients [132] and analysis of Magnetoencephalogram (MEG) activity in Alzheimer’s
disease [133]. Surprisingly, tensor factorisation had hardly been used in EMG analysis [9]. To
the best of our knowledge, just one study used Tucker decomposition for feature extraction
from a 2-channel EMG for classification [134]. Moreover, Delis el al. [135] proposed a
space-by-time decomposition model to extract concurrent spatial and temporal components
from single-trial EMG recordings, using a Sample-Based Non-negative Matrix Trifactorization
algorithm that resembles a Tucker2 tensor decomposition model [136]. However, a detailed
evaluation of the potential of tensor factorisation models for EMG analysis is lacking.
Multichannel EMG data are most often represented in matrix form with time and channels as
indices along each mode (dimension) so that two-way signal processing methods (i.e., matrix
factorisations) are used for muscle activity analysis. However, in most EMG studies, data are
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naturally structured with more modes than the temporal (time) and spatial (channels)
indices. For instance, the EMG datasets usually includes repetition of subjects and/or
movements. This means that the muscle activity naturally fits into a higher-order tensor model
including additional modes to the temporal and spatial ones. This is what the seminal
studies [134] illustrated and show that current 2nd-order approaches do not take advantage of
such data structure. This means that some information about the interaction between modes
may be lost in those approaches. In addition, although the EMG data was not tensorised into
a higher order form in Delis el al. [135, 137], these studies supported the need for concurrent
spatial and temporal components extraction for better synergy analysis. Thus, we hypothesise
that higher-order tensor decomposition will be beneficial for muscle activity analysis by
adding more depth and domains to improve the extracted synergistic information.
This would be carried out by taking into account aspects other than the spatial profile of the
synergies. An obvious candidate to consider is the spectral profile, which could provide a model
that is robust to frequency changes due to fatigue and channel cross-talk. Consequently, in this
chapter, we expand the current muscle synergy model into a higher order one where synergies
are estimated through tensor decomposition rather than matrix (2nd-order tensor) factorisation.
We discuss the possible ways to construct higher-order tensors for muscle activity. In addition,
a 4th-order tensor muscle synergy model is introduced, which expands the current model into
4 modes by adding spectral and repetition modes onto the spatial and temporal modes.
Finally, a comparison of the models is done to classify the wrist movements. This study
presents a proof-of-concept for the use of tensor factorisations for the extraction of muscle
synergies.
4.2 Tensor construction
Tensors are a higher-order generalisation of vectors (1st-order) and matrices (2nd-order). The
first step to create a higher-order synergy model is to prepare the data in a higher order
form. This process of transformation or mapping lower-order data to higher-order data is
known as “tensorisation”. Several stochastic and deterministic techniques have been used for
tensorisation [138].
“Segmentation” is one of the deterministic techniques where lower-order tensors are reshaped
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into higher-order form by extracting small segments from it and stacking them beside each
other. For example, the segmentation of a vector v = {1, 2, 3, 4, 5, 6} ∈ Rn into a matrix






In this thesis, we use choose the segmentation method to create 3rd and 4th-order EMG tensors
from multichannel EMG datasets.
4.2.1 Third-order tensor
To create a 3rd-order tensor for an EMG dataset, the multichannel EMG recordings of
several movements and/or tasks can be represented as a matrix with time and channels are its
dimensions or modes. This matrix is segmented into equal epochs where each epoch contains
one or more repetitions of one movement or task. By stacking these epochs across the new























Figure 4.1: An example of 10-channel EMG recording for 6 repetitions of wrist flexion
movement.
For example, Figure 4.1 is a 10-channel EMG signals of six repetitions of wrist flexion
movement from the Ninapro dataset [37]. According to the “segmentation” approach for
tensorisation, the EMG recording is divided into equal segments each of them consists of one
repetition of the wrist flexion movement. The start and end of each movement is determined
by high-resolution time-stamps provided by the Ninapro dataset [37]. The 3rd-order tensor is
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Figure 4.2: An example of 3rd-order tensor constructed via segmentation of the EMG recording
shown in Fig. 4.1.
4.2.2 Fourth-order tensor
In this study, a 4th-order EMG tensor is created by adding a spectral mode to the spatial,
temporal and repetitionmodes of 3rd-order EMG tensor. This is based on the hypothesis that
spectral information would be beneficial for synergy extraction because of the stochastic nature
of an EMG signal (for more details see Section 2.2.2). We postulate that synergies have distinct
spectral components since the motor unit action potential firing rate relies on the muscle’s force
modulation [139].
Therefore, a time-frequency analysis technique is used to estimate the spectral components
from each signal (single channel activity). Wavelet analysis is applied to each EMG channel
activity using the Log-normal wavelet as the mother wavelet. Since it has a logarithmic
frequency resolution, the Log-normal wavelet provides increased frequency resolution
compared to linear wavelets [140].
This converts a multichannel EMG epoch of a single repetition into 3rd-order tensor with
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modes spatial × temporal × spectral as shown in Figure 4.3 . Each slice of this tensor
is the wavelet transform for the respective channel. Then, by concatenating these 3rd-order
tensors of different repetitions, a 4th-order tensor X ∈ Ri1×i2×i3×i4 is constructed with modes
spatial × temporal × spectral × repetition.
4.3 Muscle synergy extraction from fourth-order tensor
For the rest of the Chapter, we will work on 4th-order EMG tensors while 3rd-order tensors
will be discussed in details in the following chapter. In this study, a 4th-order tensor is
created for each DoF of the wrist’s three main DoFs: ulnar and radial deviation (DoF1);
wrist extension/flexion (DoF2); and wrist supination/pronation (DoF3) where the repetition
mode consists of repetitions from positive and negative movements of that DoF. The 5-second
repetition epochs are decomposed via a Log-normal wavelet into 282 frequency-bins between
0 to 50 Hz to create a 4th-order tensor for each DoFs with dimensions (500 samples×10
channels×282 frequency bins×20 repetitions).
4.3.1 Methods
4.3.1.1 Dataset
In this study, the datasets were selected from the Ninapro first database [37, 38]. The selected
dataset include EMG recordings for six wrist movements collected from 27 healthy subjects.
For each subject, the dataset is divided into training and testing sets where 60% of the data
(6 repetitions of each movement) have been assigned to training and 40% are testing. The
data is tensorised to form separate training and testing 4th-order tensors with modes spatial ×
temporal × spectral × repetitions as discussed in Section 4.2.2. For each DoF, a training
4th-order tensor is constructed with with 12 repetitions in the repetitionmode divided between
the positive and negative movements of each DoF, and a separate testing 4th-order tensor with
8 repetitions in the repetition mode.
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(a) 5 seconds epoch of 10-channel EMG signal for a single repetition of wrist flexion movement (also a










(b) A 3rd-order tensor of (10 channels× 5 seconds× 282 frequency bins) is created by applying wavelet
transform on each channel activity for the segment shown in Panel 4.3a.
Figure 4.3: An EMG epoch for a single repetition (Panel 4.3a) is converted to a 3rd-order tensor
with wavelet analysis (Panel 4.3b). 4th-order tensor with dimensions (time × channels ×
spectral×repetitions) is constructed by concatenating these tensors for different repetitions.
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4.3.1.2 Tucker decomposition for muscle synergy extraction
Several tensor decomposition models have been introduced to decompose higher-order tensors
into their main components [100]. The Tucker model [136] is one of the most prominent
models for higher-order tensor decomposition. In the Tucker model, the tensor is decomposed
into a core tensor multiplied (transformed) by a matrix along each mode. For example,
a 4th-order tensor X ∈ Ri1×i2×i3×i4 can be decomposed into smaller core tensor G ∈
Rj1×j2×j3×j4 and four factor matrices of B(n) ∈ Rin×jn where n = 1, 2, 3, 4 as the following:
X ≈ G×1 B(1) ×2 B(2) ×3 B(3) ×4 B(4) (4.1)
while “×n” is multiplication across the nth-mode [141].
In general, the Tucker model is flexible in terms of number of components and permutations
of each mode. Therefore, adding constraints to the Tucker model is important to reduce
the possibility of numerical degeneracy [100]. In the case of muscle synergy extraction,
non-negative constraints would be appropriate due to the physiological significance and the
additive nature of synergies.
The non-negativity constraint would add more information to the decomposition by taking into
account the additive nature of muscle synergies. It was implemented in the iteration phase of
the ALS algorithm by setting the negative values of computed components to zero by the end of
each iteration to force the algorithm to converge into a non-negative solution for these modes.
In order to investigate the use of tensor factorisation in muscle activity analysis, the 4th-order
EMG tensor was decomposed using the Tucker model with different settings and compared
against each other. The first model was an unconstrained {2, 2, 2, 2} Tucker model. The second
model was also a {2, 2, 2, 2} Tucker model but with a non-negativity constraint on all modes
except for the repetition mode. The third and final Tucker model used was a {3, 3, 3, 3}
with non-negativity constraint on the same first three modes (spatial, temporal and spectral).
The three Tucker model were applied on the DoF1 tensor for the 27 subjects. The explained
variance and execution time were recorded for each decomposition.
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4.3.1.3 Movement classification using Tucker decomposition
The Tucker decomposition was used to classify between the movements of each DoF. The
{2, 2, 2, 2} Tucker model was applied on the training 4th-order tensors with non-negativity
constraints on the first three modes (spatial, temporal and spectral). The number of
components were chosen to be two for each mode, since each tensor consists of repetitions
of two movements. In addition, the preliminary results showed subtle differences with the
change in number of components.
The repetitionmode was unconstrained since it will be used for movement classification. The
values of training repetition mode components are used to train a k-NN classifier (k=3) to
classify between positive and negative movements of each DoF.
For testing, the repetition mode components were estimated through direct projection of the
testing tensor onto the other training components (core tensor and spatial, temporal and
















where [.]+ is the Moore–Penrose inverse, while B(1), B(2) and B(3) are the spatial, temporal
and spectral modes calculated from the training dataset respectively. While G(j4×j3j2j1)tr is the
training core tensor unfolded across the repetition mode (j4).
The testing repetition mode components are used as a predictor to the k-NN classifier trained
by the training repetition mode components. This has been carried out for the 27 healthy
subjects. The 3 DoFs of the wrist were investigated where each DoF consists of two movements
(positive and negative) and the classification accuracy was calculated for each DoF.
4.3.1.4 Movement classification using NMF
As a benchmark, the same k-NN classifier scheme has been trained by the synergy matrices
extracted from the training dataset using NMF. According to the 2nd-order model, the
multichannel EMG signals are represented as a matrix X with dimensions (m channels × n
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samples). According to this model, the multichannel EMG recordings are factorised into two
lower rank matrices. The synergy matrix B(1), which holds the channel (spatial) profile and






where r is the number of synergies or components.
In this study, the number of NMF synergies was chosen to be one synergy for each movement
(two for each DoF) as in [5] and to have the same number of factors (components) as the Tucker
method. NMF was applied on the testing dataset to estimate the synergy matrices which have
used as a predictor to the k-NN classifier trained by the synergies extracted from the training
dataset. The classification accuracy was calculated for each of the three wrist’s DoFs for the
27 subjects.
4.3.2 Results
4.3.2.1 Tucker decomposition for muscle synergy extraction
4th-order DoF tensors were decomposed using three Tucker models to extract synergistic
information and classify between the two movements of that DoF. An unconstrained
{2, 2, 2, 2} Tucker model was used to decompose the tensor as shown in Figure 4.4. A similar
{2, 2, 2, 2} Tucker model was used but all modes except for repetition constrained to be
non-negative as illustrated in Figure 4.5. The third model was {3, 3, 3, 3} Tucker model with
non-negative constraints imposed on the first three modes as well as shown in Figure 4.6.
The explained variance and execution time for each decomposition were recorded across the
27 subjects for comparison. The median values were calculated and summarised in Table 4.1.
4.3.2.2 Movement classification using Tucker decomposition and NMF
The non-negative {2, 2, 2, 2] Tucker decomposition shown in Figure 4.5 was used to classify
between movements of each DoF. For comparison, the spatial and temporal modes (synergy
matrix and weighting function) were estimated from the same training data (Subject 4/ DoF1)
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Spatial Mode
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Figure 4.4: The components of unconstrained {2, 2, 2, 2} Tucker decomposition for the
4th-order EMG tensor for DoF1 (subject 4).












































Figure 4.5: The components extracted via a {2, 2, 2, 2} Tucker decomposition of the 4th-order
tensor for DoF1 (subject 4) with the spatial, temporal and spectral modes are restricted
to be non-negative. The repetition mode components showed the difference between the two
movements where the blue component has a higher values for the wrist flexion repetitions (1-6)
while the red was higher in the wrist extension repetitions (6-12).
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Spatial Mode
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Figure 4.6: The components of {3, 3, 3, 3] Tucker decomposition for the 4th-order EMG tensor
for DoF1 (subject 4) with the spatial, temporal and spectral modes are restricted to be
non-negative.
via NMF. The extracted muscle synergies and their weighting functions were averaged across
repetitions and illustrated in Figure 4.7.
Tucker decomposition and NMF were utilised to classify between two movements of the same
DoF. The repetition mode components extracted from the training and testing tensors were
used to train and test a k-NN classifier. On the other hand, the same classifier was trained
and tested with NMF synergies extracted from training and testing datasets. The classification
accuracy was calculated for each DoF across the 27 subjects and the results is summarised in
Table 4.2.
Table 4.1: The median explained variance and execution time for Tucker decomposition under
different settings.
Explained Variance Time (s)
{2, 2, 2, 2}
unconstrained
62.9% 305.76
{2, 2, 2, 2}
Non-negative
60.12% 716.57
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(a) Wrist flexion (Positive DoF) NMF































(b) Wrist extension (Negative DoF) NMF
Figure 4.7: The average synergy matrices (spatial profile) and weighting functions (temporal
profile) estimated by one component NMF for DoF1 training dataset (subject 4).
4.3.3 Discussion
The comparison between the three Tucker model showed the importance of non-negative
constraint to estimate comprehensible synergistic information. However, the non-negativity
constraint increased the execution time and slightly decreases the explained variance. The
{3, 3, 3, 3} model increases the explained variance due to the additional component in each
mode, but the computational cost increases in comparison with the non-negative {2, 2, 2, 2}
Tucker model. Therefore, we were encouraged to use the non-negative {2, 2, 2, 2} Tucker
Table 4.2: Average classification error rate across the 27 subjects.
Tucker NMF
DoF1
(wrist flexion and extension)
0% 0.463%
DoF2
(radial and ulnar deviation)
0% 0.463 %
DoF3
(wrist supination and pronation)
0% 2.315%
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model for movement classification as its repetition mode components were consistent to
differentiate between movements and provided meaningful muscle synergies can be compared
with NMF synergies.
There are differences and similarities between the estimated components and synergies from
both 2nd- and higher-order models. If we compare the common modes (spatial and temporal)
from Tucker and NMF, we notice two points. Firstly, there is a similarity between spatial
components (synergy matrices) for each separate movement as shown in Figures 4.5 and 4.7.
Although the Tucker components do not have to be directly associated with the movements
due to its flexible nature, the spatial mode estimated the two components (synergies) with
each strongly linked to one movement in comparison with NMF.
Secondly, unlike the spatial mode, the two components of the temporal mode in the Tucker
model are not linked directly to movements. In comparison with NMF (Figure 4.7), the
weighting functions for each movement are similar since they capture the main motor activity.
Thus, the first temporal component (red) in the Tucker model (Figure 4.5) represents both
weighting functions while the second component (blue) expresses other activities in this time
window. The same concept could be applied on the spectral mode where the two components
represent the lower and higher frequency elements in the data. This suggests that the tensor
decompositions are better able to reveal patterns in the EMG envelope than matrix factorisation.
However, this Tucker model may be unable to directly link each component in the mentioned
modes to a specific movement.
Regarding the classification performance, the Tucker decomposition approach exhibited a
slight improvement in classification accuracy over NMF as shown in Table 4.2. This suggests a
potentially greater usefulness of higher-order tensor models also taking into account that such
models can provide more descriptive information. However, this improvement in classification
accuracy came at a price, as the Tucker decomposition algorithm was much more complex and
computationally expensive in comparison with NMF. In addition, these results are limited by
the use of off-line data and the small number of movements and DoFs.
After all, this study provides a proof-of-concept for higher-order tensor muscle synergy models.
The complexity of these models could increase the computational cost but the additional modes
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offer a new range of possibilities to incorporate more information.
4.4 Conclusions
The current muscle synergy model relies only on the spatial information from the synergy
matrices to deduce motor control. This approach is vulnerable to many factors such as electrode
re-positioning, sweat and fatigue [142]. Therefore, other factors and variables should be taken
into account. The higher-order tensor muscle synergy models provide the opportunity to
alleviate the effect of those factors by incorporating a more complex description of the data
and its dependencies. The results suggest that tensor factorisation models can be a useful
tool for muscle synergies extraction. In addition, it is encouraging to explore the potential of
higher-order tensor muscle synergy model in future work.
In conclusion, we introduced and discussed the higher-order tensor models for muscle activity
in this chapter. Two models were proposed for EMG data tensor construction: a 3rd-order
tensor model with spatial × temporal × repetition modes and a 4th-order tensor model that
adds a spectral mode through time-frequency analysis to the other three modes.
In addition, we conducted our first study on muscle activity analysis a via higher-order tensor
model. The Tucker models were used used to decompose a 4th-order EMG tensor and
were compared to NMF model components. The results were encouraging and provided a
proof-of-concept for higher-order tensor muscle synergy models.
However, the computational needs for 4th-order tensor decomposition is high due to the
time-frequency analysis and the high number of modes. This computational need may not
be suitable for some applications such as myoelectric control. Moreover, it was noted that
the Tucker model was unable to link its components to a specific movement especially for
temporal and spectral modes where one of the components captured irrelevant information.
The additional component in the {3, 3, 3, 3} Tucker model improved the explained variance but
with an additional increase in the computational cost.
Hence, the spectral mode is dropped from further analysis, and we will focus on the 3rd-order
model in the next chapters since synergy-based myoelectric control is one of our objectives.
Using the knowledge we gained from this Chapter, we aim to improve the synergistic
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information extracted from higher-order EMG tensors and decrease the computational time.
We postulate that this could be achieved by constraining the Tucker model or using less
flexible model (such as PARAFAC) which will be discussed in detail in the following chapter.
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The work in this chapter covers the work puplished in IEEE Access in January 2019 [10].
5.1 Introduction
The results from Chapter 4 showed the potential of higher-order tensor decomposition for
muscle synergy extraction. However, the addition of spectral mode to the tensor using
time-frequency analysis increases the computational cost of 4th-order tensor decomposition.
Therefore, we focused on 3rd-order tensor decomposition for muscle synergy analysis.
In this chapter, we investigate the use of higher-order tensor decomposition in muscle activity
analysis and its possible application and benefits over matrix factorisation. We propose a
constrained Tucker decomposition (consTD) model for muscle synergy analysis and compare
it with the most prominent tensor decomposition models (PARAFAC and Tucker). Hence, we
formulate an appropriate and efficient approach for consistent and meaningful muscle synergy
extraction. Then we devise the consTD method to take advantage of the multi-way structure in
EMG activity to extract shared and task-specific muscle synergies. The consTD method will
be compared against the current traditional method that uses a 2nd-order analysis model (NMF)
for the the decomposition of wrist movements. This will be an illustration for advantages of
higher-order tensor decomposition in muscle synergy extraction.
5.1.1 Shared and task-specific muscle synergies
To demonstrate the use of consTD of higher-order EMG tensors, a relevant problem is shared
and task-specific muscle synergies identification. This problem has been addressed in a number
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of biomechanical analysis studies [75, 77, 78].
The muscle synergies extracted from EMG signals recorded during one motor task can be
divided into two groups. The first one is shared, or common, synergies that could be found in
another motor tasks sharing some mechanical or physical characteristics with the current one.
The other group is task-specific, or behavioural, synergies that are distinctive for that motor
task. The existence of these two types of synergies has been observed across species, including
frogs [53, 76], cats [52] and humans where different tasks were investigated to identify shared
synergies such as walking and cycling [77], postural balance positions [75, 78] and normal
walking and slipping [3, 72].
The current approach to estimate the shared and task-specific synergies is to apply NMF
on the multi-channel EMG signals recorded during the tasks in question. This is done for
several repetitions of each task and usually for a number of different subjects. Then, the
synergies are rearranged across tasks, repetitions and subjects (in some cases) in order to
maximise the similarity between a set of synergies, which is assumed to be shared across tasks
and/or subjects. Most of the shared synergies studies rely only on correlation coefficients as a
similarity metric to differentiate between shared and task-specific synergies. Nonetheless, this
approach is limited by the fact that the rearrangement of synergies would have a significant
effect and impact on this metric [3, 72, 77].
In addition, the natural structure of data under investigation is not taken advantage of since the
procedure involves a repetitive application of analysis steps using a 2nd-order model (NMF).
Therefore, a higher-order model for muscle synergy would represent the data in a more natural
way and will not rely on the similarity via correlation coefficients since the rearrangement
process will be skipped. In this case, the data from different repetitions of tasks and subjects
would benefit from structuring in a 3rd-order tensor form in order to capture the (shared)
synergies between movements or tasks.
5.2 Constrained Tucker decomposition
In this section, the consTD method is discussed in detail, including the number of components
and different constraints imposed to improve muscle synergy extraction.
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Imposing constraints on the tensor decomposition model has several benefits [7] as discussed
in Section 2.4.4. Therefore, in order to extract consistent and meaningful muscle synergies, a
consTD model is proposed for muscle synergy analysis. We hypothesise that this model would
benefit from the flexibility and versatility of the Tucker model in comparison with PARAFAC
decomposition while retaining the high explained variance. In addition, the additional
constraints would result in a unique and consistent synergy extraction. This approach was
inspired by the shared-synergy concept [53,76] by including additional components to account
for any shared variability across movements, tasks or DoFs.
5.2.1 Number of components
In this setup, one temporal component is assigned for each DoF instead of two components.
Hence, information will not be segmented in multiple components as in PARAFAC since we
are concerned with extracting the main muscle activity for each DoF.
For the spatial and repetition modes two components are assigned to each DoF to estimate
a task-specific synergy for each movement. In addition, an additional component (shared) was
assigned in these two modes in order to improve the data fit and account for any common
variability.
5.2.2 Additional constraints
In this chapter, we propose four constraints on the Tucker model to facilitate the muscle synergy
identification. Two constraints are imposed in the initialisation phase on the core tensor and
repetition mode components, while the other two are applied during the iteration phase of the
ALS algorithm.
The core tensor is initialised to link each of the components in the temporal and repetition
modes into their respective spatial components (synergy). The core tensor is initialised and
fixed (does not update with each iteration) to a value of 1 between each spatial synergy and
its respective components in the other modes and 0 otherwise. This ensures that every spatial
synergy is assigned to only one repetition component and avoids any cross interaction. The
values of the core tensor are chosen to be 1 to account for all the variability in the mode
components.
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In addition, since we know that each repetition in the 3rd-order tensor belongs to a known
movement, we use this information in tensor decomposition by constraining the repetition
mode. The components of the repetition mode are initialised and divided into “task-specific”
and “shared” components. The task-specific components are initialised to 1 for a repetition of
the considered movement or task and 0 otherwise, while the shared component is initialised
by a value of 0.5 for all repetitions. Unlike the core tensor the update of this mode is not
fixed to account for the variability and differences between repetitions of the same movement,
alternatively, a controlled averaging constraint is used during the iteration phase.
The other two constraints on updating components in Tucker’s ALS algorithm are the
non-negativity on temporal and spatial modes and the controlled averaging on the initialised
repetition mode. The non-negativity constraint are imposed in order to have meaningful
components (synergies) [9, 89] as discussed in Section 2.4.4.
The controlled averaging constraint aims to allow some variability within each repetition
component whether it is shared or task-specific. This approach will hold the structure
of repetition factors that was initialised without fixing it through iterations and take the
differences between repetitions into account. This is implemented by modifying the iteration
phase in the ALS algorithm. The estimated components are averaged after each iteration
by a moving average function with window length k = 3. This constraint would lead to
higher explained variance in the consTD model compared to fixed factors, thereby improving
identification of muscle synergies.
5.3 Muscle synergy extraction from a third-order tensor
In this section, the two most widespread tensor decomposition models (PARAFAC and Tucker)
are compared against the proposed consTD method for muscle synergy analysis. Synergies are
extracted from 3rd-order tensors of the wrist’s three main DoFs.
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(b) 1-repetition of radial deviation
Figure 5.1: 10-channel EMG recordings of Ninapro first database for subject (1). The
recording is for 1 repetition of ulnar (5.1a) and radial deviation (5.1b) movements (DoF1).
5.3.1 Methods
5.3.1.1 Tensor setup
The repetition segments from the Ninapro dataset can naturally be arranged in the form of
three-way tensors with modes (time × channels × repetitions) as discussed in details
in Section 4.2. A given wrist’s DoF tensor is constructed by stacking repetitions of wrist
movements. For example, a 1-DoF tensor is created using ulnar (Fig. 5.1a) and radial
(Fig. 5.1b) deviation movements repetitions to form a 3rd-order tensor as shown in Figure 5.2.
The 2-DoFs tensor consists of 4 wrist movements repetitions; the ulnar and radial deviation in
addition to wrist extension and flexion movements. Both tensors are used in the comparison
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between tensor decomposition models. However, only the 1-DoF tensors are used for shared
and task-specific synergies comparison against NMF for simplicity, as we introduce this









Figure 5.2: An example for tensor construction by stacking repetitions for radial and ulnar
deviations movements (Fig. 5.1). 3rd-order tensor is constructed with modes [10-channels×
500-samples (5-seconds) × 20-repetitions (10 repetitions for each movement)] for DoF1.
5.3.1.2 Number of components for PARAFAC and Tucker decomposition
Selecting the appropriate number of components (including synergies in spatial mode) for
higher-order tensor models is vital for capturing the underlying structure of the data [102].
Several mathematical approaches have been deployed to determine the appropriate number of
components for higher-order tensor decomposition such as CORCONDIA [103], heuristic and
approximating [143] techniques.
On the other hand, the number of synergies for the 2nd-order model extracted via matrix
factorisation methods have been determined using two main approaches: a functional approach,
and a mathematical approach [6] as discussed in Chapter 3.
Here, the prior knowledge of the data structure (i.e., number of movements) had been used
to choose the number of components for PARAFAC and Tucker models. In addition, the
mathematical criteria (CORCONDIA and explained variance) was used to test and compare
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different numbers of components for PARAFAC and Tucker decomposition, respectively.
Both the 1-DoF and 2-DoFs tensors were decomposed using PARAFAC with a set number
of components (2, 3 and 4 components). This helped to guarantee each movement was
identified by at least one muscle synergy. Similarly, {2, 2, 2}, {3, 3, 3} and {4, 4, 4} Tucker
models were used to decompose both tensors since we aim to estimate at least one synergy
for each movement and the number of movements are 2 and 4 in the 1-DoF and 2-DoFs
tensors respectively. In order to compare both models (Tucker and PARAFAC), the number
of components for the Tucker model is fixed for all modes as the PARAFAC model.
5.3.1.3 Tucker and PARAFAC models for synergy extraction
In order to examine the use of Tucker decomposition for muscle synergy extraction, both
tensors (1-DoF and 2-DoFs) were decomposed with a non-negative Tucker decomposition.
Three models were applied on the 3rd-order tensors with different numbers of components;
{2, 2, 2}, {3, 3, 3} and {4, 4, 4}. The time for algorithm execution is recorded for every run
across the 27 subjects as well as the explained variance percentage as a metrics to compare
tensor decomposition models.
On the other hand, to highlight the differences between Tucker and PARAFAC models in
muscle activity analysis, 2-, 3- and 4-component PARAFAC models with non-negativity
constraints are applied on the same wrist’s tensors. The execution time for each run as well as
CORCONDIA were recorded to compare between tensor decomposition for synergy analysis.
The number of components for both methods were chosen according to the criteria discussed
in Section 5.3.1.2.
5.3.1.4 Constrained Tucker decomposition for synergy extraction
The proposed consTD method is applied to the 1- and 2-DoFs tensors for muscle synergy
analysis. The consTD aims to extract one synergy for each movement (task-specific synergy)
in addition to a shared synergy across all movements. The number of components for consTD
were {1, 3, 3} for 1-DoF tensors and {2, 5, 5} for 2-DoFs tensors according to the criteria
discussed in Section 5.2.1.
Therefore, two components in the spatial and repetition modes were assigned to each DoF
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in addition to an additional “shared” component in these two modes. Only one temporal
component is assigned for each DoF since we do not need to segment main temporal activity.
Thus, a {1, 3, 3} consTD is developed to estimate interpretable components from 1-DoF
tensors, while a {2, 5, 5} model was used for the 2-DoFs tensors.
Table 5.1: Core tensor intialisation for consTD models.
{1, 3, 3} {2, 5, 5}
g1,n,n = 1 n ∈ {1, 2, 3} g1,n,n = 1 n ∈ {1, 2, 5}
g2,n,n = 1 n ∈ {3, 4, 5}
g = 0 otherwise g = 0 otherwise
The core tensor is initialised and fixed for both consTD models accordingly as shown
in Table 5.1. The repetition mode is initialised as discussed in Section 5.2 where the
task-specific components are initialised to 1 for a repetitions of the considered movement and
0 otherwise and the shared component is initialised by a value to 0.5 for all repetitions. The
repetition mode is constrained in the iteration phase through controlled averaging while the
non-negativity constraint is imposed on the temporal and spatial modes.
5.3.1.5 Experimental settings
In order to compare the proposed consTD model for muscle synergy analysis with non-negative
Tucker and PARAFAC models. The three algorithms were run 10 times in order to examine the
uniqueness of solution by testing the ability of algorithms to converge to the same point with
similar resulting components. For each run, the time of execution and explained variance were
recorded for both Tucker decomposition models while CORCONDIA and execution times were
recorded for PARAFAC. All decomposition models are performed using Matlab 2018A with
Intel core i7 processor (2.4 GHz, 12 GB RAM).
5.3.2 Results
5.3.2.1 Tucker and PARAFAC models for synergy extraction
Three non-negative Tucker decomposition models with {2, 2, 2}, {3, 3, 3} and {4, 4, 4}
components were applied on 1- and 2-DoFs tensors for muscle synergy extraction. Each
decomposition was performed 10 times to test the ability of the algorithm to converge to the
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(a) The average and standard deviation for 10 runs of non-negative {3, 3, 3} Tucker decomposition
for 1-DoF tensor.
(b) The average and standard deviation for 10 runs of non-negative 3-components PARAFAC
decomposition for 1-DoF tensor.
Figure 5.3: The average (solid line) and standard deviations (shaded areas) for 10 runs of
non-negative Tucker (Panel 5.3a) and PARAFAC (Panel 5.3b) applied on the 3rd-order tensor.
Because of the uniqueness of PARAFAC solution, its standard deviation is zero as shown in
Panel 5.3b. On the other hand, only one component (blue) in Tucker seems to be unique in the
temporal and repetition mode as shown in Panel 5.3a.
same point. An example of the 10 runs of the {3, 3, 3} Tucker decomposition for 1-DoF
tensor is shown in Figure 5.3a. The explained variance and the algorithm execution time were
recorded for each decomposition and the median values across the 27 subjects are summarised
in Table 5.2.
The PARAFAC decomposition model was applied on both 1- and 2-DoFs tensors of wrist
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horizontal and vertical DoFs. The number of components explored were 2, 3 and 4 where a
non-negativity constraint was applied on all components and the algorithm run for 10 times to
examine the uniqueness of solution. An example of 3-component PARAFAC decomposition
on 2-DoFs tensor is shown in Figure 5.3b. The time of execution for PARAFAC algorithm as
well as CORCONDIA were recorded across the 27 subjects are summarised in Table 5.3.
An example of unconstrained {3, 3, 3} Tucker decomposition and 3-component PARAFAC
is illustrated in Figure 5.4 to show the effect of non-negativity constraint on tensor synergy
extraction.
5.3.2.2 Constrained Tucker decomposition for synergy extraction
The consTD models described in Section 5.2 were applied to 1- and 2-DoFs tensors for muscle
synergy estimation for 10 runs across the 27 subjects. The 1-DoF tensor was decomposed using
{1, 3, 3} consTD method while the 2-DoFs tensor was decomposed using {2, 5, 5} consTD
model. The number of components is chosen to have one synergy for each movement in
addition to a shared synergy between them. An example of {1, 3, 3} consTD method for Tensor
shown in Figure 5.2 is illustrated in Figure 5.5. Explained variance and execution time were
recorded and the median values are shown in Table 5.4.
5.3.3 Discussion
The comparison between Tucker, PARAFAC and consTD models for muscle synergy analysis
showed that Tucker decomposition can provide a good fit for the data as shown by the high
explained variance percentage in Table 5.2. However, the estimated synergies via non-negative
Table 5.2: Median explained variance and execution time for the non-negative Tucker
decomposition of the 27 subjects.
1-DoF Tensor 2-DoFs Tensor
No. of components Explained Variance Time(s) Explained Variance Time(s)
{2,2,2} 87.8% 12.5 77.5% 24.9
{3,3,3} 92.2% 25.7 86.4% 59.7
{4,4,4} 94.3% 73 89.8% 75.2
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Table 5.3: The median core consistency and time of execution for the PARAFAC decomposition
across the 27 subjects.
1-DoF Tensor 2-DoFs Tensor
No. of components Core consistency Time(s) Core consistency Time(s)
2 95.2% 0.39 91.1% 0.58
3 30% 0.60 64.6% 0.72
4 6% 0.91 29.3% 1.13
Table 5.4: The median explained variance and time for execution for the consTD across the 27
Subjects.
1-DoF Tensor 2-DoF Tensor
No. of components {1, 3, 3} {2, 5, 5}
Explained Variance 78.28% 73.21%
Time(s) 0.26 0.65
Tucker decomposition were inconsistent as shown in Figure 5.3a. This also agrees with the
fact that the algorithm took more iterations to converge and consequently a longer execution
time as represented in Table 5.2. Despite the increase in explained variance percentage with
the additional number of components, the execution time increased as well, since the algorithm
could not converge easily.
On the other hand, PARAFAC was significantly faster as seen in Table 5.3, since it converged
to the same local minima most of the time due to its extreme constrained structure. PARAFAC
with non-negativity constraints was capable of estimating estimate muscle synergies from the
1-DoF tensor as shown in Figure 5.3b. However, PARAFAC could not deal with 2-DoFs tensors
or a higher number of synergies as the decomposition deviates from the trilinear model and
PARAFAC is not effective. This is illustrated with low CORCONDIA as shown in Table 5.3. In
addition, synergy estimation is affected by inflexibility of the PARAFAC model as the number
of components are fixed across modes. Therefore, the information of each task in the temporal
mode is segmented between components.
In addition to the non-negative PARAFAC and Tucker decomposition, both methods were
applied on the 3rd-order tensor shown in Figure 5.2 without any constraints. The unconstrained
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(a) The average and standard deviation for 10 runs of unconstrained {3, 3, 3} Tucker
decomposition for DoF1 tensor.








































(b) The average and standard deviation for 10 runs of unconstrained 3-components PARAFAC
decomposition for DoF1 tensor.
Figure 5.4: The average (solid line) and standard deviations (dotted lines) for 10 runs of
unconstrained Tucker (5.4a) and PARAFAC (5.4b) applied on the 3rd-order tensor in Fig. 5.2.
Tucker and PARAFAC is shown in Figure 5.4. Since the PARAFAC decomposition usually
converges into the same point and its solution is unique, the standard deviation values were
nearly zero for 10 runs of the algorithm as shown in Panel 5.4b. On the other hand, despite the
higher explained variance of Tucker, the solution (including the core tensor) was different each
run except for one factor (yellow) in the temporal and repetition modes as shown in Panel 5.4a.
Two consTD models ({1, 3, 3} and {2, 5, 5}) were proposed to decompose the 1-DoF and
2-DoFs tensors respectively. They were able to achieve over 70% explained variance and
decrease the execution time by about 10-fold compared to the non-negative Tucker model as
shown in Table 5.4. Moreover, the resulting synergies were consistent over the runs as shown
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Figure 5.5: Constrained {1, 3, 3} Tucker decomposition for the 3rd-order tensor in Figure 5.2.
The spatial mode had 3 components, the first 2 components are muscle synergies specified for
the ulnar and radial deviation movements while the third synergy represents the shared synergy
between them.
in Figure 5.5 unlike Tucker model. The consTD approach allocates one synergy for each
movement and additional “shared” synergy to account for variability inspired by the shared
synergy concept. This additional shared synergy improved the explained variance compared
to {1, 2, 2} constrained Tucker model where the median explained variance was 59.3% in the
preliminary results.
Moreover, the total number of components in consTD may be greater than or equal to the
number of components in traditional Tucker decomposition. However, the total number of
elements for consTD is significantly less than the Tucker model. For example, the 1-DoF
tensor (500sample× 10channels× 20repetitions) with the number of elements=100, 000 is
decomposed via {2, 2, 2} unconstrained Tucker decomposition into 1060 elements in addition
to 8 elements in the core tensor. On the other hand, a {1, 3, 3} consTD can decompose the
same tensor into 590 elements in addition to 9 elements in its sparse core tensor. Hence, the
proposed consTD for synergy extraction is more efficient in comparison to the unconstrained
Tucker model.
Hence, we conclude that the proposed consTD method is a promising solution to obtain unique
and interpretable synergies from 3rd-order tensor decomposition. The non-negativity constraint
is essential because of the additive nature of synergies. Moreover, the fixed core tensor is
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pivotal, as we can directly relate synergies (in the spatial mode) to other specific components
in temporal and repetitionmodes. This is contrary to the unconstrained core tensor in Tucker
model, which allows for interactions between all components in each mode. Due to these
interactions, it becomes difficult to achieve a unique solution for Tucker decomposition. This
increases the computational time dramatically.
5.4 Shared muscle synergy identification
In this section, the consTD method is utilised as a direct novel approach for shared and
task-specific synergy estimation. This method is compared with the current standard approach
of repetitive application of NMF and computation of the correlation coefficient. In addition,
the consTD is tested against disarrangement of repetitions with regard to task-repetition
information.
5.4.1 Methods
5.4.1.1 NMF as benchmark
NMF [3, 76, 77, 144] is used here as a comparative benchmark for shared synergy extraction.
NMF processes the multi-channel EMG recording as a matrix X with dimensions (channel×
time). NMF decomposes EMG recordings into two lower dimension matrices (factors). The
first component holds the temporal information (also known as weighting function) B(1) while
the other is the muscle synergy holding the spatial information B(2) as shown in Equation 4.3
where both B(1)and B(2) are constrained to be non-negative. For details see [145].
Since the dataset had 10 repetitions for each task, NMF was applied on each of them. The
number of synergies was chosen by variance accounted for (VAF) as a metric [4]. The first step
to identify the shared and task-specific synergies would be finding the reference synergy [3,77]
from the 10 repetitions of that task. This is done by calculating the inter-correlation between
the 10 repetitions. Since number of synergies are two, 200 correlation processes are needed to
identify the reference repetition which is achieves the highest average correlation coefficient
between repetitions.
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The second step is to use this reference to arrange synergies within each repetition [77]. Finally,
the arranged synergies are averaged to compute the first and second mean synergies for the task.
Then, to identify the shared synergy of one DoF, the mentioned method is applied on the two
tasks forming the DoF in question, the correlation coefficients between the resulting four mean
synergies (two for each task) are calculated so that the highly correlated synergies between the
two tasks are identified as shared, while the other two are considered as task-specific [3, 75,
144].
5.4.1.2 Constrained Tucker and NMF shared synergy comparison
We compared shared and task-specific synergies identified using the consTD method with those
identified by using the traditional NMF and correlation method. This comparison is held since
there is no ground truth about the shared and task-specific synergies. Therefore, for each
wrist’s DoF, three synergies are identified by Tucker (two task-specific and one shared synergy)
while four mean synergies (two for each task in the DoF) are estimated using NMF. The
correlation coefficient between Tucker and NMF synergies are calculated and averaged across
all 27 subjects. The comparison is held between the main three wrist’s DoFs: ulnar and radial
deviation (DoF1); wrist extension/flexion (DoF2); and wrist supination/pronation (DoF3).
5.4.1.3 Validation with randomised repetitions
In order to provide further validation to the approach of shared synergy identification using
consTD, the repetition mode in the 3rd-order tensor of each DoF was randomly shuffled to
destroy any task-repetition information. The same consTD algorithm is applied on the tensor
to identify the shared synergy between the two tasks. The two task-specific synergies will
be corrupted since information about the tasks are missing. However, this experiment tests
the ability of consTD method to identify the shared synergies without any data arrangement,
something that cannot be achieved using the traditional NMF and correlation method. The
shared synergies identified from the shuffled 3rd-order tensors are compared against the shared
synergies estimated from uncorrupted ones by calculating the correlation coefficients between
them. The comparison is done using 15 shuffled tensors for each DoF of the main 3 wrist’s
DoF and the average correlation is computed.
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5.4.2 Results
5.4.2.1 NMF synergies






















































Figure 5.6: Two-component NMF for the ulnar (Panel 5.6a) and radial (Panel 5.6b) deviations
movements of subject “1” averaged across 10 repetitions for each task. The second component
of ulnar deviation is highly correlated with the first component of radial deviation suggesting
that these are the shared synergies between those tasks.
A number of wrist tasks were selected and 10-channel EMG recording was decomposed using
NMF to extract two synergies for each task. Our analysis found that two synergies could
account for over 90% of the variability in data for all repetitions. For each task, NMF was
applied on each of the 10 repetitions and the estimated synergies were rearranged using mutual
correlation coefficients then averaged across repetitions to result in two muscle synergies for
each movement. An example of the averaged synergies are shown in Figure 5.6 for the ulnar
and radial deviation movements (DoF1) of subject “1”.
Shared synergies are determined through correlation. As shown in Figure 5.6, the second
synergy of ulnar deviation (Fig. 5.6a) is highly correlated with the first component of radial
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deviation (Fig. 5.6b) with correlation coffiecent average= 0.91. Therefore, according to the
standard NMF approach the average of these two synergies is considered as a shared synergy
between the ulnar and radial deviation tasks while the remaining synergies are task-specific.
5.4.2.2 Shared synergies comparison















































Figure 5.7: Visualisation of the histogram and mean values (red cross) for the correlation
coefficients between synergies extracted by consTD method and NMF averaged synergies for
ulnar (Panel 5.7a) and radial (Panel 5.7b) deviation (DoF1) for all 27 subjects.
Synergies extracted from consTD (Fig. 5.5) are compared against NMF (Fig. 5.6) synergies to
test the ability of this method to identify shared and task-specific synergies. The correlation
coefficients between Tucker and NMF synergies are used as a metric. This was done for three
pairs of tasks (DoFs) for the wrist movements. The average correlations are summarised
in Table 5.5. This was done for the 27 subjects in the dataset, where the three synergies
from Tucker decomposition are compared against each averaged NMF synergies of each task.
For example, the correlation coefficients between the estimated tensor synergies and NMF
synergies of ulnar and radial deviation for the 27 subjects are represented in Figure 5.7.
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Table 5.5: Average correlation coefficients between Tucker and NMF synergies for the 3 Main
DoFs of wrist.
Synergy 1 Synergy 2 Synergy 3
DOF 1
Ulnar deviation 0.778 0.575 0.819
Radial deviation 0.232 0.887 0.857
Wrist extension 0.729 0.337 0.868
DOF 2
Wrist flexion 0.408 0.776 0.880
DOF 3
Wrist supination 0.911 0.481 0.879
Wrist pronation 0.104 0.920 0.792
The third (shared) synergy is highly correlated with both tasks as the average correlation
coefficients for ulnar and radial deviation are 0.819 and 0.857, respectively. Each of the other
two task-specific synergies are correlated with its respective task. For ulnar deviation, the first
synergy has correlation coefficient of 0.778 compared to 0.575 for the second synergy, while
for the radial deviation the second synergy has an average correlation coefficient of 0.887
compared to 0.232 with the first synergy. Similar results are found with other movements such
as wrist extension/flexion and wrist supination/pronation as shown in Table 5.5.
5.4.2.3 Validation with randomised repetitions
In order to validate the approach of shared synergy identification and to show that it is robust to
any repetitions disarrangement, the 3rd-order tensor in Figure 5.2 was randomly shuffled across
the repetition mode to destroy the task-repetition information. The consTD was applied on
the randomly shuffled tensor to identify shared synergy as shown in Figure 5.8. In comparison
with the normal tensor decomposition (Fig. 5.5), we noticed that the task-specific components
were different as expected since the information was destroyed. On the other hand, the shared
synergy in the spatial mode were very similar. The average correlation coefficients between
shared synergies identified from 15 shuffled tensors and from arranged ones were found to
be 0.89. This shows the ability of the algorithm to identify the shared synergy despite the
corruption in the task-repetition information during the tensor construction.
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Figure 5.8: consTD for the DoF1 tensor in Panel 5.2 but with shuffled repetition mode.
The algorithm was able to identify the same shared synergy (third spatial component) as the
decomposition of the regular tensor (Fig. 5.5) even without any task-repetition information.
5.4.3 Discussion
We showed that higher-order tensor decomposition models can achieve direct identification of
shared synergies without relying on any similarity metric such as correlation coefficient. This is
in contrast with the current approaches for shared synergy estimation [3,72,77,78,144] which
apply NMF repetitively on multi-channel EMG recordings of different repetitions and then
rely on maximising the correlation coefficients between the estimated synergies with regard to
a reference one. Then, shared and task-specific synergies are identified through the correlation
coefficient threshold. This was illustrated in Figure 5.5 of consTD model, where component 1
and 2 in the spatialmode are task-specific for the two task forming the tensor while component
3 is the shared synergy between them.
Synergies identified via consTD were compared against synergies extracted using NMF for the
27 subjects. In spite of the potential drawbacks of NMF shared synergies, we used NMF as the
benchmark since there is no ground truth for shared synergies to compare both methods against.
In addition, the wrist movements included in the study are limited since shared synergies are
easier to identify as only two NMF synergies could explain over 90% of variance. Hence, the
errors of disarrangement is minimised. This was done for 3 pairs of tasks (DoFs) for the wrist
movements (Table 5.5).
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The shared synergies identified by Tucker (third synergy in Figure 5.5) were highly correlated
with both tasks while each of the other two tasks correlated with one task as a task-specific
synergy. This highlights the ability of consTD to identify task-specific and shared synergies
directly from the multi-way datasets. Further validation was performed by applying the consTD
on randomly shuffled tensors without any task-repetition information. The proposed algorithm
was able to estimate nearly the same shared synergy as the ordered tensor (Fig. 5.8), which
indicated robustness of the method. In addition, the standard NMF approaches for shared and
task-specific synergies identification are vulnerable to errors and biases since they depend on
the particular arrangement of the data, the choice of the reference synergy, and the correlation
coefficient threshold. This is not the case for the consTD approach where it was able to identify
the shared synergy even with a shuffled tensor as shown in Figure 5.8. In addition, it is a more
direct and faster alternative since there is no need to apply repetitive NMF and correlation.
5.5 Conclusions
Usually, the shared and task-specific synergies are identified in a study of complex multi-joint
movements such as gait and posture analysis [3, 72, 77]. However, we chose simple wrist
movements for a few reasons. Firstly, this is a first study to show how higher-order tensors
could be beneficial for muscle synergy analysis. Secondly, wrist movements are simple tasks
that can be described by two synergies as mentioned before. Therefore, shared synergies can be
identified easily with minimum disarrangement errors for good comparison and validation for
our proposed tensor approach. Finally, we are interested in upper-limb myoelectric control and
looking to the shared synergy concept as an inspiration for proportional myoelectric control
based on muscle synergies in the future.
Moreover, the main aim for this is study is to highlight the potential of a higher-order tensor
model for muscle activity analysis especially extracting muscle synergies. Hence, consTD
could be extended to various applications by converting the information we have into the
right set of constraints. For example, this approach could be extended to estimate the shared
synergies across subjects to explore the subject-specific synergies [75]. In addition, and in
relation to the point above, different sets of constraints could help to develop a myoelectric
control based on muscle synergies as in [146].
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We conclude that constraints play an important role in achieving effective muscle synergy
analysis. For instance, the identification of shared and task-specific synergies is not viable
with PARAFAC despite having a unique solution as purely trilinear model would be too strict.
Unconstrained Tucker has higher explained variance but it is not suitable since its solutions are
not unique and hard to interpret. Therefore, a consTD model is a more appropriate model for
this application. In this sense, identifying the shared and task-specific synergies across tasks
are a good example for utilising tensor decompositions to benefit from the multi-way structure
of EMG datasets.
In summary, we introduced tensor decomposition models (PARAFAC and Tucker) for muscle
synergy extraction and compared their use in EMG analysis to extract meaningful muscle
synergies with a proposed consTD model. The developed method was the best approach for
muscle synergy estimation by providing unique and interpretable synergies with high explained
variance and short execution time. The proposed consTD model can be used to identify
shared and task-specific synergies. The results were compared against the standard NMF
approach using data from the publicly available Ninapro dataset. The consTD method was
more suitable to the multi-way nature of the datasets without relying on similarity metrics or
synergies arrangements. Furthermore, it provided more direct and data-driven estimations of
the synergies in comparison with NMF-based approaches, making our approach more robust
to disarrangement of repetitions and the loss of task-repetition information.
Thus, we expect that this study will pave the way for the development of muscle activity
processing and analysis methods based on higher-order techniques. For instance, in the next
chapter we will provide the consTD method with different set of constraints to utilise it in a
proof of concept for synergy-based myoelectric control application.
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Chapter 6
The use of tensor synergies for myoelectric
control
The work in this chapter has been reported in IEEE/EMBC conference on Neural Engineering
(NER 2019) [11] and in [12] currently under preparation.
6.1 Introduction
EMG has been used for decades to control prostheses [147]. In addition to the conventional
direct control approach, the current state-of-the-art methods for prosthetic upper-limb are
usually based on pattern recognition techniques [148] which has been successful in achieving
high classification accuracy for a range of motions (10 classes) [115] (for more details see
Section 2.5). Moreover, pattern recognition-based systems recently found their way into
commercial products such as “Complete Control” 1.
However, pattern recognition systems generally provide sequential control schemes [35] and
natural limb movements consist in the simultaneous and proportional activation of multiple
DoFs [149]. In the recent years, muscle synergies have been utilised in prosthesis control to
achieve a simultaneous and proportional myoelectric control across multiple DoFs [5, 118].
Most approaches for upper-limb synergy-based myoelectric control [89, 95, 119] rely on a
matrix factorisation algorithm (usually NMF) to extract muscle synergies from a training
multichannel EMG dataset. Then, the extracted synergies are used to estimate continuous
control signals from a testing dataset for proportional and simultaneous myoelectric control.
1https://www.coaptengineering.com/
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Synergy-based myoelectric control schemes need to identify the muscle synergies and
their weighting functions associated with a single-DoF. In this way, a control signal which
corresponds to this DoF can be estimated through matrix factorisation. However, NMF is
unable to extract the specified DoF synergies without further conditions imposed on the
protocol. To tackle this problem Choi and Kim [89] chose a completely supervised approach
using a joint synergy matrix. Jiang et al. [95] proposed a semi-supervised approach named
“divide and conquer” method, which was used in a number of studies [5, 119]. This was
done by designing an experimental protocol to estimate muscle synergies and their respective
weighting function for a single DoF at a time. This method limits the factorisation into a
few possible solutions, which allows simultaneous and proportional EMG control without
multi-DOF training data. Recently, Lin et al. [118] introduced a SNMF algorithm since the
lack of sparseness in the solution is one of the notable drawbacks for NMF [83, 150]. In
addition, some recent studies suggest the sparse nature of muscle synergies [6, 130]. The
SNMF algorithm was utilised to identify control signals from two DoFs training datasets
where synergies are assigned to their respective DoF after matrix factorisation which makes it
a quasi-supervised approach.
The performance of proportional myoelectric control based on NMF synergies degrades
significantly with the increase of the task-space dimension into 3 DoFs of movement [5, 119].
In addition, the current approaches assign two synergies to each DoF (1 synergy per
movement). Thus, the number of synergies needed for control increases with the number of
tasks [142].
We hypothesise that tensor decompositions could help to solve this problem by incorporating
the movement and DoF information into the decomposition process. Hence, control signals for
each DoF can be extracted directly with an appropriate tensor decomposition method.
In this chapter, we will discuss and explore the potential application of higher-order tensor
decomposition in myoelectric control. We will propose a consTD model for muscle synergy
extraction that can be used for synergy-based myoelectric control. It will be compared with the
current matrix factorisation models for synergy extraction. First, in Section 6.2, we will discuss
the consistency of tensor Synergies with the increase of task dimensionality and compare it
to NMF. We hypothesise that, in order for the tensor synergies to be useful in proportional
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myoelectric control, they need to be consistent when extracted from different numbers of DoF.
Then in Section 6.3, the consTD model will be used to estimate DoF control signals that can
be utilised for proportional myoelectric control. It will be compared against the state-of-the-art
synergy extraction techniques that have been used in synergy-based myoelectric control in the
recent years.
6.2 Consistency of tensor synergies over the increase of task
dimensionality
In this section, the potential use of tensor synergies in proportional myoelectric control is
explored by first analysing their consistency. We hypothesise that, in order for tensor synergies
to be useful in proportional myoelectric control, they need to be consistent when extracted
from different numbers of DoF. Thus, we investigate the ability of a proposed consTD method
to extract muscle synergies from 3-DoFs (6 movements) tensors. The 3rd-order tensors will
be constructed by repetitions of the six movements (tasks) that form the main three wrist’s
DoFs. Synergies estimated from this 3-DoFs tensors will be compared with synergies identified
by decomposition of 1-DoF tensors to test if they are consistent when increasing the task
dimensionality from 1 to 3 DoFs.
6.2.1 Methods
6.2.1.1 Data and tensor construction
In this study, six movements were selected from the publicly available Ninapro first data-set
[38]. The wrist motion and its three DoFs wrist flexion and extension (DoF1), wrist radial
and ulnar deviation (DoF2); and wrist supination and pronation (DoF3); are investigated since
they are essential for myoelectric control [5]. Each movement has 10 repetitions from 27
able-bodied subjects.
3rd-order tensors are created by stacking 10 repetitions of the 10-channel EMG segments as
discussed in Section 4.2.1. Two types of tensors were used in this study. The first is a larger
3-DoFs tensor which consists of repetitions from the six wrist movements stacked together. On
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the other hand, a smaller tensor for a single DoF (1-DoF) is created from repetitions of the 2
movements of that DoF.
6.2.1.2 Constrained Tucker decomposition
As we concluded from Chapter 5, consTD is a promising approach for meaningful synergy
extraction. In this study, a similar consTD was used to extract task-specific synergies and one
shared synergy for each DoF. Since the significance of shared synergies and the ability of
tensor synergies to identify them was established in Chapter 5, the constraints on the consTD
are modified accordingly to improve its performance with a larger tensor of multiple DoFs. A
detailed comparison is made between both approaches in Appendix B which showed how the
approach improved the explained variance and execution time. The new set of constraints and
number of components of the proposed consTD are described in this section.
The number of components were designed to be the same as the number of movements (tasks)
(nmov) for the temporal and repetition modes. On the other hand, the number of spatial
components (synergies) would be the sum of the number of task-specific and shared DoF
synergies, that is, 1.5nmov since we assume one shared synergy for each DoF (2 movements).
Three constraints have been imposed on this {nmov, 1.5nmov, nmov} Tucker model. Two of
them were used during the initialisation phase and one constraint was implemented in the
iteration phase of ALS.
Both core tensor and repetition mode were initialised and fixed to identify the spatial mode
components (synergies). Since each component is linked to one movement, each component in
repetitionmode was designed to have a value of 1 for a repetition of the considered movement
and 0 otherwise.
The second constraint is the initialisation of the core tensor into a value of 1 between each
component in the interaction between (temporal\repetition) modes and its respective spatial
synergy (either task-specific or shared) and 0 otherwise. The task-specific synergies are linked
to one component in the temporal and repetitionmodes while the shared synergies are linked
to the two components that form the desired DoF. This core set-up that does not update with
every iteration avoids undesired cross interactions between spatial components (synergies) and
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other mode’s components. The values of the core tensor are chosen to be 1 in order to hold any
variability in components rather than in the core tensor.
For the iteration phase, only the non-negativity constraint has been imposed on temporal and
spatial modes because of the additive nature of synergies [6]. According to this setup, the
shared DoF synergies are identified by the core tensor link with its respective components
in the temporal and repetition mode, unlike the consTD proposed in Chapter 5 where
shared synergies were identified by the moving average constraint on the additional repetition
component. This would help when the 3rd-order tensor consists of multiple DoFs and more
than one shared synergy is needed to be identified as in our case.
6.2.1.3 Comparison between single and 3-DoFs tensors synergies
The {nmov, 1.5nmov, nmov} consTD was applied to both single (1-DoF) and 3-DoFs
3rd-order tensors described in Section 6.2.1.1. The 1-DoF tensor is decomposed into
{2, 3, 2} components giving three muscle synergies, two of which are task-specific and one
shared across the DoF. On the other hand, the 3-DoFs tensor is decomposed into {6, 9, 6}
components, with nine synergies (six task-specific and three shared).
For each subject, synergies are extracted from both tensors, then compared against each other
to test the consistency of the estimated synergies with the increase of task-dimensionality from
1-DoF to 3-DoFs. Two similarity indices (Pearson Correlation coefficient and cosine of angles)
were computed between each synergy estimated from single DoF tensors and its respective
synergy from the 3-DoF tensor for the 27 subjects. The mean values for correlation coefficients
of synergies are calculated across subjects.
6.2.1.4 NMF as a benchmark
The same approach for comparing synergies extracted from the data of one and three DoFs was
applied using NMF as a benchmark for the proposed consTD method. Six muscle synergies
were extracted from one epoch consisting of the EMG recordings for the three wrist’s DoFs (six
movements). Those synergies were compared against synergies extracted from EMG epochs
for each DoF individually. The number of synergies were chosen to be two and six for the
1-DoF epochs and the 3-DoFs epoch respectively to assign each movement to one synergy.
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(a) Synergies extracted from a tensor with all 3 DoFs.
DoF1













(b) from the DoF1 tensor.
DoF2
Tsk-Sp 1 Tsk-Sp 2 Shared
(c) from the DoF2 tensor.
DoF3
Tsk-Sp 1 Tsk-Sp 2 Shared
(d) from the DoF3 tensor.
Figure 6.1: The spatial mode (synergies) estimated via consTD method from a 3rd-order tensor
of all three wrist DoFs (Panel 6.1a) and synergies estimated separately from 3rd-order tensor of
DoF1 (Panel 6.1b), DoF2 (Panel 6.1c) and DoF3 (Panel 6.1d) using the same consTD method
for subject 1.
Since the traditional NMF method does not identify each synergy to its respective movement,
the same approach used in shared synergy studies of arranging synergies to maximise the
correlation coefficient was used here. This was performed on the 27 subjects where the mean
values for correlation coefficients were calculated across subjects.
6.2.2 Results
Muscle synergies of the three wrist DoFs were extracted using consTD applied to two 3rd-order
tensor setups. The first one is a 3-DoF tensor including the repetition of all six movements
decomposed to {6, 9, 6} components with 9 synergies (six task-specific and three shared) as
shown in Figure 6.1a. The other approach uses a 1-DoF tensor including the repetition of two
movements decomposed by consTD to {2, 3, 2} components where two task-specific synergies
and one shared are identified. This is done for each DoF separately as shown in Figure 6.1b,
6.1c and 6.1d for DoFs 1, 2 and 3 respectively.
The correlation coefficient and cosines of angles were computed between synergies extracted
from 1-DoF tensor and their respective synergies estimated by the decomposition of 3-DoFs
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tensors. The mean values of cosine similarity measures were> 0.88 as represented in Table 6.1.
The correlation coefficients for the 27 subjects is represented as boxplots in Figure 6.2. The
mean values for DoF1 were 0.899 and 0.968 for task-specific (tsk-sp) synergies and 0.936
for the shared synergy as shown in Figure 6.2a. On the other hand, 0.868 and 0.918 were
the mean values of the correlation coefficient for DoF2 task-specific synergies and 0.854 for
shared synergy (Figure 6.2b). Finally, 0.777, 0.783 and 0.723 were the mean values for DoF3
as shown in Figure 6.2c.






































Figure 6.2: Boxplots for correlation coefficients between synergies extracted from the 3 DoFs
tensor and from single DoF tensors for the 27 subjects. Each panel shows the correlation
coefficients of the 3 synergies (2 task-specific and 1 shared) estimated from DoF1 (6.2a), DoF2
(6.2b) and DoF3 (6.2c) and their respective synergies estimated from the all 3 DoFs tensor.
Table 6.1: The mean of cosine angles between synergies extracted from 3-DoFs tensor and
single DoF tensors across the 27 subjects.
Task-sp. Synergy 1 Task-sp. Synergy 2 Shared Synergy
DoF1 0.963 0.986 0.979
DoF2 0.942 0.958 0.957
DoF3 0.881 0.887 0.909
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Figure 6.3: Boxplots for correlation coefficients between the six synergies extracted via NMF
from the EMG segment of all 3 DoFs and from single DoF segments for the 27 subjects.
6.2.3 Discussion
The ability of consTD to extract consistent muscle synergies with the increase of task
dimensionality from one to three DoFs was investigated to assess the potential use of muscle
synergies in proportional myoelectric control. Synergies extracted via consTD methods from
3-DoF tensor were similar to those extracted separately from 1-DoF tensors as shown in
Figure 6.2 and Table 6.1. This supports the use of tensor factorisation to estimate synergies
since the extracted profiles would not depend on the number of DoFs when considering the
three DoFs of the wrist.
In the case of NMF, the results were notably worse than those of tensor synergies since the
NMF approach cannot link the extracted synergies to their respective movements. Hence,
studies utilised muscle synergies for myoelectric control [5, 119] used to divide the data into a
1-DoF segments and extract 2 task-specific synergies from each segment separately via NMF.
Lin et al. [118] tried to solve this issue using SNMF to identify 4 task-specific synergies from
a 2-DoFs segment. However, they need to label extracted synergies since NMF will not extract
them in a fixed order. In contrast, the consTD approach can estimate consistent identified
synergies directly from 3-DoFs data. Moreover, the Tucker model can extract three synergies
for each DoF by incorporating additional shared synergy unlike NMF where only two synergies
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are estimated for each DoF.
6.3 Tensor synergies for proportional myoelectric control
Given the consistency of the synergies extracted with consTD, in this section explore its
potential use for proportional myoelectric control. The EMG data is tensorised by adding a
movements mode to the spatial (channels) and temporal (time) modes to create a 3rd-order
tensor. Muscle synergies will be estimated from this tensor via consTD. Control signals for
each DoF will be estimated through direct projection of the extracted synergies. In order to
assess this approach, control signals will be compared against synergies extracted via NMF
and SNMF using two publicly available datasets.
6.3.1 Methods
6.3.1.1 Data and tensor construction
Two datasets from the publicly available Ninapro [37,38] were used in this study (more details
in Section 2.2.4). The data were divided into training and testing sets with 60% of the data
assigned to training for each subject. In the case of dataset-1, the training consists of six
repetitions while four repetitions are assigned for testing datasets. Four repetitions are assigned
to training and two repetitions for testing in the case dataset-2. The wrist motion and its three
DoFs are investigated. Therefore, six movements are selected to represent wrist’s DoFs which
are: the wrist radial and ulnar deviation that creates the horizontal Degree of freedom (DoF1);
wrist extension and flexion movements which form the vertical DoF (DoF2); and finally wrist
supination and pronation (DoF3).
3rd-order tensors were created in a similar way as discussed in Section 4.2.1. However, instead
of stacking repetitions to form a repetition mode, the whole training EMG segments of each
movement are stacked to form a tensor with temporal × spatial × movements modes as
shown in Figure 6.4c.
In this study, the training tensor is designed to have four different movements where a pair of
them make a wrist’s DoF. This results in three training tensors for each subject where each one
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(a) An example of the 10-channels surface EMG training
dataset for DoF1-3. It consists of 6 repetitions for the 4
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(b) The data preparation for NMF and










(c) 3rd-order tensor for DoF1-3 with


















(d) The data preparation for NMF and
SNMF to estimate the muscle synergies
for DoF3.
Figure 6.4: An example for training data preparation and tensor construction for subject 6
and DoFs 1 and 3. Panel 6.4a shows the whole recorded segment for the 6 training repetitions
of the 4 movements. Data preparation for both NMF and SNMF methods are illustrated in
Panels 6.4b and 6.4d, The data is divided into two separate segments for each DoF and NMF
is applied to estimate 2 muscle synergies from each segment (1 for each movement). Panel 6.4c
shows the 3rd-order tensor construction by stacking the 4 movements in panel 6.4a as separate
slabs. Tensor decomposition is applied to directly estimate 6 synergies (4 task-specific and 2
shared).
consists of two wrist’s DoF (4 movements). The three tensors are named DoF1-2 for horizontal
and vertical DoFs; DoF1-3 for horizontal and inclination DoFs; and finally, DoF2-3 for vertical
and inclination DoFs.
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6.3.1.2 Constrained Tucker model
In this study, the same consTD presented in Section 6.2.1.2 was used to facilitate the extraction
of muscle synergies (task-specific and shared) that could be utilised in myoelectric control. The
only difference is the 3rd-order EMG tensor on which the consTD is applied. Here, the third
additional mode to the temporal and spatial is movements mode instead of repetitions as
described in Section 6.3.1.1. This change in tensor construction is due to few reasons. Firstly,
it test the ability of the proposed consTD to work with different settings and data construction.
Secondly, work on data structure similar to other synergy-based myoelectric control approaches
under comparison, since NMF or SNMF are applied on EMG segments of several repetitions
not on each repetition separately which will be discussed in details in Section 6.3.1.3.
The constraints are the same as the consTD in Section 6.2.1.2. Two constraints are imposed
during the initialisation phase and one constraint in the iteration phase. For initialisation,
the core tensor is initialised and fixed into a value of 1 between the interactions between
components in the (temporal\movements) modes and its respective spatial synergy and 0
otherwise as the following:
gn,n,n = 1 n ∈ {1, 2, 3, 4},
gn,5,n = 1 n ∈ {1, 2},
gn,6,n = 1 n ∈ {3, 4},
gi,j,k = 0 otherwise.
The second initialisation constraint is fixing the movements mode components since we have
the information about each component and its corresponding movement. The non-negativity
constraint on temporal and spatial modes is the only constraint in the iteration phase.
Moreover, the algorithm would run for ten times to ensure that the model has not converged
into local minima and the decomposition with the highest explained variance is chosen.
This consTD approach results in four task-specific synergies and two additional DoFs synergies
in the spatial mode. The additional DoFs synergy are a shared synergy between the two
movements (tasks) that form that DoF. This is determined by the set-up of the core tensor
for the 5th and 6th factors (synergies) as shown above.
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6.3.1.3 Matrix factorisation Models
In order to evaluate the tensor-based approach for proportional myoelectric control, we
introduce NMF and SNMF as state of the art benchmarks to compare to.
In the recent years, NMF has been proposed for a proportional myoelectric control approach
based on muscle synergies [5]. NMF processes the multi-channel EMG recording as a matrix







where B(1) holds the temporal information (known as weighting function) while the other
factor B(2) is the muscle synergy holding the spatial information and r is number of synergies
where r < m, n to achieve dimension reduction. The algorithm relies on a cost function where
both factors are updated and optimised with respect to the non-negativity constraint to minimise





‖X−B(1)B(2)T ‖2Fs.t.B(1),B(2) ≥ 0 (6.2)
where ‖.‖2F is the Frobenius norm and both factors B(1) and B(2) are constrained to be
non-negative. For more details see [145].
In order to use the NMF synergies for a simultaneous and proportional myoelectric control
scheme, Jiang et al. [5, 95] proposed a “divide and conquer” approach. This is done by
designing an experimental protocol to capture the EMG recording for a single DoF (2 tasks).
Consequently, this approach would limit the factorisation into a few possible solutions. The
result would be 2 muscle synergies and their respective weighting function (or control signal)
for each DoF.
The SNMF approach is similar to the classic NMF method in many ways but it imposes
sparseness on the factorisation outcome. Since lack of sparseness in the solution is one of
the notable drawbacks for NMF [83, 150], SNMF would help to improve the muscle synergy
estimation and simplify the training stage as demonstrated by Lin et al. [118]. This is done
by imposing a sparseness constraint to the weighting functions (control signals) based on the
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Figure 6.5: Block diagram for the use of extracted muscle synergies from the training dataset
to estimate control signals.
SNMF scheme introduced in [151]. In the case of SNMF algorithm, the cost function of classic











where B(2)(:, j) is the jth column vector of B(2) and λ > 0 is a regularisation parameter to
balance the trade-off between the accuracy of the approximation and the sparseness of B(2)
(control signals).
6.3.1.4 Direct projection of control signal
The muscle synergies extracted using consTD on the training tensors are utilised to estimate
one control signal per movement (4 in total). This is done through direct projection of the
testing data onto the fixed training components (core tensor and spatial,movement modes)
to estimate the temporal mode components of the testing dataset. For the 3rd-order tensor
in this study, the projection for training DoF tensor X to the temporal mode to estimate the




(j1×j3j2)(B(3)(i3×j3) ⊗B(2)(i2×j2))T ]+ (6.4)
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where B(2) and B(3) are the spatial (synergy) and movements modes calculated from the
training dataset, while G(j1×j3j2) is the fixed core tensor unfolded across the temporal-mode
(j1). Therefore, Equation 6.4 can be used to project the testing dataset (Xtest) to estimate the
control signals (temporal mode projection). The resulting projection consists of four control
signals representing the projection of each movement for the input test dataset that can be used
in real-time for myoelectric control.
In the case of matrix factorisation methods – either NMF or SNMF –, control signals for each
movement are estimated using the the inverse model of the weighting functions. According to
Equation 6.1, the control signal C would be





is the pseudo inverse of the synergy matrix B(1)
T
and Xtest is the testing EMG
dataset for one DoF. The resulting projection consists of two control signals representing the
projection of both movements of the DoF test dataset.
For myoelectric control applications, the final control signal is calculated for each DoF in a
similar approach to other synergy-based myoelectric control studies [5, 118]. It is deduced
by taking the difference between the control signals of each movement and its antagonistic
movement for each DoF. As a result, we estimate a final control signal for each wrist’s DoF
using NMF, SNMF and consTD methods.
6.3.2 Results
6.3.2.1 Constrained Tucker decomposition
The {4, 6, 4} consTD decomposes the 3rd-order tensors constructed for each pair of the
wrist’s DoFs. An example of the consTD for the EMG tensor (DoF1-3) of subject 6 is
shown in Figure 6.6. The tensor is decomposed into {4, 6, 4} components across its 3
modes (temporal, spatial and movements) where the core tensor and movement mode
are constrained to guide the decomposition into interpretable results as discussed in details
in 6.2.1.2. Each component in the temporal mode is related to one movement of the four
movements of DoFs 1 and 3. For the spatial mode, the first 4 components are task-specific
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Figure 6.6: Constrained Tucker decomposition for DoF1-3 Tensor (shown 6.4c).
synergies for those four movements while the 5th and 6th are shared synergies for wrist’s DoFs
1 and 3 respectively. Those synergies are then used to estimate the control signals for the
testing dataset for proportional myoelectric control.
6.3.2.2 Matrix factorisation models
Both NMF and SNMF decompose a training EMG segment of one DoF (2 movements) into
two synergies and their respective weighting functions. This was applied into the three main
wrist’s DoFs separately. Then the extracted synergies were used for estimating the testing
glove dataset through direct projection of EMG data. SNMF was used to separate between
movements directly by imposing sparseness on the weighting function. An example of NMF
of DOF1 and DoF3 for subject 6 is shown in Figure 6.7. The same segments were decomposed
by SNMF as illustrated in Figure 6.8.
6.3.2.3 Direct projection of control signal
Control signals for each movement are estimated using direct projection of matrix factorisation
and consTD methods as discussed in Section 6.3.1.4. The final control signals are calculated
via the difference between the control signals of each movement and its antagonistic movement
for each DoF [146]. An example of the final control signals for DOF1 and DoF3 of subject 6
are illustrated in Figures 6.9 and 6.10 using NMF and SNMF respectively, while Figure 6.11
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(b) Weighting Functions for DoF1.



































(d) Weighting Functions for DoF3.
Figure 6.7: The NMF of training EMG datasets for DoF1 (Panels 6.7a, 6.7b) and DoF3 (Panels 6.7c,
6.7d) recorded from subject 6.













































(b) Weighting Functions for DoF1.



































(d) Weighting Functions for DoF3.
Figure 6.8: The SNMF of training EMG datasets for DoF1 (Panels 6.8a, 6.8b) and DoF3 (Panels 6.8c,
6.8d) recorded from subject 6.
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(a) Final control signal for DoF1.











(b) Final control signal for DoF3.
Figure 6.9: Final control signal for DoF1 (Panel 6.9a) and DoF3 ( 6.9b) projected through direct
projection of muscle synergies extracted via NMF recorded from subject 6.
shows the final control signals for the same segments using consTD approach.
6.3.3 Discussion
A consTD scheme was proposed to estimate muscle synergies from training data for
proportional myoelectric control. Muscle synergies were extracted via both NMF and SNMF
for comparison. The estimated synergies were used to deduce control signals for each DoF
through direct projection of the EMG testing data.
The three methods were able to estimate control signals for each DoF that can be used in
synergy-based myoelectric control systems. However, consTD was able to use all the data in
one 3rd-order tensor, unlike matrix factorisation models where data is segmented for each DoF
as shown in Figure 6.4. Moreover, the consTD method provided more information by including
additional shared synergies in comparison with matrix factorisation methods.
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(a) Final control signal for DoF1.











(b) Final control signal for DoF3.
Figure 6.10: Final control signal for DoF1 (Panel 6.10a) and DoF3 ( 6.10b) projected through direct
projection of muscle synergies extracted via SNMF recorded from subject 6.
This study provides a proof of concept for the use of higher-order tensor decomposition in
proportional myoelectric control. For this application, tensors provides an objective and direct
approach to identify synergies since it does not require realignment of synergies as matrix
factorisation methods often does. The information between each mode in the higher-order
tensor for each DoF is included to the tensor construction and decomposition. On the other
hand, NMF methods have to extract synergies separately through DoF-wise training [5, 119].
Sparse NMF was able to extract synergies from two DoFs datasets [118]. However, there was
a need to identify synergies for each DoF after the factorisation process.
6.4 Conclusions
Currently, the state-of-the-art approach for upper-limb myoelectric control is the classic
sequential control scheme of pattern recognition. Although it has been successful in recent
years, the natural limb movements consist in the simultaneous activation of multiple DoFs.
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(a) Final control signal for DoF1.











(b) Final control signal for DoF3.
Figure 6.11: Final control signal for DoF1 (Panel 6.11a) and DoF3 ( 6.11b) projected through direct
projection of muscle synergies extracted via consTD recorded from subject 6.
Recently, several synergy-based systems have been proposed to achieve simultaneous and
proportional myoelectric control [5, 118]. These approaches rely on matrix factorisation
methods to extract muscle synergies which are utilised to provide continuous control
signals. However, those approaches are still limited in terms of number of DoFs and
task-dimensionality.
In this Chapter, the potential application of a higher-order tensor model in myoelectric control
system were explored. We aim to improve the synergistic information extracted from the
muscle activity datasets for synergy-based myoelectric control especially with the increase of
task-dimensionality and number of DoFs.This was approached by using a consTD method for
synergy extraction from 3rd-order EMG tensor and incorporating the shared synergy concept.
In Section 6.2, we showed that consTD method is capable to estimate consistent synergies
when the task dimensionality is increased up to 3-DoFs, while the traditional NMF was not able
to extract consistent synergies when the EMG segments were expanded to include additional
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DoFs. Finally, in Section 6.3, the consTD was proposed as a method to extract muscle synergies
for proportional myoelectric control. It was compared against NMF and SNMF methods, the
current synergy extraction methods used in synergy-based myoelectric control schemes. The
methods were used to estimate control signal for each DoF to provide a proof of concept for
the potential use of higher-order tensor decomposition in proportional myoelectric control.
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7.1 Discussion
In this thesis, we introduced muscle synergy extraction via higher-order tensor decomposition
and developed different approaches for its potential applications in biomechanical analysis and
myoelectric control.
In Chapter 3, the traditional methods for muscle synergy extraction were compared. The most
common matrix factorisation techniques (PCA, ICA and NMF) for muscle synergy estimation
alongside SOBI, which had not been applied for synergy extraction yet, were assessed under
different settings and conditions [6]. It was found that the presence of sparse synergies and
a higher number of channels would improve the quality of extracted synergies. This has
been supported with a recent study [130] that found evidence of sparsity in grasping tasks.
In addition, SNMF was introduced as a novel approach for a synergy-based myoelectric
control system in a recent study [118]. Moreover, SOBI performed better than other methods
the number of channels was equal to synergies although the performance was still poor in
this case. Otherwise, NMF was found to be the best matrix factorisation method for robust
synergy extraction. Therefore, it was used as a benchmark for the proposed higher-order tensor
decomposition methods.
In Chapter 4, higher-order tensor decomposition for muscle synergy extraction was
introduced. The first step was to construct a higher-order EMG tensor from a multichannel
EMG dataset. Two potential models were proposed: a 3rd-order tensor model with
spatial × temporal × repetition modes, and a 4th-order tensor model that add a spectral
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mode through time-frequency analysis to the other three modes. Moreover, we performed a
preliminary study to extract muscle synergies from a 4th-order EMG tensor using the Tucker
decomposition model [9]. The extracted tensor synergies were compared to NMF synergies
through simple movement classification. The results were encouraging and provided a
proof-of-concept for higher-order tensor muscle synergy models. However, it was noticed
that the unconstrained Tucker decomposition model cannot link its components to relevant
and specific movements. Therefore, we concluded that imposing constraints on the Tucker
model or using a less flexible model, such as PARAFAC, would help to improve the extracted
synergistic information. Moreover, we found that the computational needs and execution
time for 4th-order tensor decomposition was very high due to the time-frequency analysis,
which may not be suitable for some applications such as myoelectric control. Therefore, we
turned our focus towards 3rd-order EMG model aiming to extract more relevant and consistent
muscle synergies.
In Chapter 5, we expanded our investigation on the higher-order tensor model for muscle
activity analysis to highlight its potential in muscle synergy extraction. Benefiting from the
knowledge gained from Chapter 4 and inspired by the shared synergy concept, a consTD
method was proposed and compared to the most prominent tensor decomposition models
(PARAFAC and Tucker) [10]. Both models were constrained to be non-negative because
of the additive nature of muscle synergies. The results show that Tucker decomposition can
provide a good fit for the data as shown by the high explained variance percentage. However,
the estimated synergies were inconsistent as the decomposition solution is not unique. This
problem had an effect on the execution time as well which increased since the algorithm
could not converge easily. On the other hand, PARAFAC was significantly faster since it
converged to the same local minima most of the time due to its extremely constrained structure.
However, PARAFAC could not deal with larger tensors or a higher number of synergies
as the decomposition deviates from the trilinear model, which was illustrated with the low
CORCONDIA values. In comparison, the proposed consTD models were able to achieve over
70% explained variance but the execution time was shorter than the non-negative Tucker model
by about 10-fold, while the extracted synergies were consistent as the solution the additional
constraints help in the uniqueness of the solutions. Hence, the developed consTD method was
selected for muscle synergy estimation by providing unique and interpretable synergies with
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high explained variance and short execution time.
The proposed consTD model was utilised as a direct novel approach to identify shared and
task-specific synergy. It was compared to the current standard approach of shared synergy
identification [3, 72, 77, 78, 144] which requires repetitive application of NMF and relies
on maximising a similarity metric through rearrangement of the estimated synergies. The
consTD method was more suitable as the data is naturally in higher-order structure (space,
time and movement) and it provided more direct and data-driven estimations of the synergies
in comparison with NMF-based approaches. Furthermore, it was robust to disarrangement
of repetitions and the loss of task-repetition information unlike, the NMF approach where
rearrangement of synergies had a significant impact [3, 72, 77].
Finally in Chapter 6, the potential application of higher-order tensor decomposition models
for myoelectric control is discussed and explored. We proposed a consTD model for
muscle synergy extraction that can be used for simultaneous and proportional synergy-based
myoelectric control and compare it to the current matrix factorisation models.
First, the consistency of tensor synergies were analysed when task dimensionality is increased
from one to three DoFs (six movements). The results showed that tensor synergies extracted via
consTD methods from 3-DoF tensors were similar to those extracted from 1-DoF tensors. In
the case of NMF, the results were significantly worse as synergies extracted via NMF cannot
be linked to their respective movements. Because of this downside, studies utilising NMF
synergies for myoelectric control [5, 119] used 1-DoF segments and extracted the synergies
for each DoF separately. Lin et al. [118] tried to solve this issue using SNMF to identify 4
task-specific synergies from 2-DoFs segments. However, the extracted synergies needed to
be labelled after factorisation as SNMF cannot extract them in a fixed order. In contrast, the
consTD approach was able to estimate consistent identified synergies directly from 3-DoFs data
directly. Moreover, the Tucker model extracted three synergies for each DoF by incorporating
additional shared synergy unlike NMF where only two synergies are estimated for each DoF.
Secondly, the use of the proposed consTD in synergy-based myoelectric control was
demonstrated. Synergies extracted via consTD from training datasets were used to estimate
control signal for each DoF through direct projection of the EMG testing data. The consTD
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were compared against NMF and SNMF methods, the current state-of-the-art synergy
extraction methods for proportional synergy-based myoelectric control schemes. This
study demonstrated the potential use of higher-order tensor decomposition in proportional
myoelectric control and provided a proof of concept for this application. In general, tensors
provided an easier approach to identify synergies for each DoF by adding this information to
the tensor construction and decomposition. While matrix factorisation methods have to extract
synergies separately through a DoF-wise training approach.
Overall, this thesis explored the potential use of higher-order tensor decomposition in
muscle synergy analysis. Higher-order tensor decomposition has been hardly used in EMG
analysis [9], although EMG data are naturally structured in higher-order form in most EMG
studies. We provided a framework for representing the EMG dataset in higher-order tensor
form and extracting synergistic information using the consTD approach [10]. This approach
incorporates the known information about repetitions, movement and synergies into the
Tucker decomposition by imposing constraints that help in estimating meaningful muscle
synergies and reduce the model complexity. Shared and task-specific synergies identification
using consTD is introduced as an alternative to the current matrix factorisation methods.
Moreover, the potential use of tensor synergies in proportional myoelectric control systems
and its advantages over NMF and SNMF approaches are discussed.
Higher-order tensor decomposition models have been established as an advanced tool for
signal analysis in vastly diverse branches of biomedical signal processing. Although, they
have not been widely used in EMG analysis, a few studies [135, 152] employed a Tucker2
model for spatial and temporal concurrent analysis. Moreover, tensor decomposition models
have been utilised frequently in brain activity analysis [131]. For instance, the Tucker model
has been used to decompose 4th-order EEG data tensor to classify epileptic patients [132]. In
addition, a PARAFAC2 model has been utilised for the analysis of MEG activity to predict
Alzheimer’s disease [133], while a constrained PARAFAC model identified features from
3rd-order EEG data to predict the developmental age of children [153]. Recently, higher order
partial least squares (HOPLS) [154] has been introduced to analyse higher-order data sets with
two modalities such as EEG and functional magnetic resonance imaging (fMRI) [154].
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7.2 Limitations
In this section, certain limitations occurring in this thesis will be discussed. Firstly, EMG
datasets are one of the limitations that affects most of the thesis experiments. For instance, only
two datasets were used in our research and both of them were offline. Moreover, the datasets
were recorded from healthy subjects and no amputee’s data were included. In addition, only a
selection of wrist’s movements were under analysis as the thesis was motivated by upper-limb
myoelectric control.
Regarding the matrix factorisation comparison, it might be biased towards NMF due to the
non-negative nature of the simulated synergies. However, this choice is supported by previous
studies [89] which suggested the usefulness of NMF due to the additive nature of the synergies.
Further examination is needed if the setting of EMG acquisition changes dramatically (really
bad SNR, much higher number of channels, etc.) to evaluate the validity of our conclusions in
those settings.
In spite of the potential drawbacks of NMF shared synergies, we used NMF as benchmark to
compare the proposed consTD method for shared and task-specific synergies identification
since there is no ground truth for shared synergies to compare both methods against.
Moreover, repetitive application of NMF has been the standard approach for shared and
task-specific synergy identification [77, 144]. For these reasons, NMF has been included in
the comparison against the proposed consTD method to show the advantages of higher-order
tensor decomposition over the standard approach of NMF.
The simple k-NN classifier comparison in Chapters 3 and 4 was used in this paper as an example
to guide synergy application and to support the synthetic results. Additional work is needed
with more advanced techniques and variety of tasks and movements.
Finally, regarding the application of consTD synergies in myoelectric control, the resulting
control signal for each DoF needs to be compared against dataset that capture the hand
kinematics at the same time. This is has not been done because of the lack of the data that
capture EMG and the hand kinematics especially the wrist’s DoF simultaneously.
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7.3 Future work
There are many routes for future work based on the contributions of this thesis owing to the
introduction of various brand-new methods. Notably, the use of higher-order tensors in muscle
activity analysis is a new topic that has been rarely investigated thoroughly in the literature
before. Specifically, the potential and benefits of using higher-order tensor models in muscle
synergy extraction have been presented in this thesis. Tensor synergies would be beneficial to
several muscle synergy analysis applications when the EMG data is usually in a higher-order
structure such as biomechanical analysis [155], myoelectric control [156] and rehabilitation
[70]. I also hope these methods will inspire new ideas and further explorations into the use of
higher order tensor in muscle activity analysis and we will explore some of these considerations
in the rest of the Chapter.
The proposed consTD can be expanded and applied to many applications with the right set of
constraints. The binary core tensor approach to control component interaction across modes
would help to incorporate pre-decomposition information to improve tensor decomposition.
For instance, the repetition mode information is used in the consTD for efficient muscle synergy
extraction as shown in Chapter 4. Therefore, consTD can be useful for several applications
including muscle synergy extraction. I have been already contacted by a group at University
of Birmingham, UK for collaboration. We aim to apply consTD on EMG data recorded during
cycling to extract shared and task-specific synergies. This would help assess the effect of back
pain on the muscle synergies, and how effective is the rehabilitation process [157].
Moreover, investigating tensor synergies extracted via consTD or any other tensor
decomposition method is a possible direction for future work. For example, the consistency
comparison conducted in Section 6.2 could be expanded to examine other characterises of
tensor synergies such as the effect of the number of channels or added noise on estimated
synergies.
Finally, the use of tensor synergies in proportional myoelectric control needs further research
to introduce a reliable synergy-based system. For instance, the muscle fatigue effect can be
reduced by incorporating information since fatigue causes a spectral shift in the EMG signals
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[158, 159]. One of the possible ideas worth exploring is data fusion of EMG and kinematic
data. Higher-order tensor models can be exploited by including kinematic data such as inertial
or glove datasets. The additional datasets will constrain and control the tensor decomposition
for the training data. Hence, the outcome of the decomposition (tensor synergies) would be
improved.
7.4 Conclusion
Overall, the developments in this thesis open up new ways to consider higher-order tensor
decomposition for muscle activity analysis. Tensor decomposition methods are developed for
effective muscle synergy extraction and compared the current matrix factorisation approaches.
The proposed consTD method was utilised for shared and task-specific synergy identification
and was successful in comparison with traditional methods which require repetitive application
of NMF and rely on synergy arrangement and similarity metrics. Moreover, tensor synergies
were used in synergy-based myoelectric control and showed promise for proportional and
simultaneous myoelectric control. In general, higher-order tensor decomposition showed a
potential for muscle synergy analysis and I hope this study will encourage others to explore
this potential.
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Appendix A: Minimum description length
The MDL method for determining the number of synergies is performed by calculating the
maximum likelihood estimates of factor loading matrix A and the unique variances diagonal
matrix Ψ according to the factor analysis model
C = AAT + Ψ (1)
where C is the covariance matrix of Mm×n the multi-channel EMG signal matrix with m
channels and n samples.
This is done for different number of synergies (r) between 1 ≤ r ≤ 12(2m+1−
√
8m+ 1) in
order to minimise the MDL. The boundary for r is set by comparing the number of equations




tr(C(Ψ + AAT )−1) + log(det(Ψ + AAT )) +m log 2π
}
(2)
The number of synergies r are selected to minimise the MDL value in equation 3.
MDL = −L(A,Ψ) + log n
n
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Appendix B: Comparison between {1, 3, 3} and
{2, 3, 2} consTD models.
This is a comparison between the two {1, 3, 3} and {2, 3, 2} consTD models proposed in
Chapter 4 and 6 respectively for 1-DoF tensors. The percentage of explained variance by
the models and their execution time were recorded for the 27 subjects and the median values
are shown in Table 1. An example of both methods is shown in Figure 1.
Table 1: The median explained variance and time for execution for the consTD approaches
across the 27 Subjects.
consTD {1, 3, 3} {2, 3, 2}
Explained Variance 78.28% 80.21%
Time(s) 0.26 0.24
The modified consTD had better explained variance, mainly because of the additional
component in the temporal mode. Although the number of elements in {2, 3, 2} consTD
model is bigger than the other model, the execution time is slightly better, this is because the
moving average in the additional repetition component for shared synergy identification in the
{1, 3, 3} is replaced by the core tensor binary setup as discussed in Section 6.2.1.2.
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Figure 1: An example for the two consTD models {1, 3, 3} (Panel 1a)and {2, 3, 2} (Panel 1b)
applied on the same 1-DoF tensor.
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