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We give a survey of results and conjectures concerning sufficient conditions in terms of 
connectivity and independence number for which a graph or digraph has various path or cyclic 
properties, for example hamilton path/cycle, hamilton connected, pancyclic, path/cycle covers, 
2-cyclic. 
1. Introduction 
In the following G will denote a finite k-connected graph (k 2 2) on n vertices, 
without loops or multiple edges, and with independence number a(G) = (Y. In 
1972, Chvatal and Erdiis gave the following sufficient condition for a graph to 
have a hamilton cycle. 
Theorem 1.1 [16]. Zf LY c k, then G is hamiltonian. 
This result has given rise to many other sufficient conditions involving 
connectivity and independence number for graphs and digraphs to have various 
path or cyclic properties. The purpose of this paper is to present a survey of these 
results. Section 2 will be devoted to the many results concerning graphs. In 
Section 3 we will describe the results which have only recently started to appear 
for digraphs. 
In order to restrict the size of the survey we shall be concerned only with 
results and conjectures which involve both the independence number and the 
connectivity of a graph or digraph. 
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2. Graphs 
2.1. Hamilton cycles containing specified edges 
In [26], Haggkvist and Thomassen proved that any k - 1 independent edges in 
a k-connected graph are contained in a common cycle. Using this result and the 
proof technique of Theorem 1.1, one may deduce: 
Theorem 2.1.1 [26]. Zf (Y 6 k - t, then any system of disjoint paths of total length 
at most t is contained in a hamilton cycle of G. 
As a corollary, for the special case when t = 1, we have: 
Corollary 2.1.2 [16]. Zf (Y 6 k - 1 then G is hamilton connected. 
2.2. Pancyclism 
Bondy [9] gave the metaconjecture that almost all non-trivial sufficient 
conditions for a graph to be hamiltonian also imply that the graph is pancyclic 
(there may be a simple family of exceptional graphs). The condition (Y < k seems 
to be one of the few conditions for which the metaconjecture fails since various 
families of triangle-free graphs G satisfying cy < k are described in [l]. On the 
positive side they are able to prove: 
Theorem 2.2.1. [l] Suppose a s k and G # K,+. 
(1) Zf G#C5 then G has a C,_,. 
(2) Zf G # C5 then the girth of G is at most four. 
(3) Zf k = 2 and G # C5 then G is pancyclic. 
(4) Zf k = 3 then G has cycles of all lengths between four and n. 
(5) Zf G has no C3 then G has a C,,_,. 
Recently Chakroun and Sotteau have improved Theorem 2.2.1(4) by showing: 
Theorem 2.2.2 [14]. Zf tx s k = 3 then G is either pancyclic or else G is isomorphic 
to K3,3 or the graph G(2.2.2). (See Fig. 1.) 
In the light of these results Amar, Germa, and Fournier raise: 
Conjecture 2.2.3 [l]. If (Y s k and G # Kk,k and G has no C3 then G has cycles of 
all lengths between four and n. 
G(2.2.2) 
@I9 
Fig. 1. 
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Noting that if (Y d k - 1 then G contains a C3, see [l], Conjecture 2.2.3 would 
imply the following Chvatal-Erdiis condition for pancyclism. 
Conjecture 2.2.4. If (Y s k - 1 then G is pancyclic. 
2.3. Path/Cycle Covers 
If (Y > k then by adding a clique H on (Y - k vertices to G, joining each vertex 
of H to every vertex of G, and applying Theorem 1.1 we deduce: 
Corollary 2.3.1. Zf (Y > k then V(G) can be covered with IX - k disjoint paths. 
When (Y s k + 1 this implies: 
Corollary 2.3.2 [16]. Zf IX s k + 1 then G has a hamilton path. 
Although the bound (Y - k of Corollary 2.3.1 cannot be improved (consider for 
example Z&), Amar, Bermond, Fournier, Germa, Haggkvist and Thomassen 
feel that if the condition that the paths are disjoint is relaxed then the following 
may be true: 
Conjecture 2.3.3 [18]. V(G) can be covered with [a/k] cycles. 
When LY d k, the conjecture is just Theorem 1.1. It has also been verified for 
(Y = k + 1, see [3], (Y = k + 2 [2], k = 2 (Thomassen, see [18]) and k = 3 [32]. In 
fact Thomassen and Manoussakis, respectively, have obtained the more general 
results that if either: 
(i) k>2 and cuSk+2p, or 
(ii) ka3 and aSk+3p, 
then G can be covered with p + 1 cycles. 
2.4. Long cycles and other specified cycles 
If true, Conjecture 2.3.3 would imply that G contains a relatively long cycle. 
Fouquet and Jolivet made the following slightly stronger conjecture which 
pre-dates Conjecture 2.3.3. 
Conjecture 2.4.1 [17]. G has a cycle of length at least 
k(n+cu-k) 
(Y 1. 
When (Y s k the conjecture reduces to .Theorem 1.1. It has also been verified 
for (Y = k + 1, k + 2 [18], for k = 2 [19], and for k = 3 [32]. 
Attempts to verity Conjecture 2.3.3 have led Thomassen to make: 
Conjecture 2.4.2 [18]. If LY 3 k then G has a cycle C containing a set of k 
independent vertices and all their neighbours. 
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This Conjecture has been verified for k = 2 (Thomassen, see [18]) and k = 3 
[321. 
Fournier has made the following weaker Conjecture: 
Conjecture 2.4.3. If (Y = k + t then G has a cycle C such that a(G - C) s t. 
This has also been verified for (Y = k + 1 [3] and (Y = k + 2 [2]. 
Veldman has generalised Theorem 1.1 in another direction. Given a graph H 
he defines two subgraphs ZZ1 and Z& of H to be remote if they are vertex disjoint 
and no edge of H joins a vertex of HI to a vertex of Hz. The A-independence 
number of H, q(H), is the size of the largest set of pairwise remote connected 
subgraphs of H of order A. (Thus aI(H) = o(H).) A &-cycle of H is a cycle C 
such that each component of G - C has less than il vertices. (Thus a II,-cycle is a 
hamilton cycle). 
Theorem 2.4.4 [38]. Zf Q(G) s k then G has a DA-cycle. 
Note that Theorem 2.4.4 reduces to Theorem 1.1 for the special case when 
II= 1. 
Finally we give one further generalisation of Theorem 1.1 due to Fournier and 
Thomassen. 
Theorem 2.4.5 [18, Annexe 91. Zf H is a subgraph of G and a(H) =S k then G has 
a cycle containing V(H). 
2.5. Conditions involving other parameters 
2.5.1. Degrees 
Fournier and Fraisse have generalised Theorem 1.1 by considering the degree 
sum of independent sets of vertices: 
Theorem 2.5.1.1 [20]. Zf the sum of the degrees of each independent set of k + 1 
vertices of G is at least p then G has a cycle of length at least min{n, 2plk + l}. 
Note that this result generalises Theorem 1.1 since if & s k then the hypothesis 
is vacuously true. Fraisse has also proved the related: 
Theorem 2.5.1.2 [21]. Zf each independent set of k vertices of G contains a vertex 
of degree at least m then G has a cycle of length at least min{n, 2m). 
Theorem 2.5.1.3 [22]. Zf the degree sum of each independent set of k vertices is at 
least k(n - 1)/k - 1 then G is hamiltonian. 
Defining a graph H to be p-path connected if any pair of vertices of H are 
joined by a path of length at least p, Bondy has shown: 
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Theorem 2.5.1.4 [lo]. Zf the degree sum of any k + 1 independent vertices is at 
least n + k(k - 1) and C is a longest cycle of G, then no component of G - C is 
(k - 1)-path connected. 
He follows on to Conjecture in [lo] that, under the hypotheses of Theorem 
2.5.1.4, G - C contains no path of length k - 1. 
Fraisse has proved a variant of this Conjecture, due to Veldman [38]. 
Theorem 2.5.1.5. [22]. Zf the degree sum of any k + 1 independent vertices is at 
least n + k(k - 1) then G has a Dk-cycle. 
In fact, Theorem 2.5.1.5 follows from the following result which was also 
conjectured by Veldman [38]. 
Defining d(H,) to be the number of neighbours of subgraph Hi in H-H,, 
Fraisse shows: 
Theorem 2.5.1.6 [22]. Zf f or every k + 1 pairwise remote connected subgraphs of 
G, H,, HI,. . . , Hk, of order A one of the following holds: 
(i) E$O d(H,) > n - (k + l)n + k2 if il>k 
(3 $ d(K) >z (n - 4 if Ask 
Then G has a DA-cycle. 
Note that Theorem 2.5.1.6 generalises Theorem 2.4.4 in the same way that 
Theorem 2.5.1.1 generalised Theorem 1.1. In addition it gives the following 
Corollary which extends a result of Nash-Williams [34] from the special case 
k =2. 
Corollary 2.5.1.7 [22]. Zf each vertex of G has degree at least max{ (Y + k - 2, 
(n + k(k - l))/(k + 1)) then G is hamiltonian. 
Finally we give a result of Haggkvist and Nicoghossian. 
Theorem 2.5.1.8 [25]. Suppose the exact value of the connectivity of G is k(G) 
and the minimum degree of G is 6. Zf n < 36 -k(G) then LY c k(G) and G is 
hamiltonian. 
2.5.2. Toughness 
Adding the obvious necessary condition for a hamilton cycle that G is l-tough, 
Bigalke and Jung have been able to improve Theorem 1.1 to: 
Theorem 2.5.2.1 [8]. Zf G is l-tough, and ad k + 1, k 2 3, then either G is the 
Petersen graph or else G is hamiltonian. 
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G(2.6.2.1) 
e 
Fig. 2. 
2.6. Special families of graphs 
2.61. Bipartite graphs 
Let G be a 2-connected bipartite graph with bipartition V(G) =A U B where 
JAI = PI. 
Define the bipartite independence number of G, (Y&G) to be the size of the 
largest independent set S such that IS fl Al = ]S f~ B]. Thus ar,rp d a(G) and 
%31P(Kn,,) = 0 < ~(&Vl) = m. Ash [4] gave a bipartite version of Theorem 1.1 
by showing that if G is k-connected and (Y&G) s k -c log k then G is 
hamiltonian (for some fixed constant c). 
Fraisse has improved this result, and surprisingly shown that one need only 
consider the minimum degree of G rather than the connectivity: 
Theorem 2.6.1.1 [22]. Zf G has minimum degree 6 and (Y&G) s 6 + 1 then G is 
hamiltonian. 
In fact, he deduces Theorem 2.6.1.1 from the more general following Theorem: 
Theorem 2.6.1.2 [22]. Let G have minimum degree 6. Suppose that for ail sets 
AIcA and BIc B with [Al] = ]Bll = 6 + 1, the graph G[ArU B,] contains a 
cycle. Then G is hamiltonian. 
2.6.2. Line graphs 
We give the following Theorem of Benhocine and Fouquet: 
Theorem 2.6.2.1 [5]. Zf a Q k + 1 then the line graph of G is pancyclic unless G is 
isomorphic to either C4, C5, C,, C,, the Petersen graph, or else the graph 
G(2.6.2.1). (See Fig. 2.) 
3. Digmphs 
3.1. Notation 
In the following concepts such as connectivity, cycles, and paths will be used 
only in their directed sense. We shall use D to denote a finite, k-connected 
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digraph on n vertices, without loops or multiple arcs but possibly containing 
cycles of length two. Let &O(D), m’(D), d(D) be the size of the largest subset S 
of V(D) such that D[S] contains no arcs, no cycles, no cycles of length two, 
respectively. 
Note that if G is an undirected graph and G is the symmetric digraph obtained 
by replacing each edge of G by a directed cycle of length two then cu(G) = 
cu”(G) = (Y’(G) = (Y’(G). 
Thus a’, LY’, 2 can each be considered as an extension of a: from graphs to 
digraphs. Moreover, by the definition of cue, (pi, (Y* we have 
3.1.1. cuO(D) c (Xl(D) s a*(D). 
Thus, any upper bound on a’(D) will also bound ar”(D) and (Y’(D). It follows 
that, although a0 is in some sense the most natural extension of cy to digraphs, it 
will be easier to obtain ‘Chvatal-ErdBs sufficiency conditions’ using 2 than (Y’ or 
CUO. 
3.2. Hamilton cycles and hamilton paths 
In [ll], Bondy suggested extending Theorem 1.1 to digraphs by conjecturing 
that if a’(D) <k then either D is hamiltonian or else D belongs to a finite set of 
exceptional graphs. Unfortunately, Thomassen and Chakroun have each con- 
structed an infinite family of conterexamples to Bondy’s conjecture for a’(D) = 2 
and a?(D) = 3, respectively. 
3.2.1. Non-hamiltonian digraphs D with (u*(D) = k = 2 [35]. See Fig. 3. 
3.2.2. Non-hamiltonian digraphs D with a’(D) = k = 3 [13]. See Fig. 4. 
However, if we allow ‘well characterised’ infinite families of exceptional 
~(3.2.1) 
Fig. 3. 
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~(3.2.2) ‘I 
Fig. 4. 
graphs, or, if we restrict ourselves to digraphs of connectivity at least four, then it 
is conceivable that Bondy’s conjecture is true. This suggests the following: 
Problem 3.2.3. Does there exist a non-hamiltonian D with e?(D) < k and k 2 4? 
Working in the opposite direction we raised: 
Problem 3.2.4 [30]. Given an integer m 3 1, does there exist a (least) integer 
J(m), i E (0, 1,2}, such that all h(m)-connected digraphs D with a’(D) <rn are 
hamiltonian? 
Using 3.1.1 it follows that if &(m) exists, then fi(m) and f2(m) both exist and 
h(m) sfi(m) <AAm). 
Thus the following result solves the ‘easiest’ form of the existence question 
stated in 3.2.4. 
Theorem 3.2.5 [29]. Zf k 3 2”(m + 2)! and (u*(D) s m then D is hamiltonian. 
We deduce that for all m 3 1, f*(m) exists and 
3.2.6. m s&(m) s 2”(m + 2)!, where the lower bound on f*(m) follows by 
considering the complete symmetric bipartite digraph Z?,,+r,, which is non- 
hamiltonian, (m - 1)-connected and (u’(&,_r,J = m. We next list some exact 
values of J(m), i E (0, 1,2} which have been obtained for small values of m. 
3.2.7. fo(1) =fi(l) =f2(1) = 1. 
fo(1) < 1 follows easily from Meyniel’s Theorem [33] on hamiltonian digraphs. 
Equality follows since all hamiltonian digraphs are necessarily strongly connected. 
Since any asymmetric digraph D which satisfies a’(D) = 1 is a tournament, 3.2.7 
can be considered an extension of Camion’s Theorem [13]. Deeper results for 
tournaments of large connectivity have been obtained by Thomassen [37]. In 
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particular he has demonstrated the existence of a function h(t) such that every set 
of t independent arcs in a h(t)-connected tournament is contained in a hamilton 
cycle. It seems likely that this result may be extended to the more general family 
of digraphs D which satisfy a”(D) = 1. 
3.2.8. f,(2) =f2(2) = 3. 
As pointed out by Mannoussakis (private communication) this follows from the 
following more general theorem of Heydemann. 
Theorem 3.2.8.1 [28]. Let D be a non-hamiltonian strong digraph with au’(D) = 2. 
Then D can be decomposed into two disjoint complete symmetric digraphs Z?W and 
k,, such that: 
(i) There exists a vertex u of &,, and the only possible arcs between Z?,,, and Z?,, 
are incident with u, or 
(ii) there exists an arc (u, v) with u E V(zm), v E V(lt,) and the only possible 
arcs between Z?,,, and I?,, are of the form (w, u) or (v, x) where w E V(Z?,,) 
and x E V(&), or 
(iii) there are only four arcs between g,,, and Z?,, and they form a cycle of length 
f our. 
3.2.9. f2(3) = 4. 
Chakroun and Sotteau have determined f2(3) explicity by proving: 
Theorem 3.2.9.1 [14]. The only non-hamiltonian 3-connected digraph D with 
d(D) ~3 is D(3.2.2), see Fig. 4. 
Using 3.2.7 and Theorems 3.2.8.1 and 3.2.9.1 we may deduce that if 
C?(D) s k + 1 and d(D) s 3 then D has a hamilton path. This leads us to 
propose the following generalisation of Corollary 2.3.2. 
Conjecture 3.2.10. If a’(D) =S k + 1 then D has a hamilton path. 
In fact even the stronger version of Conjecture 3.2.10 obtained by replacing 
d(D) by a’(D) is true for a’(D) s 2. This follows from 3.2.7 and from the 
following result of Chen and Manalastas: 
Theorem 3.2.11 [15]. Zf D is a strongly connected igraph with a’(D) d 2 then D 
has a hamilton path. 
3.3. (l,l)-factors and 2-cyclability 
Given an integer t 3 1, a (t, t)-factor of D is a spanning subgraph H such that 
d;(v) = di(v) = t for all v E V(D). We shall say that D is 2-cyclic if every pair 
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of vertices of D are contained in a common cycle. If D is hamiltonian then clearly 
D has a (1, 1)-factor and D is 2-cyclic. As some evidence in favour of the 
existence of J,(m) and fr(m) we have proved: 
Theorem 3.3.1[31]. Let p be a non-negative integer. Zf a’(D) s k - p then any set 
of vertex disjoint paths of total length at most p is contained in a (1, l)-factor of D. 
Note that Theorem 3.3.1 has been generalised to (t, t)-factors in [23]. 
Theorem 3.3.2 [30]. Let D be a k-connected digraph. Zf either 
(i) k 5 20’(D) - 1, or 
(ii) a’(D) s 2, k 2 3, or 
(iii) a’(D) s 3, k 2 15, 
then D is 2-cyclic. 
There remains: 
Conjecture 3.3.3 [30]. G iven any integer m > 1, there exists an integer g(m) such 
that every g(m)-connected digraph D with a’(D) s m is 2-cyclic. 
Note that Bermond and Lovasz [7] have asked whether there exists an integer 
k. such that all k,-connected digraphs are 2-cyclic. The difficulty of showing that 
such a k. exists is perhaps illustrated by the fact that even g(4) is not known to 
exist. 
3.4. Pancyclism 
We say that D is pancyclic if it contains cycles of all lengths between two and n. 
The first result, which follows immediately from a more general theorem of 
Thomassen [36] on pancyclic digraphs, generalises 3.2.7. The special case when D 
is a tournament, is due to Harary and Moser [27]. 
Theorem 3.4.1. Zf a’(D) = k = 1 then D has cycles of all lengths between three 
andn, na3. 
The next two results, due to Chakroun, give common generalisation of 
Theorem 2.2.1.(3) and 3.2.8 (h(2) =3), and Theorem 2.2.2 and Theorem 
3.2.9.1., respectively. 
Theorem 3.4.2 [14]. Zf d(D) s k = 2 then either D is pancyclic or else D is 
isomorphic to D(3.2.1), c.4, or c5. 
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O(3.4.3). 
Theorem 3.4.3 [14]. Zf g(D) s k = 3 then either D is pancyclic or else 
isomorphic to D(3.2.2), t&,3, G(2, 2, 2) or the digraph D(3.4.3) of Fig. 5. 
Fig. 5. 
Dis 
Thus perhaps even the following generalisation of Conjecture 2.2.4 is true. 
Conjecture 3.4.4. If c?(D) G k - 1 then D is pancyclic. 
Note that Conjecture 3.4.4 is valid for d(D) 6 3 by Theorems 3.4.1, 3.4.2, and 
3.4.3. 
3.5. Path/cycle covers 
We begin with a directed analogue of Conjecture 2.3.3. 
Problem 3.5.1. Given a, k 2 1, does there exist a (least) integer gi(a, k) 
[$(a, k)], i = 0, 1, 2, such that the vertices of every k-connected digraph D with 
d(D) ~a can be covered with gi(a, k) cycles [gi*(a, k) disjoint vertices and 
cycles]. Note that since k 2 1 we have g,(a, k) ~g”(a, k) whenever gf(a, k) 
exists. 
The following conjecture of Bermond is equivalent to the statement g,(a, 1) s a 
and would imply that gi(a, k) exist for all a, k 3 1. 
Conjecture 3.5.2 [6]. The vertices of every strong digraph D can be covered with 
a”(D) cycles. 
The conjecture holds for a’(D) = 1 by 3.2.7, and for o’(D) = 2 by: 
Theorem 3.5.3 [15]. The vertices of every strong digraph D with a’(D) s 2 can be 
covered by two cycles C1 and C2 such that C, f~ C2 is a (possibly empty) path. 
(Chen and Manalastas use Theorem 3.5.3 in order to deduce Theorem 3.2.11). 
Further evidence in favour of Conjecture 3.5.2 can be deduced from a theorem 
of Bondy [12] that every strong digraph D has a cycle of length at least x(D): 
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Theorem 3.5.4. Every strong digraph D has a cycle of length at least lDl/cu”(D). 
Heydemann has verified a weak form of Conjecture 3.5.2. 
Theorem 3.5.5 [28]. The vertices of every strong digraph D can be covered by 
al(D) cycles. 
It follows that g,(a, k) and g,(a, k) exist for all a, k 3 1 and that g,(a, k) G 
g,(a, k) 6 a. 
The proof technique used by Heydemann in obtaining Theorem 3.5.4 in fact 
yields the stronger result: 
Theorem 3.5.6. gg(a, k) Cg:(a, k) G a for all a, k 3 1. 
On the other hand, if D is the strong digraph obtained from two disjoint 
transitive tournaments on m vertices by adding two new vertices u and v together 
with the arc (v, U) and letting u dominate every other vertex of D and v be 
dominated by every other vertex of D, then every cycle of D contains u and v. 
Thus the minimum number of disjoint cycles and vertices needed to cover 
V(D) is m + 1. Since a’(D) = 2, it follows that gz(a, 1) does not exist for all 
a 22. 
As a first step in attacking Conjecture 3.5.2 we suggest an attempt to decide 
whether g,(a, 1) exists. 
Turning to path covers we have: 
Theorem 3.5.7 [24]. The vertices of any digraph D can be covered with w’(D) 
dtijoint paths. 
This answers the existence problem for path covers analogous to Problem 
3.5.1. There remains: 
Problem 3.5.8. Given a 3 1, k 3 0, determine the least integer hi(a, k)[hr(a, k)], 
i = 0, 1, 2, such that every k-connected digraph D with a’(D) s a can be covered 
with hi(a, k) paths [hT(a, k) disjoint paths]. 
Clearly hi(a, k) 6 hT(a, k). M oreover, Theorem 3.5.7 implies that h:(a, k) s 
hT(a, k) s h,*(a, k) - < a for all a 5 1, k 2 0. 
One can easily construct digraphs D which demonstrate that ho(a, 0) = 
hG(a, 0) = a for all a 5 1. 
For strong digraphs, the following conjecture of Las Vergnas is equivalent to 
the statement hz(a, 1) s a - 1 for all a 3 2. 
Conjecture 3.5.9 [6]. The vertices of every strong digraph D with CY’(D) 3 2 can 
be covered by a’(D) - 1 disjoint paths. 
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The conjecture holds for &O(D) = 2 by Theorem 3.2.11. As pointed out by 
Sotteau, we can use 3.5.6. to deduce the weaker result: 
3.5.10. qa, 1) G qa, 1) G a - 1 for all a 2 2. 
Indeed, 3.5.5 can also be used to give 
3.511. h&r, 1) < h,(a, 1) 6 [a/2] for all a 2 1. 
We close with the following analogous conjectures to 2.3.1 and 2.3.3. 
Conjecture 3.5.12. If a”(D) > k then the vertices of D can be covered 
g(O) - k disjoint paths. 
Conjecture 3.5.13. The vertices of any k-connected digraph D, k 3 1, can 
covered by [d(D)/kl paths. 
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