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A two-dimensional intermolecular potential energy surface for Ar-HF has been calculated using the 
many-body symmetry-adapted perturbation theory (SAPT). The H-F distance was kept constant at 
its equilibrium value. The interaction energies have been computed using an spdfg -symmetry basis 
optimized for intermolecular interactions. In addition, the dispersion and induction energies have 
been calculated in a few progressively larger basis sets to determine the basis set convergence and 
validity of the asymptotic scaling of those components. Converged results for the dispersion energy 
have been obtained by using a large basis set containing spdfgh-symmetry orbitals. The ab initio 
SAPT potential agrees well with the empirical H6(4,3,2) potential of Hutson [J. Chem. Phys. 96, 
6752 (1992)], including a reasonably similar account of the anisotropy. It predicts an absolute 
minimum of -207.4 cm-1 for the linear Ar-HF geometry at an intermolecular separation of 6.53 
bohr and a secondary minimum of — 111.0 cm-1 for the linear Ar-FH geometry at an intermolecular 
separation of 6.36 bohr. The corresponding values for the H6(4,3,2) potential are —211.1 cm-1 at 
an intermolecular separation of 6.50 bohr and — 108.8 cm-1 at an intermolecular separation of 6.38 
bohr. Despite this agreement in the overall potentials, the individual components describing 
different physical effects are quite different in the SAPT and H6(4,3,2) potentials. The SAPT 
potential has been used to generate rovibrational levels of the complex which were compared to the 
levels predicted by H6(4,3,2) at the equilibrium separation. The agreement is excellent for 
stretch-type states (to within 1 cm-1), while states corresponding to bending vibrations agree to a 
few cm-1. The latter discrepancies are consistent with the differences in anisotropies of the two 
potentials. © 1995 American Institute of Physics.
I. INTRODUCTION
Intermolecular potential energy surfaces (IPS’s) can be 
determined empirically from scattering data, molecular spec­
tra, and measurements of bulk properties, with the spectro­
scopic data providing usually most accurate information. The 
recent advances (1980s) in laser techniques and supersonic 
beams have opened the far-infrared region1 to studies, allow­
ing direct investigations of intermolecular vibration bands. 
Since such bands are very sensitive to the details of an IPS, 
the empirical potentials obtained using the far-infrared data, 
or the near-infrared data accurate enough to resolve the in­
termolecular vibration effects, are considered particularly ac­
curate. A benchmark system of this type is Ar-HF since its 
potential is deep enough to support several intermolecular 
vibrational levels. A large body of experimental data 
from radio-frequency,2 microwave,2-4 far-infrared,5 
mid-infrared,6-11 and near-infrared12,13 spectroscopies, as 
well as from scattering experiments,14-16 is available for Ar- 
HF. Several empirical potential energy surfaces17-19 have 
been generated using some of those data. In particular the 
most recent potential by Hutson has been extensively tested
a,Permanent address: Department of Chemistry, University of Warsaw, Pas­
teura 1, 02-093 Warsaw, Poland.
on data not used in the fit; it predicted accurately new bands 
in the spectra,11,1' and reproduced correctly the inelastic scat-
i  r
tering cross sections and pressure broadening and shifting 
coefficients.20,21 This potential can be used as a benchmark 
for ab initio work on the IPS of Ar-HF.
To date there have been very few ab initio studies on the 
Ar-HF complex. Calculations at the Hartree-Fock (HF) 
level22,15 are not reliable for a system like Ar-HF with a 
large dispersion interaction. In Ref. 22 a simple model ex­
pression for the dispersion component was added to the SCF 
interaction energy. The results of Ref. 15 have been used in 
construction of a semiempirical potential.23 The only post- 
Hartree-Fock calculations for Ar-HF have been recently 
performed by Tao et al.13,24 at the supermolecular fourth- 
order many-body perturbation theory (MBPT4) level. This 
calculation agreed with Hutson’s potential19 to about 20 
cm-1 at the minima.
In the present work the IPS of Ar-HF is computed using 
the many-body symmetry-adapted perturbation theory 
(SAPT). For a recent review of this approach see Ref. 25. 
SAPT calculates the interaction energy directly and there­
fore, in contrast to supermolecular methods, does not depend 
on a subtraction of large quantities yielding a much smaller 
quantity. The interaction energy in SAPT is represented as a
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sum of distinct, physically meaningful terms providing in 
this way more information about the investigated system 
than the supermolecular method does. The SAPT approach 
has been applied to two similar systems before; Ar-H2 (Ref. 
26) and He-HF.27 In both cases the potentials proved to be 
highly accurate providing rovibrational energy levels and 
transition energies which agree with experiment to within a 
fraction of cm-1 (see Refs. 28, 29). Ar-HF is, however, a 
more challenging system than Ar-H2 or He-HF since the 
interaction is much stronger. The primary minimum depth 
for Ar-HF is 4 times larger than for Ar-H2 and 5 times 
larger than for He-HF. Moreover, the IPS of Ar-HF is much 
more anisotropic than that of Ar-H2. The relative anisotropy 
is similar for Ar-HF and He-HF, which results in a factor of 
5 difference for the barrier of internal rotation.
The aim of the present work was to compute an accurate 
ab initio IPS for Ar-HF which can be compared to the em­
pirical IPS’s. This comparison should help to determine the 
correct functional form and parametrization for analytic rep­
resentations of the IPS. The SAPT calculation should also 
elucidate the physical origin of the anisotropy and other 
characteristics of the IPS from a quantitative analysis of the 
relative importance of the four fundamental interaction en­
ergy components (electrostatics, exchange, induction, and 
dispersion) in various regions of the potential. It will also test 
the accuracy of the SAPT treatment for an anisotropic atom-
E(2)cxch
piV _l zr(2)
^exch-ind ^exch-disp* (3)
The exchange-induction energy £exch-ind anc* the exchange- 
dispersion energy e^xch-disp represent the effect of the anti- 
symmetrization of the first-order induction and dispersion 
wave functions and can be viewed as a result of the coupling 
of the electron exchange with the induction and dispersion 
interaction.
For interactions of many-electron systems one has to use 
the many-body version of SAPT to systematically treat intra- 
monomer correlation effects. The many-body SAPT is based 
on the partitioning of the total Hamiltonian as H = F+V 
+ W, where the zeroth-order operator F= FA + FB is the sum 
of the Fock operators for the monomers A and B. The inter­
molecular interaction operator V=H-HA — HB is the differ­
ence between the Hamiltonians of interacting and noninter­
acting systems, and the intramonomer correlation operator 
W=WA + WB is the sum of the M<6ller-Plesset fluctuation 
potentials of the monomers; WX=HX—FX, X = A or B. The 
interaction operator V is taken in the nonexpanded form, i.e., 
it is not approximated by the multipole expansion. The inter­
action energy components of Eq. (1) are now given in the 
form of a double perturbation series
C O 00
Epoi 2
/=o
£ p o i '  a n d  ¿ I x c h E s
1 = 0
(m)
exch » (4)
(strongly^ polar molecule interaction. A brief discussion of where the superscripts n and / in the SAPT correction E<nl)
= + £éxch denote the orders of perturbation in V and inthe SAPT approach is given in Sec. II, and the numerical 
results are displayed in Sec. III. The latter section also de­
scribes the analytical fits to the computed points, analyses 
the method of asymptotic scaling for the dispersion energy, 
and makes comparisons to other work. Section IV discusses 
the results of rovibrational calculations performed using this 
IPS. Section V contains conclusions.
pol
W, respectively. Equations (2) and (3) allow the induction 
and dispersion parts to be written as E ^
/ )  ^
exch
17(2/) I 17(2/)
^exch-ind ^  exch-disp *
^ d
It is useful to introduce the quantity
(n)
pol (*)-2
/= 1
■^pol (5)
OUTLINE OF SYMMETRY-ADAPTED 
PERTURBATION THEORY
A detailed account of the many-body SAPT method used 
in the present work is given elsewhere30-34 and reviewed 
recently in Ref. 25. The outline presented below is mainly 
aimed at introducing the proper notation. The SAPT ap­
proach calculates the interaction energy £ int directly, as a 
sum of physically distinct polarization and exchange contri­
butions
E•mt
r - ( l )  1 z rO )  j _ r ( 2 ) 1 r ( 2 )  . 
^  poi ^  ^  exch ^  a  pol ^  ^  exch ^
•  • (i)
where Ep1^ is the classical electrostatic (Coulomb) energy 
calculated with full account of the charge-overlap (penetra­
tion) effects, £^1  is a sum of the induction and dispersion 
energies
£ (2! =^pol
/r(2) I ir(2) 
i^nd -^disp (2)
which represents the cumulative effect of all intramonomer 
correlation contributions to £ (p"} through kth order in W. The 
total nth order polarization energy can then be approxi­
mated by
* $ ( * ) E (n0)+e!'li(k).pol pol (6)
£pQ0) represents the simplest approximation to E ^  obtained 
by completely neglecting the intramonomer electron correla­
tion. Similar definitions are assumed for e ^ h(&),
a n d  « & ( * ) .  a s  w e l 1  a s  f o r  £ e x c h W -  £ in d (fc) -  a n d  £ d " s p W -
It can be shown35 that the Hartree-Fock interaction en­
ergy Efjf, defined as the difference of the Hartree-Fock en­
ergies for the complex and for the free monomers, is a sum 
of certain SAPT corrections. Specifically, the corrections
S&? . Eexch > ^ind'. £ cxdwnd - and some higher order induction_tjtt _ _
and exchange corrections are included in . Thus, ££[ can 
be represented as
+ StiS, (7)
HF
EHF _  £00) ^  pol
I? (20)
^  ind,resp
10) _j_ 17(20) I 17(20)
^ e x c h  ^¡nd.resp ^  exch-ind,resp
rigorously damped by the charge-overlap effects, and
^exch» n ~ ^ »2, are exchange corrections, which can be physi- ~inl
cally interpreted as an effect of the resonance tunneling of where
electrons between the interacting systems. In the second or- induction36,34 and exchange-induction energies37 calculated
and 17(20)^  exch-ind,resp are the second-order
der it is possible to split the exchange corrections into an 
induction and a dispersion part
with the inclusion of the coupled Hartree-Fock-type re- 
sponse of a perturbed system and SE\^  collects all higher-
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order induction and exchange corrections. We used the 
Boys-Bemardi counterpoise (CP) method38 to compute .
Equation (7) allows one to incorporate the Hartree-Fock 
interaction energy Zs-Jf into the expression for the SAPT in­
termolecular potential by replacing the low-order energy cor­
rections written down explicitly in Eq. (7) by the Hartree-
n I?
Fock interaction energy E”t . We utilized this possibility and 
the intermolecular potential energy surface computed in this 
work is defined as
J7 =  Z7HF4 -,:(1 )  m + * 0 )  (  0  \ 4 . 1 F ( 2 2 )  , t  f ( 2 2 )
i^nt i^nt pol.resp'' / e^xchv ' ind c^xch-ind
+ £< ^  2) + £^-disP • (8)
The correction e(p\<resp(3) is the response version of the com­
ponent 6p0|(3), and is defined in Ref. 33. The term lE\lf is 
analogous to the isfnjresp correction developed in Ref. 34. 
This so-called true correlation contribution collects those 
parts of the energy which are not included in £jndtreSp- 
We have used 'E- f^ rather than £ j2^ resp since at the present 
time we can calculate the asymptotic constants only for the 
former component. The induction energy in the zeroth order 
with respect to W is significantly quenched by its exchange 
counterpart and the same must be true in the case of '£• ^ . 
Thus, including this term without a corresponding exchange 
correction would not be appropriate. Since the correction 
e^xch-ind which accounts for such quenching has not been 
coded yet, we have estimated it by scaling the uncorrelated
quantity with the factor i^nd^ i^nd.rcsp» i-e->
tF ( 22)
'£(22) ^£(20) __ ¡[¡1_ (9)
exch-ind exch-ind,resp 17(20) *
ind.resp
III. NUMERICAL RESULTS AND DISCUSSION 
A. Basis sets
The geometry of the Ar-HF molecule can be described 
by three parameters; /?, <9, and r. R is the intermolecular 
distance measured from the Ar atom to the center of mass of 
the HF molecule, 6 is the angle between the lines going from 
this center of mass to the Ar and H atoms, and r is the H-F 
distance. In the present calculation r was held constant at the 
equilibrium value re —1.7328 bohr optimized by Cade and 
Huo in Ref. 39 at the Hartree-Fock level. We have adopted 
this value following Refs. 40, 15. This value is quite close to 
the experimental re recommended by Huber and Herzberg,41 
equal to 1.732 52 bohr. (Notice that Hutson19 uses a still 
another value of 1.732 58 bohr). The closeness of the Cade 
and Huo re to the experimental one is somewhat fortuitous 
since more advanced methods which include electron corre­
lation give re which is farther from experiment. For example 
at the MBPT4 level of theory Tao and Klemperer24 report 
re = 1.739 bohr. All those differences are, however, inconse­
quential for the present work. We have used masses of 
1.0078 amu for !H and 18.9984 amu for 19F (rounded values 
from Ref. 42) which gives the position of the center of mass 
at 0.087 289 bohr from F.
The potential energy surface was determined by calcu­
lating the interaction energy at intermolecular distances of 
5.5, 6.0, 6.55, 7.0, and 8.0 bohr, where for each distance the
angle 6 was varied from 0 to 180 deg in increments of 45 
deg. In addition at R = 6 and 6.5 bohr calculations were done 
for angles 22.5, 67.5, 112.5, and 157.5 deg. There was no 
need to compute points for R> 8 bohr since in this region 
both the exchange and overlap effects are small and the as­
ymptotic expansion with coefficients computed in the same 
basis set can be used.
All terms were computed using a basis set consisting of 
95 spherical Gaussian-type orbitals (basis A). Due to a rela­
tively slow convergence of the second-order dispersion en­
ergy E¡j20p, this component was also calculated in two pro­
gressively larger basis sets consisting of 151 spherical 
Gaussian-type orbitals (basis B) and 212 orbitals (basis C). 
The final potential included E^  computed in basis C and all 
other corrections computed in basis A. Another possibility 
would have been to use the asymptotic scaling results dis­
cussed in Sec. Ill C, but we have not done so. All the basis 
sets contained isotropic parts contracted from the recent op­
timizations by Partridge.43 Since the contractions are made 
from large primitive sets, it is expected that these functions 
have slowly decaying tails providing a reliable representation 
of orbitals at the position of the interacting partner. Never­
theless, all our calculations have been performed in dimer- 
centered basis sets to assure accurate description of the ex­
change components. Most of the exponents of the functions 
included in the polarization part of the basis sets have been 
optimized for intermolecular interactions, either by optimiz­
ing the dispersion energy or the atomic polarizabilities. Such 
functions are important for obtaining saturated values of dis­
persion components. For a convenient reference the polariza­
tion exponents are displayed in Table I.
Basis set A was composed from [8s5/?2<r/lƒ \gl 
6s3p2d\f/3s2p\d] orbitals. The isotropic [8s5/7] basis 
for Ar was obtained by contracting the Ar lS (20s, 15/?) 
basis set of Partridge43 to [755/?] and adding one diffuse s 
exponent. The contraction for s orbitals was 7,3X10,1,1,1 
using consecutive exponents. The contraction coefficients 
were taken from Is , Is, 2s, and 3s orbitals, respectively. 
The additional diffuse exponent was computed from the two 
smallest s exponents assuming even tempered progression 
and was equal to 0.062 577. The p set was contracted as 
7,2X6,1,1 and the contraction coefficients were taken from 
2/?, 2/7, and 3p orbitals, respectively. The polarization func­
tions [2d\f] for Ar were from the work of Chalasinski 
et al.44 with corrections described in footnote 33 of Ref. 26. 
The g exponent was taken from Ref. 26 where it was opti­
mized for the dispersion energy of Ar-H2. The isotropic part 
of the F basis was obtained by contracting the F 2P 
(1 8s 13/?) set of Partridge.43 The s part used the contraction 
6,2X9,1,1,1 where the first contracted orbital used the 3rd 
through 8th largest exponents, while the next two contracted 
orbitals used exponents 1,2, and 9-15. The contraction coef­
ficients were taken from orbitals 1$, Is, and 2s, respectively. 
The p part was contracted as 10,2,1. The polarization set 
[2d\f] was the same as used in the basis denoted as 
(2df,2dp)' in Ref. 32 and originates from Refs. 45. The s 
basis for H was obtained by contracting the Partridge 
(12s) set as 10,1,1. The polarization functions on hydrogen 
were the same as in basis C of Ref. 26 (with exponents
J. Chem. Phys., Vol. 103, No. 14, 8 October 1995
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TABLE I. Polarization exponents for the Ar, H, and F atoms in basis sets A, B, and C. If an orbital is contracted, contraction coefficients are shown in 
parentheses under the exponents.
A B C
At H F Ar H F Ar H F
p 0.392
0.142
1.302
0.472
0.171
1.500 000 
0.562 500 
0.210 938 
0.079 102
(I 0.840 0.226 2.953 2,0.918 6 
(0.183 53,0.510 58)
1.868 0.538 2.953 2,0.918 6 
(0.183 53,0.510 58)
1.868 1.500 000 2.953 2,0.918 6 
(0.183 53,0.510 58)
0.174 0.266 8,0.077 5 
(0.699 25,0.429 26)
0.351
0.166
0.234 0.266 8,0.077 5 
(0.699 25,0.429 26)
0.351
0.166
0.562 500
0.210 938 
0.079 102
0.266 8
0.143 795 
0.077 5
ƒ 0.230 0.275 0.490
0.196
0.299 0.275 0.490
0.196
0.36
0.12
1.012 5 
0.367 5 
0.1125
s 0.283 0.566 0.335 0.566 0.6
•
0.251 0.251 0.2
h 0.565 0.565
optimized on the dispersion energy of water dimer and 
Ar-H2).
The 151-function set B consisted of [Ss5p3d2f2g\h/ 
6s3p2d\flg/3s3p2d\f] orbitals. The isotropic component 
of the basis set was the same as in basis A. The polarization 
exponents of the Ar and H basis sets were taken the same as 
in basis set D of Ref. 26 and were optimized on the Ar-H2 
dispersion energy. The polarization set for F was taken from 
basis A enlarged by adding one g function with the exponent 
minimizing the second-order dispersion energy of Ar-HF.
The 212-function set C consisted of [8s5p3d2f2g\h/ 
6s5p4d3f2g/5s4p4d2f] orbitals. The whole Ar basis sets 
was identical to basis B. The isotropic parts of F and H 
orbitals were taken from Partridge43 but with less restrictive 
contractions than in basis sets A and B. For F the s set was
orbitals on Ar than bases B and C. The HF orbitals in basis D 
were the same as in basis C.
Initially the MOLECULE-ALCHEMY group of computer 
codes48 and later the a t m o l  package49 were used to calculate 
the SCF orbital energies and one- and two-electron integrals 
necessary for the SAPT calculations. Both packages are in­
terfaced with the computer programs50 calculating the SAPT 
corrections.
B. Analytical potential fits
The interaction energy as computed by SAPT can natu­
rally be divided into four fundamental types of interactions: 
electrostatic, induction, dispersion, and exchange. We have 
the same as in bases A and B except that the two largest fitted each such component separately. The electrostatic com- 
exponents were removed. These very large exponents have
no effect on the dispersion energy. The p-symmetry set was 
contracted as 8,2,1,1,1. The H s-symmetry basis was con­
tracted as 8,1,1,1,1. The polarization functions for these at­
oms were taken partly from Refs. 45 and 46. Although in the 
latter work the exponents were not optimized, these were 
judiciously chosen to span the range of exponents needed to 
describe the dispersion effects. The ¿/-symmetry orbitals for 
F were the same as in basis A except that the second, two- 
term orbital (with smaller exponents) was de-contracted and 
an orbital with the exponent 0.143 795 being the geometrical 
average .of those two exponents was added. The ƒ  and g 
exponents on F were taken from Ref. 46 (except that the 
smallest ƒ  exponent was slightly changed, from the value of 
0.1225 to 0.1125). The p and d orbitals for H had identical 
exponents, which are the He exponents from Ref. 46 rounded 
to the number of digits given in Table I. The ƒ  exponents for 
H were taken from Ref. 46.
The long-range constants have also been computed in a 
still larger basis D consisting of [1 \s9p5dAf3g\h] 129- 
term set on Ar taken from Ref. 47 except for the h orbital 
which was taken from basis B. Basis D contains 48 more
ponent was approximated by Ep0i(3), the dispersion compo­
nent by £ ,^ p(2). The induction component was taken as
p( 2) 
■^ind
77(20) . tp(22) 
•^indjesp ^ ind
and the exchange one as
F =/r(1) (l\-\-/r(2°) _i_ p(20) \tp(22)
^exch -^exchv^/ ^  exch-ind,resp ^  exch-disp ^exch-ind"
t i n
An additional quantity fitted separately was £££[ defined by 
Eq. (7). Of the 33 computed points, 29 were used in the fits 
and 4 (intermediate angles at R=6.5 bohr) were used to 
check the quality of it.
The fitting formula was chosen in the form of the fol­
lowing general expansion:
m^ax
v (/? ,0 )= 2
/ = 0
nmax
I D-n
n = nmm
P/(cos 6), (10)
where Pt(cos 0) are Legendre polynomials, the nonlinear pa­
rameters are expressed as
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TABLE II. Parameters defining our fits to the computed interaction energies. Long-range induction and disper­
sion coefficients are found in Tables III and IV. All parameters are in hartrees and proper powers of bohr. 
Numbers in parentheses denote powers of ten.
Component Coeff. 1=0 1=1 1 = 2 1=3 1=4
Electrostatic < -0.787 154(2) -0.814 187(1) 0.115 814(2) 0.380 765(1) 0.209 752(1)
A\ 0.154 047(2) -0.224 355(1) -0.423 796(1) -0.131 167(1) -0.421 158(0)
A '2 -0.829 802(0) 0.328 923(0) 0.333 781(0) 0.699 380(— I) -0.804 942(—3)
0 1.673 0.074
Induction A'o -0.760 212(3) -0.651 999(2) -0.146 926(3) -0.168 611(3) —0.309 369(2)
A\ 0.147 678(3) 0.133 718(2) 0.746 168(2) 0.367 843(2) -0.212 661(1)
A 2 -0.946 511(1) -0.125 292(1) -0.628 327(1) -0.229 429(1) 0.791 424(1)
0 2.086 -0.055 -0.090
'0 12.35
Dispersion A'o -0.350 389(1) 0.253 523(0) -0.380 311(0) -0.509 571(0) —0.997 917(— 1)
0 1.510 -0.060 -0.013
0 1.789
Exchange A'o 0.742 615(3) 0.112 292(3) 0.193 929(3) 0.165 840(3) 0.361 399(2)
A ', 0.150 393(2) -0.122 358(2) -0.531 353(2) -0.895 990(1) 0.112 890(1)
0 2.040 -0.051 -0.059
<5EhfUL^U\\ A'ü -0.382 200(2) 0.168 440(1) -0.348 877(1) -0.168 004(2) -0.955 526(1)
A\ 0.200 227(1) -0.118980(1) -0.437 492(0) 0.327 184(0) 0.628 257(0)
0 2.084 -0.054 -0.108
/3(0) = 2  /3'P,(cos 0), (11)
1 = 0
'max
0{6) = X  P'P,(cos 0), (12)
1 = 0
and the damping functions were chosen to be51
n
Dn(/3,R)=l —exp( — (3R) 2  (/3R)m/ml (13)
m = 0
The parameters in the above expressions were deter­
mined by global least-square fits to computed points except 
for the Cln constants which have been computed from mono­
mer's properties. The R~n terms were not present in the
T T P
electrostatic, exchange, and components. The latter
component does in fact contain terms vanishing as R~n, 
however, the leading power is /7 = 10 and we have checked 
that their inclusion is nonessential. It is desirable to weight 
the computed points in the least-square fits so that the rela­
tive errors of the fit at all points would be of the same order. 
Hence we have weighted the electrostatic, induction, and
—  L I C  Q n
SEjnt components with e , the exchange component with
9 R 19
e~ , and the dispersion one with R . The free parameters of 
the fits are given in Table II, while the Cln constants are 
displayed in Tables III and IV. As the data in Table II show, 
depending on the component we have used the polynomials 
in R ranging from the zeroth to second order [i.e., /max=0, 1, 
or 2 in Eq. (10)]. The order has been determined by the 
required accuracy of the fit. We have also tried to approxi­
mate the short-range part by double exponentials, but the 
resulting fit was somewhat worse and led to unphysical val­
ues of parameters. Our linear expansion in Pt has been trun­
cated at / = 4 which is the maximum value allowed by the 
number of computed 6 points. The expansions of the nonlin­
ear parameters were truncated at P] or P2 for while it was
restricted to only a single term for p. As seen in Table II, the 
parameters 0  and p  are quite different. This is to be con­
trasted with the H6(4,3,2) potential of Hutson19 discussed 
later in which the nonlinear Born-Mayer and damping pa­
rameters were taken to be the same.
The constants Cln have been computed using the Polcor 
program of Wormer and Hettema52 and the same basis sets as 
in the SAPT calculations (monomer-centered parts). This 
program utilizes a many-body perturbation expansion of the 
asymptotic coefficients which is equivalent to the expansion 
of polarization energies in orders of W. We have checked the 
correctness of those constants and consistency between the 
two approaches by performing a calculation for large R = 18 
bohr at a few values of 6. The agreement between the results 
given by the MR series truncated at n = \2 and the computed 
quantities was between 0.004% and 0.3%. Since at such dis­
tance the overlap and exchange effects are negligible, this 
discrepancy can be due only to the truncation of the MR 
expansion or to numerical inaccuracies in computations of 
the SAPT quantities resulting from inaccuracies of integrals 
at such large R. All the coefficients given in Tables III and 
IV have been used in the fits, i.e., the expansion was trun­
cated at C]2. The energy corrections E^  and edisp(2) con- 
tributing to the dispersion component were calculated in two 
different basis sets, C and A, respectively. Thus, the Cln co­
efficients computed in those two bases were added to obtain 
the global coefficients for expanding the dispersion compo­
nent.
In Tables III and IV we have included also the coeffi­
cients Cln computed in basis D. The original idea was to use 
these coefficients to scale the dispersion energy. However, in 
view of the observations made in Sec. Ill C we have not used 
any scaling in the results presented in this paper and all E ^  
energies displayed in the tables and used in the final fit were 
computed in basis C. The Cln constants computed in basis D 
could be somewhat more accurate than the best quantities to
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TABLE III. Long-range dispersion coefficients for and e^p(2). The consecutive values are the coefficients 
for calculated in basis sets D, C, B, and A (upper part) and for €¡¡¡^ (2) calculated in basis sets D, C, and 
A (lower part). All parameters are in hartrees and proper powers of bohr. The numbers in parentheses denote 
powers of ten.
— C1 -C\+' — /"*f *-8 — C1 L 10
✓"*»/ + 1 
L 1 1 — Cl 12
1=0 0.351 317(2) 0.395 101(2) 0.636 711(3) 0.100 226(4) 0.154 168(5) 0.317 186(5) 0.388 036(6)
0.343 151(2) 0.385 511(2) 0.612 406(3) 0.961 831(3) 0.135 758(5) 0.279 763(5) 0.315 389(6)
0.341 949(2) 0.380 026(2) 0.594 939(3) 0.940 016(3) 0.126 878(5) 0.255 743(5) 0.271 326(6)
0.340 681(2) 0.378 483(2) 0.578 224(3) 0.904 797(3) 0.113 859(5) 0.251 192(5) 0.216 250(6)
1=2 0.326 662(1) 0.111 311(2) 0.149 770(3) 0.606 839(3) 0.392 328(4) 0.192 312(5) 0.133 395(6)
0.318661(1) 0.108 555(2) 0.145 397(3) 0.588 707(3) 0.367 707(4) 0.179 945(5) 0.115 283(6)
0.316 687(1) 0.106 664(2) 0.149 832(3) 0.561 963(3) 0.390 740(4) 0.167 572(5) 0.119 179(6)
0.324 694(1) 0.110 745(2) 0.151 788(3) 0.643 956(3) 0.431 090(4) 0.197 739(5) 0.126 186(6)
1=4 0.331 326(2) 0.777 444(2) 0.138 550(4) 0.301 113(4) 0.467 652(5)
0.323 066(2) 0.757 965(2) 0.133 911(4) 0.290 223(4) 0.429 246(5)
0.319 225(2) 0.714 769(2) 0.121 095(4) 0.216 435(4) 0.377 465(5)
0.389 239(2) 0.985 775(2) 0.197 390(4) 0.483 995(4) 0.652 571(5)
1=6 0.172 449(3) 0.397 136(3) 0.631 501(4)
0.168 122(3) 0.387 143(3) 0.606 503(4)
0.133 257(3) 0.175 358(3) 0.243 143(4)
0.232 108(3) 0.633 507(3) 0.112 721(5)
1 =8 0.993 382(3)
0.968 950(3)
0.180 023(3)
0.164 211(4)
1=0 0.162 574(1) 0.788 358(1) 0.154 652(3) 0.368 791(3) 0.546 008(4) 0.150 203(5) 0.178 057(6)
0.251 737(1) 0.874 685(1) 0.162 753(3) 0.374 804(3) 0.512 223(4) 0.137 630(5) 0.151 456(6)
0.275 956(1) 0.861 991(1) 0.160 094(3) 0.357 865(3) 0.445 912(4) 0.116 763(5) 0.107 808(6)
1=2 -0.482 913(0) 0.954 278(0) 0.623 397(0) 0.103 249(3) 0.523 715(3) 0.596 687(4) 0.314 422(5)
-0.396 739(0) 0.122 811(1) 0.320 009(1) 0.115 089(3) 0.579 180(3) 0.593 366(4) 0.297 030(5)
-0.441 091(0) 0.118 342(1) 0.655 581(1) 0.133 632(3) 0.975 344(3) 0.671 907(4) 0.435 516(5)
1=4 0.235 278(1) 0.811 741(1) 0.266 782(3) 0.555 834(3) 0.148 286(5)
0.315 217(1) 0.993 478(1) 0.290 152(3) 0.600 425(3) 0.144 275(5)
0.289 292(1) 0.850 444(1) 0.388 148(3) 0.999 211(3) 0.211 470(5)
1=6 0.238 910(2) 0.825 497(2) 0.154 786(4)
0.277 690(2) 0.909 114(2) 0.161 629(4)
0.245 464(2) 0.406 72(2) 0.242 723(4)
1=8 0.308 609(3)
0.327 740(3)
0.465 251 (2)
TABLE IV. Long-range induction coefficients for E¡„d.resp • The consecutive values are calculated in basis sets 
D, C, and A. All parameters are in hartrees and proper powers of bohr. Numbers in parentheses denote powers 
of ten.
r'l
c 6 c f ' r 1
/^ l + 1 c 9 Cl 10
+ I 
L 1 1 C1 '-l2
/=0 0.614 858(1) 0.506 920(2) 0.120 517(3) 0.104 128(4) 0.260 767(4) 0.270 149(5) 0.539 474(5)
0.593 144(1) 0.489 018(2) 0.111 780(3) 0.955 255(3) 0.204 151 (4) 0.200 289(5) 0.345 244(5)
0.589 314(1) 0.487 524(2) 0.108 115(3) 0.914 594(3) 0.188 886(4) 0.182 402(5) 0.293 702(5)
1=2 0.614 858(1) 0.337 947(2) 0.221 381(3) 0.861 173(3) 0.292 213(4) 0.214 066(5) 0.132 915(6)
0.593 144(1) 0.326 012(2) 0.209 978(3) 0.806 132(3) 0.246 018(4) 0.175 692(5) 0.942 985(5)
0.589 314(1) 0.325 016(2) 0.205 606(3) 0.769 685(3) 0.229 931(4) 0.159 505(5) 0.831 216(5)
1=4 0.101 674(3) 0.273 686(3) 0.175 151(4) 0.718 847(4) 0.730 913(5)
0.980 832(2) 0.264 021(3) 0.165 340(4) 0.665 537(4) 0.583 978(5)
0.972 945(2) 0.254 921(3) 0.154 790(4) 0.603 116(4) 0.516 992(5)
1=6 0.676 754(3) 
0.652 854(3) 
0.610 138(3)
0.154 947(4) 
0.149 475(4) 
0.134 041(4)
0.230 508(5) 
0.210 984(5) 
0.181 955(5)
1=8 0.336 840(4) 
0.324 945(4) 
0.275 024(4)
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date obtained by Thakkar, Hettema, and Wormer. Our basis 
set for HF is much larger than that used in Ref. 47, while our 
Ar set is taken from that work and additionally includes the 
h orbitals. We have also computed the coefficients C\, and 
Cl]2 which have not been published before. Notice that the 
values in Table VIII of Ref. 47 are sums of the coefficients 
corresponding to and ^ p(2) and include a small con­
tribution from RPA diagrams of higher order. Notice also the 
sign misprints in that table (all coefficients with odd n should 
be positive). It can be seen in Tables III and IV that the 
changes of the coefficients with the increase of the basis set 
are rather irregular (cf. Sec. Ill C). The only regularity is that 
the leading coefficients for each n increase in absolute value 
upon expansion of the basis. Even this regularity is absent 
when comparing the basis D results with those of Ref. 47. 
The C°, C°, C(,o, and C40 coefficients in basis D are 1.2%, 
2.2%, 3.7%, and 1.8% larger in magnitude, respectively, than 
those from Ref. 47. All of the remaining coefficients are 
smaller in magnitude, with the decreases ranging from 0.1%
to 19%.
The fit of Eq. (10) recovers the computed points to 
within 3 cm-1 even at R — 5.5 and much better for larger R. 
The relative accuracy is better than 1 % except obviously in 
the region where the interaction energy passes through zero. 
This fit was checked on the interaction energies in the four 
points not used in the fitting; R = 6.5 bohr and 0=22.5°, 
67.5°, 112.5°, and 157.5°. The deviations from the predic­
tions of the fit were 1.2, 2.2, 1.5, and 1.2 cm-1, respectively. 
The form of the potential given by Eq. (10) has been chosen 
over the more standard form involving only a linear expan­
sion in Pt to allow more flexibility of the potential in func­
tion of 6, and it may even be too flexible. Indeed, when the 
expansions in Eqs. (11) and (12) were extended to /%, the fit 
exhibited undulatory behavior as function of 6 between the 
computed points. In order to check if the flexibility of the fit 
given in Table II is not excessive, we have also computed the 
fit in the standard form
/max
V(R,0) = ^  V,(R)P,(cos 0),
1 = 0
where the radial functions are given by
(14)
V,(R)
nmax
P'R+ 2  Dn((3l,R)ClnR— n
n = nm m
(15)
The major difference between the fits of Eqs. (10) and (14) is 
in expansion of the parameters themselves in P,(cos 6), 
which leads to increased flexibility in 6 for the former fit.
of Eq. (14) using terms up to / = 8 in order to achieve con­
vergence of dynamics calculations.] However, the fit of Eq. 
(14) (with practically the same number of nonlinear param­
eters as in Table II but with a somewhat larger number of 
linear parameters for some components) turned out to be 
very close to the fit of Eq. (10), with differences of the order 
of a few cm-1 only (in the minima region). The fit of Eq. 
(14) was somewhat more undulatory than the fit of Eq. (10). 
When used in the calculations of rovibrational spectra de­
scribed in Sec. IV, the band origins from the two fits differed 
by less than 1 cm-1. Thus, expansion through 1=4 in Eq. 
(10) is sufficient at the present level of accuracy. Hutson’s 
use of a longer expansion was most likely related to his 
calculation aiming for a higher accuracy (about 0.001 cm '1) 
in fitting the experimental spectra.
In the following subsections the SAPT potential will be 
extensively compared to the H6(4,3,2) potential of Hutson.19 
Therefore we give a brief definition of that potential. It was 
obtained using the analytical form
V(R, 77, 0)=A(0,7/)exp[ - j8( 0, ?)*] + Vmd(R,0,77)
+ 2  D JB (0 ,V),R-\C„(0,V)R
— n
(16)
n
The parameter 77 describes the dependence on the vibrational 
state of HF; 77 = (v + t)/ hf* where v is the vibrational 
quantum number and /¿HF is the reduced mass of HF. Since 
our work was restricted to a single value of 77= 0, we will not 
need to consider this parameter explicitly. The damping 
functions are analogous to Eq. (13) with the same (3 as in the 
Bom-Mayer part. The well depth, radial position of the 
minimum, and the potential hardness parameter ¡3 were ex­
panded as a double series in powers of 77 and Legendre poly­
nomials of cos 6 using a total of 22 free parameters. These 
expansions can be related to the linear parameters in Eq. (16) 
by an algebraic transformation. According to Hutson19 such 
expansion reduces the correlation between the fitted param­
eters. Some parameters in Hutson’s fit were taken from 
theory. The dispersion coefficients C6 and C7 in Eq. (16) 
were fixed at their theoretical values and C9 was taken to be 
0. The values of — Cg, — C\, ~C\y and — C] were 34.31, 
2.72, 22.59, and 41.76, respectively, which can be compared 
with the corresponding values from Table III; 36.76, 2.78, 
47.39, and 12.09. Thus, while the C6 coefficients are rather 
close, the C7 coefficients differ by a factor of 2-3. The co­
efficient C8 was a free parameter of the fit and Cj0 was set 
proportional to C8 with the ratio of C ,0 to C8 the same as 
found by Douketis et cilP and equal to 25 o\. Results of 
Table III show that the value for this ratio computed by us is
The potential of Eq. (14) seemingly contains a similar flex- 26.38 <25 for the isotropic coefficient, in a reasonable agree-
ibility since the nonlinear parameters in the exponentials can 
be chosen different for each /. However, the optimized val­
ues of these parameters have usually been close to each other 
(but ft). In fact, one might worry that the fit of Eq. (14) 
with the P{ expansion truncated at 1=4 may be not flexible 
enough since the work of Hutson19 suggested that the linear 
P{ expansion is slowly convergent for Ar-HF. [In Ref. 19, 
the potential obtained in the form of Eq. (16), vide infra, had 
to be subsequently expanded in Legendre polynomial series
ment with the value used by Hutson, but other components 
differ significantly. The induction term in Eq. (16) was cal­
culated using the point charge plus quadrupole (PCQ) 
model, i.e., the induction energy was approximated by the 
classical interaction of the fixed charge distribution on HF 
with induced multipoles on Ar,
Vmi(R,0,77)
1
2
aM\F(R,0,V)\\ (17)
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where F is the electric field at the Ar atom due to the PCQ 
charge distribution and aAr is the polarizability of Ar. The 
PCQ charge distribution consists of point charges +q and 
-q placed on the H and F atoms, respectively, and a quad- 
rupole placed on the F atom. The values of q were deter­
mined so as to reproduce the known dipole moment of HF. 
This charge distribution inherently contains higher-order 
multipole moments and gives rise to an induction energy 
consisting exclusively of terms which vary as R~'\ n^6  (the 
exponential terms due to damping and penetration, discussed 
in more detail in Sec. Ill D, are neglected). It should be 
noted, however, that the R~s contribution resulting from the 
interaction of the HF dipole moment with the induced quad- 
rupole moment on Ar is not included in this model.
C. Asymptotic scaling
One of the major sources of error in SAPT, as well as in 
other methods of calculating intermolecular potentials, is due 
to the finite size of the basis set used. In the SAPT approach 
the rate of convergence of each correction with respect to the 
basis set size can be considered separately. It has been 
shown53,32 that the relatively slow convergence of the correc­
tion E is most critical for the accuracy of the total inter­
action energy. For Ar-HF near the primary minimum E ^  
calculated in basis sets A, B, and C is —265.3 cm“ 1, —278.8 
cm-1, and —281.6 cm-1, respectively. Fortunately, E ^  is a 
relatively simple correction and can be computed in basis 
sets much larger than one would be able to use for some 
other corrections. There exists, however, a possibility of pre­
dicting more accurate values of this correction without ex­
tensive, large-scale calculations. This possibility arises from 
the long-range analysis of the dispersion energy and can be 
called asymptotic scaling method (ASM). It consists of the 
following procedure. First ZTj2!  ^ is computed in a modest ba­
sis set, the same basis set as used to compute the other en­
ergy corrections. E ^  is then fitted to an appropriate func­
tional form [see Eq. (10)] using fixed long-range coefficients 
computed in the same basis set. The long-range coefficients 
C!n used in the original fits are then replaced by the long- 
range coefficients computed in a much larger basis set. Since 
calculation of the C'n constants involves only monomer’s ba­
sis set and needs to be done only once, much more functions 
per monomer can be employed with still modest use of com­
putational resources.
The method of asymptotic scaling was applied to 
He-HF in Ref. 27. The method was applied without check­
ing if the scaled energy agrees with the actual value of the 
dispersion energy computed in the large basis. Nevertheless, 
the total potential with the scaled dispersion energy was very 
successful in predicting spectra of He-HF.29 In the present 
work we were able to perform a precise comparison using 
basis sets A, B, and C, which allows to check three different 
scalings: A —>B, A—>C, and B—>C.
The application of ASM will improve the accuracy of 
the dispersion energy only if the basis set convergence of the 
purely exponential term and of the damping parameters is 
faster than the convergence of the asymptotic coefficients. A 
priori one could speculate that this should happen since the 
exchange energies, similar in character to the purely expo­
nential and damping parts, converge faster than the disper­
sion energy. It is obvious, however, that ASM is not guaran­
teed to work in all cases. Consider, e.g., a hypothetical 
calculation in which monomer A is expanded in a complete 
basis while monomer B uses a poor basis. In this case the 
dispersion energy calculated in the dimer basis set will be 
exact while the dynamic polarizabilities of the monomer B 
computed in the poor basis will be inaccurate. In this case, 
the application of ASM obviously cannot not improve the 
energy.
We have found that the results of ASM for Ar-HF are 
rather discouraging. Because of this fact and because a de­
tailed description of the numerical experiments would be 
quite lengthy, we give only a summary of the results. All the 
results described below have been obtained using fits of the 
functional form of Eq. (10) with the ranges of summation the 
same as in Table II.
The Zs|jisp energy has been scaled from basis A to bases B 
and C and from basis B to C. The numbers quoted below are 
computed at R = 6.5 bohr and 6= 0° and are typical for the 
van der Waals minimum region. Let us first consider the 
A —^ B scaling. As one may see from Table III, some coeffi­
cients Cln in basis set B are larger in absolute value, while 
other are smaller than in basis A. The leading coefficients 
(smallest / for given /?) are always larger in basis B (from
0.4% to 25%). In contrast, all the remaining coefficients are 
smaller in basis B, up to as much as 89% (for /? = 12 and 
/ = 8). It turns out that the effect of the leading terms is can­
celed and the sum through n = 12 of the undamped multipole 
expansion is by 0.5% smaller in basis B than in basis A. 
Therefore ASM actually reduces the absolute value of basis 
A result. At the same time the correction E{^ ]p computed 
accurately is by 5% larger in basis B than in basis A. The fit 
to the points computed in basis B shows that this increase 
results from the increase of the exponential term (by 10%) 
and the decrease in the damping correction (by 22%) com­
pared to basis A.
The situation is somewhat different but equally unsatis­
factory when performing scaling from basis A to C. The 
relation of the coefficients Cln computed in basis C to those 
of basis A is similar to that discussed above for bases A/B, 
except that increases of the coefficients are approximately a 
factor of 2 larger while the decreases are a factor of 2 
smaller. The net effect is that the sum through /z = 12 of the 
undamped multipole expansion is by 2% larger in magnitude 
in basis C than in basis A. In ASM this leads to an increase 
in magnitude of the dispersion energy by about the same 
percentage, much less than the required 6% achieved at finite 
R. Since in fitting the points computed in basis C the damp­
ing parameters optimized to practically identical values as in 
basis A, the remaining increase was produced by a signifi­
cantly larger exponential term.
The scaling from basis B to C has been the most suc­
cessful, correctly predicting the 1% increase in the dispersion 
energy. A more careful inspection of the data shows, how­
ever, that this success can be viewed as somewhat accidental 
since the exponential term in the scaled potential is [as a 
fraction of E ^ ]  2% too small in magnitude compared to its 
value in the fit of basis C.
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TABLE V. Components of the interaction energy computed near the 
minima. Energies are in cm-1, distances in bohr, and angles in deg. All 
components were calculated in basis A except for E ^ ]p which was calculated 
in basis C. The intermolecular distance R=  6.5 bohr and r = 1.7328 bohr in 
all calculations.
e 0.0 90.0 180.0
£•00) 
^  pol
rrUO)
^c x c h
-56.21 -41.96 -31.19
338.21 135.29 103.63
r(20)
^  ind.rcsp -272.59 -49.55 -38.57
IT (20)
^cxch-ind.rcsp 92.10 36.65 24.67
0 E W1IH -47.20 -4.95 -6.62
£ h f^ i n t 54.32 75.47 51.91
$ ( 3 )
4 ! i h ( 2 )
-11.67 -11.94 -6.39
69.70 37.71 19.07
-16.60 -14.59 -3.55
tp(2 2) 
^cxch-ind 5.61 10.79 2.27
E {1 0)d;sP -281.61
-169.76 -164.45
Édïsp i“ )
IT (20)
^cxch-disp
-46.75 -28.75 -17.51
19.65 11.82 9.48
int -207.36 -89.26 -109.18
£• a -211.13 -81.72 -107.28
“Reference 19.
The low-77 coefficients which contribute significantly 
near the van der Waals minimum are quite uniformly about 
3% larger in magnitude in basis D than in basis C while the 
77^10 coefficients are from 2.6% to 23% larger. (Interest­
ingly, however, most Cl„ s other than the leading terms at 
each 77 are still much smaller in basis D than in basis A.) The 
asymptotic scaling from basis C to D increases the magni­
tude of the dispersion energy by 3.5% or 9 cm-1. Since the 
basis D coefficients are practically converged, the value ob­
tained in this way would represent the basis set limit for the 
dispersion energy provided ASM worked in this case.
D. Analysis of interaction potential
Numerical values of the SAPT components are shown in 
Table V for three representative geometries (7?=6.5 bohr, the 
two linear and the T-shaped). A more extensive comparison 
is given in Figs. 1-3.
Figure 1 displays a two-dimensional view of the whole 
surface as given by SAPT. The R dependence for 0= 0, 90, 
and 180 deg is shown in Fig. 2, while Figs. 3(a)-3(d) show 
6 cross sections for different values of R. The potential ex­
hibits a deep minimum at R=6.53 bohr and 6= 0°, a ridge 
around 90°, and a second, half as deep minimum at 180° [see 
also Fig. 3(c)]. As R gets larger, the minimum at 6= 0° per­
sists but the 180° minimum almost disappears and the poten­
tial is practically flat between 90° and 180° [see also Fig. 
3(d)]. At smaller intermolecular separations the 6= 0° region 
gradually lifts up to become a maximum (as function of 6 for 
fixed R) in the positive region of the potential. The 6 cross 
section in Fig. 3(a) shows this feature more clearly. The val-
co
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FIG. 1. The SAPT potential (in cm ‘) as a function of R and 8
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FIG. 2. Comparison of the SAPT potential (solid line) with the H6(4,3,2) 
potential of Hutson (dotted line). The energy is shown as a function of R for 
0=0°, 0=90°, and 0=180° for H-F distance r= r c .
ties of the potential at R = 5.5 bohr decrease more or less 
smoothly (with minor undulations) to the minimal value at 
ft=180°. The potential is most undulatory in the cr region 
around 6 bohr, i.e., where it crosses the zero value [cf. Fig.
3(b)]. These changes in the shape of the potential result from 
delicate balances between major interaction energy compo­
nents discussed below. In particular at smaller R the overall 
interaction energy is several times smaller than some of the 
individual components.
The behavior of the individual interaction energy com­
ponents as given by SAPT is displayed in Fig. 4 as functions 
of R for 0= 0° and in Fig. 5 as functions of 6 for R = 6.5 
bohr. We have split the interaction energy into more terms 
than just the four major components to get more insight into 
the importance of various contributions. It can be seen from 
Fig. 4 that near the minimum of the potential (at 7?=6.53 
bohr) the balance between the components is most subtle in
the sense that none of the components dominates the whole 
picture. On the negative side dispersion and induction are of extent independent of 9. It is also worth noting that the
purely electrostatic contribution to the interaction energy
such a statement would overestimate the role of induction in 
the total interaction energy since it does not take into account 
the exchange quenching connected with each component. As 
one may see from Fig. 4, the exchange quenching of induc­
tion is very strong, at R= 5.5 bohr extinguishing more than 
half of this energy. In contrast, the exchange quenching of 
dispersion is only around 15%. Although the induction and 
dispersion components grow rapidly in absolute value as R 
gets smaller, the first-order exchange energy grows still 
much faster and it clearly dominates the picture at the small­
est R . In fact, the very shape of the total potential at R=5.5 
bohr closely follows the variation of the first-order exchange 
energy.
The dominance of the induction energy over the disper­
sion energy at small R is contrary to what one might expect 
from the asymptotic ratio of those energies, i.e., the ratio of 
the Cn coefficients. One simple reason for this change of 
relative importance between induction and dispersion is a 
different rate of convergence of the multipole expansion. At 
the minimum the R~6 term gives only 23% of the induction 
energy represented by the multipole expansion through the
_in
“ term, while for dispersion the same quantity is 40%. 
Thus, for induction the terms R~n with n larger than 6 pro­
vide at the minimum a large addition to the leading term. 
Another reason is that already at the distances of the van der 
Waals minimum the induction energy includes only a rela­
tively small contribution from all the R~n, /z=6,...,12, com­
ponents. This contribution is small not because of damping 
(which is not significant at low n) but because of the so- 
called purely exponential component of the induction 
energy,54,55,46 i.e., the first term in Eq. (10) (see also Sec. V in 
Ref. 25). At the minimum the (negative) purely exponential 
component (which results from overlap of monomer’s wave 
functions) is responsible already for about 52% of the induc­
tion contribution. The importance of the purely exponential 
component puts in question models of induction relying on 
the asymptotic component only.56,19 The contribution of the 
purely exponential component to the dispersion energy is 
significant as well, but dispersion is more dominated by the 
long-range terms. For the dispersion energy the picture is 
actually more complicated due to significant damping. At the 
minimum the undamped sum of R~n terms through « = 12 is 
almost equal to the computed dispersion energy. Damping 
reduces the magnitude of this value by 17% and then the 
purely exponential terms (which are negative) almost per­
fectly compensate this reduction. This picture is to a large
approximately the same size and much larger than all the 
other negative contributions. On the positive side the first- 
order exchange dominates the picture with the second major 
contribution coming from the exchange-induction effect. As 
one moves to larger R, the role of the exchange drops rapidly 
and the interaction energy is dominated by dispersion and 
induction. Asymptotically the dispersion contribution is 
about five times larger than the induction. The opposite hap­
pens when one moves to smaller R. There the induction con­
tribution becomes larger than the dispersion contribution, 
eventually up to twice as large at R= 5.5 bohr. However,
[given by £poi,reSp(3)]> which f°r Ar-HF decays exponen-
tially and therefore is negligible at large R, does provide a 
relatively significant contribution to the interaction energy at 
smaller R. One should mention here that the particular values 
of the purely exponential component and of the damping 
contribution result from our fits. The purely exponential 
component is the contribution from the first term in Eq. (10). 
The damping energy is the difference between the actual 
value of the second term in this equation and the value of the 
same term when the function D is set to one. More rigorous
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FIG. 3. Comparison of the SAPT potential (solid line) with the H6(4,3,2) potential of Hutson (dotted line). The energy is shown as a function of 6 for R 
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Refs. 13 and 24. The values are taken from fits in r at 0=0°, 0=90°, and 0=180° given in footnote of Table VI in Ref. 13.
analysis is possible by using the techniques developed by 
Meath and co-workers.54,46
Figure 5 analyzes the contribution of various interaction 
energy components to the anisotropy. There are clearly two 
major contributors, the induction energy and the first-order 
exchange and these change by a factor of about 6 and 3, 
respectively, between 0° and 90°, and remain relatively flat 
afterwards. Overall, ¿ ’Snd.resp exhibits a dramatic drop from 
— 272.6 cm” 1 at 0=0° to —38.6 cm-1 at 9= 180°, for R= 6.5 
bohr. For the induction and exchange components there is 
one common reason for this behavior. Both the exchange 
energy and the purely exponential component of induction 
are roughly proportional to the overlap of the wave func­
tions. At 0° the hydrogen is protruding in the direction of Ar, 
resulting in a large overlap. As HF rotates around its center 
of mass, which is practically on the F atom, the overlap 
decreases rapidly. At about 90° it is the F wave function 
which overlaps with Ar and therefore the further rotation 
from 90° to 180° results in almost flat curves.
For induction there is a very important second factor 
contributing to anisotropy; the anisotropic behavior of the 
multipole expansion at distances close to the minimum. This 
behavior is a consequence of the fact mentioned above that 
at those R the R~n terms with n> 6 contribute very signifi­
cantly. At the minimum the contribution of the terms with 
n= 6, 7, and 8 is almost the same and of the same sign.
Therefore, at the same R and 9= 90°, where the contribution 
of the odd-A7 terms is exactly zero, the multipole expansion 
result must be much smaller in magnitude. In addition, the 
even-n contributions are significantly reduced since, in con-
=0° where all terms sum with the same sign, the 
consecutive even-/ Pi polynomials oscillate in sign. As the 
result of those two factors, the sum of the R~n terms is ten 
times smaller at 90° than at 0°. It is interesting that the in­
duction energy given by the multipole expansion is almost 
constant when 0 changes from 90° to 180°, although the 
reason for the small value at the latter angle is completely 
different. For 0=180° all the C„ components are exactly 
equal in magnitude as at 0=0°, however, the odd-n terms are 
now all negative which leads to a significant cancellation.
Note also that the anisotropies of the purely exponential 
and R~n part of induction are similar, although the former 
effect is about a factor of 2 smaller between 0 and 90 deg. 
Thus, the purely exponential component is a larger part 
(70%) of the induction energy at 180° than at 0°. In line with 
those observations the exchange quenching of induction is 
less anisotropic than the induction energy itself.
The dispersion energy is much less anisotropic than the 
induction energy, nevertheless due to its large magnitude it 
does make a significant contribution to the anisotropy. While
rs
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FIG. 4. Dependence on R of the various SAPT components computed in the 
present work for 0= 0°.
the contributions of those two components at 0° are roughly 
comparable at all distances investigated by us, at 180° the 
dispersion contribution is always a few times larger in mag­
nitude. The anisotropy of the dispersion energy is also about 
two times smaller than the anisotropy of the exchange energy 
at the minima region. Relatively small anisotropy of disper­
sion can be rationalized by analyzing the multipole expan­
sion of this energy. In general, as mentioned above, this ex­
pansion (semi)converges much faster for dispersion than for 
induction, so that it is always dominated by the leading term. 
In addition, for dispersion the odd-« terms are in general 
significantly smaller than the even-« terms so that when the 
former terms become zero at 90° the effect on the total en­
ergy is not very dramatic, neither do those terms cancel an 
important fraction of the negative terms at 180°.
The largest distance for which the calculations have been 
performed, R = 8 bohr, is already to a good approximation 
showing the long-range character since the sum of R~n terms 
recovers a significant percentage of the interaction energy. 
Nevertheless, at this distance the anisotropy is far from as­
ymptotic. As one may see from the coefficients in Tables III 
and IV, asymptotically both the dispersion and induction en­
ergy have the same value at 0° and 180°; at 90° both energies 
go through a maximum. The 6 dependence of the total inter­
action energy, dominated by the sum of induction and dis­
persion, shown in Fig. 3(d), is far from such a picture and in 
fact resembles the situation at R= 6.5 bohr. The reason for 
this is that the behavior of those two components is still quite 
similar to that observed at R= 6.5 bohr, i.e., the same types 
of cancellations occur [although to a somewhat lesser extent 
due to a faster (semi)convergence of the multipole series at
larger R]. In addition these two components now dominate, 
while at R=6.5 bohr one might consider the exchange and 
dispersion anisotropies as partly canceling each other. Thus, 
the anisotropy at R = 8 bohr results mainly from the still al­
most equally significant contributions of the first few R~n 
terms in the expansion of the induction energy.
E. Comparison to H6(4,3,2) potential
As mentioned before, the Ar-HF H6(4,3,2) potential of 
Hutson19 was obtained by fitting high-resolution microwave, 
far-infrared, and near infrared data to a functional form given 
by Eq. (16). This type of potential is significantly different 
from that used in the present work which makes comparisons 
of the individual terms of the two potentials somewhat diffi­
cult.
The H6(4,3,2) and SAPT potentials are compared in 
Figs. 2 and 3. These figures show a good overall agreement. 
The relative discrepancies between the two potentials are in 
most regions of the order of a few percent even for small R. 
The main exception is obviously the region where the poten­
tial passes through zero. The other region where the relative 
discrepancies are larger is the neighborhood of the potential 
barrier. For large R the differences diminish as the two po­
tentials become asymptotically almost identical because they 
use similar values of the asymptotic constants. The absolute 
differences are largest at small R. It should be noted that 
either potential is less accurate in this region than for larger 
R. The SAPT series converges slower in the region where the 
interaction is larger. Hutson stated19 that the H6(4,3,2) poten­
tial is sensitive to data only in the well region while the 
repulsive wall region is to some extent determined by SCF 
calculations which were used to fix relations between short- 
range parameters.
Of primary interest in the calculation of any intermo­
lecular potential are depths and positions of the van der 
Waals minima. Table VI compares these quantities for the 
SAPT and H6(4,3,2) potentials. It is seen that the agreement 
is excellent for the primary and secondary minima with dif­
ferences of only 3.8 and 2.2 cm-1, respectively, and differ­
ences in the positions less than 0.03 bohr. The agreement is 
is not as good at 90° (at this angle there is no stationary point 
in two dimensions and the value listed is the minimum in R 
for 0=90°) where the two potentials differ by 6.7 cm-1. This 
discrepancy results in a barrier for angular motion which is 
about 10 cm-1 smaller for the SAPT potential than for the 
H6(4,3,2) potential [cf. Fig. 3(c)]. This difference between 
the two potentials seems to be responsible for the differences 
in spectra generated by those potentials (see Sec. IV). Hutson 
estimated the H6(4,3,2) potential for v= l to be accurate to 
±2 cm-1 at the primary minimum and ±5 cm-1 at the sec­
ondary minimum, while for Rm[n the estimates were 0.02 
bohr and 0.04 bohr, respectively. For v=0 the relevant error
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FIG. 5. Dependence on 6 of the various SAPT components computed in the present work at R=  6.5 bohr.
bars were increased by a factor of 2. Thus, at r= re the error 
bars should be still larger and all our points are therefore 
within the error bars of the H6(4,3,2) potential. Nevertheless, 
the 10 cm-1 discrepancy in the barrier height is reflecting the 
inaccuracies of the SAPT potential rather than those of 
H6(4,3,2).
A detailed comparison of the SAPT and the H6(4,3,2) 
potential reveals that the induction energies are dramatically 
different as seen in Fig. 6. However, the component of our 
induction energy calculated using only the long-range coef­
ficients C6, C7, and C8 with no damping is quite close to the 
PCQ curve, the remaining differences can be easily attrib­
uted to the different values for the multipole moments of HF 
and polarizabilities of Ar used in those two calculations. The
TABLE VI. Magnitude (in cm-1) and geometry (distance in bohr) of the 
minima for various ab initio, semiempirical, and empirical potentials (the 
90° values are minima only in the R variable). All values correspond to HF 
at re except those in parentheses which correspond to r0.
SAPT H6(4,3,2)a MBPT4b M5C
£(0°) 207.4 211.1(220.2) 193.2d(202.3) (214.2)
<K90°) 89.3 82.6(83.4) 70.0d(72.6) (67.0)
e(180o) 111.0 108.8(107.5) 84.93d(89.5) (80.0)
«mi„ (0°) 6.53 6.50(6.49) (6.56) (6.41)
* (90°) 6.59 6.61(6.61) (6.71) (6.53)
«min (180°) 6.36 6.38(6.38) (6.48) (6.32)
“Reference 19. 
References 13 and 24. 
cReference 17. 
dValues at /? =6.614 bohr.
main reason for the discrepancy between the PCQ and the 
SAPT induction is, as mentioned earlier, the short-range 
purely exponential contribution to the induction energy, 
which at the van der Waals minimum region and for smaller
0
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FIG. 6. Comparison of the second-order induction energy computed b; 
SAPT (solid lines) with the induction energy calculated from the Hutso 
PCQ model (dotted lines) (Ref. 19). The induction energies are shown as 
function of R for 0=0° (lowest curves), 90°, and 180° (highest curves).
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R  is larger than the long-range part truncated at R~]2. Of 
course, the H6(4,3,2) potential accounts for this effect by an 
appropriate adjustment of the parameters in the Bom-Mayer 
term. It should be reminded that only the total induction 
effect is well-defined mathematically. The rigorous definition 
of the long range-part seems to be impossible in view of the 
rapid high-/7 divergence of the multipole expansion of the 
induction energy.57
The SAPT potential can be further improved by comput­
ing higher order corrections and using larger basis sets. We 
have calculated at single points two components of SAPT 
which include a more advanced treatment of the intramo­
lecular correlation effects. These corrections are 
£exch(CCSD) (Ref. 31) and £ ^ p(CCD) (Ref. 58) plus the 
single and triple excitation terms in computed with
CCD amplitudes58 where CC stands for the coupled-cluster 
method and S and D denote single and double excitations, 
respectively. At R= 6.5 bohr the CCSD correlation raises the 
exchange energy by 7.5, 7.9, and 2.24 cm-1 at 9= 0°, 90°, 
and 180°, respectively. The changes in the dispersion energy 
are less important and amount to 1.5, —0.2, and 0.2 cm-1 for 
0=0°, 90°, and 180°, respectively. Our dispersion energy can 
most likely be lowered by a few percent employing still 
larger basis sets, which may balance the increase of the po­
tential at the minimum. Further, the correlation contribution 
to the exchange-induction energy, e^xch-ind > has only been 
estimated by us. This strongly anisotropic component may 
certainly change by a few cm-1 in an accurate calculation. It 
is expected that such improvements of the method and of the 
basis sets would lead to even better agreement with the
obtaining saturated values of the dispersion energy. In addi­
tion to calculating the whole 2D potential at r= r0, these 
authors computed three points (R = 3.5 A, 9= 0°, 90°, and 
180°) for several values of r. As it can be seen from Table VI 
and from Fig. 3(c), at the minima this potential is signifi­
cantly farther (15.6 cm-1 and 19.0 cm-1 at R =6.614 bohr 
and r = re) from the H6(4,3,2) potential than the SAPT po­
tential is. The MBPT4 potential is everywhere above the 
H6(4,3,2) and SAPT potentials. Also the positions of minima 
(at r= r0) are further from the H6(4,3,2) values (about 0.1 
bohr larger) than those of the SAPT potential (at r= re). 
Clearly, the MBPT4 results are outside the error bars of the 
H6(4,3,2) potential. (Notice that the comparison is not pos­
sible for other R and 9 since the MBPT4 potential has not 
been computed at r= re and only the R=6.614 bohr 9= 0°, 
90°, and 180° fits in r to the MBPT4 computed points are 
available rather than a global fit). The MBPT4 potential pre­
dicts the 90°-0° barrier in a better agreement with H6(4,3,2) 
than SAPT does, while for the 90°-180° barrier the opposite 
is true. If the agreement between SAPT and H6(4,3,2) poten­
tials at the minima were to be assumed indicative of the true 
values, the MBPT4 potential is probably somewhat less ac­
curate, in particular at the secondary minimum region (at 
/? = 6.614 bohr) where the discrepancy with H6(4,3,2) 
amounts to 18% (while it is 7% at the primary minimum). 
One possible explanation for this uneven degree of accuracy 
could be that although by using bond functions the disper­
sion energy was probably recovered quite accurately, the ac­
curacy of the exchange and electrostatic energies might be 
somewhat smaller. Such behavior was observed in calcula-
H6(4,3,2) potential and would decrease the discrepancies in tions for He2 (Ref. 59) for basis sets which included a rela-
the bending vibrational bands discussed in Sec. IV.
F. Comparison to other potentials
If one disregards the SCF level calculations as inad­
equate for Ar-HF, only very recently an ab initio potential 
has been obtained for this system13,24 using a supermolecular 
MBPT4 method and a large basis set. In addition to the 
H6(4,3,2) potential discussed above, there exist two other 
empirical potentials.17,18 Also, a semiempirical potential was 
computed by Douketis et al. and a very simple semiempir­
ical molecular mechanics for clusters model was applied by 
Dykstra.56 Table VI lists the minima predicted by the various 
potentials and also gives an indication of the anisotropy 
present in the various potentials. The NCC potential of Ref.
18 has not been included in the table since it is available only 
for u = l. This potential differs from H6(4,3,2) by about 20 
cm-1 at the minima, i.e., is significantly outside the error 
bars of the H6(4,3,2) potential. The differences between the 
M5,17 NCC,18 and H6(4,3,2) (Ref. 19) potentials show the 
rate of progress in availability and quality of experimental 
data, as well as in techniques of fitting these data. The semi­
empirical potential of Douketis et al.23 differs by several tens 
of cm-1 from the H6(4,3,2) and SAPT potentials.
The ab initio potential of Tao and Klemperer24 has been 
obtained using a high level of theory and a large basis set of 
98 orbitals [8^6/72<^lƒ/7^5/72^1 ƒ/5^2/71 on the nuclei 
(comparable to our basis A) plus a set of 22 functions 
[3s3p2d] on midbond. The bond functions are important for
tively large number of bond functions compared to the num­
ber of functions centered on the nuclei. At the primary 
minimum the dispersion and induction energies dominate so 
that the inaccuracies in the electrostatic energy cannot have a 
large relative effect. However, at the secondary minimum the 
electrostatic energy becomes relatively more significant (cf. 
Fig. 5 which shows that the electrostatic energy does not 
vary much with 9).
IV. ROVIBRATIONAL LEVELS
Rovibrational levels of Ar-HF have been computed us­
ing the SAPT potential of Sec. III. To enable a meaningful 
comparison, the same computations have also been done 
with the H6(4,3,2) potential taken at r=re.
The calculations of the lowest rovibrational states were 
performed by the aid of the program TRIATOM by Tennyson 
and co-workers.60 A two-angle embedded frame was used 
that has its z-axis along the vector R pointing from the center 
of mass of HF to the Ar atom. If we keep HF rigid with a 
rotational constant b, then the kinetic energy operator in this 
frame reads
T=by +
1
2fiABR
9 d 9 d 
h2 —  R2
dR dR
+ J2+f-2j-J
(18)
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where the conserved quantity J is the total angular momen­
tum of the dimer, j is the angular momentum of the HF 
molecule, and /jla b  is the reduced mass of the dimer. This 
expression has been derived for the general case of two in­
teracting rotors by Brocks et al.6] See Appendix A-4 of the 
recent review62 for a different derivation. The last term in Eq. 
(18) can be separated into a part that commutes with j z — J z 
and a part which does not
TABLE VII. Comparison of the spectroscopic properties of Ar-HF com­
puted from the SAPT and H6(4,3,2) potentials. All energies are in cm-1 and 
levels are given as distances above the ground state. The observed values are 
from Refs. 5, 6, 9.
jJ iz] z
P'AB^  P'AbP
+
j  x
LlabR~
(19)
The second term represents the off-diagonal Coriolis interac­
tion, and is the only term in the Hamiltonian that breaks the 
symmetry of rotation around the intermolecular axis R.
The only rigorously conserved quantum numbers are the 
total angular momentum J and the spectroscopic parity p. 
[The spectroscopic parity p is related to the conventional 
parity a by the relation, p = cr( — I ) 7]. However, the HF ro­
tational quantum number y, and the projection K of J (or j) 
onto the body-fixed intermolecular axis, are nearly con­
served. This conservation is only broken by off-diagonal Co­
riolis interaction. Since K is the projection of an angular 
momentum, states with K=0, ±1, etc., will be denoted as 
2,11, etc.
The total Hamiltonian, kinetic plus potential energy, was 
diagonalized in a basis, in accordance with the linear varia­
tional principle. The angular part of the basis has the form
SAPT
r = r e
H6(4,3,2)
r = r e
H6(4,3,2)
r = r 0 Observed
Ground state (D 0) 101.28 97.35 101.26 101.7
E(J=\)-E(J  = 0) 0.203 28 0.204 28 0.204 56 0.204 51
n =  1 stretch 38.40 37.61 38.70 38.69
E(J=\)~E(J = 0) 0.184 17 0.184 38 0.184 94 0.184 05
2  bend 44.50 49.82 52.05 52.06
CJoII
S
'1II
s
0.205 77 0.203 41 0.203 70 0.204 49
II bend 60.05 63.47 65.81 65.81
E ( / = 2 ~ ) - £ ( y = l ' ‘ )‘ 0.402 81 0.400 98 0.401 14 0.399 99
n=  2 stretch 67.01 65.98 66.59 66.60
£ ( y = l ) - £ ( y  = 0 )a 0.166 08 0.164 55 0.162 11 0.162 00
“Coriolis coupling neglected.
2J+W
47r
1/2
(20)
where DJM K(a,(3,0) is an element of a Wigner rotation
r*} *
matrix, a and (3 being the spherical polar angles of R with 
respect to an arbitrary space-fixed frame. The function 
Yjk(Q,4>) is the usual spherical harmonic function. The angle 
(¡) is the azimuthal angle of HF in the embedded frame.
The radial basis consisted of solutions of the
Morse potential.64 This potential contains three parameters 
that can serve as nonlinear variational parameters. We opti­
mized them by minimizing the energy of the 7=0 state. This 
gave 7^=6.770 21 bohr, De = 122.1100 cm-1, and 
0)^  = 88.8872 cm-1.
The basis was restricted to the space with j^24  and 
rc^lOO, and to 1700 functions per K block within this space 
that yield the smallest diagonal //-elements. In order to sim­
plify calculations further, we first neglected the off-diagonal 
Coriolis interaction, cf. Eq. (19), and obtained a blocked 
//-matrix, since K is now a good quantum number. We used 
the lowest 350 eigenvectors per K block to compute and 
diagonalize the Hamiltonian matrix which does include the 
Coriolis interaction. By test calculations with different di­
mensions of the bases we found that the eigenvalues are 
converged to 0.001 cm-1 or better, except possibly for the 
second excited stretch. The large number of radial functions 
was actually needed to obtain converged energies for that 
state. The reason for this slow convergence appears to be a 
somewhat inadequate choice of basis functions. Since this Ar-HF molecule has been computed. The interaction energy
state lies only 34 cm-1 below the dissociation threshold, it is 
centered at a large value of R , whereas all the basis functions 
are centered at Re .
In the calculations we used the following masses:6'' 
niH= 1.007 825 amu, mF= 18.9984 amu, and /rzAr= 39.9627 
amu. The rotational constant of HF was fixed at
b= 20.559 743 cm "1.
The results of our calculation are displayed in Table VII. 
In principle our values should be compared mainly with the 
values given by the H6(4,3,2) potential at r=re. It is inter­
esting, however, to compare them also with the observed 
quantities. In general the agreement with the levels generated 
by the H6(4,3,2) potential at r=re shows discrepancies in 
level positions of the order of a few cm-1. The band origins 
for the n = l and n = 2 stretch modes agree to within 0.8 and 
1.0 cm-1, while the bend modes agree to within 5.3 and 3.4 
cm-1. In this comparison one should take into account, how­
ever, that the values of D0 are different by 3.9 cm-1 with the 
SAPT value being larger. The lowest A / = l  transition ener­
gies agree with those from the H6(4,3,2) potential to within 
about 0.002 cm-1. The better agreement for the stretch 
modes than for the bend modes can be related to the fact that 
the 0-motion barriers for the two potentials are more differ­
ent than other characteristics of the surfaces.
When comparing the accuracy of these spectra to accu­
racies achieved for Ar-H2 and He-HF [which was typically 
uniformly better than 0.2 cm-1 (Refs. 28, 29)] one should 
take into account not only that the potential is about 4-5 
times deeper for Ar-HF, but also that the D0 values for the 
former systems are even smaller fractions of the D0 for 
Ar-HF (10-14 times smaller). Assume that in first approxi­
mation relative errors in the potential surface translate into 
proportional errors in positions of rovibrational energy lev­
els. Then, if the potential is accurate to about 5%, this trans­
lates into about 5 cm-1 error in D 0 for Ar-HF but only 0.3 
cm-1 error for He-HF.
V. CONCLUSIONS
The intermolecular potential energy surface of the
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was calculated as the sum of four distinct energy contribu­
tions resulting from the symmetry-adapted perturbation 
theory. Each of the individual energy components was fitted 
to an appropriate functional form. The potential energy sur­
face obtained was compared to the H6(4,3,2) potential of 
Hutson.19 The agreement between the two potentials at the 
minima is within the error bars of the H6(4,3,2) potential, the 
largest difference is in the T-shaped configuration region. 
The SAPT potential has been used to compute rovibrational 
spectra of Ar-HF. Excellent agreement with predictions of 
H6(4,3,2) was obtained for stretching vibration. For the 
bending modes the agreement is somewhat less satisfactory 
due to the difference in rotational barrier height between the 
SAPT and H6(4,3,2) potentials. It is expected, however, that 
a better agreement for these modes could be achieved by 
employing a more advanced description of the first-order ex­
change energy starting from CCSD wave functions.
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