Using the renormalization group techniques it was previously shown that the perturbative effective potential in the O(N ) symmetric φ 4 theory, massless scalar electrodynamics as well as in the conformal limit of the standard model can be uniquely determined in terms of the known MS scheme renormalization group functions. Furthermore, re-summation of the leading order corrections plus portions of these higher order contributions to the effective potential in the O(N ) symmetric φ 4 theory shows a peculiar shift in the usual "Landau singularity" apparent in the individual leading order corrections. In this work, we have further investigated this shift by extending the result for theories having multiple couplings. We have shown that the singularity structure of the effective potential as seen by summing up portions of the V N P +n LL for any finite P is altered as expected when these perturbative contributions are summed to all orders but more significantly we found that this shift in the singularity is completely determined by the one and two loop beta functions only. We argue that this is a general result which applies to the conformally invariant standard model.
INTRODUCTION
It was shown that the perturbative effective potential for the O(N ) symmetric φ 4 theory and massless scalar electrodynamics can be determined uniquely to any loop order using the renormalization group equations in conjunction with the Coleman-Weinberg renormalization condition, provided that the MS scheme renormalization group functions are known to that order [2] . In other words the essential inputs for this calculation are the known MS scheme RG functions. But the renormalization group equations constructed from the ansatz for the effective potential in the Coleman-Weinberg scheme involves RG functions in that scheme and necessitates scheme conversion for which a systematic methodology was also developed in [2] . For example, in case of the O(N ) symmetric φ 4 theory if one uses the RG equation in conjunction with the CW renormalization condition (which provides the necessary boundary conditions) one can iteratively solve the coupled differential equations for the N P LL order contributions to V . The effective potential thus obtained is called RG improved because it contains more terms (the leading logarithmic terms) than the order corresponding to the required RG functions necessary to obtain V N P LL . For example, the (n + 1)-loop effective potential fixes the (n + 1)-loop beta function and this in turn can be used to exactly sum portions of the effective potential beyond it without the appearance of any unknown parameter [2, 3, 4, 5, 6] . This amounts to summing the n times next to the highest power of ln φ 2 µ 2 at each order of the perturbation theory and we denote it as V N n LL . It is necessary to know the (P + 1)-loop RG functions to determine V N P LL and the (P + 1)-loop order effective potential can be extracted from the sum V LL + V N LL + · · · + V N P LL for consistency check. For example, the two-loop V fixes the two-loop beta function which in turn fixes the next-to leading log corrections to V using the renormalization group equations in conjunction with the CW renormalization condition. This two-loop V can be completely recovered from the sum V LL + V N LL and fixing the logarithm-independent term using the CW condition. There are other ways to calculate the n-loop beta functions and thus the RG equations might have been used to calculate the n-loop V ab-initio [2] . Once we know V LL and V N LL , we can iteratively solve the RG equations to determine V N 2 LL , provided that we know the three-loop beta function and so on. The method was further extended for mass less scalar electrodynamics and the Standard Model having conformal invariance [2, 3] .
It was shown [2] that all the individual leading logarithmic terms in the O(N ) symmetric φ 4 theory has the usual Landau singularity at 1 − b2 2 λ ln φ 2 µ 2 = 0 where b 2 is the coefficient of the one-loop CW or MS scheme beta function. But it was also demonstrated that summing portions of V that consists of terms with highest powers of logarithms from all orders shifts this singularity at w = 0. Obviously, this shift of singularity observed in [2] can neither be its unique nor special feature and should in principle hold as a limiting case of massless scalar electrodynamics (MSED) as α → 0.
In the present work this result of V having a peculiar singularity structure is extended for the simplest case where we have more than just the quartic scalar coupling or MSED by finding a generic Landau singularity at w(α, g) = 0. Furthermore, we also have shown that this singularity is shifted uniquely by an amount that is completely determined by just the one and two-loop beta functions for both the couplings. This is the first step towards a generalization to the Standard Model in the conformal limit for which the expansion of V is a straightforward extension of MSED [3] . We argued that this is in principle possible and mentioned the key points required for this generalization. It would be however, certainly very interesting and useful to find a meticulously thorough and rigorous proof.
It was also shown [4, 5, 6 ] that an alternate summation or rearrangement of the contributions to V in powers of ln φ 2 µ 2 with coefficients being dependent solely on the coupling lamba with contributions coming from all orders of the loop expansion is possible. The log-independent piece of this expansion can be fixed by the condition dV dφ φ=ν = 0 and, combined with the RG equations this makes V independent of φ, unless ν = 0 (in which case obviously there is no spontaneous symmetry breaking). This argument for the effective potential being flat was given in the context of the MS scheme in [5, 6] and CW scheme in [4] . This result was supported by showing the individual leading order contributions to V for the O(N ) symmetric φ 4 theory becoming progressively less dependent on φ, both in the CW and MS scheme [4] and also from a simplified pure O(4) scalar field theory obtained from the Standard Model by setting all the couplings except λ to zero [3] . Again, in the present work this remarkable result is generalized for MSED in the CW scheme.
This article is organized as follows. In section 2 we start by giving a brief overview of the simplest conformally invariant gauge theory beyond a single coupling containing a single real scalar field or massless scalar electrodynamics [2] . Renormalization scale independence of the perturbative effective potential in the Coleman-Weinberg scheme gives rise to the RG equations. Following that, in section 3, we find explicit power series forms of V LL and V N LL (of MSED) using the method of characteristics which closely follows [2, 3] . To find the power series form we introduce some new notations which facilitate the manipulation of the power series involved. In section 4 we make an ansatz about the power series form of V N P LL as a generalization of our results for V LL and V N LL . The generalized form of V N P LL reduces to the known expression of V N P LL for the scalar φ 4 theory in the limit α → 0. This power series form of V N P LL gives us a power series form of the effective potential V . We then substitute this form of V in the RG equation which gives us a recurrence relation for the coefficients of the power series. In section 5 we make a partition of the infinite power series of V in a suitable way and deduce some asymptotic characteristics of the coefficients which allows us to determine the radius of convergence of the series, which gives us the singularity of V . In section 6 we outline some key points in generalizing our results to a theory with multiple couplings. Finally in section 7 we show that an alternate summation of the power series of the effective potential leads to the result that the RG improved effective potential of MSED is independent of the scalar field which is consistent with the potential becoming flatter with added contributions from leading logarithm terms [3] .
A BRIEF OVERVIEW
We start by considering the Lagrangian of massless scalar electrodynamics:
where, a complex scalar φ is coupled to a U (1) gauge field A µ with coupling e. The effective action for this theory can be expanded as follows:
Now, the coupling g is renormalized in such a way that the effective potential V satisfies the CW renormalization condition:
supplemented by the conditions
In the Coleman-Weinberg renormalization scheme the ansatz for the perturbative effective potential has the following form [2, 3] :
Defining,
we can write,
The independence of the effective potential V on the renormalization scale parameter µ leads to the renormalization group equation:
where,
The method of characteristics can be used to find the expressions of V LL and V N LL [2, 3] . We first define the function,
whereα(t) andg(t) are defined as the solutions of the following differential equations:
From (8) and (9) it follows that,
Now we look for recurrence relations for w. Substituting (5) in (2) we get,
For n = 1 we find, P
Substituting (5) and (7) in (6) we get,
At order n + 2 in couplings and order n in L we find,
can be calculated from (14) using P 0 1 . Then putting n = 2 in (11) we get,
Now from (13), at order n + 3 in couplings and order n in L,
This fixes all the contributions to V LL and V N LL in terms of β From (14) and (8) it follows,
We now define,
Using this definition and the recurrence relations for w obtained in the manner outlined earlier, functional forms for V N P LL can be found. In particular, we evaluate the forms of V LL and V N LL in the following subsections. But before that, we find the explicit forms of the characteristic functionsα andg since they will appear in the subsequent calculations of the effective potential.
Explicit forms of the characteristic functions
The beta functions of the model upto 1-loop are :
From (9) and (19),
g(t) has a simple pole at,
Expandingα(t) andg(t) around w we can write:
We note that,
and, lim
which is the correct single coupling case. We notice that equations (23) and (24) are power series inα(w) and (t − w) where the n-th term of the series is proportional toα(w) n+m+k (t − w) n+k for some m, k that are fixed for a series. Since the effective potential will depend on these characteristic functions, the potential will also be expressible as such a series and therefore we introduce some new notations to write these type of series concisely and to manipulate them more easily.
New notations
[m] t k is a type of generic series in the variable t. m and k serves as parameters of the series and the series depends on the couplings through the dependence of ω on the couplings and the α inα. Properties of the entities [m] t k such as addition, multiplication, inverse and integrations are discussed in Appendix 8. We rewrite the characteristic functions, their derivatives and the beta functions using these notations,
With the necessary tools in hand we now move on to the the evaluation of V LL and V N LL .
Evaluation of V LL
Putting p = 0 in equation (18),
From (10) and (17),
Therefore, (30) becomes,
Now,
Using (28) we also note that,
Evaluation of V N LL
For notational convenience let,x
From (16), (8), (10) and (31),
where
Iterating (33),
One can inductively prove the identity
Now lets change the characteristic functions fromx 1 ,x 2 to y 1 , y 2 such that,
where, x 1 :=x 1 (0) = α, x 2 :=x 2 (0) = g. The benefit of these characteristic functions is that unlike (20b), (37) is decoupled.
with the boundary condition y 2 (x 1 (0),x 2 (0)) = 16π 2 5w we get,
and,
which is the correct single coupling case. And obviously, lim α→0 y 1 = 0. This ensures that, what follows is consistent with the single coupling theory to which it must reduce in the limit α → 0.
The new characteristic functions satisfy, using (37),
with solutions,
Furthermore, using (38),
We now note that,
and hence, by iterating we obtain
We now define
It is evident that
Together, eqs. (41-45) show that
We now find that by eqs. (36, 40, 46)
Combining eqs. (18, 35, 47) we obtain
with A i (x(τ ))'s given by (40). These terms can be calculated in closed form using the expression of U given by (43, 45b). We now investigate the power series form of V N LL , when expressed as a series in (t − w), like the characteristic functions. We use the previously introduced notations to represent the series. We express all the coupling dependent terms in (51) as power series using the notation and collect similar terms to express V N LL as a power series. The result is:
We note that, the calculations done so far are compatible with the results previously obtained for φ 4 theory which is the limit of MSED at α → 0. We observe that in the limit α → 0 the expression (51) reduces to:
which is indeed the correct single coupling V N LL as evaluated in ref. [2] .
A RECURSIVE RELATION FOR LEADING LOGARITHM CONTRIBUTIONS TO V

A generic expansion of the effective potential
From ref. [2] , we see that in φ 4 theory,
In our model V N P −1 LL must reduce to (53) in the limit α → 0. But before proceeding with our ansatz about the general form of V N P −1 LL in MSED we define,
where both the functions f 1 (x) and f 2 (x) are of O(x 0 ). In fact, looking at the definition ofα(t) (eq. (21)) and the limit of w (eq. (25)) we observe that,
We also define,
For future reference, the inverse of (54) is of the form:
wheref 1 (x) andf 2 (x) both are of the form 1 + O(x). Now, based on the limiting expression (53) and equations (32, 52) we make the following ansatz:
We simplify this expression,
Therefore,
We define,
Now the effective potential V becomes,
Determination of the recurrence relation for finding V
Now we use the RG equation to determine the coefficients σ P i,m,N in (60) which will fix the effective potential. In the following calculation we consider χ and h as independent variables in stead of α and g.
From equation (6) we have:
We now want to find a recurrence relation for the σ's that will be equivalent to the above PDE. To that end we substitute V from (61) in (62), expand everything as a power series in χ, h, Λ and u and equate the O(χ m h q+2−m u −j Λ n ) term to zero. This is a fairly straightforward albeit tedious process. We shall only write the final result. In the process we write the beta functions as functions of χ and h.
Referring to (57) we note,
This implies,
Furthermore, we transform the partial derivatives appearing in (62) as follows:
We also need to use the inverse of α from (147),
which defines A ′ i . In terms of these newly defined constants, the O(χ m h q+2−m u −j Λ n ) terms of (62) becomes: 
We recall from the definition of σ that σ l i,j,k = 0 when one or more of the following seven conditions are satisfied: i < 1 − k, i > l + 1, j < 0, j > k − 1 + i, j > l, k < 0, and l < 0. So we can take our lattice to be defined as:
σ(n) = 0 for any n / ∈ L. Now, the recurrence (67) allows us to write σ(n), for any n ∈ L, in terms of σ(m) where m belongs to the following set:
5 SINGULARITY ANALYSIS
Some general constructions for recurrence relations
Before proceeding with the investigation of the singularity structure of the effective potential we find some general results about recurrence relations that will be useful later. We start with a generic recurrence relation in one variable. We consider the following relation which defines X(n) recursively:
with f not identically zero but f (n, m) = 0 whenever n ≤ m. We shall say that the point n depends recursively on the point i if f (n, i) = 0. Now, we want to express X(n) in terms of X(0). We can write down the first few cases easily: (71) and (72)] and so on...
In fact, induction gives the following expression for X(n):
with p 0 = 0 and p s = n. Now we define a path P(n, m) connecting two nonnegative integers n and m (we assume, m < n) to be an ordered collection of k + 1 points of Z ≥0 denoted P(n, m) = (P 0 , P 1 , · · · , P k ) where f (P i+1 , P i ) = 0 with P 0 = m and P k = n. The length of the path, denoted |P(n, m)|, is k. For any two non negative integers m and n with m < n if we write S(n, m) for the set of all paths connecting n and m then we define the functions F and T as:
In our present case we notice that:
with P 0 = m and P s = n. Therefore using the function T we can rewrite (73) as
Now we move on to recurrence relations with more that one variable. Suppose L ⊂ Z N is the lattice on which the function X is defined and X(n) is defined by the following recurrence relation:
where M (n) is a finite subset of L that depends on n, a boldface letter represents an element of L and f is not identically zero but f (n, m) = 0 if X(m) does not appear in the recursive definition of X(n). As before, an ordered collection of points of L denoted by P(n, m) = (P 0 , P 1 , · · · , P k ) where f (P i+1 , P i ) = 0 with P 0 = m and P k = n, will be called a path of length k (denoted by |P(n, m)|) connecting n and m. And if S(n, m) denotes the set of all paths connecting n and m then we define For any P ∈ S(m, n),
For a recurrence relation with N variables the boundary B ⊂ L will in general consist of N − 1 dimensional sub lattices of L i.e. there will exist a decomposition of B, B = i B i , such that B i ⊂ Z N −1 and the generalized form of (76) is:
More constructions
We recall that in our case we have a four dimensional integer lattice L (defined in (68)) and we write the elements of L as m = (m 1 , m 2 , m 3 , m 4 ). We now define an equivalence relation for the elements of L. We shall say that two elements m, n ∈ L are equivalent and write m ∼ n if m 1 − n 1 = m 2 − n 2 = m 4 − n 4 and m 3 = n 3 . Thus, for any (i, j, m, n) ∈ L we have the following chain of equivalencies:
The fact that such a chain of equivalencies will always be bounded from below by an element of B 0 can easily be seen from the constraints that define L in (68). We note that an element of L is equivalent to exactly one element of B 0 . Two distinct elements of B 0 are obviously inequivalent. Also, for each element of B 0 we can construct a chain of equivalencies starting from that element. Hence we see that,
This allows us to construct the following bijection:
We shall sometimes write ϑ((a, 0, m, b), n) as ϑ b a,m (n) for short. Now, using this function we partition the effective potential V as follows:
First we define, for any c ∈ B 0 , V c :=
We shall look for the singularities of V c . We need to write the recurrence relation (67) in a more managable form. To that end, we define the functions T 1 , T 2 , T 3 and T 4 as follows:
These functions have well defined inverses except at some boundaries of L and they obviously commute, i.e., T i • T j = T j • T i for any 1 ≥ i, j ≥ 4. Now, if we take (67) to be the recursive definition of σ(ϑ(c, k)) for some c ∈ B 0 and k ≥ 0 then we can write it in the generic form:
where in the terminology of (77):
and I(c, k) is a set of 4-tuples such that:
In particular s 3 takes value from the set {0, 1, · · · , c 3 }. Now let, P = (P 0 , P 1 , · · · , P N = ϑ(c, k)) be a path connecting ϑ(c, k) and P 0 , then:
where (c N , k N ) = (c, k) and,
Iteration of (88) gives,
This shows in particular that if we write ϑ(c, k) = (a 1 , a 2 , a 3 , a 4 ) and ϑ(c 0 ,
However, (
Therefore if we define the set I := {i ∈ {1, 2, · · · , N } | s 3,i ≥ 1} then we get,
is at most linear in the elements of a set of symbols Ω then from (87) we see that F (P) is a polynomial in the elements of Ω of degree at most |I| ≤ a 3 . From (67) we see that if we consider it as a recursive definition of σ(j, n + 1, m, q) then the coefficients of terms of the form σ( , , m − i, ) with i ≥ 1 are homogenously linear in k
,j with j ≥ 1 and τ 0,1 . Thus, for this case we can take Ω to be defined as
Then the above discussion shows that for any path P connecting σ(ϑ(c, n)) and σ(m) by (67), F (P) and by extension T (ϑ(c, n), m) is a polynomial in the elements of Ω of degree at most ϑ(c, n) 3 = c 3 , for any n ≥ 0. This allows for a great simplification. Using (82) we can write V c as a finite degree polynomial in the elements of Ω, the degree being bounded by c 3 . Thus if V c is finite for some particular value of the elements of Ω then V c is finite for any value of the elements of Ω. This implies, if η = ω is a singularity of V c then ω is independent of the elements of Ω. Therefore, without any loss of generality, we shall take the elements of Ω to be zero and calculate the singularities of V c . Now, if we equate the elements of Ω (defined in (91)) to zero, then (67) reduces to: 
Then we shall write the elements of σ(B 1 ∪B 2 ) in terms of elements of σ(B 0 ) which will give us σ(j, n, m, q) in terms of the elements of σ(B 0 ). The reason for doing this is that it will turn out to be much easier to relate the elements of σ(B 1 ∪ B 2 ) to the elements of σ(B 0 ) than it is with an arbitrary element of σ(L). Now, using (92), in accordance with (79), for any c ∈ B 0 and n ≥ 0 we can write:
The subscript (92) of T means that the function is to be evaluated from equation (92). Now, any element of B 1 can be written as (n + 1 − m, n, m, n + i). From (92) we see,
We note that (n + 1 − m, n, m, P ) ∈ B 1 and hence (95) can be considered as a standalone recursive definition of the elements of B 1 . This is a simple 1D recurrence of the form (70). Therefore in accordance with (76) we can write:
We note that T (95) ((n + 1 − m, n, m, n + i), (n + 1 − m, n ′ , m, n ′ )) = 0 for any n ′ = n. We define the set B 3 for elements like (n + 1 − m, n, m, n):
Now, (94) becomes:
We now define B 34 := B 3 ∪ B 4 and for any c ∈ B 0 , n ≥ 0, m ∈ B 34 we define the following function:
We note that since B 3 ∩ B 4 = ∅ by construction, the function is well defined. Now using this function we can rewrite (98) as:
We note that any element of B 4 can be written as (n + 1, n − i, m, n) with {i, m} = {0} and for any j ∈ Z such that n − i + j ≥ 0 we have, (n + 1, n − i, m, n) ∼ (n + 1 + j, n − i + j, m, n + j) ∈ B 4 . Thus for any element of B 4 the equivalence chain containing the element is completely contained in B 4 . Therefore we see,
and ϑ : B 4 × Z ≥0 → B 4 is a bijection. Similar argument applies for B 1 and B 3 as well and we find that for i ∈ {1, 3}, B i := B i / ∼ = B i ∩ B 0 and ϑ : B i × Z ≥0 → B i is bijective. Thus defining B 34 := B 34 / ∼ we can rewrite (100) as:
Asymptotic analysis
So far the relations we have derived are all exact. But from (82) we see that the condition for convergence of V c is:
Thus, to determine the singularity of V c we need only the asymptotic characteristics of σ(ϑ(c, n)) at large n. We first look at the asymptotic behavior of σ(B 4 ). From (92) we find (for {i, m} = {0}),
If we use a bar over σ to denote the asymptotic behavior, e.g., if we writeσ(ϑ(c, n)) for the asymptotic form of σ(ϑ(c, n)) at large n then taking the large n limit in (104) we get:
The results of Appendix 8 show that k 
Or we can write it like,
which also defines the function T (105) ( , ). Now,
Noting that any p ∈ B 0 can be written as ϑ i−1 i,m (0) for suitable i and m, we find for any p ∈ B 4 ⊂ B 0 , n ≥ 0 and such q ∈ B 0 that T (105) (ϑ(p, n), q) = 0:
Similarly, for the elements of B 3 , starting from R ′ (n + 1 − m, n − 1, m, n) = 0 and taking the large n limit we get:σ 
and following a similar argument as for the elements of B 4 we get, for any p ∈ B 3 , n ≥ 0 and such q ∈ B 0 that T (105) (ϑ(p, n), q) = 0:
We now define the following function, for any p ∈ B 34 , n ≥ 0, and q ∈ B 0 :
and then we can rewrite (102) as:
Now, for any c, p ∈ B 0 and n, m ≥ 0 there exists such s 1 , s 2 , s 3 , s 4 ∈ Z that,
and therfore, ϑ(p, m
Then according to (85) we can write:
and, f (ϑ(c, n + 1), ϑ(p, m + 1)) = ψ c, n + 1,
Comparing (84) with (92) we see that for fixed c and {s i }, ψ c, n,
is at most a linear function of n and therefore,
Using the definition of T in (78) the property of f in the above equation can be transferred to T and we get,
In particular, this remains valid for T ′ as well. Now, using (109), (112), (113) and (118) all together we get for any c, q ∈ B 0 , p ∈ B 34 ⊂ B 0 , and n ≥ 0:
Equation (114) and (119) enable us to evaluate the limit in (103) as follows:
The last equality is achieved because the sum over m in the denominator of the middle term is divergent. Because the highest value of m for which we have nonzero summand depends linearly on n and at the n → ∞ limit the sum is truly an infinite sum with undamped summands. Therefore we reach at the following condition for divergence of V c :
Comments on the singularity
The result of the previous section shows that the singularity of the effective potential of MSED is not the usual Landau pole u = 1 − ln(φ/µ) w = 0 as suggested by perturbative expressions of the potential in (60), (61). Written in a more explicit form, (121) becomes:
Where we have used (155) We also note that this result is fully consistent with the previous results obtained for the scalar φ 4 theory [4, 2] to which it reduces in the limit α → 0.
POSSIBLE EXTENSION TO MULTIPLE COUPLINGS
In this section we look at possible extensions of our result for theories with more than one coupling constants. We make some assumptions along the way. One is that, the quartic interaction of the scalar field is the common one. Now suppose the coupling constants in some theory are denoted λ 1 , · · · , λ n and λ n is the quartic coupling. Also suppose, the 1-loop beta function for λ i , denoted as β λi 2 , depends only on λ j such that 1 ≤ j ≤ i. We note that this is true for the Standard Model where λ n corresponds to the quartic Higgs self interaction. We define the characteristic functionsλ i (t) as solutions to the differential equations:
Ifλ n (t) has a simple pole at t = w then, using (123) it is easy to deduce that:
where K m [x 1 , · · · , x k ] denotes the vector space of homogeneous polynomials of degree m in the variables x 1 , · · · , x k over the field K. Using the assumption that w = 0 is a simple pole ofλ n (t) we also find that,
Equations (124) and (125) can be used to find the Laurent expansion for λ i (t) around t = w:
Equations (126) and (127) are direct generalizations of equations (23) and (24) and these forms are essential for further calculations towards the singularity structure. Another important assumption is that we can write the effective potential of the theory in the following form:
and φ is the scalar field with the quartic interaction. The method of characteristics readily generalizes for arbitrary couplings. We modify the definition in (27) as follows:
[m]
where c i+m λ 1 (w), · · · ,λ n (w) ∈ R i+m λ 1 (w), · · · ,λ n (w) . Now, if with this modified notation equations (32) and (52) remain unchanged then we can proceed as follows. As in (54) we make the change of variables
Change comes in (58) where instead of just χ N we would now have a homogeneous polynomial of degree N in the variables χ 1 , · · · , χ n−1 . Therefore we would have as the analog of S N,P from equation (60) something denoted as S N,P where N is a (n − 1) dimension vector with positive integer components, i.e.,
≥0 . But the form of S N,P as can be seen on the right hand side of equation (60) and that of the generalized S N,P will essentially be the same with the N in the r.h.s. of (60) replaced by ||N|| := i N i . Since this particular form of S N,P was what enabled the analysis in section 4.2, we would have a recurrence relation to determine the potential with the new k's defined by the following equation:
The constructions of Section 5 are readily generalizable as well. We can partition the lattice space L by introducing an equivalence relation and partition V as in (82) by introducing V c where c will belong to an equivalence class like B 0 . And the independence of the singularity from the constants whose powers remain bounded by the choice of c (denoted as elements of Ω in (91)) and does not depend on n (as in 82)) decouples parts of V arising from different powers of χ i and we reach at a much simpler recurrence relation than the original one, as was done in (92). Asymptotic analysis makes further simplifications and the condition for divergence remains similar in form to (121). Only changes are that b 
AN ALTERNATE SUMMATION
In this section we follow [5] , showing that in the CW scheme the RG improved effective potential becomes independent of φ. We write V in the form,
and regroup the terms of (4) in a way that,
Substitution of (131) and (132) in (6) gives the recurrence relation:
Now defineα(t),g(t) andȂ(α(t),g(t), t) such that,
and,Ȃ(α,g, t) = A n (α,g) exp 4
If now the renormalization scale µ is taken to be equal to the vacuum expectation value of the scalar field φ, denoted by v, i.e., dV dφ φ=µ = 0 (139) then from (131) and (132) and noting that l = 0 at φ = µ we get,
This coupled with (136) gives (for v = 0),
Using (134) and (135) the parametric solution of (140) is,
Substituting (141) in (138) we get,
From (142) it is evident that V is independent of φ.
DISCUSSION
Re-summation of the leading-logarithm contributions V m to the effective potential in such a way that portions of V beyond some particular value of m being included in that sum is always possible and can be obtained as exact closed form expressions [2, 4] . When we go beyond some particular order of estimation or some specific value of m by that re-summation, the singularity in V , which shows itself as a singularity in the individual leading order summations, is shifted away from the "Landau Singularity" revealing a peculiar singularity structure [2] . This interesting feature might have a role to play in the standard model and the possibility is an open question which may be worth pursuing [3] . In this paper, a non-trivial extension of this re-summation to a theory with multiple couplings is accomplished, which can further refine the estimates of Higgs mass [3] in the conformal limit of the standard model, where, up to m = 4 (up to five-loop order) have been used. In fact this result is improved up to nine-loop order in [7] using Pade' approximations and an averaging method resulting in an upper bound on the Higgs mass of 141 GeV. More rigorous estimates will need to follow the re-summation of the effective potential (which shifts the "Landau" singularity) that we dealt with or summing V m beyond m = 4 using the techniques of [3] . But in both cases, the knowledge of the exact three-loop RG functions and beyond for the standard model is necessary which have not been calculated yet.These estimates (alongside enhanced Higgs-Higgs scattering processes) [3, 7] are very interesting as they are consistent with the recent ATLAS and CMS Collaborations observations of the 125 GeV Higgs mass and provide signals to distinguish conventional and radiative electro-weak summetry breaking [7] . In other words, the Coleman-Weinberg approach really seems to be viable and hence its pressing to shed light on the formal structure of conformally invariant models. The most important thing is the result that the singularity structure of the complete effective potential of MSED or standard model in the conformal limit is completely different from their perturbative approximations, consistent with [4] . In fact, the singularity structure of the effective potential is not deducible from any order of perturbative treatment, however large. Most interestingly, it depends only on the 1-loop and 2-loop beta functions of the quartic scalar coupling. The apparent peculiarity of the singularity structure or the flatness of the total effective potential might indicate shortcomings of the applicability of perturbation theory in the context or something completely unknown, because the effective potential that we are talking about is the one relevant for analyzing spontaneous symmetry breaking. We have also outlined a rigorous framework for the application of our results to theories with arbitrary number of couplings, which in particular includes the standard model .
• Integration: Integration of the series [m] t k with respect to t results in another series, the form of which depends on the parameter k. The integrals are as follows:
[m] We shall not try to find the coefficients A i here, rather we shall look at the derivatives of y 2 w.r.t. its arguments. We notice, α , and τ , defined by (7) . From (57),
Now, beginning from (7a): m,n and τ m,n that m + n = j + k. But we recall from the definition of these terms (eq. (7)) that the sum of the subscripts denote the order of loop of the feynman diagrams that goes into their calculation. This shows that k i j,k depends on the (j + k)-loop beta and gamma functions.
