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INTRODUCTION
SEVERAL PROCEDURES ARE NOW AVAILABLE for obtaining estimates of cointegrating coefficients that are known to be asymptotically efficient under Gaussian assumptions. A commonly used method in practical work at present is reduced rank regression-see Johansen (1988) and also Ahn-Reinsel (1988 ). This method applies maximum likelihood to a systems error correction model (ECM) formulated with vector autoregression (VAR) dynamics. An alternative parametric maximum likelihood method was developed in Phillips (1991) and is based on a triangular system representation of the cointegration model. The Phillips and Johansen procedures are, in fact, asymptotically equivalent when the same coordinate system for the cointegration space is used (see Park (1990) for a demonstration), but these procedures are not equivalent in finite samples. This is because the triangular system representation explicitly incorporates identifying conditions on the cointegration space that isolate a set of full rank integrated regressors and identify the cointegrating equations as individual structural equations. These conditions are analogous to traditional identifying restrictions in simultaneous equations models. The Johansen reduced rank regression approach places no prior restrictions on the cointegration space but employs normalization rules that uniquely determine empirical estimates of the cointegrating vectors as generalized eigenvectors in a canonical correlation analysis between the levels and the differences of the time series. These distinctions between the procedures do have important effects, some of which will be explored in the present paper. In addition to the above mentioned procedures, several alternative efficient methods of estimation are now available including a fully modified least squares method due to Phillips and Hansen (1990) that also uses the triangular representation.
Some attempts have been made to evaluate these different procedures by simulation. Recent work by Corbae, Ouliaris, and Phillips (1990), Gregory (1991), Hargreaves and Setiabudi (1992), Park and Ogaki (1991), Cappuccio and Lubian (1992) , and Toda and Phillips (1993) is relevant in this connection. One common feature to emerge from these simulation studies is that the Johansen reduced rank regression procedure seems occasionally to produce estimates that are very unreliable in the sense of being extreme outliers, where the other methods do not.
One aim of the present paper is to provide an analytical basis for understanding this phenomenon. The methods used are related to some earlier work by the author (1984, 1986a) on the exact distribution of simultaneous equations estimators. Formulae are derived for the exact finite sample distribution of the reduced rank regression estimator in the general case and the leading factor in this distribution is shown to be proportional to a matrix Cauchy distribution. Under a mild dominance requirement on the density of the squared canonical correlation matrix, it is shown that the density of the reduced rank regression estimator has Cauchy-like tail behavior and therefore no finite first moments, thereby providing an explanation for the outlier behavior observed in the aforementioned simulation studies. Maximum likelihood estimators that are based on the triangular representation are studied in a particular case and are shown to have quite different finite sample tail behavior. Unlike the reduced rank regression estimator, these estimators possess finite integer moments up to order T -m, where T is the sample size and m is the number of full rank integrated regressors. Some exact results for the same model on the distribution of Wald tests about the cointegrating coefficient matrix are given, including a version of Hotelling's T2 test in multivariate linear regression.
Throughout this paper we use the symbol "-" to signify equivalence in distribution and IV(-) and W( ) to represent the null and range spaces of their respective matrix arguments. 0(n) = {H(n x n): H'H = In) denotes the orthogonal group of n X n orthogonal matrices, VI,n = {A(n X r): A'A = Ir} is the Stiefel manifold, and fn(a) = 7 -1)/4 l -n F(a (1/2)(i -1)), where Re(a) > (n -1)/2, is the multivariate gamma function. The matrix variate X(n X r) is said to be spherically distributed if X C1XC2 for all C1 E 0(n) and C2 E 0(r). If, in addition, X'X= Ir then X has a uniform distribution on the manifold Vr n. This distribution on Vr,n is, in fact, uniquely determined by its invariance under the orthogonal transformations C, and C2. The reader is referred to Muirhead (1982, Ch. 1-3), James (1954) , and Herz (1955) for more background on these matrix spaces and distributions.
The plan of the paper is as follows. Section 2 develops a distribution theory for the reduced rank regression estimator and examines the tail behavior of this distribution. Section 3 derives the distribution of the maximum likelihood estimator of the cointegrating matrix and some Wald tests in a particular case of the triangular representation. The tail behavior of the distribution of this estimator is obtained and compared with that of the reduced rank regression estimator. Section 4 discusses the implications of these results and draws some conclusions. Technical derivations are given in the Appendix in Section 5. This condition corresponds to the a priori requirement that there be r structural relations of the form (6) Ylt=By2.+Ult, where y= [y't], 7 is a partition of yt that is conformable with (5), y2t is a full rank integrated process, and u1t is a stationary error. This is the type of formulation that occurs frequently in applied econometric work. Note that the explicit form (6) is stronger than the empirical normalization given by (3) and (4). In particular, the form of (6) explicitly recognizes a subvector, y2t, of full rank integrated regressors and (6) involves r restrictions per equation (i.e. r -1 exclusion restrictions and one unit normalization restriction) on the parameters of the cointegrating matrix A', giving r2 restrictions in toto. The normalizations (3) and (4) also involve r2 restrictions but they apply to the estimate A', not the true cointegrating matrix A'. The difference is important because in the limit A' may not be uniquely determined by these empirical restrictions (as happens when there are multiple eigenvalues in the limit matrix Ar corresponding to Ar in (4)).
SOME EXACT FINITE SAMPLE THEORY FOR THE REDUCED
Once the matrix A in (1) 
CO2-#L (G1G1)0 K F = [F1, F2] E 0(r) with F1 E IV(B ), F2 E s(Bo) and G = [G1, G2] E O(m) with G1 E .V(BO) and G2 E ?W(B). The notation ( )O in (13) signifies that the matrix in parentheses is replaced by a zero matrix when the corresponding null space (i.e. .A(B ) and X(BO)) has zero dimension.
The tail behavior of the density (11) on the ray B = bBo is equivalent (up to a constant multiple) to that of a matrix Cauchy distribution. It follows that the density of the reduced rank regression estimator B has no finite sample integer moments. This may go some way to explain the occurrence of the extreme outliers that have been observed in simulation studies of this estimator. (iv) A special case that is of some independent interest is that of spurious regression. Here the system that is estimated is the vector autoregression (1) with r > 0 when the generating mechanism of y, is a set of n random walks initialized at the origin at t = 0, i.e. 
TAIL BEHAVIOR OF THE MAXIMUM LIKELIHOOD ESTIMATOR IN THE TRIANGULAR SYSTEM REPRESENTATION
In place of (1) let us now suppose that maximum likelihood is applied to the triangular system representation, viz. 
