Abstract. Let λ i (Ω, V ) be the ith eigenvalue of the Schrödinger operator with Dirichlet boundary conditions on a bounded domain Ω ⊂ R n and with the positive potential V . Following the spirit of the Payne-Pólya-Weinberger conjecture and under some convexity assumptions on the spherically rearranged potential V ⋆ , we prove that λ 2 (Ω, V ) ≤ λ 2 (S 1 , V ⋆ ). Here S 1 denotes the ball, centered at the origin, that satisfies the condition λ 1 (Ω, V ) = λ 1 (S 1 , V ⋆ ).
Introduction
In an earlier publication [3] , Ashbaugh and one of us have proven the Payne-Pólya-Weinberger (PPW) conjecture, which states that the first two eigenvalues λ 1 , λ 2 of the Dirichlet-Laplacian on a bounded domain Ω ⊂ R n (n ≥ 2) obey the bound (1) λ 2 /λ 1 ≤ j 2 n/2,1 /j 2 n/2−1,1 . Here j ν,k stands for the kth positive zero of the Bessel function J ν . Thus the right hand side of (1) is just the ratio of the first two eigenvalues of the Dirichlet-Laplacian on an n-dimensional ball of arbitrary radius. This result is optimal in the sense that equality holds in (1) if and only if Ω is a ball.
The proof of the PPW conjecture has been generalized in several ways. In [2] a corresponding theorem has been established for the Laplacian operator on a domain Ω that is contained in a hemisphere of the n-dimensional sphere S n . More precisely, it has been shown that λ 2 (Ω) ≤ λ 2 (S 1 ), where S 1 is the n-dimensional geodesic ball in S n that has λ 1 (Ω) as its first Dirichlet eigenvalue.
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Schrödinger operator with the potential V = kr α (k > 0, α ≥ 2) with λ 2 (S 1 , kr α ), where S 1 is the ball, centered at the origin, that satisfies the condition λ 1 (Ω, kr α ) = λ 1 (S 1 , kr α ). Here and in the following we denote by λ i (Ω, V ) the ith eigenvalue of the Schrödinger operator −∆+ V ( r) with Dirichlet boundary conditions on a bounded domain Ω ⊂ R n . We have to mention a gap in [11] , which occurs in the proof of Lemma 3.2. The author claims (and uses) that all derivatives of the function Z(θ) (which is equal to T ′ (θ) where T (θ) = 0) coincide with the derivatives of T ′ (θ) in the points where T (θ) = 0. This is not proven and there seems to be no reason why it should be true. The same problem occurs in the proof of Lemma 3.3. In the present paper we will prove a theorem that includes Haile's theorem as a special case and thus remedies the situation.
One very important difference between the original PPW conjecture and the extended problems in [2, 11] is that in the later cases the ratio λ 2 /λ 1 is not scaling invariant anymore. While λ 2 /λ 1 is the same for any ball in R n , it is an increasing function of the radius for balls in S n [2] . On the other hand, we will see that λ 2 (B R , V )/λ 1 (B R , V ) on the ball B R is a decreasing function of the radius R, if V has certain convexity properties. This rises the question which is the 'right size' of the comparison ball in the PPW estimate. We will make some remarks on this problem below.
The main objective of the present work is to prove a PPW type result for a Schrödinger operator with a positive potential. We will state the corresponding theorem in the following section. In Section 3 we will transfer our results to the case of a Laplacian operator with respect to a metric of Gaussian or inverted Gaussian measure, the two cases of which are closely related to the harmonic oscillator. The rest of the article will be devoted to the proofs of our results.
Main Results
Let Ω ⊂ R n (with n ≥ 2) be some bounded domain and V : Ω → R + some positive potential such that the Schrödinger operator −∆ + V (subject to Dirichlet boundary conditions) is self-adjoint in L 2 (Ω). We call λ i (Ω, V ) its ith eigenvalue. Further, we denote by V ⋆ the radially increasing rearrangement of V . Then the following PPW type estimate holds:
n be a ball centered at the origin and of radius R 1 and letṼ : S 1 → R + be some radially symmetric positive potential such thatṼ (r) ≤ V ⋆ (r) for all 0 ≤ r ≤ R 1 and λ 1 (Ω, V ) = λ 1 (S 1 ,Ṽ ). IfṼ (r) satisfies the conditions a)Ṽ (0) =Ṽ ′ (0) = 0 and b)Ṽ ′ (r) exists and is increasing and convex,
If V is such that V ⋆ satisfies the convexity conditions stated in the theorem, the best bound is obtained by choosingṼ = V ⋆ . In this case the theorem is a typical PPW result and optimal in the sense that equality holds in (2) if Ω is a ball and V = V ⋆ . For a general potential V we still get a non-trivial bound on λ 2 (Ω, V ) though it is not sharp anymore. To show that our Theorem 2.1 contains Haile's result [11] as a special case, we state the following corollary: 
The proof of Theorem 2.1 follows the lines of the proof in [3] and will be presented in Section 5. Let us make a few remarks on the conditions thatṼ has to satisfy. Condition a) is not a very serious restriction, because any bounded potential can be shifted such that V ⋆ (0) = 0. Also V ′ ⋆ (0) = 0 holds if V is somewhat regular where it takes the value zero. Moreover, our method relies heavily on the fact that
which is a byproduct of our proof and holds for any ball B R and any potentialṼ that satisfies the conditions of Theorem 2.1. The conditions a) and b) will be needed to show the above inequality, which is equivalent to q ′′ (0) ≤ 0 for a function q to be defined in the proof. Numerical studies indicate that b) is somewhat sharp in the sense that, for example, a potential r 2−ǫ (which violates b) only 'slightly') does not satisfy (3) for every R. In this case the statement of Theorem 2.1 may still be true, but the typical scheme of the PPW proof will fail. Furthermore, condition a) and b) will allow us to employ the crucial Baumgartner-Grosse-Martin (BGM) inequality [7, 4] : From a) and b) we see that V (r) + rV ′ (r) is increasing. Consequently rV (r) is convex, which is just the condition needed to apply the BGM inequality.
As mentioned above, one has to chose carefully the size of the comparison ball in a PPW estimate if λ 2 /λ 1 is a non-constant function of the ball's radius. In the case of the Laplacian on S n , one compares the second eigenvalues on Ω and S 1 , the ball that has the same first eigenvalue as Ω. By the Rayleigh-Faber-Krahn (RFK) inequality for S n it is clear that S 1 ⊂ Ω ⋆ , where Ω ⋆ is the spherically symmetric rearrangement of Ω. It has also be shown in [2] that λ 2 /λ 1 on a geodesic ball in S n is an increasing function of the ball's radius. One can conclude from these two facts that in S n an estimate of the type (2) is stronger than the inequality
It has also been argued in [4] why the situation is different in the hyperbolic space H n . Here an estimate of the type (4) is not possible, for the following reason: One can show that λ 2 /λ 1 on geodesic balls in H n is a decreasing function of the radius. Now suppose, for example, that Ω is the ball B R with very long and thin tentacles attached to it. Then the first and the second eigenvalue of the Laplacian on Ω and B R are almost the same, while the ratio λ 2 /λ 1 on Ω ⋆ can be considerably less than on B R (and thus on Ω). We will prove a PPW inequality of the type λ 2 (Ω) ≤ λ 2 (S 1 ) for H n and the monotonicity of λ 2 /λ 1 on geodesic balls in a future publication.
To shed light on the question which is the right type of PPW inequality for the Schrödinger operator on Ω, we state
r) exists and is increasing and convex.
Then the ratio
This theorem shows that one can not replace equation (2) in our Theorem 2.1 by an inequality of the type (4), following the same reasoning as in the case of the Laplacian on H n . Theorem 2.2 will be proven in Section 6.
Connection to the Laplacian operator in Gaussian space
Recently, there has been some interest in isoperimetric inequalities in R n endowed with a measure of Gaussian ( dµ − = e −r 2 /2 d n r) or inverted Gaussian ( dµ + = e +r 2 /2 d n r) density. For the Gaussian space it has been known for several years that a classical isoperimetric inequality holds. Yet the ratio of Gaussian perimeter and Gaussian measure is minimized by half-spaces instead of spherical domains [9] . The 'inverted Gaussian' case, i.e., R n with the measure µ + , is more similar to the Euclidean case: It has been shown recently that a classical isoperimetric inequality holds and that the minimizers are balls centered at the origin [15] .
We consider the Dirichlet-Laplacians −∆ ± on L 2 (Ω, dµ ± ), where Ω R n is a domain of finite measure dµ ± (Ω). These two operators are defined by their quadratic forms
The eigenfunctions Ψ ± i and eigenvalues λ ± i (Ω) in question are determined by the the differential equation
There is a tight connection between the operators −∆ ± on a domain Ω and the harmonic oscillator −∆ + r 2 restricted to Ω. Their eigenfunctions and eigenvalues are related by [6] 
denoting by Ψ i the Dirichlet eigenfunctions of −∆ + r 2 on Ω. There is an equivalent of the RFK inequality in Gaussian space [6] stating that λ − 1 (Ω) is minimized for given µ − (Ω) if Ω is a half-space. The corresponding fact for the 'inverted' Gaussian space is that λ + 1 (Ω) is minimized for given µ + (Ω) by the ball centered at the origin. It can be seen by the RFK inequality for Schrödinger operators [14] in combination with (7) .
Concerning the second eigenvalue, we will now show what our results from Section 2 imply for the operators −∆ ± . We state In Section 7 we will derive Theorem 3.1 from Theorem 2.2 in a purely algebraic way using only the relation (7). Repeating the argument for H n from the previous section, we see that by Theorem 3.1 the best PPW result we can expect to get is Theorem 3.2. Be S 1 the ball (centered at the origin) that satisfies the condition λ
. Theorem 3.2 follows immediately from Theorem 2.1 and (7). In the same way we easily get the corresponding version for −∆ − : Theorem 3.3. Be S 1 the ball (centered at the origin) that satisfies the condition λ
). Yet in this case it is not clear anymore whether S 1 is the optimal comparison ball: First, in contrast to the 'inverted' Gaussian case the ratio λ For small R the ratio is close to the Euclidean value (≈ 2.539) while for large R it approaches infinity (by (7)). Second, the RFK inequality in Gaussian space states that λ − 1 (Ω) is minimized by half-spaces, not circles. This means that for general Ω we don't know whether Ω ⋆ is bigger or smaller than S 1 . For these differences it remains unclear what is the most natural way to generalize the PPW conjecture to Gaussian space.
A monotonicity lemma
In our proof of Theorem 2.1 we will need Lemma 4.1 (Monotonicity of g and B) . LetṼ , S 1 and R 1 be as in Theorem 2.1 and call z 1 (r) and z 2 (r) the radial parts (both chosen positive) of the first two Dirichlet eigenfunctions of −∆ +Ṽ on S 1 . Set
and
is increasing on (0, R 1 ) and B(r) is decreasing on (0, R 1 ).
Proof. [11, 1] In this section we abbreviate λ i = λ i (S 1 ,Ṽ ). The functions z 1 and z 2 are solutions of the differential equations
with the boundary conditions
. This is assured by the BGM inequality [1, 7] , which is applicable because rṼ is convex. As in [1] we define the function
.
Proving the lemma is thus reduced to showing that 0 < q(r) < 1 and q ′ (r) < 0 for r ∈ [0, R]. Using the definition of g and the equations (8), one can show that q(r) is a solution of the Riccati differential equation
It is straightforward to establish the boundary behavior
Proof. Assume the contrary. Then there exist two points 0 < r 1 < r 2 ≤ R 1 such that q(r 1 ) = q(r 2 ) = 0 but q ′ (r 1 ) ≤ 0 and q ′ (r 2 ) ≥ 0. If r 2 < R 1 then the Riccati equation (10) 
which is a contradiction. If r 2 = R 1 then we get a contradiction in a similar way by
In the following we will analyze the behavior of q ′ according to (10) , considering r and q as two independent variables. For the sake of a compact notation we will make use of the following abbreviations:
We further define the function (11) T (r, y) := −2p(r)y − νy + N y r − Er.
Then we can write (10) as
The definition of T (r, y) allows us to analyze the Riccati equation for q ′ considering r and q(r) as independent variables. For r going to zero, p is O(r) and thus
Consequently, lim r→0 T (r, y) = +∞ for 0 ≤ y < 1 fixed, lim r→0 T (r, y) = 0 for y = 1 and lim r→0 T (r, y) = −∞ for y > 1 fixed.
For r approaching R 1 , the function p(r) goes to minus infinity, while all other terms in (11) are bounded. Therefore
T (r, y) = +∞ for y > 0 fixed.
The partial derivative of T (r, y) with respect to r is given by
In the points (r, y) where T (r, y) = 0 we have, by (11), (13) p|
From (8) we get the Riccati equation
Putting (13) into (14) and the result into (12) yields
If we define the function
it is clear that T ′ (r, y) = Z y (r) for any r, y with T (r, y) = 0. The behavior of Z y (r) at r = 0 is determined by M y . From the definition of M y we get
This implies that M y > 0 for 0 < y < 1,
and therefore lim r→0 Z y (r) = ∞ for 0 < y < 1.
Fact 4.2.
There is some r 0 > 0 such that q(r) ≤ 1 for 0 < r < r 0 and q(r 0 ) < 1.
Proof. Suppose the contrary, i.e., q(r) first increases away from r = 0. Then, because q(0) = 1 and q(R) = 0 and because q is continuous and differentiable, we can find two points r 1 < r 2 such thatq := q(r 1 ) = q(r 2 ) > 1 and q ′ (r 1 ) > 0 > q ′ (r 2 ). Even more, we can chose r 1 and r 2 such thatq is arbitrarily close to one. Writingq = 1 + ǫ with ǫ > 0, we can calculate from the definition of Q y that
The term in brackets can be estimated by
We can also assume that Q 1 ≥ 0, because otherwise q ′′ (0) = 2 n 2 Q 1 < 0 and Fact 4.2 is immediately true. Thus, choosing r 1 and r 2 such that ǫ is sufficiently small, we can make sure that Qq > 0. We further note, that in view of (16) the constant Mq can be positive or negative (depending on n), but not zero because 1 <q < 2. Now consider the function T (r,q). We have T (r 1 ,q) > 0 > T (r 2 ,q) and the boundary behavior T (0,q) = −∞ and T (R 1 ,q) = +∞. Thus T (r,q) changes its sign at least thrice on [0, R 1 ]. Consequently, we can find three points 0 <r 1 <r 2 <r 3 < R 1 such that (17) Zq(r 1 ) ≥ 0, Zq(r 2 ) ≤ 0, Zq(r 3 ) ≥ 0.
Let us define
By condition b) onṼ , the function h ′ (r) is concave. Also h(0) = h ′ (0) = 0. We conclude that if h ′ (r 0 ) < 0 or h(r 0 ) < 0 for some r 0 > 0, then h ′ (r) is negative and decreasing for all r > r 0 . We will now show that Zq cannot have the properties (17), a contradiction that proves (18) we have h ′ (r) < 0. But this means by our above concavity argument that h ′ (r) is decreasing and thus h ′ (r) < 0 for all r >r. Then Z ′ q is strictly decreasing for r ≥r. Together with Zq(r 2 ) ≤ 0 and Z ′ q (r) ≤ 0 this implies that Zq(r 3 ) < 0, a contradiction to (17) . Proof. Assume the contrary. Then there are three points r 1 < r 2 < r 3 in (0, R 1 ) with 0 <q := q(r 1 ) = q(r 2 ) = q(r 3 ) < 1 and
Consider the function T (r,q), which is equal to q ′ (r) at r 1 , r 2 , r 3 . Taking into account its boundary behavior at r = 0 and r = R 1 , it is clear that T (r,q) must have at least the sign changes positive-negative-positive-negative-positive. Thus T (r,q) has at least four zerosr 1 <r 2 <r 3 <r 4 with the properties
We also know that Zq(0) = +∞. To satisfy all these requirements, Zq must either have at least three extremal points where Z ′ q crosses zero or Zq must vanish on a finite interval. But we have
which is a strictly concave function (recall Mq > 0 for 0 <q < 1). A strictly concave function can only cross zero twice and not be zero on a finite interval, which is a contradiction that proves Fact 4.3.
Altogether we have shown that 0 < q(r) < 1 and q ′ (r) ≤ 0 for all r ∈ [0, R], proving Lemma 4.1.
Proof of Theorem 2.1
Proof of Theorem 2.1. We start from the basic gap inequality
where u 1 is the first Dirichlet eigenfunction of −∆ + V on Ω and P is a suitable test function that satisfies the condition Ω P u
Here z 1 and z 2 are the radial parts (both chosen positive) of the first two eigenfunctions of −∆ +Ṽ on S 1 . More precisely, z 2 (r)r i r −1 for i = 1, . . . , n is a basis of the space of second eigenfunctions. It follows from the convexity of rṼ and the BGM inequality [1, 7] that the second eigenfunctions can be written in that way.
According to an argument in [3] one can always chose the origin of the coordinate system such that Ω P i u 2 1 d n r = 0 is satisfied for all i. Putting the functions P i into (19) and summing over all i yields
By Lemma 4.1 we know that B is a decreasing and g an increasing function of r. Thus, denoting by u ⋆ 1 the spherically decreasing rearrangement of u 1 with respect to the origin, we have
In each of the above chains of inequalities the first step follows from general properties of rearrangements and the second from the monotonicity properties of g and B. The third step is justified by a comparison result that we state below and the monotonicity of g and B again.
Putting (23) and (24) into (22) we get 
Proof. We integrate both sides of −∆u 1 + V u 1 = λ 1 u 1 over the level set Ω t := { r ∈ Ω : u 1 ( r) > t} and use Gauss' Divergence Theorem to obtain
where ∂Ω t = { r ∈ Ω : u 1 ( r) = t}. Now we define the distribution function µ(t) = |Ω t |. Using the coarea formula, the Cauchy-Schwarz inequality and the classical isoperimetric inequality, Talenti derives ( [18] , p.709, eq. (32))
The left sides of (27) and (28) are the same, thus
Now we perform the change of variables r → s on the right hand side of the above chain of inequalities. We also chose t to be u # 1 (s). Using the fact that u # 1 and µ are essentially inverse functions to one another, this means that µ(t) = s and µ
The result is (25). Equation (26) is proven analogously. 
To keep our notation compact we will write
Using Fact 5.1, one can check that then v(s) fulfills the inequality
Case 2: This is a contradiction to our original assumption that u Combining (32) for β = β 0 , (33) and(34), we get (35) λ 2 (R 1 , V (r)) λ 1 (R 1 , V (r)) ≥ λ 2 (R 2 , V (r)) λ 1 (R 2 , V (r)) .
Because R 1 and R 2 were chosen arbitrarily, this proves Theorem 2.2.
7. Proof of Theorem 3.1
Before we prove Theorem 3.1 we need to state the following technical Lemma: . For the denominator we get
This means that x 0 < 0, such that f (x) > 0 for all x > 0.
Proof of Theorem 3.1. Choose some x > 0. From Theorem 2.2 we know that λ 2 (B R+x , r 2 ) λ 1 (B R+x , r 2 ) < λ 2 (B R , r 2 ) λ 1 (B R , r 2 ) for x > 0.
Moreover, λ 1 (B R , r 2 ) ≥ λ 1 (B R+x , r 2 ) and λ 2 (B R+x , r 2 ) > λ 1 (B R+x , r 2 ). Thus we can apply first (7), then Lemma 7.1 and then (7) again, to get .
