Abstract: This paper analyses annotated genome data by applying a very central data-mining technique known as Association Rule Mining (ARM) with the aim of discovering rules and hypotheses capable of yielding deeper insights into this type of data. In the literature, ARM has been noted for producing an overwhelming number of rules. This work proposes a new technique capable of using domain knowledge in the form of queries in order to efficiently mine only the subset of the associations that are of interest to investigators in an incremental and interactive manner.
Introduction
Understanding biological data and unravelling its hidden patterns pose many challenges for biological researchers and require intelligent data mining and analysis techniques. Of highest prominence for data analysis of biological systems are the following considerations:
1 understanding the complexity and the nature of processes involved in generating biological data 2 highlighting the fuzziness characteristic and intractability of biological data 3 removing partiality and fallacy in data along with reducing the effects of noise and creeping errors.
Since its inception, data mining has attempted to unravel valuable knowledge entrenched in huge amounts of data. Its achievements in numerous applications have demonstrated tangible success in a very large number of domain areas including bioinformatics.
The aim of the work presented herein mostly fits the second consideration for biological data analysis stated above (2). In particular, we utilise ARM to help highlight the intractability of biological data by interactively studying the associations among the feature values used to annotate the genes or proteins under study. Each feature can be seen as a multi-valued attribute of nominal nature (i.e., it can take a number of different discrete values which are unordered). For example, the gene-function feature is coded in discrete values describing the function of the corresponding genes such as 'amino acid metabolism', 'biosynthesis of serine', or 'fermentation'. Continuous features can always be discretised and processed in a similar manner. We study the effects of applying an adapted form of ARM over the Saccharomyces cerevisiae (aka. S. cerevisiae or yeast) genome annotation data to detect associations among the different features used to describe genes in the genome. Instead of overwhelming investigators with all association rules that match specified minimum support and confidence thresholds, our approach gives users the flexibility of using domain knowledge to specify the general format of the desired rules and to select the features among which associations need to be uncovered. This process could be repeated interactively and incrementally by building up on previously mined results. The ultimate objective of our work is to efficiently provide biological researchers and knowledge seekers with more control over their quest for association rules of interest through the enormous rule space.
A number of studies in the literature have attempted non-interactive analysis over different types of biological data such as micro-array gene expression data and SAGE data. We are only aware of one study that discovers rules from genome annotation data.
Yeast genome data
Its highly desirable characteristics such as easy, inexpensive and rapid cultivation complemented with an extensive genetic and biochemical knowledge accumulated over years of research have rendered the yeast organism a model organism for research purposes. Yeast is viewed as a highly appropriate setting for the study of basic biological processes that are pertinent to other larger eukaryotes such as humans. Efforts for understanding the yeast genome began as early as 1950s. During the early 1980s, a physical map of the yeast genome was created which paved the way to the Saccharomyces Genome Project (1989 Project ( -1996 . This project led to the discovery of more than 6,000 DNA genes available in the S. cerevisiae genome. Years after their noted discovery, the functions of about a third of those genes have not yet been exposed, which initiated the Saccharomyces Genome Deletion Project (Astromoff et al., 1998 ; http://www-sequence.stanford.edu/group/yeast_deletion_project) with the ultimate objective of shedding light on unknown gene functions through phenotypic analysis of mutant strains.
The yeast genome is made up of 16 chromosomes in total, chromosome I through chromosome XVI. A chromosome can be described as a packet of coiled DNA. A gene or an Open Reading Frame (ORFs) is a section of a sequenced piece of DNA made up of sequences of codons which are triplets of base pairs from the DNA alphabet composed of Adenine, Thymine, Cytosine, and Guanine. The central dogma of molecular biology states that ORFs are transcribed into RNA by the enzyme RNA polymerase resulting in mRNA molecules which are then, in turn, translated by ribosomes into various protein molecules.
Our initial encounter with the yeast genome data was as part of the KDD CUP 2002 competition held in conjunction with The 8th ACM International Conference on Knowledge Discovery and Data Mining (2002) . The competition subsumed two tasks, one of which focused on devising models characterising the behaviour of the different yeast genes in some undisclosed experimental context (Craven, 2002) .
A number of comprehensive genome databases such as the Munich Information Center for Protein Sequences (MIPS) (http://mips.gsf.de) provide several catalogues of information on different organism genomes including yeast. The yeast genome under study includes 6,374 genes, each annotated with features describing the encoded protein(s). These descriptive features include function, phenotype, complexes, localisation, protein class, pathways, Enzyme Catalogues (EC), and interactions. Most features are divided into classes which in turn could be further subdivided into subclasses yielding a hierarchy of levels. The gene annotation data we used in this study was extracted from the MIPS databases. After extraction, the data was formatted for the task at hand as we shall describe later on. The following briefly describes each of the considered features:
• Function. The functions of a gene are the jobs that it does or the 'abilities' that it has.
These may include transporting substances around, binding to substances, holding substances together and changing one substance into another. The data used in this work represents the functional classes of the protein encoded by each gene. Note that each entry may have multiple functions.
• Phenotype. Phenotype characterises the 'outward, physical manifestation' of the organism. These are the physical parts, the sum of the atoms, molecules, macromolecules, cells, structures, metabolism, energy utilisation, tissues, organs, reflexes and behaviours; in other words, anything that is part of the observable structures, functions or behaviours of a living organism.
• Complexes. For every protein encoded by a given gene, the protein complex it belongs to is given in this attribute.
• Localisation. Localisation is the process that leads to the specific localisation of proteins to various cell regions. This feature attribute represents the localisation of the protein encoded by corresponding gene.
• Protein class. Proteins are divided into classes. This attribute specifies the protein classes of the protein encoded by a given gene.
• Pathways. Proteins participate in different regulatory (bio-chemical) pathways. This attribute describes the participating pathways of the protein encoded by the corresponding gene.
• Enzyme Catalogues (EC). Enzymes are used to catalyse (speed up) chemical reactions in the cell. This attribute describes the enzyme (which is a protein) encoded by each gene, if any.
• Interactions. This attribute describes genes whose encoded proteins physically interact with one another.
Association Rule Mining
Association Rule Mining (ARM) (Agrawal et al., 1993; Agrawal and Srikant, 1994 ) is a form of unsupervised learning used to discover associations among attribute values in relations. It was first applied by Agrawal et al. (1993) for Market Basket Research (MBR). Formally, the problem can be stated as follows: Let I be a set of items, and D be a set of transactions (cardinality is |D|) each containing a list of items. A subset of items from I is known as an itemset. An itemset containing k items is referred to as a k-itemset. The number of transactions containing all the items of an itemset is defined to be the support of the itemset with respect to D. Given an absolute support threshold (Agrawal et al., 1993; Agrawal and Srikant, 1994) , minisupp, where 0 < minisupp <= |D|, an itemset S is said to be frequent with respect to D and minisupp, if and only if the support of S is greater than or equal to minisupp. Discovering all the frequent itemsets in a dataset of transactions is known as frequent itemset mining in the literature which is usually the first step in mining association rules. An association rule is an implication of the form A → C where A (the antecedent of the rule) and C (the consequent of the rule) are itemsets in I. Traditionally, every association is described by two well-known associated measures, namely, support and confidence. The support of an association rule measures the statistical significance of the rule and is defined as the support of the itemset formed by the union of A and C (i.e., the number of the transactions in D containing both A and C simultaneously). The confidence of an association rule measures the statistical strength of the rule and is defined as the support of the rule divided by the support of A (i.e., the proportion of the transactions in D containing A that also contain C ). An association rule is said to be strong if and only if it has a confidence surpassing a minimum specified confidence threshold (Agrawal et al., 1993; Agrawal and Srikant, 1994) , miniconf, where 0 <= miniconf <= 1.
Every discovered frequent itemset may produce one or more strong association rules. Consequently, ARM is the process of finding all strong rules from frequent itemsets. In typical ARM applications, transactions are either represented as lists of items or binary vectors with the value 1 denoting the presence of the corresponding item in the transaction and 0 denoting its absence. Figure 1 depicts an example transactional dataset used in ARM. Note that the two representations are semantically equivalent. 
Literature review
Since the early 2000s, a number of papers have addressed and noted the importance of analysing biological data through the application of ARM. Early work on analysis of microarray gene expression data (see Haeseleer et al., 1999) appeared as early as 2001. Over the last decade, the microarray method (Pevsner et al., 1991 ) has successfully become a major source for understanding and discovering gene regulation patterns. In a nutshell, it provides the capability of monitoring the behaviour of huge numbers of genes on a single microarray DNA chip with the aim of profiling gene expressions under various environmental conditions and factors. The resulting gene expression data involve a huge number of attributes, which are treatments that numerically measure the expression levels of genes under the considered conditions and factors. Kotala et al. (2001) present a study of how to represent microarray data in MBR format. To this end, they propose two formats: gene table and treatment table. In the former format, genes form the rows of the relation and treatments form the columns. This format is typically useful for clustering and classification purposes. The treatment table format is just the opposite of the former format where treatments form the rows of the relation and genes form the columns. The latter format is typical for ARM analysis to identify sets of co-regulated genes. Their approach utilises a vertical data structure to represent data and expedite the process of mining rules using the popular Apriori algorithm (Agrawal et al., 1993; Agrawal and Srikant, 1994) ; however, no results are reported in their work. Berrar et al. (2001) and Creighton and Hanash (2003) show different attempts to mine association rules from yeast and tumour cells, respectively, using the Apriori algorithm with no proposed algorithmic modifications or improvements. Both studies provide biological analysis and interpretations for the discovered rules.
Tuzhilin and Adomavicius (2002) note a major and previously unaddressed problem when applying ARM on microarray gene expression data. It pertains to the large number of genes (or items in ARM) observed on such datasets which could reach as high as tens of thousands making ARM inapplicable due to high time consumption and the discovery of an overwhelming number of rules (Tuzhilin and Adomavicius, 2002) . They propose a post-mining analysis phase which enables investigators to evaluate the discovered rules using a number of 'rule evaluation operators' and 'data inspection operators'. No suggestions for optimising the mining process are given. Icev et al. (2002) propose an ARM approach for mining associations among motifs existing in the promoter regions of genes from C. elegans and C. briggsae. The importance of motifs is largely due to the fact that they include transcriptional control information which could be used to predict expressions in different cell types. They introduce an algorithm that is capable of integrating the distance between motifs into the discovered rules.
The work by Khabzaoui et al. (2004) studies the effects of using various quality measures for association rules. It uses a 'multi-criteria' genetic algorithm in an attempt to alleviate the combinatorial problem of ARM. No information on the studied organism is provided in the work.
The Serial Analysis of Gene Expression (SAGE) (http://www.ncbi.nlm.nih.gov/ SAGE/) technique is used for the quantitative profiling of gene expression data. Genes are represented by tags, describing their transcription product, which are then tallied to produce a quantified representation of the genes' expression levels. Tags are nucleotide sequences of predefined length (usually 10). Becquet et al. (2002) discuss ARM as a complementary technique to clustering capable of resolving some of the latter's problems by allowing genes to belong to more than one cluster (every rule is viewed as a cluster) and highlighting the relationship among genes within the same cluster (using rule directionality). Their study uses different data normalisation techniques to Booleanise SAGE data derived from human cells and analyses the effects on the rule-discovery process. The algorithm utilised is based on the notion of free-sets (Boulicaut et al., 2003) to efficiently produce frequent itemsets and represent them in a condensed way. Robardet et al. (2002) use simple association rules to shed light on clusters derived through clustering analysis of child meningitis data. The examples (usually symptoms describing patients) are first clustered and then their membership in the clusters are described by association rules. Rule that are not pertinent to their analysis and that do not reveal important information are eliminated.
We are only aware of one study, Clare and King (2003) , attempting to analyse yeast genome annotation data using ARM. They collected annotation information on each gene in the genome from various public sources over the Internet and compiled a relational table describing different gene features such as primary protein structure information and homologous proteins. They built a system called Poly-machine First Order Association Rule Miner (PolyFARM) using the Haskell language, a declarative programming language that uses the Inductive Logic Programming (ILP) technology (Muggleton and Raedt, 1994; Wrobel and Dzeroski, 1995) to mine first order association rules (i.e., association rules derived from relational data and expressed in first order predicate logic) in a distributed fashion over a Beowulf cluster making optimal use of available computing resources.
Contributions
While most previous ARM approaches analyse different formats of gene expression data, we perform ARM over relational gene annotation data with descriptive features similar in format to the data used in Clare and King (2003) . We focus on the yeast genome as a study case. In our data, genes can be viewed as the transactions in the MBR context where items are the feature-values.
Unlike all previous approaches, we propose to optimise the rule-discovery process by giving investigators the flexibility of incorporating domain knowledge, in the form of desired rule formats and features of interest, into the rule search. We believe that providing such knowledge is highly effective in focusing the rule-discovery process on the user's interests thus reducing the overwhelming number of produced rules and the high cost entailed by their mining. By focusing on specific features and rule formats, we are capable of accomplishing this reduction in the number of rules during the mining process as opposed to other techniques such as Tuzhilin and Adomavicius (2002) which mine all the matching rules and then, in a post-mining phase, attempt to return only the subset of rules of interest to the user. In other words, our approach does not burden the user with extra processing time for mining additional rules that are probably not of interest to the user.
One argument that could be made against this first contribution of ours is that if investigators know, beforehand, the subset of interesting features, then they can use other approaches like Clare and King (2003) and restrict the ARM process only to those features. In our defence, we argue that, by definition, data mining is the process of discovering hidden and previously unknown knowledge from huge amounts of data so it would be extremely difficult for anyone to decide on this knowledge beforehand. However, we believe that domain experts, such as biologists in our context, can provide important domain knowledge capable of guiding and focusing the mining process. By applying other ARM approaches on pre-selected features, investigators would risk having to redo the whole process from scratch again and again using different features until satisfaction is attained. Our approach, on the other hand, follows a divide-and-conquer methodology that proceeds by performing a number of independent steps in order to arrive at a middle stage which builds up with time to form a common repository for future attempts to incorporate domain knowledge. In other words, for all subsequent mining requests, our approach first tries to backtrack to the middle stage and use any results that are pertinent to new requests, thus saving on execution time, when possible, by not repeating tasks already done, and then proceeds to building the final result for the current request and saving it in the middle stage. We describe the process of being able to pose new requests based on older ones as interactive mining and that of being able to use older results to satisfy new requests as incremental mining. Approaching the problem with a divide-and-conquer methodology enables us to achieve a number of tasks in parallel which other holistic approaches still need to process sequentially, as we shall elaborate later.
In the general context of ARM, Geothals and Bussche (2000) present a similar approach for incrementally mining rules in an interactive mode. Their work attempts to mine association rules satisfying Boolean conditions on items (i.e., inclusions and exclusions constraints) called queries posed by users during mining sessions (i.e., sequences of queries typically issued by the same user) with the ultimate aim of incorporating the work into data mining query languages. There are a number of distinctions that render our approach different than their work, most of which are related to the biological context with which we are dealing in this paper.
First, they focus on Boolean items as entities in the constraint-specification process while we focus on the whole feature, which could be composed of hundreds and even thousands of values or items, for specifying constraints, mining rules and reusing old results because a feature is the entity that makes sense biologically; in addition, it would be infeasible for investigators to specify inclusion and exclusion constraints on features with large number of items. In essence, our focus is on the biological features which form the upper level in a concept hierarchy (Han and Kamber, 2006, Chapter 3) having the feature values at the lowest level. Second, their rule constraints specify the items that need or need not be present in the mined results regardless of other items; i.e., their discovered rules can contain other items not specified in the rule constraint. Our approach, on the other hand, takes on a more scientific perspective by allowing rules to include values from the specified features only. To understand the rationale for this, consider when investigators are more interested in examining the effects of one set of features on another set, all rules that include values from additional features (i.e., other than the specified ones) cannot serve the examination purpose set by the researcher because they involve new uncontrollable factors.
A typical use for the discovered association rules is to highlight patterns of interaction among features of interest. Such rules may serve as potential biological hypotheses which can be validated experimentally. Strong associations among features values can also be useful in annotating other genes in the genome by predicting their unknown feature values such as function. For example, a strong rule PHENOTYPE_X, LOCALISATION_Y FUNCTION_Z says that it is probable for a gene with phenotype value X and localisation Y whose function is unknown to have Z as a function. The derived frequent itemsets can be utilised to understand how genes group in clustering analysis.
For example, to gain more intuition into why two genes gene_A and gene_B cluster together, we can examine the frequent itemsets and identify those that contain gene_A and gene_B, simultaneously, in order to understand the intuition behind their clustering.
A broader goal for the discovered 'intra-organism' rules (i.e., discovered from a single organism) is the ability to generalise them, if possible, to 'inter-organism' rules (i.e., valid across multiple organisms) with certain support and confidence values. Such associations can elucidate important relations or dependencies among gene features independent of any organism which would assist in validating future gene annotations. We aim to pursue this goal as a future direction.
Genome data representation
As aforementioned, the gene annotation data we used in this work was extracted from the MIPS database. The extracted relation includes the following features: pathway, EC, complexes, function, localisation, protein class, phenotype, and interactions. Some of the features have values arranged into hierarchies. For example, the broad function 'metabolism' subsumes finer values such as 'amino acid metabolism' which in turn subsumes 'assimilation of ammonia, metabolism of the glutamate group'. For every feature, we collected all possible values and considered each as a separate unit represented by a bit vector containing a 1 for every gene having the feature value or 0 otherwise. Table 1 lists the total number of distinct nominal values for each feature. There are a total of 8,039 feature values/items and 6,374 genes/transactions. For optimisation purposes, we propose using the P-tree (Predicate tree or Peano tree) technology (Ding et al., 2002; Perrizo, 2001) for storing gene annotation data as in Kotala et al. (2001) where every feature value is represented by a P-tree instead of a bit vector. P-trees are tree-like data structures that store relational data in a loss-less compressed vertical format by splitting each attribute into bits, grouping bits at each bit position, and representing each bit group by a P-tree. P-trees provide a lot of information and are structured to facilitate fast and efficient data-mining processes (Ding et al., 2002; Perrizo, 2001 ) -an aspect greatly appreciated when dealing with vast amounts of raw data as is the case in most data-mining applications.
Albeit P-trees can be applied to binary data as well as numeric data stored in relational format, we will limit ourselves to the former as this happens to be the format of data with which they we are dealing. Note that data partitioning here is attribute-(or column-) based and not row-based as is the case with the ubiquitous relational data representation.
To create P-trees from relational binary data, we store all bit values in each binary attribute for all the transactions separately. In other words, we group all bits, for all transactions t in the table, in each binary attribute, separately. Each such group of bits is called a bit group. Figure 2 shows the process of creating P-trees from a binary relational table. 
Part (a) shows the creation of two bit groups, one for each attribute in part (a). Parts (c) and (c) show the resulting P-trees, P 1 and P 2 , one for each of the bit groups in part (a). P 1 and P 2 are constructed by recursively partitioning the bit groups into halves. Each P-tree records the total number of 1's in the corresponding bit group on the root level. The second level in the tree gives the number of 1's in each of the halves of the bit group. The first node from the left on the second level gives the number of 1's in the first half of the bit group, and, similarly, the second node gives the number of 1's in the second half of the bit group. This logic is continued throughout the tree with each node giving the number of 1's in either the first or the second half (depending on whether it is the left or right node) of the bit group represented by the parent node. In part (c) of Figure 2 , the root of P 2 is 6, which is the 1-bit count of the entire bit group. The second level of P 2 contains the 1-bit counts of the two halves separately, 4 and 2. Since the first half contains only 1's, it is considered pure (referred to as pure-1) and thus there is no need to partition it further. This last aspect is called P-tree compression (Ding et al., 2002; Perrizo, 2001) and is one of the most important characteristics of the P-tree technology. Similarly, nodes representing halves containing only 0's, like the left node on the third level of the tree in part (c), are considered pure-0 and are not partitioned further. The second half, 2, is pure-1 and need not be partitioned further.
Efficiency considerations dictate that we do not use the basic P-trees as shown in Figure 2 ; instead, we use a variation of the P-tree, called Pure-1 tree (or P1-tree). P1-trees contain nodes labelled with either 0 or 1. A node in a P1-tree is a labelled with 1 if and only if the corresponding bit group it represents is made up entirely of 1's (i.e., it is pure-1). Nodes labelled with 0 can be either pure-0 nodes or mixed (i.e., not pure-0 nor pure-1). Note that we can easily differentiate between pure-0 nodes and mixed nodes by the fact that pure-0 nodes have no children (i.e., they are leaf nodes). Parts a) and b) in Figure 3 show the P1-trees corresponding to the P-trees in Figure 2 , respectively. By convention, we will denote the P-tree for item I by P I . P1-trees are manipulated using operations such as AND, OR, NOT and ROOTCOUNT (the count of the number of 1's in the bit group represented by the tree) in order to query the underlying data (Ding et al., 2002; Perrizo, 2001) . The NOT operation is a straightforward swap of each pure node. Pure-1 nodes become pure-0 nodes and vice versa; while, mixed nodes stay as they are. The AND operation ANDs the nodes at the same position in the operand trees while the OR operation ORs them. Note that ANDing a pure-0 node with anything results in a pure-0 node, and ORing a pure-1 node with anything results in a pure-1 node. These observations, which can be attributed to P-tree compression, are exploited to achieve fast P-tree ANDing and ORing. Figure 4 depicts the AND and OR results of P 1 and P 2 from Figure 3 , respectively. 
Mining the yeast genome
To provide investigators with more control over the rule-discovery process, we propose a means for them to interactively perform this process by integrating domain knowledge in the form of desired rule formats and features of interest. This integration is aimed at expediting the mining process by
• focusing on a selected subset of the data only instead of the whole dataset
• reusing old results in answering new mining requests.
Investigators can examine the returned results and issue additional requests as needed which will benefit, when possible, from the results mined thus far. For the yeast dataset used herein, performing holistic ARM over the 8,039 items might be very time consuming due to the huge number of candidate frequent itemsets (2 8039 itemsets in total including the empty and singleton subsets) each producing zero or more rules. In situations where investigators might be willing and even interested in performing their analysis interactively in stages, this undesired situation can be circumvented.
Suppose an investigator is first interested in investigating the effect of phenotype on function; the rule format that needs to be specified in this case would be: phenotype function. Our approach would then proceed to mine the frequent itemsets from the phenotype feature values and the function feature values separately (i.e., produce two independent sets of frequent itemsets). To produce rules of the form phenotype function, each frequent itemset must subsume items from phenotype and function; as a result, we perform a join on the two sets of frequent itemsets and produce a new set containing all frequent itemsets combining the two features. We then derive rules adhering to the user-defined format in a straight forward manner. Note that each frequent itemset can potentially produce only one rule as will become clearer in the next sub-section. All subsequent analytical stages including phenotype and/or function would benefit from the frequent itemsets mined in this stage as we shall describe in detail later in this section.
Constrained, interactive and incremental rule mining
After representing the data vertically using P-trees, we divide the ARM process into four steps.
Step 1: For every feature specified in the initial rule format, mine all frequent itemsets from its items separately. Because of feature independence, mining the features involved in this step can be performed asynchronously (i.e., in parallel) (Shenoy et al., 2000) . All itemsets produced from every feature must satisfy the minimum specified support threshold, minisupp (i.e., have support greater that or equal to minisupp). As in Shenoy et al. (2000) , one can certainly take advantage of the vertical data layout to improve memory utilisation by only materialising P-trees related to the feature with which we are currently dealing. In addition, even while mining each part separately, all P-trees for non-frequent items can be unloaded from memory as they will no longer be of any use.
The reader is advised that representing data in P-tree format brings on the additional advantage of speeding up the frequent itemset-mining process. After creating the P-trees, which could be done offline, no database scans are ever needed (Ding et al., 2002; Perrizo, 2001) , only logical operations on a selected set of compressed bitmaps. For example, to compute the support of an itemset containing items A and B, all one needs to do is to AND P A and P B and issue a ROOTCOUNT operation on the result.
To mine the frequent itemsets from a set of items, the approach proposed in Rahal et al. (2004) , which has empirically demonstrated improved results compared to other contemporary approaches such as Zaki et al. (1997) and Han et al. (2000) over large (but moderately wide) datasets, can be utilised. This approach returns all frequent itemsets in a compressed Set Enumeration (SE) tree data structure (Raymon, 1993) where each node in the tree is a frequent itemset. Using the SE tree, one can easily navigate through all frequent itemsets and locate the supersets of a given itemset.
Step 2: After mining all the frequent itemsets from the items of all selected features, a join step can be performed. Recall that every produced rule must conform to the specified rule format and thus must contain items from all the selected features. By definition, the support of a rule must be greater than or equal to minisupp; i.e., the support of the union of the items from the selected features must be greater than or equal to minisupp (and, consequently, so must be the support of the items of each feature taken separately). Thus, instead of mining all frequent itemsets among all of the items from the selected features in a single lengthy step which can result in an exponential blow-up in the number of candidate frequent itemsets that need to be generated and tested, and then pruning all itemsets that do not contain items from all selected features, one can perform a divide-and-conquer approach by mining each part separately and then joining the results in a straight forward way. Performing this step would result in an SE tree containing all frequent itemsets including items from all selected features.
Each set of frequent itemsets is represented by an SE tree and their join requires taking all combinations of nodes from both trees. The join step takes advantage of the down closure property of support with respect to itemset size (Agrawal et al., 1993; Agrawal and Srikant, 1994) which, in a nutshell, states that any itemset must have a support greater than or equal to the support of any of its supersets and thus no itemset can be frequent unless all of its subsets are also frequent. Going back to the phenotype function example, suppose that the result of joining two nodes, one from the SE tree of each feature, representing frequent itemsets I phenotype and I function is a non-frequent itemset, then there is no need to join I phenotype or any of its supersets (which are the children nodes of the I phenotype in the phenotype SE tree) with I function or any of its supersets (which are the children nodes of the I function in the function SE tree). As noted in Rahal et al. (2004) , some supersets of an itemset might not be directly reachable from it; consequently, to achieve better performance results, taboo lists are utilised to maintain all itemsets whose supports, when joined with a node I under consideration, are less than minisupp and thus the supports of their supersets when joined with I need not be computed.
Step 3: The third step would be to produce the rules. Each itemset may produce only one rule because all items from every feature should reside in the position specified by the user for the respective feature in the rule. In the phenotype function example, all items belonging to phenotype should reside in the antecedent of all derived rules while items belonging to function should reside in the consequent. As a result, producing rules is fast and requires almost no processing other than the confidence test; i.e., no enumerations of the different rules that can be derived from an itemset are needed. Note that computing the confidence of a rule is rather efficient and straight forward because of P-trees; the confidence of a rule is equal to the ROOTCOUNT of the P-tree representing all items in the rule divided by the ROOTCOUNT of the P-tree representing all items in the antecedent only. This step results in producing all the rules that match the user-defined rule format.
Step 4: After the user examines the returned rules, she may wish to issue different requests on the dataset by specifying different rule formats. This can be viewed as the start of the interactive mode. If the new request involves features that have already been included in previous requests, our approach would incrementally build on the results obtained so far to answer the new request. For example, suppose that the user submits localisation function as the new desired format; in this case, there would be no need to re-mine the frequent itemsets from function because they were already mined in a previous request. All that needs to be done now is to mine frequent itemsets from localisation and join them with function as in Step 2.
Another example would be if the new request involves both phenotype and function such as in localisation, phenotype function; in this case, one could utilise all frequent itemsets from the first request and join them with those derived from localisation. In cases where new requests do not involve features from previous ones, this process needs to be started from Step 1.
At this stage, we would like to emphasise a highly significant point in regard to maintaining results from previous requests. Geothals and Bussche (2000) have shown that, for a limited number of successive requests, the approach of incrementally deriving results is better than other approaches such as
• mining the whole dataset and then post-processing the rules to derive results for all future requests (known as the 'post-processing' approach) (Geothals and Bussche, 2000) • mining only the requested parts of the dataset but repeating this process over for all subsequent requests (known as the 'integrated' approach) (Geothals and Bussche, 2000) .
As a result, we believe that the reuse practice in our incremental approach does not entail extra overhead for a limited number of subsequent requests. The formal description of our approach is given in Figure 5 . The algorithm itself is pretty self-explanatory for the most part; we will highlight some important points in relation to the join step, Step 2. This step joins SE trees from various selected features or combinations of those features to produce a single SE tree containing all the frequent itemsets from which we can then derive the rules. This joining process could be performed in a number of different ways. Parts (a) and (b) in Figure 6 depict example SE trees for the function and phenotype features, respectively.
At the root level of an SE tree, there is usually the empty set. Under the root, single frequent items are usually listed. For example, in Figure 6 (a), we have ('cell cycle defects'), ('stress response defects') and ('sensitivity to antibiotics') as frequent 1-itemsets on the first level of the tree. The second level contains frequent 2-itemsets such as ('stress response defects', 'cell cycle defects') under the first-level node ('stress response defects'). Each node in the tree adds a single item to the itemset in its parent node. Note that for space considerations, we only use this additional item to label the corresponding node; for example, the node ('stress response defects', 'cell cycle defects') under node ('stress response defects') is labelled with ('cell cycle defects') only.
A straight forward way for joining two SE trees is to test the frequency of the itemset formed by combining every node in the first tree with all the nodes in the second tree and saving the frequent ones in a result SE tree. For example, one could combine node ('cell cycle defects') in (a) with ('metabolism') in (b) and test the frequency of the resulting itemset ('cell cycle defects', 'metabolism'). If this itemset happens to be frequent, it is saved under the root in the new SE tree. Similarly, one has to combine ('cell cycle defects') with the rest of the nodes in b) while traversing the tree in depth-first order. At any time, if the support of the combination of ('cell cycle defects') and another node I in (b) is not frequent, then we use the downward closure of support property to halt the processing under I (the children nodes contain supersets of I and thus cannot produce frequent itemsets). After traversing all of b) for ('cell cycle defects'), we move on to the next node in (a), ('stress response defects'), also by traversing (a) in depth-first order and repeat the same process.
As noted in Rahal et al. (2004) , this straight forward join mechanism does not fully utilise the downward closure property of support; consequently, one can utilise taboo lists as described in Rahal et al. (2004) to rectify this problem and optimise the candidate frequent itemset generation process (i.e., guarantee that a candidate frequent itemset is formed if and only if all of its subsets are frequent). The reader is referred to Rahal et al. (2004) for more details on this process.
For multiple trees, two trees can be joined at a time independently of the rest in a recursive fashion until one SE tree is produced. Note that this approach gives great flexibility in working in parallel and produces more intermediate results that could be utilised by future requests.
Experimentation and results

Comparison analysis
To give the reader a flavour of the improvements resulting from using an incremental mining approach over a traditional holistic one, we developed an implementation for our work and compared it with the post-processing holistic or brute-force approach (due to the lack of similar contemporary approaches in the literature). Implementations were coded in C++ and executed on an Intel Pentium-4 2.4 GHz processor workstation with 2 GB RAM running Debian Linux.
For our work, we computed the total time for executing 5, 10, 15, 20 and 25 consecutive requests or queries each containing up to three features and using at least one feature from a previous query. The results are shown in Figure 7 . We set the minimum confidence threshold to 90% and varied the minimum support threshold between 20% and 0.05%. In our experiments, we only use sequential processing; i.e., mining the frequent itemsets from the different features in the specified query is not performed in parallel. For the post-processing approach, we only included the time needed to mine the whole dataset without considering the additional time required to scan the resulting set of rules for the subset of interest which certainly puts it at an advantage. Figure 7 clearly shows the gain achieved by using our approach. The post-processing required more 620 s at 5.9% support threshold while our approach was able to go as low as 0.05% using only around 410 s. In addition to the savings in execution time, the figure shows that by using our approach, investigators can go to very low support thresholds and mine frequent itemsets (and eventually rules) that would remain undetected in the post-processing approach. This is shown more clearly in Figure 8 where our approach was able to mine thousands of frequent itemsets that were simply infeasible to mine using the post-processing approach. Figure 9 illustrates yet another important characteristic of our incremental and interactive mining approach which is the ability to focus the search and the returned results on the desired features only. The post-processing approach returned slightly less than a million rules at support 5.9% most of which were irrelevant to the queries we selected. As a matter of fact, we noticed that for the posed queries, interesting rules stared to show at support 0.5%. For higher support thresholds, only uninteresting and evident rules appeared such as the ones shown in the next subsection. 
Biological significance of the results
In our experimental analysis, we derived a set of rules at very high confidence (minimum confidence threshold was set at 90%). As aforementioned, a large proportion of the rules were quite evident and uninteresting in the sense that they provided only common knowledge such as:
• cytoplasmic ribosomal large subunit cytoplasm (Conf. = 90.12%, Supp. = 1.15%)
• mitotic cell cycle and cell cycle control, nucleus nucleus (Conf. = 90.62%, Supp. = 1.37%)
• mitochondrial inner membrane mitochondrion (Conf. = 94.07%, Supp. = 1.74%).
Of special interest were the following rules which explain aspects pertinent to the yeast eukaryotic initiation factor 2 B (eIF2B):
• eIF2B (5 ORFs) ribosome biogenesis (Conf. = 90.12%, Supp. = 1.15%)
• eIF2B (5 ORFs) cytoplasm (Conf. = 90.12%, Supp. = 1.15%)
• eIF2B (5 ORFs) ribosome biogenesis, cytoplasm (Conf. = 90.12%, Supp. = 1.15%)
• eIF2B (5 ORFs), cytoplasm ribosome biogenesis (Conf. = 100.00%, Supp. = 1.15%)
• eIF2B (5 ORFs), ribosome biogenesis cytoplasm (Conf. = 100.00%, Supp. = 1.15%).
eIF2B has been well defined and characterised in yeast and mammals but not in other eukaryotes (Williams et al., 2001) . Our results associated the yeast eIF2B factor with specific molecular interactions within the cellular complex. One relevant aspect that we inferred concerning this factor is that it is involved in ribosome biogenesis. In yeast, the eIF2B factor mediates the exchange of a series of proteins bound to translation initiation. Several researchers have demonstrated that eIF2B factor catalyses a key regulatory step in the control of translation initiation; in specific, it catalyses a vital regulatory step in the initiation of the translation of mRNA. The interesting observation about this subset of rules is that it was able to relate eIF2B to biogenesis even though their biological relationship is only indirect via the exchange of proteins bound to translation initiation. In short, the computational analysis reported in this work has generated associations and hypotheses part of which have been previously reported in the literature. This observation validates the significance of ARM in the investigation of genome annotation data and the robustness of our approach in analysing it. Our results are very encouraging; however, further investigation is currently underway to gain deeper insights into the results and to clarify other pertinent aspects.
Conclusion and future work
In this work, we report a novel computational approach targeting the analysis of the yeast genome interaction data. Our approach optimises the rule-discovery process by pursuing interactive and incremental mining which enables parallel operations and the reuse of previously mined results, and gives investigators the flexibility of incorporating domain knowledge in the form of desired rule formats thus aiding in focusing their analysis on specific features of interest. For a limited number of consecutive queries, our approach has experimentally demonstrated better execution results than the post-processing approach. In addition, we were able to discover rules that go undetected due to infeasibility in other holistic approaches.
One future direction in this area is to extend the features in our analysed data to include other important features such as secondary protein structures. We also aim to pursue similar analysis over different genomes such as the human genome. As aforementioned in this paper, a broader goal for spreading our analysis to different genomes is to discover (or at least assess the potential availability of) 'inter-organism' association rules which are valid across organisms rather than in a single organism and which could describe important dependencies among gene features independent of any organism. In addition, we also plan to make a public implementation of this work available for investigators to use over the Internet via the DataMIME™ system (Serazi et al., 2004) .
