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Abstract
In uniform spaces, inspired by ideas of Banach, Tarafdar and Yuan, we introduce the concepts of generalized pseudodistances and
generalized gauge maps, for set-valued dynamic systems we define various nonlinear asymptotic contractions and contractions with
respect to these pseudodistances and gauges, provide conditions on the iterates of these set-valued dynamic systems and present
a method which is useful for establishing conditions guaranteeing the existence and uniqueness of endpoints (stationary points) of
these set-valued dynamic systems and conditions that each generalized sequence of iterations (in particular, each dynamic process)
converges and the limit of a generalized sequence of iterations is an endpoint. The definitions, the results and the method are new
for set-valued dynamic systems in uniform, locally convex and metric spaces and even for single-valued maps. The paper includes
a number of various examples which show a fundamental difference between our results and those existing in the literature.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The famous Banach contraction principle [4] has extensive applications in many fields of mathematics and applied
mathematics and (because of its importance for mathematical theory) it has been extended in different directions by
many authors (it is not our purpose to give a complete list of related papers here).
The investigations of the existence and uniqueness of endpoints of set-valued dynamic systems use ideas of Ba-
nach [4] and have received much attention in recent years. Among these generalizations, the results of Aubin and
Ekeland [1], Aubin and Siegel [3], Berge [5], Justman [6], Maschler and Peleg [8], Tarafdar and Vyborny [9], Taraf-
dar and Yuan [10] and Yuan [11] are the most valuable ones.
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duce the concepts of generalized pseudodistances and generalized gauge maps, for set-valued dynamic systems we
define various nonlinear asymptotic contractions and contractions with respect to these pseudodistances and gauges,
provide conditions on the iterates of these set-valued dynamic systems and present a method which is useful for es-
tablishing conditions guaranteeing the existence and uniqueness of endpoints of these set-valued dynamic systems
and conditions that each generalized sequence of iterations (in particular, each dynamic process) converges and the
limit of a generalized sequence of iterations is an endpoint. The definitions, the results and the method are new for
set-valued dynamic systems in uniform, locally convex and metric spaces and even for single-valued maps. The paper
includes a number of various examples which show a fundamental difference between our results and those existing
in the literature.
2. Definitions, notations and statement of results
Let 2X denotes the family of all nonempty subsets of a space X. A set-valued dynamic system is defined as a pair
(X,T ), where X is a certain space and T is a set-valued map T : X → 2X; in particular, a set-valued dynamic system
includes the usual dynamic system where T is a single-valued map.
A point w ∈ X is said to be an endpoint (or stationary point) of T if w is a fixed point of T (i.e., w ∈ T (w)) and
T (w) = {w}. A dynamic process or a trajectory starting at w0 ∈ X or a motion of the system (X,T ) at w0 is a sequence
{wm} defined by wm ∈ T (wm−1), m ∈ N. For details, see e.g., Aubin and Siegel [3] and Aubin and Ekeland [1].
A sequence {wm} such that wm ∈ T [m](w0), T [m] = T ◦ T ◦ · · · ◦ T (m-times), m ∈ N, is called a generalized
sequence of iterations with w0. Since the set T [m](w0), in general, is bigger than T (wm−1), thus each dynamic
process starting from w0 is a generalized sequence of iterations with respect to w0, but the converse may not be true.
For details see Yuan [11, p. 559].
Let X be a Hausdorff uniform space with uniformity defined by a saturated family {dα: α ∈A} of pseudometrics
dα , α ∈A, uniformly continuous on X2. For T : E → 2X , E ⊂ X, let T (E) =⋃x∈E T (x).
In order to present our results precisely, let us introduce some definitions and notations.
Definition 2.1. Let X be a Hausdorff uniform space. The family
V = {Vα : 2X → [0,∞], α ∈A}
is said to be a V-family of generalized pseudodistances on X (V-family, for short) if the following four conditions
hold:
(V1) ∀α∈A∀E1,E2∈2X {E1 ⊂ E2 ⇒ Vα(E1) Vα(E2)};
(V2) ∀α∈A∀x,y,z∈X{Vα({x, z}) Vα({x, y}) + Vα({y, z})};
(V3) for any sequence {xm} in X such that
∀α∈A
{
lim
n
sup
m>n
Vα
({
xn, xm
})= 0}, (2.1)
if there exists a sequence {ym} in X satisfying
∀α∈A
{
lim
m
Vα
({
xm,ym
})= 0}, (2.2)
then
∀α∈A
{
lim
m
dα
(
xm,ym
)= 0}; (2.3)
(V4) ∃α0∈A{Vα0(X) > 0}.
The following property holds.
Theorem 2.1. Let X be a Hausdorff uniform space, let V = {Vα : 2X → [0,∞], α ∈A} be a V-family on X and let the
family F = {Fα :X × X → [0,∞], α ∈A} be defined by Fα(x, y) = Vα({x, y}), (x, y) ∈ X × X, α ∈A. If x, y ∈ X
and ∀α∈A{Fα(x, y) = 0}, then x = y.
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if, additionally, the following condition holds:
(V5) ∀α∈A∀E∈2X {Vα(E) = Vα(E)}.
Now, we introduce various families of gauge maps and definitions of set-valued nonlinear contractions and nonlin-
ear asymptotic contractions with respect to V-families.
Definition 2.3. Let X be a Hausdorff uniform space and let (X,T ) be a set-valued dynamic system. Let V = {Vα :
2X → [0,∞], α ∈A} be a V-family on X and let, for each α ∈A,
Dα;T ,V =
{
Vα(E): E ⊂ X ∧ T (E) ⊂ E ∧ Vα(E) > 0
}
and
Hα;T ,V =
{
Vα
(
T [n](X)
)
: Vα
(
T [n](X)
)
> 0 ∧ n ∈ {0} ∪ N}
where T [0](X) = X.
(G1) An Ω-family of generalized gauge maps (Ω-family, for short) is by definition a family Ω = {ωm;α}α∈A of maps
ωm;α : Hα;T ,V → (0,∞], m ∈ N, α ∈A, such that
∀α∈A∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η)
{
t ∈ Hα;T ,V ⇒ ωm;α(t) ε
}
. (2.4)
(G2) A Π -family of generalized gauge maps (Π -family, for short) is by definition a family Π = {πα}α∈A of maps
πα : Hα;T ,V → (0,∞], α ∈A, such that
∀α∈A∀ε∈(0,∞)∃η>0∀t∈[ε,ε+η)
{
t ∈ Hα;T ,V ⇒ πα(t) ε
}
. (2.5)
(G3) A Ψ -family of generalized gauge maps (Ψ -family, for short) is by definition a family Ψ = {ψm;α}α∈A of maps
ψm;α : Dα;T ,V → (0,∞], m ∈ N, α ∈A, such that
∀α∈A∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η)
{
t ∈ Dα;T ,V ⇒ ψm;α(t) ε
}
. (2.6)
(G4) A Φ-family of generalized gauge maps (Φ-family, for short) is by definition a family Φ = {ϕα}α∈A of maps
ϕα : Dα;T ,V → (0,∞], α ∈A, such that
∀α∈A∀ε∈(0,∞)∃η>0∀t∈[ε,ε+η)
{
t ∈ Dα;T ,V ⇒ ϕα(t) ε
}
. (2.7)
Definition 2.4. Let X be a Hausdorff uniform space and let (X,T ) be a set-valued dynamic system. We say that T
satisfies condition (C) on X if one of the following conditions holds:
(C1) There exist a V-family and a Ω-family such that
∀α∈A∀m∈N∀n∈{0}∪N
{
Vα
(
T [n](X)
)
> 0 ⇒ Vα
(
T [m]
(
T [n](X)
))
< ωm;α
(
Vα
(
T [n](X)
))}
. (2.8)
Then we say that T is a (V;Ω)-asymptotic contraction on X.
(C2) There exist a V-family and a Π -family such that
∀α∈A∀n∈{0}∪N
{
Vα
(
T [n](X)
)
> 0 ⇒ Vα
(
T
(
T [n](X)
))
< πα
(
Vα
(
T [n](X)
))}
. (2.9)
Then we say that T is a (V;Π)-contraction on X.
(C3) There exist a V-family and a Ψ -family such that
∀α∈A∀m∈N∀E⊂X
{
T (E) ⊂ E ∧ Vα(E) > 0 ⇒ Vα
(
T [m](E)
)
< ψm;α
(
Vα(E)
)}
. (2.10)
Then we say that T is a (V;Ψ )-asymptotic contraction on X.
(C4) There exist a V-family and a Φ-family such that
∀α∈A∀E⊂X
{
T (E) ⊂ E ∧ Vα(E) > 0 ⇒ Vα
(
T (E)
)
< ϕα
(
Vα(E)
)}
. (2.11)
Then we say that T is a (V;Φ)-contraction on X.
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Theorem 2.2. Let X be a Hausdorff uniform space. Then the following are true:
(i) Each (V;Π)-contraction T on X is a (V;Ω)-asymptotic contraction on X.
(ii) Each (V;Ψ )-asymptotic contraction T on X is a (V;Π)-contraction on X.
(iii) Each (V;Φ)-contraction T on X is a (V;Ψ )-asymptotic contraction on X.
Let us recall the definition of a closed map.
Definition 2.5. (See Berge [5, p. 111] Klein and Thompson [7, Section 7.7], Aubin and Frankowska [2].) Let (X,T )
be a set-valued dynamic system. The map T is called closed if for each x0, y0 ∈ X such that y0 /∈ T (x0) there exist
in X two neighbourhoods N(x0) and N(y0) of x0 and y0, respectively, which satisfy T (x) ∩ N(y0) = ∅ for each
x ∈ N(x0).
Our main result is the following:
Theorem 2.3. Assume that:
(a) X is a Hausdorff complete uniform space;
(b) (X,T ) is a set-valued dynamic system;
(c) T satisfies (C) on X; and
(d) T [p] is closed in X for some p ∈ N.
Then:
(i) T has a unique endpoint w in X; and
(ii) Each sequence {wm}, where wm ∈ T [m](w0) for m ∈ N and w0 ∈ X, converges to w.
3. Proof of Theorem 2.1
Suppose that x, y ∈ X and ∀α∈A{Fα(x, y) = 0}. Hence, by (V1),
∀α∈A
{
Fα(x, x) = 0
}
.
Furthermore, denoting um = x, vm = y, m ∈ N, gives
∀α∈A
{
lim
n
sup
m>n
Fα
(
un,um
)= 0 ∧ lim
m
Fα
(
um,vm
)= 0}.
Now, using (V3), we conclude that ∀α∈A{limm dα(um, vm) = 0}. Consequently, we get ∀α∈A{dα(x, y) = 0}, i.e. x = y.
4. Proof of Theorem 2.2
Note that T (X) ⊂ X so, by induction, we have
∀m∈N
{
T [m](X) ⊂ T [m−1](X) ⊂ X}, T [0](X) = X. (4.1)
Hence, in particular,
∀m∈N∀n∈{0}∪N
{
T [m](En) ⊂ En
} (4.2)
where
∀n∈{0}∪N
{
En = T [n](X)
}
. (4.3)
(i) Assume that T is a (V;Π)-contraction on X. From (4.2), (4.3) and (V1) it follows that
∀α∈A∀m∈N∀n∈{0}∪N
{
Vα
(
T [m](En)
)⊂ Vα(T (En))}. (4.4)
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Hα;T ,V → (0,∞], m ∈ N, α ∈A, so T is a (V;Ω)-asymptotic contraction on X.
(ii) Assume that T is a (V;Ψ )-asymptotic contraction onX. Thus (2.6) and (2.10) are satisfied and, by (4.1)–(4.3),
we see that the sets Hα;T ,V satisfy Hα;T ,V ⊂ Dα;T ,V , α ∈ A; by (V4), Hα0;T ,V = ∅ for some α0 ∈ A. By (4.2)
and (4.4) for m = 1, defining Π = {πα}α∈A where πα = ψ1;α|Hα;T ,V , α ∈A, in conclusion, we have that the conditions
(2.5) and (2.9) are satisfied, so T is a (V;Π)-contraction on X.
(iii) Assume that T is a (V;Φ)-contraction on X. Since T (E) ⊂ E implies ∀m∈N{T [m](E) ⊂ T (E)} and, conse-
quently, by (V1), ∀α∈A∀m∈N{Vα(T [m](E))  Vα(T (E))}, therefore, defining Ψ = {ψm;α}α∈A by ψm;α = ϕα , m ∈ N,
α ∈A, from (2.7) and (2.11) we obtain (2.6) and (2.10), so T is a (V;Ψ )-asymptotic contraction on X.
The proof of Theorem 2.2 is complete.
5. Proof of Theorem 2.3
By Theorem 2.2, we may assume without loss of generality that T is a (V;Ω)-asymptotic contraction on X. The
proof will be broken into several steps.
Step I. For each α ∈A, the sequence {Vα(T [m](X))} is decreasing and converges.
Indeed, by (4.1) and (V1),
∀α∈A∀m∈N
{
Vα
(
T [m](X)
)
 Vα
(
T (X)
)
 Vα(X)
}
. (5.1)
In conclusion, for each α ∈A, the sequence {Vα(T [m](X))} is decreasing.
Observe that, for each α ∈A, the set {Vα(T [m](X)): m 1} is bounded. Indeed, the following two cases hold:
Case I. If Vβ(X) is finite for some β ∈ N, then, using (4.1) and (V1), we have that the set {Vβ(T [m](X)): m 0}
is bounded.
Case II. If Vγ (X) = ∞ for some γ ∈ N, then Vγ (X) > 0 and by (4.1) and (2.8), one has ∀m∈N{Vγ (T [m](X))
 Vγ (T (X)) < ω1;γ (Vα(X))}. It follows from the above that ∀m∈N{Vγ (T [m](X))  Vγ (T (X)) < ∞}. Hence
{Vγ (T [m](X)): m 1} is bounded.
Step II. We can show that
∀α∈A
{
lim
m
Vα
(
T [m](X)
)= 0}. (5.2)
Indeed, we consider two cases:
Case 1. If ∃β∈A∃q∈N{Vβ(T [q](X)) = 0}, then, since T [m](X) ⊂ T [q](X) for each m  q , by (V1), we get
Vβ(T
[m](X)) Vβ(T [q](X)) = 0 for each m q. Therefore, limm Vβ(T [m](X)) = 0.
Case 2. If ∀α∈A∀m∈N{Vα(T [m](X)) > 0}, then also limm Vα(T [m](X)) = 0 for each α ∈A. Suppose that this does
not hold, so, by Step I,
∃α0∈A∃ε0∈(0,∞)
{
lim
m
Vα0
(
T [m](X)
)= ε0}. (5.3)
First, we observe that, by Step I and (5.3),
∀m∈N∪{0}
{
Vα0
(
T [m](X)
)
 ε0
}
, T [0] = IX. (5.4)
Hence
∀m∈N
{
Vα0
(
T [m](X)
) ∈ H
α0;T ,V
}
. (5.5)
Next, let us observe that, by (2.4) and in view of ε0 > 0,
∃η0>0∃m0∈N∀t∈[ε0,ε0+η0)
{
t ∈ H
α0; T ,V ⇒ ωm0;α0(t) ε0
}
. (5.6)
Now, using Step I, (5.3) and (5.4), we obtain
∃m ∈N, m m ∀mm
{
ε0  Vα
(
T [m](X)
)
< ε0 + η0
}
. (5.7)1 1 0 1 0
K. Włodarczyk, R. Plebaniak / J. Math. Anal. Appl. 339 (2008) 344–358 349Therefore, (5.4)–(5.7) and (2.8) give
∀mm1
{
ε0  Vα0
(
T [m0]
(
T [m](X)
))
< ωm0;α0
(
Vα0
(
T [m](X)
))
 ε0
}
,
which is impossible. The proof of (5.2) is complete.
Step III. We can show that
∀α∈A∀E∈2X
{
lim
m
Vα
(
T [m](E)
)= 0}. (5.8)
This is deduced from (5.2) and (V1).
Step IV. Let w0 ∈ X and {wm}, wm ∈ T [m](w0) for m ∈ N, be arbitrary and fixed. The result is that
∀α∈A
{
lim
m
Vα
({
wm,wm+1
})= 0}. (5.9)
Indeed, since {wm,wm+1} ⊂ T [m](E1) for m ∈ N where E1 = {w0} ∪ T (w0), then from (V1) and (5.8) it follows
that
∀α∈A
{
lim
m
Vα
({
wm,wm+1
})
 lim
m
Vα
(
T [m](E1)
)= 0}.
Step V. We can show that
∀α∈A
{
lim
n→∞ supm>n
Vα
({
wn,wm
})= 0}. (5.10)
Indeed, let α0 ∈A, ε0 ∈ (0,∞) and η ∈ (0, ε0) be arbitrary and fixed. First, we observe that, from (5.2) and Step I,
∃q∈N
{
Vα0
(
T [q](X)
)
< ε0
}
, (5.11)
and, from (5.9),
∃n0=n0(η,q)∈N∀nn0
{
Vα0
({
wn,wn+1
})
< η/q
}
. (5.12)
Suppose to the contrary, there exist k, l ∈ N such that l > k  n0 and Vα0({wk,wl)} > 2ε0. If
h = min{j ∈ N: k < j and ε0 + η Vα0({wk,wj})}, (5.13)
then h  l and, furthermore, by (5.13), (V2) and (5.12), 2η < ε0 + η  Vα0({wk,wh}) 
∑h−1
j=k Vα0({wj ,wj+1}) <∑h−1
j=k η/q = (h − k)η/q , which gives 2q < h − k. Hence,
k < h − 2q < h − q < h l. (5.14)
Next, by (V2), (5.13) and (5.12), we obtain Vα0({wk,wh−q}) Vα0({wk,wh})−Vα0({wh−q,wh}) Vα0({wk,wh})−∑q−1
j=0 Vα0({wh−j−1,wh−j }) > ε0 +η−qη/q = ε0, so ε0 < Vα0({wk,wh−q}). On the other hand, by (5.13) and (5.14),
we have Vα0({wk,wh−q}) < ε0 + η. Therefore, ε0 < Vα0({wk,wh−q}) < ε0 + η. Hence, by (V1) and observing that{wk,wh−q} ⊂ E2 where E2 = T [k](w0)∪T [h−q](w0), we get ε0 < Vα0(E2). Also, according to (V1) and (5.11), since{wk+q,wh} ⊂ T [q](E2), we note that
Vα0
({
wk+q,wh
})
 Vα0
(
T [q](E2)
)
 Vα0
(
T [q](X)
)
< ε0. (5.15)
In virtue of (5.13), (5.12) and (5.15), the number η + ε0 satisfies
ε0 + η Vα0
({
wk,wh
})

q∑
j=1
Vα0
({
wk+j−1,wk+j
})+ Vα0({wk+q,wh})< qη/q + ε0 = η + ε0,
which is impossible. Consequently, l > k  n0 implies Vα ({wk,wl}) 2ε0. This concludes the proof of (5.10).0
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∀α∈A
{
lim
n
sup
m>n
dα
(
wn,wm
)= 0}. (5.16)
Indeed, from (5.10) we claim that
∀α∈A∀ε>0∃n1=n1(α,ε)∈N∀n>n1
{
sup
{
Vα
({
wn,wm
})
: m > n
}
< ε
}
and, in particular,
∀α∈A∀ε>0∃n1=n1(α,ε)∈N∀n>n1∀q∈N
{
Vα
({
wn,wq+n
})
< ε
}
. (5.17)
Let i0, j0 ∈ N, i0 > j0, be arbitrary and fixed. If we define
um = wi0+m and vm = wj0+m for m ∈ N, (5.18)
then (5.17) gives
∀α∈A
{
lim
m
Vα
({
wm,um
})= lim
m
Vα
({
wm,vm
})= 0}. (5.19)
Therefore, by (5.10), (5.19) and (V3),
∀α∈A
{
lim
m
dα
(
wm,um
)= lim
m
dα
(
wm,vm
)= 0}. (5.20)
From (5.18) and (5.20) we then claim that
∀α∈A∀ε>0∃n2=n2(α,ε)∈N∀m>n2
{
dα
(
wm,wi0+m
)
< ε/2
} (5.21)
and
∀α∈A∀ε>0∃n3=n3(α,ε)∈N∀m>n3
{
dα
(
wm,wj0+m
)
< ε/2
}
. (5.22)
Let now α0 ∈ A and ε0 > 0 be arbitrary and fixed, let n0 = max{n2(α0, ε0), n3(α0, ε0)} + 1 and let k, l ∈ N be
arbitrary and fixed such that k > l > n0. Then k = i0 + n0 and l = j0 + n0 for some i0, j0 ∈ N such that i0 > j0
and, using (5.21) and (5.22), we get dα0(wk,wl) = dα0(wi0+n0 ,wj0+n0)  dα0(wn0,wi0+n0) + dα0(wn0 ,wj0+n0) <
ε0/2 + ε0/2 = ε0.
Hence, we conclude that ∀α∈A∀ε>0∃n0=n0(α,ε)∈N∀k,l∈N, k>l>n0{dα(wk,wl) < ε}. The proof of (5.16) is complete.
Step VII. There exists a unique w ∈ X such that the sequence {wm} converges to w.
Indeed, X is a Hausdorff and complete space and, by Step VI, {wm} is the Cauchy sequence.
Step VIII. If {um} is an arbitrary and fixed sequence such that um ∈ T [m](w0) for m ∈ N, then {um} also converges
to w.
Indeed, by (5.8) and (V1),
∀α∈A
{
lim
m
Wα
({
wm,um
})
 lim
m
Wα
(
T [m](E3)
)= 0}, E3 = {w0}. (5.23)
Therefore, using (5.10), (5.23) and (V3), we get that the sequences {wm} and {um} are equi-convergent, i.e.,
∀α∈A
{
lim
m
dα
(
wm,um
)= 0}. (5.24)
It remains to remark that, using (5.24) and Step VII,
∀α∈A
{
lim
m
dα
(
um,w
)= lim
m
dα
(
um,wm
)+ lim
m
dα
(
wm,w
)= 0}.
Step IX. The point w satisfies w ∈ T [p](w), i.e. w is a fixed point of T [p].
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that
wm ∈ T [p](um) for m > p. (5.25)
However, limm wm = w by Step VII, limm um = w by Step VIII, and T [p] is closed by (d). Therefore, from (5.25),
using [5, p. 111] and [7, Section 7.7], we obtain w ∈ T [p](w).
Step X. {w} = T (w), i.e. w is an endpoint of T .
Indeed, let v ∈ T (w) be arbitrary and fixed. By Step IX, using induction, this gives ∀m∈N{v ∈ T (w) ⊂ T [p+1](w) ⊂
T [mp+1](w)}. Therefore, by (V1),
∀α∈A∀m∈N
{
Vα
({
wmp+1, v
})
 Vα
(
T [mp+1](E4)
)} (5.26)
where E4 = {w0,w}. From (5.26) and (5.8) we deduce that
∀α∈A
{
lim
m
Vα
({
wmp+1, v
})
 lim
m
Vα
(
T [mp+1](E4)
)= 0}. (5.27)
Next, assuming
xm = wmp+1 and ym = v for m ∈ N, (5.28)
from (5.10) and (5.27) we have, respectively,
∀α∈A
{
lim
n→∞ supm>n
Vα
({
xn, xm
})= 0} (5.29)
and
∀α∈A
{
lim
m
Vα
({
xm,ym
})= 0}. (5.30)
Then it follows from (5.28)–(5.30) and (V3) that
∀α∈A
{
lim
m
dα
(
wmp+1, v
)= 0}. (5.31)
We deduce from (5.31), Step VII and Step VIII that
∀α∈A
{
dα(w,v) lim
m
dα
(
wmp+1,w
)+ lim
m
dα
(
wmp+1, v
)= 0}.
So we have w = v, that is T (w) = {w}.
Step XI. The map T has a unique endpoint.
Indeed, if T (w) = {w} and T (u) = {u}, then, by (5.8), ∀α∈A{Vα({w,u}) limm Vα(T [m](E5)) = 0}, E5 = {u,w}.
Consequently, by Theorem 2.1, u = w. Hence, we get the claim.
The proof of Theorem 2.3 is now complete.
6. Examples and remarks
First, we give some examples of V- and V-families. Let X be a Hausdorff uniform space with uniformity defined
by a saturated family {dα: α ∈A} of pseudometrics dα , α ∈A, uniformly continuous on X2. Let
δα(E) = sup
{
dα(x, y): x, y ∈ E
}
, E ∈ 2X, α ∈A. (6.1)
Example 6.1. Let E01 ⊂ X and E02 ⊂ X be two bounded subsets of X such that each of them containts at least two
points and E01 ∩ E02 = ∅. Let λα, μα ∈ (0,∞) be constants such that λα  max{δα(E01), δα(E02)} and μα  1,
α ∈A. Let V = {Vα : 2X → [0,∞): α ∈A} be defined by
Vα(E) =
{
δα(E) if E ∩ E01 = E,
μαδα(E) if E ∩ E02 = E, E ⊂ 2X, α ∈A.
λα if E ∩ E01 = E ∧ E ∩ E02 = E,
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Indeed, assume that A ⊂ B . In the case when B∩E01 = B , we have Vα(A) = δα(A) δα(B) = Vα(B). Next, in the
case when B ∩E02 = B , we have Vα(A) = μαδα(A) μαδα(B) = Vα(B). Finally, in the case when B ∩E01 = B and
B∩E02 = B we obtain: Vα(A) = λα = Vα(B) whenever A∩E01 = A and A∩E02 = A; Vα(A) = δα(A) δα(E01)
λα = Vα(B) whenever A ∩ E01 = A; and Vα(A) = μαδα(A) μαδα(E02) δα(E02) λα = Vα(B) whenever A ∩
E02 = A. Therefore, the condition (V1) holds.
Now we claim that (V2) holds. Indeed, if {x, y, z} ⊂ E01 or if {x, y, z} ⊂ E02, then Vα({x, z})  Vα({x, y}) +
Vα({y, z}). If {x, y, z} ∩ (E01 ∪E02) = ∅, then Vα({x, z}) = Vα({x, y}) = Vα({y, z}) and, consequently, Vα({x, z})
Vα({x, y}) + Vα({y, z}). If {x, y} ⊂ E01 and z ∈ E02, then Vα({x, z}) = Vα({y, z}) = λα and Vα({x, y}) = dα(x, y)
which gives Vα({x, z}) = λα  dα(x, y) + λα = Vα({x, y}) + Vα({y, z}). If {x, z} ⊂ E01 and y ∈ E02, then
Vα({x, z}) = dα(x, z) and Vα({x, y}) = Vα({y, z}) = λα and hence Vα({x, z}) = dα(x, z)  δα(E0)  λα < 2λα =
Vα({x, y}) + Vα({y, z}). If {y, z} ⊂ E01 and x ∈ E02, then Vα({y, z}) = dα(y, z) and Vα({x, y}) = Vα({x, z}) = λα
which imply Vα({x, z}) = λα  λα + dα(y, z) = Vα({x, y}) + Vα({y, z}). We use the same argument in the cases:
(i) {x, y} ⊂ E01 and z ∈ X(E01 ∪ E02);
(ii) {x, z} ⊂ E01 and y ∈ X(E01 ∪ E02); and
(iii) {y, z} ⊂ E01 and x ∈ X(E01 ∪ E02).
If z ∈ E01 and {x, y} ⊂ E02, then Vα({x, z}) = Vα({y, z}) = λα and Vα({x, y}) = μαdα(x, y) and, con-
sequently, Vα({x, z}) = λα  λα + μαdα(y, z) = Vα({x, y}) + Vα({y, z}). If y ∈ E01 and {x, z} ⊂ E02, then
Vα({x, z}) = μαdα(x, z), Vα({x, y}) = Vα({y, z}) = λα and thus Vα({x, z}) = μαdα(x, z)  μαδα(E02)  λα <
2λα = Vα({x, y}) + Vα({y, z}). If x ∈ E01 and {y, z} ⊂ E02, then Vα({y, z}) = μαdα(y, z) and Vα({x, y}) =
Vα({x, z}) = λα which imply that Vα({x, z}) = λα  λα + μαdα(y, z) = Vα({x, y}) + Vα({y, z}). We use the same
argument in the cases:
(iv) z ∈ E01 and {x, y} ⊂ X(E01 ∪ E02);
(v) y ∈ E01 and {x, z} ⊂ X(E01 ∪ E02); and
(vi) x ∈ E01 and {y, z} ⊂ X(E01 ∪ E02).
If A = {x, y, z} ⊂ X and each of the sets E01 ∩A, E02 ∩A and (X(E01 ∪E02))∩A is a singleton, then Vα({x, z}) =
Vα({x, y}) = Vα({y, z}) = λα and, consequently, Vα({x, z}) < Vα({x, y}) + Vα({y, z}). The (V2) is proved.
Now assume that the sequences {xm} and {ym} in X satisfy conditions (2.1) and (2.2). Then (2.2) yields
∀α∈A∀0<εα<λα∃m0=m0(α,εα)∈N∀mm0
{
Vα
({
xm,ym
})
< εα
}
. (6.2)
However, by definition of the family V ,
∀α∈A∀0<εα<λα∀m∈N
{
Vα
({
xm,ym
})
< εα ⇒
{
xm,ym
}⊂ E01 ∨ {xm,ym}⊂ E02}. (6.3)
A consequence of (6.1)–(6.3) is
∀α∈A∀0<εα<λα∃m0=m0(α,εα)∈N∀mm0
{
μαdα
(
xm,ym
)
 dα
(
xm,ym
)
< εα
}
.
Hence we conclude that
∀α∈A
{
lim
m
dα
({
xm,ym
})= 0}.
Therefore, the sequences {xm} and {ym} satisfy (2.3). This shows that (V3) holds.
Clearly (V4) also holds.
Example 6.2. Let E0 be a bounded subset of X which contains at least two points, let λα ∈ (0,∞) be constants such
that λα  δα(E0), α ∈A, and let V = {Vα : 2X → [0,∞], α ∈A}, where
Vα(E) =
{
δα(E) if E ∩ E0 = E,
λα if E ∩ E0 = E, E ∈ 2
X, α ∈A. (6.4)
Then, the following properties are satisfied:
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(b) If E0 is closed, then the family V is a V-family on X; (c) If E0 = E0 and ∃α0{λα0 > δα0(E0)}, then the family V
is not a V-family on X.
Indeed, using the same argument as in Example 6.1, we obtain the properties (a) and (b). In the case (c), by (6.4),
we have that Vα0(E0) = δα0(E0) < λα0 = Vα0(E0). Therefore, condition (V5) does not hold.
Now we present the examples which illustrate Theorem 2.3. Let (X,d) be a metric space and let δ(E) =
sup {d(x, y): x, y ∈ E} for each E ⊂ X.
Example 6.3. Let (X, | · |) be a compact metric space where X = [0,2] ⊂ R. Let E01 = (0,1), let E02 = (1,2) and let
V : 2X → [0,∞] be of the form
V (E) =
{
δ(E) if E ∩ E01 = E,
(1/2)δ(E) if E ∩ E02 = E,
1 if E ∩ E01 = E ∧ E ∩ E02 = E.
The family V is, of course, a V-family. Let T : X → 2X be defined by
T (x) =
⎧⎪⎨
⎪⎩
((1/2)x + 1/4,1/2) for 0 x < 1/2,
{1/2} for x = 1/2,
(1/2, (1/2)x + 1/4) for 1/2 < x  1,
{1/2} for 1 < x  2.
First, we observe that
T [2](x) =
{
((1/4)x + 3/8,1/2) for 0 x < 1/2,
{1/2} for x = 1/2 ∨ 1 < x  2,
(1/2, (1/4)x + 3/8) for 1/2 < x  1,
T [3](x) =
{
((1/8)x + 7/16,1/2) for 0 x < 1/2,
{1/2} for x = 1/2 ∨ 1 < x  2,
(1/2, (1/8)x + 7/16) for 1/2 < x  1,
and, by induction, for n > 1,
T [n](x) =
⎧⎪⎨
⎪⎩
( 12n x + 2
n−1
2n+1 ,1/2) for 0 x < 1/2,
{1/2} for x = 1/2 ∨ 1 < x  2,
(1/2, 12n x + 2
n−1
2n+1 ) for 1/2 < x  1.
Of course, for each n ∈ N, T [n] is closed. We observe that for each n ∈ N
δ
(
T [n](X)
)= ( 1
2n
· 1 + 2
n − 1
2n+1
)
−
(
1
2n
· 0 + 2
n − 1
2n+1
)
= 1
2n
.
Clearly, X ∩ E01 = X and X ∩ E02 = X. Therefore, V (T [0](X)) = V (X) = 1. Consequently,
HT,V =
{
V
(
T [n](X)
)
> 0: n ∈ {0} ∪ N}= {1} ∪ {1/2n: n ∈ N}. (6.5)
We define the family Ω = {ωm} of maps ωm : HT,V → [0,∞] by the formulae ωm(t) = 1/m, t ∈ HT,V , m ∈ N.
Now, let us observe that, for arbitary and fixed m ∈ N and n ∈ {0} ∪ N, by (6.5), we have V (T [m](T [n](X))) =
δ(T [m](T [n](X))) = 1/2m+n < 1/(m+n) < 1/m = ωm(δ(T [n](X))). Therefore, the condition (2.8) holds. We see that
∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η){t ∈ HT,V ⇒ ωm(t)  ε}. This implies the condition (2.4). Concluding, T is a (V;Ω)-
asymptotic contraction. All assumptions of Theorem 2.3 are satisfied. The assertions (i) and (ii) hold and w = 1/2 is
a unique endpoint of T in X.
Example 6.4. Let (X, | · |) be a compact metric space where X = [0,1] ⊂ R, let E0 = [0,1) ⊂ X and let V =
{V : 2X → [0,∞)} be of the form
V (E) =
{
δ(E) if E ∩ E0 = E,
(3/2)δ(E ) if E ∩ E = E.0 0
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We claim that the family V is not a V-family. Indeed, for E = [0,1) we have that E ∩ E0 = E but E ∩ E0 = E.
Hence V (E) = 1 = 3/2 = V (E), so condition (V5) does not hold.
Let T be of the form
T (x) =
⎧⎪⎨
⎪⎩
{1/2} for 0 x < 1/4,
[1/2,1) for x = 1/4,
{1/2} for 1/4 < x  1/2,
{0} for 1/2 < x  1.
We observe that
T [2](x) =
{ {1/2} for x ∈ X − {1/4},
{0} for x = 1/4,
and T [n](x) = {1/2}, for n > 3, n ∈ N. Thus T [3] is closed.
We have that X ∩ E0 = X, V (X) = (3/2)δ(E) = 3/2, T (X) ∩ E0 = T (X), V (T (X)) = δ(T (X)) = 1, T [2](X) ∩
E0 = T [2](X), V (T [2](X)) = δ(T [2](X)) = 1/2 and, for n  3, T [n](X) ∩ E0 = T [n](X) and V (T [n](X)) =
δ(T [n](X)) = 0. Hence HT,V = {V (T [n])(X) > 0: n ∈ N∪{0}} = {1/2,1,3/2}. If Π = {π} where π : HT,V → (0,∞]
is of the form π(t) = 8/9 · t , t ∈ HT,V , then ∀ε>0∃η>0∀t∈[ε,ε+η){t ∈ HT,V ⇒ π(t) ε}, V (T (X)) = 1 < 8/9 · 3/2 =
π((3/2)δ(E0)) = π(V (X)), V (T (T (X))) = 1/2 < 8/9 · 1 = π(δ(T (X))) = π(V (T (X))), V (T (T [2](X))) = 0 <
8/9 ·1/2 = π(δ(T [2](X))) = π(V (T [2](X))). Hence T is a (V,Π)-contraction on X. All assumptions of Theorem 2.3
are satisfied and T has a unique endpoint w = 1/2.
Now we show that T is not a (V ,Π)-contraction on X with respect to an arbitrary family V which is a V-family.
Indeed let V be a V-family, and let there exists Π = {π} such that (G2) and (C2) are satisfied. Then, for E = [0,1],
we have T (E) = E. Hence, by (V5), we obtain that V (E) = V (T (E)). However, using (V5), (G2) and (C2), we have
V (T (E)) = V (T (E)) < π(V (E)) V (E) = V (T (E)), which is impossible.
Example 6.5. Let (X, | · |) be a compact metric space, where X = [0,1/2] ⊂ R. Let T : X → 2X be a not closed (thus
not upper semicontinuous) set-valued map of the form
T (x) =
{
(0,1/2] if x = 0,
{1/2} if 0 < x  1/2.
Let us observe that T [2](x) = {1/2} for x ∈ X. Therefore, T [2] is closed in X.
Let E0 = [1/4,1/2] and let V : 2X → [0,∞] be of the form
V (E) =
{
δ(E) if E ∩ E0 = E,
δ(E0) = 1/4 if E ∩ E0 = E, E ∈ 2
X.
By Example 6.2(b), the family V = {V } is a V-family. Moreover, we have X ∩ E0 = X,T (X) ∩ E0 = T (X) and
T [n](X) ∩ E0 = T [n](X) for n 2. Hence
V
(
T [n](X)
)= { δ(E0) = 1/4 if n ∈ {0,1},
δ(T [n](X)) = δ({1/2}) = 0 if n 2,
V
(
T [m]
(
T [n](X)
))= {1/4 if m = 1 and n = 0,0 if m,n ∈ N,
and H
T,V = {V (T [n](X)) > 0: n ∈ {0} ∪ N} = {1/4}. Consequently, for the Ω-family Ω = {ωm} of maps
ωm :HT,V → (0,∞], where ωm(1/4) = 1/m, m ∈ N, we have ∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η){t ∈ HT,V ⇒ ωm(t) ε},
V (T [1](T [0](X)) = 1/4 < ω1(V (T [0](X)))} = ω1(1/4) = 1, V (T [m](T [0](X)) = 0 < ωm(V (T [0](X)))} =
ωm(1/4) = 1/m, m  2, V (T [m](T [1](X)) = 0 < 1/m = ωm(1/4) = ωm(Vα(T [1](X)))}, m  1. From the above,
we see that T is a set-valued (V;Ω)-asymptotic contraction on X. All assumptions of Theorem 2.3 are satisfied. The
point w = 1/2 is a unique endpoint of T in X.
Example 6.6. Let (X, | · |) be a compact metric space where X = [0,1/2] ⊂ R and let T : X → X be of the form
T (x) =
{0 for x = 0,
1/2 for 0 < x < 1/2,
0 for x = 1/2.
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Let E0 = {0,1/2} and let V : 2X → [0,∞] be of the form
V (E) =
{
δ(E) if E ∩ E0 = E,
δ(E0) = 1/2 if E ∩ E0 = E, E ∈ 2
X.
By Example 6.2(b), the family V = {V } is a V-family. Moreover, we have X ∩ E0 = X and T [n](X) ∩ E0 = T [n](X)
for n ∈ N. Hence
V
(
T [n](X)
)=
{
δ(E0) = 1/2 if n = 0,
δ(T (X)) = δ({0,1/2}) = 1/2 if n = 1,
δ(T [n](X)) = δ({0}) = 0 if n 2,
HT,V =
{
V
(
T [n](X)
)
> 0: n ∈ {0} ∪ N}= {1/2},
V
(
T [m]
(
T [n](X)
))=
{1/2 if m = 1 and n = 0,
0 if m ∈ N and n = 0,
0 if m,n ∈ N.
Consequently, for the Ω-family Ω = {ωm} of maps ωm : HT,V → (0,∞],ωm(1/2) = 1/m, m ∈ N, we have that the
following properties hold:
∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η)
{
t ∈ HT,V ⇒ ωm(t) ε
}
,
V (T [1](T [0](X)) = 1/2 < ω1(V (T [0](X)))} = ω1(1/2) = 1, V (T [m](T [0](X)) = 0 < 1/m = ωm(1/2) =
ωm(V (T
[0](X))), m  2, V (T [m](T [1](X)) = 0 < 1/m = ωm(1/2) = ωm(Vα(T [1](X)))}, m  1. We see that T is
a single-valued (V;Ω)-asymptotic contraction on X. All assumptions of Theorem 2.3 are satisfied. The point w = 0
is a unique fixed point of T in X.
Example 6.7. Let (X, | · |) be a compact metric space where X = [0,3] ⊂ R and let T : X → 2X be of the form
T (x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
{0} for 0 x < 1,
[0,1) for x = 1,
{1} for 1 < x < 2,
[1,2) for x = 2,
{2} for 2 < x < 3,
[2,3) for x = 3.
We observe that
T [2](x) =
⎧⎪⎨
⎪⎩
{0} for 0 x  1,
[0,1) for 1 < x < 2,
[0,1] for x = 2,
[1,2) for 2 < x  3,
T [3](x) =
{ {0} for 0 x  2,
[0,1) for x = 2,
[0,1] for 2 < x  3,
T [4](x) =
{ {0} for 0 x  2,
[0,1) for 2 < x  3,
and T [5], T [5](x) = {0} for x ∈ X, is closed in X. Let E0 = [0,1] and let V : 2X → [0,∞] be of the form
V (E) =
{
δ(E) if E ∩ E0 = E,
δ(E0) = 1 if E ∩ E0 = E, E ∈ 2
X.
By Example 6.2(b), the family V = {V } is a V-family. Moreover, we have T [n](X)∩E0 = T [n](X) for n ∈ {0,1,2} and
T [n](X) ∩ E0 = T [n](X) for n 3. Hence
V
(
T [n](X)
)=
⎧⎪⎨
⎪⎩
δ(E0) = 1 if n ∈ {0,1,2},
δ(T [n](X)) = δ([0,1]) = 1 if n = 3,
δ(T [n](X)) = δ([0,1)) = 1 if n = 4,
[n]δ(T (X)) = δ({0}) = 0 if n 5,
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(
T [m]
(
T [n](X)
))= {1 if m ∈ N ∧ n ∈ {0,1,2,3,4} ∧ m + n 5,0 if m ∈ N ∧ n ∈ {5} ∧ m + n > 5,
and HT,V = {V (T [n](X)) > 0: n ∈ {0} ∪ N} = {1}. Consequently, for the Ω-family Ω = {ωm} of maps ωm : HT,V →
(0,∞], m ∈ N, where
ωm(1) =
{
2 for m ∈ {0,1,2,3,4,5},
1/m for m > 5,
we have: ∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η){t ∈ HT,V ⇒ ωm(t)  ε}; V (T [m](T [n](X)) = 1 < ωm(V (T [n](X))) =
ωm(1) = 2 if m ∈ N, n ∈ {0,1,2,3,4} and m + n 5; V (T [m](T [n](X))) = 0 < 1/m = ωm(1) = ωm(V (T [n](X))) if
m ∈ N, n ∈ {5} and m + n > 5. Therefore, T is a set-valued (V;Ω)-asymptotic contraction on X. All assumptions of
Theorem 2.3 are satisfied. The point w = 0 is a unique endpoint of T in X.
Example 6.8. The (V;Ω)-asymptotic contraction T : X → 2X , defined in Example 6.7, is not a (V;Φ)-contraction.
Indeed, assume that there exist a V-family V = {V } and a Φ-family defined by Φ = {ϕ :D
T,V → (0,∞]} such that
(2.7) and (2.11) hold. Then, in particular, for the set E = X = [0,3], we have that E ∈ C(X), T (E) = [0,3) ⊂ E,
V (E) > 0 by (V4) and, by (V5), V (T (E)) = V (T (E)) = V (E). Also, by (2.7) and (2.11), we have V (T (E)) <
ϕ(V (E)) V (E). Hence, we infer a contradiction.
Example 6.9. The assumption (c) in Theorem 2.3 cannot be omitted. Indeed, let (X, | · |) be a compact metric space
where X = [0,2] ⊂ R, let V = {V : 2X → [0,∞)} be a V-family on X and let T : X → 2X be defined by
T (x) =
⎧⎪⎨
⎪⎩
{1} for x ∈ [0,1/2) ∪ (1/2,1),
[1,3/2] for x = 1/2,
[1/2,1] for x = 1,
{1/2} for x ∈ (1,2].
Then
T [2](x) =
{ [1/2,1) for x ∈ [0,1),
[1/2,3/2] for x = 1,
[1,3/2] for x ∈ (1,2],
T [3](x) =
{ [1/2,3/2] for x ∈ [0,1],
[1/2,1] for x ∈ (1,2]
and T [n](x) = [1/2,3/2], for x ∈ X and n 4, n ∈ N. Thus T [4] is closed.
Therefore, the assumptions (a), (b) and (d) are satisfied, while (c) is not. Indeed, assume that T is a (V;Ω)-
asymptotic contraction on X. Then there exist the families V ={V } and Ω = {ωm}, ωm : HT,V → (0,∞], m ∈ N,
satisfying conditions (2.4) and (2.8).
Consider n0 ∈ {0} ∪ N such that V (T [n0](X)) > 0, so V (T [n0](X)) ∈ HT,V ; by (V4) such n0 exists. According to
(2.4), for ε = V (T [n0](X)), then there exists m0 ∈ N such that ωm0(V (T [n0](X))) V (T [n0](X)). Next, using (2.8),
we get V (T [m0](T [n0](X))) < ωm0(V (T [n0](X)). Consequently, since, for each n ∈ N, T [n](X) = [1/2,3/2], therefore
V (T [n0](X)) = V (T [m0](T [n0](X))) < ωm0(V (T [n0](X))) V (T [n0](X)), which is impossible. This proves that T is
not an (V;Ω)-asymptotic contraction on X. Of course, w = 1 is a unique fixed point of T but T does not have an
endpoint.
Example 6.10. The assumption (d) in Theorem 2.3 cannot be omitted. Indeed, let (X, | · |) be a compact metric
space where X = [0,1] ⊂ R, let a V-family V = {V : 2X → [0,∞]} be defined by V (E) = δ(E) = supx,y∈E{d(x, y)},
E ⊂ X, and let T : X → 2X be defined by
T (x) =
{
((1/2)x + 1/4,1/2) for 0 x < 1/2,
{3/8} for x = 1/2,
(1/2, (1/2)x + 1/4) for 1/2 < x  1.
First, we observe that
T [2](x) =
{
((1/4)x + 3/8,1/2) for 0 x < 1/2,
(7/16,1/2) for x = 1/2,
(1/2, (1/4)x + 3/8) for 1/2 < x  1,
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{
((1/8)x + 7/16,1/2) for 0 x < 1/2,
(15/32,1/2) for x = 1/2,
(1/2, (1/8)x + 7/16) for 1/2 < x  1.
Consequently, by induction, for n > 1,
T [n](x) =
⎧⎪⎨
⎪⎩
( 12n x + 2
n−1
2n+1 ,1/2) for 0 x < 1/2,
( 2
n+1−1
2n+2 ,1/2) for x = 1/2,
(1/2, 12n x + 2
n−1
2n+1 ) for 1/2 < x  1.
Of course, for each n ∈ N, T [n] is not closed. We observe that, for each n ∈ N,
δ
(
T [n](X)
)= ( 1
2n
· 1 + 2
n − 1
2n+1
)
−
(
1
2n
· 0 + 2
n − 1
2n+1
)
= 1
2n
.
Consequently,
HT,V =
{
V
(
T [n](X)
)
> 0: n ∈ {0} ∪ N}= {1} ∪ {1/2n: n ∈ N}, (6.6)
where T [0](X) = X. We define the Ω-family Ω = {ωm} of maps ωm : HT,V → (0,∞] by the formulae ωm(t) = 1/m,
t ∈ HT,V , m ∈ N. Now, for arbitrary and fixed m ∈ N and n ∈ {0} ∪ N, by (6.6) we have V (T [m](T [n](X))) =
δ(T [m](T [n](X))) = 1/2m+n < 1/(m+n) < 1/m = ωm(δ(T [n](X))). This gives that T satisfies condition (2.8). More-
over, ∀ε∈(0,∞)∃η>0∃m∈N∀t∈[ε,ε+η){t ∈ HT,V ⇒ ωm(t)  ε}, so T satisfies also condition (2.4). Concluding, T is an
(V;Ω)-asymptotic contraction on X. We obtain that assumptions (a), (b), (c) hold, but (d) does not hold. The map T
does not have an endpoint. It is worth noticing that each sequence {wm}, where wm ∈ T [m](w0) for m ∈ N and w0 ∈ X,
converges to w = 1/2.
Definition 6.1. (See Berge [5, p. 111].) Let (X,T ) be a set-valued dynamic system. The map T is called upper
semicontinuous at x0 ∈ X if for each open set G containing T (x0) there exists a neighbourhood U(x0) of x0 such
that T (x) ⊂ G for each x ∈ U(x0) and upper semicontinuous in X if it is upper semicontinuous at each point x of X
and T (x) is compact for each x ∈ X.
Remark 6.1.
(i) It is well known that every upper semicontinuous map is closed [5, Theorem 6, p. 112] and, if X is a compact
space, then the map is closed if and only if it is upper semicontinuous [5, Corollary, p. 112].
(ii) By Remark 6.1, Theorem 2.3 holds if assumption (d) is replaced by assumption (d′) of the form:
(d′) T [p] is upper semicontinuous in X for some p ∈ N.
(iii) It is known that every topological vector space is completely regular and therefore uniformisable. If X is a locally
convex space with a saturated family of seminorms {pα: α ∈A}, then we can define a family of pseudometrics
dα(x, y) = pα(x − y). The uniform topology obtained coincides with the original topology of the space X.
Therefore, Theorem 2.3 also holds in Hausdorff complete locally convex spaces and complete metric spaces.
(iv) Our definitions and results are new for set-valued maps in uniform, locally convex and metric spaces. They are
new even for single-valued maps.
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