Abstract
Introduction
Face Recognition is a system that identifies a person from a digital image or video frame by comparing it with stored images from a database. It finds widespread applications in many industries like security and surveillance. Many different techniques of implementing FR are available and a survey of the same is done in Ref. [1] . An FR system has to overcome conditions such as occlusion, illumination variation, cluttered backgrounds and pose variance and recognize the face image. Thus the FR system has to process the image, negating effects like that of illumination and pose. Feature Extraction is performed following this stage using techniques like Discrete Wavelet Transform (DWT) and Discrete Fourier Transform (DFT) [2] , Discrete Cosine Transform (DCT) [3] . The features extracted are passed through a Feature Selector to select those that are unique. This is implemented by Particle Swarm Optimization Algorithms [4] , Genetic Algorithm (GA) and Bacterial Foraging [5] .
The general FR system block diagram is shown in Fig. 1 . Two stages that make up the bulk of FR system are Training and Testing stages. Training involves the application of pre-processing, feature extraction and feature selection to generate a face gallery from database of images. Testing involves pre-processing, feature extraction and comparison of features selected with those in the face gallery to achieve a match.
The rest of the paper is organized as follows: Section 2 outlines the problem definition and contributions. Section 3, 4, 5, and 7 explains Entropy-based background removal, Shift Invariance based Feature Extraction, Weighted BPSO, and Mirrored Testing scheme in detail respectively. Section 6 explains the Euclidean Classifier used. Analyses of the results obtained on application of the proposed FR system on various databases has been discussed in Section 8. The conclusion is presented in Section 9.
Problem Definition and Contributions
The basic problem definition of any FR system is as the name suggests -recognition of a particular face. The recognition of faces can be hampered by unwanted phenomena such as variations in pose, varying degrees of illumination, occlusion, background and other such factors. This paper introduces four novel techniques to deal with problems in pose, feature subset size and background in facial images:
a) Shift Invariance based Feature Extraction (SIFE):
The SWT's shift invariant property is utilized to counter pose related problems.
b) Weighted BPSO (WBPSO):
This modified BPSO for feature selection works on a threshold concept, selecting features which appear consistently throughout the optimization. This enables the WBPSO to select up to only 9% of the total features input to it. This decreases computation time significantly. c) Entropy-based Background Removal:
Utilizes the concept of entropy to differentiate between foreground and background based on the idea of differential blurring. Skin segmentation is then performed using YCbCr to obtain face region.
d) Mirrored Testing Scheme:
It makes use of the fact that various poses are mirror images of each other. This is a simple and an effective way to counter pose.
The block diagram of the proposed FR system is illustrated in the Fig. 2 . 
Proposed Entropy-based Background Removal
Face images do not necessarily contain data or information that is in a manner suitable for the extractor to work upon due to the conditions of acquisition (change in camera angles, brightness). Some might contain illumination or intensity variation; pose variation, tilt, translation, unnecessary background and so on. These hamper the face recognition process and have to be either removed or neutralized in order to facilitate recognition. This is accomplished in the pre-processing stage of the face recognition process.
Some face images acquired contain cluttered background. Hence, a robust background removal scheme is proposed. An entropy-based cropping technique accompanied by YCbCr skin detection is employed to isolate the face region. The two stages involved are:
Entropy-based Cropping
The principle of entropy-based cropping is differential blurring. As seen from the databases' images, the face regions are perceived as less blurred regions compared to the cluttered background. This is due to the fact that the camera focuses on the face rather than the background. Blurred regions have their pixel values spread out, consequently these regions exhibit less randomness, i.e , low entropy values.
Block wise entropy is performed on each image of the database and the region of greatest entropy is found out. The region around the block with the greatest entropy is expanded as required in all directions (row and column wise) to obtain the cropped face region.
Experiments were performed and the block size was fixed as 19×19 after trial and error. The final image obtained at the end of this step is of size 300×380, an example of which is shown in Fig. 3c, Fig. 3a being the original image. The entropy map diagram generated as a result of this process is illustrated in Fig. 3b with red values indicating higher entropy as opposed to blue values. Here the microphone in the image is found to have highest entropy. Each pixel here represents the entropy value of the corresponding 19×19 block from that of the original image Fig. 3a .
YCbCr based Scale Normalization
The face region cropped out from the previous stage is still large and contains a lot of background. Hence, YCbCr skin detection along with a morphological dilation, to expand the skin region, is carried out. The entropy cropped image is scale normalized using the dilated skin region. The relation between RGB color space and YCbCr color space is given by:
-Luminance Cb -Chrominance Blue Cr -Chrominance Red Also to ensure same size of images obtained after this step, the face image is set at 230×230 as shown in Fig.  3d . Images which are greater than this size are reduced further by symmetrically removing certain number of rows or columns. Images which are smaller than this size are padded with zeros to enlarge it to 230×230. Now, this face image obtained is ready for the next stage.
Proposed Shift Invariance based Feature Extraction (SIFE)
Feature Extraction is the technique of reducing the number of features required to describe an image. Transform based methods like DWT, DCT and DFT utilize less transform domain (frequency or spatial-frequency) co-efficients to reduce redundancy and preserve the important facial information.
The proposed FR system makes use of 2 levels of 1D-DWT [6] and 3 levels of 1D-SWT [7] as the extractor. The Single Dimensional (1D) DWT when applied to a signal, produces two arrays of filter coefficients, approximation (output of low pass filter) and detail (output of high pass filter). The signal is 'approximately' described by the approximation coefficients without the sudden fluctuations present in the signal.
The raster scan is used as shown in array, there is a reduction by a factor of 2 in the resulting approximation coefficients. This is still, double the number of elements that are present after 2D DWT of the 2D array. Thus the input is less redundant while at the same time its integrity is conserved.
One of the biggest drawbacks of the DWT is that it is Shift Variant. On observing the outlined strip in Fig. 5a it is seen that the similar strip is present at different shifts in the poses in Fig. 5b and Fig. 5c . Hence, a pose change can be ff ff viewed as a similar input shifted by different time units. Thus a shift invariant transform could be used here to exploit ff ff this concept. The DWT, owing to its shift variance [8] [9] , is used only to approximate the input signal in this technique. The image has now gone through a raster scan, 2 levels of 1D DWT. The 1D array is now subjected to 3 levels of 1D SWT. The Stationary Wavelet Transform (SWT) exhibits shift invariance and can therefore be implemented at this stage. Its shift invariance is described below.
The generation of approximation coefficients after applying 1D SWT is shown in Fig. 4 . It is observed that the transform is 'De-noising' in nature. In SWT the length of the Approximation and Detail Coefficients remain the same as that of the input due to the absence of downsampling. As a result of this, the SWT becomes Shift Invariant [10] . That is, any shift in the input will be translated by the same amount of shift in the output.
Any transform (T) applied on a signal x(n), is called a shift invariant transform if it satisfies the following equations: 
The shift invariance of the 1D SWT is described in the Fig. 6 . 1D DWT and 1D SWT is applied on input x(n)={13,14,56,78,90,10,7}. The results are depicted in Fig. 6a, y 1 being the output and Fig. 6c y 2 being the output. Now, the input is shifted by a factor, shift = 12 and the 1D DWT and SWT is applied on the resulting signal, i.e. , x(n-shift)={0,0,0,0,0,0,0,0,0,0,0,0,13,14,56,78,90,10,7} . The outputs are plotted in Fig. 6b and Fig. 6d respectively. As the graph illustrates, the output of 1D SWT on the time shifted signal is a time shifted version of y 2 , with a shift exactly equal to the shift in input, i.e., by 12 samples. Hence,
The same is not observed for y 1 . The Eqs. (6) and (7) and Fig. 6 prove the shift invariance of SWT. It also illustrates shift variance of the DWT. As seen from A trade-off has to be reached wherein the DWT is used up to a point where integrity of the original signal is maintained and the number of features have been sufficiently reduced. The Symlet 4 wavelet was found to be the most effective in countering pose and hence was used in all the experiments.
Proposed Weighted Binary Particle Swarm Optimization For Feature Selection (WBPSO)
Feature Selection is performed to achieve further reduction in dimensionality by selecting only those features which describe the face uniquely in comparison with all the other face images. Without a Feature Selector, all the features are used for the next stage (classification) and features that are not unique play an important role which is undesired. The aim of this process is to obtain a reduced feature subset which best represents the uniqueness of all the face images.
Binary Particle Swarm Optimization (BPSO)
Particle Swarm Optimization is an evolutionary algorithm [2] , which was devised by Kennedy and Eberhart. It mimics the swarm behavior of organisms to find the best possible solution. A binary version of the particle swarm optimization [11] is used in the proposed method. In BPSO, each particle has two attributes, namely position vector and velocity vector. The position vector represents a possible solution to the best feature subset. It contains an array of 1s and 0s, 1 being that corresponding feature is selected and 0 being otherwise. The velocity vector represents the probability of bits of position vector changing from 0 to 1. These values get updated in the iterative process of the BPSO over a fitness function which evaluates the quality of the solution. 
Fitness Function
Fitness function maximizes class separation of the feature subset. Let C 1 , C 2 , ...., C N , be the classes, each containing I 1 , I 2 , ..., I L images. The i th individual class mean is given by:
The individual class mean represents the average of all the training images of every subject. where, T -Number of training images The above class means for N classes are used to calculate the Total Mean:
The total mean represents the average of all the training images of all the subjects combined. The fitness function is given by:
The fitness function is a measure of class separation from the total mean. It represents the quality of uniqueness for a particular feature subset.
Weighted Class Mean
The class mean defined in Eq. (8) is suitable for reduction up to 60% of features being selected. The new class mean is defined as follows:
where, count k -is the number of times a particular feature is being selected in the Global Best Position in the k th iteration of the WBPSO loop. The count k defined is sent as a feedback to the class mean throughout and after every iteration dynamically. Since the class mean is weighted by the count iteratively, the BPSO is termed as 'weighted'. This maximizes the class separation more accurately depending upon the number of times that feature got selected in the t number of iterations that were performed. The feedback of the 'weight' is illustrated in the process flow of the algorithm of WBPSO in Fig. 7a .
The Weighted BPSO runs for 10 iterations with c 1 (cognitive parameter)=2, c 2 (social parameter)=2, inertia weight [11] =0.6 and number of particles=10. The variation of the features selected is depicted as a function of the number of times the feature is being selected (count k )in the 10 iterations in the Fig. 7b . Clearly, we see that a threshold (weight) of 7 equivalent to selection of 9% of the total features is the bare minimum that has to be selected for a good RR. A further increase in weight would decrease the RR due to the lack of presence of enough number of features for recognition. 
Euclidean Classifier
The feature subset which represents each trained image obtained from the face gallery is used for comparison against the test image for the purpose of identification. Since there are 'P' subjects, the Euclidean Distance is Pdimensional. The minimum Euclidean Distance is found out, and the index of this gives the image that is identified. The Euclidean Distance 'D' between the trained images and the test image is given as:
where, f i,k -k th feature of the i th image in the gallery f test,k -k th feature of the test image
Proposed Mirrored Testing Scheme
The traditional testing scheme of the FR system involves testing the image once with the proposed FR system to achieve a match. Hence, the probability of achieving a match is lesser, in case the system is not robust to pose variant images.
To further enhance pose invariance, we propose a new testing scheme. If a match is achieved, the system tests for a new image else the system is given another shot to recognize the test image. In the second case, the image being tested is the mirrored version of the original image and it represents the opposite pose of the original test image. It is sent back to the feature extractor as pre-processing is not necessary. It has a higher probability of being present in the training set. This is illustrated in the Testing Stage of the Fig. 2 .
Although such a method is slightly computationally expensive, real world applications dealing with FR can make use of it to improve their systems. Suppose only the -90
• pose is trained and the tested image is a +90
• pose, the original FR system fails if it does not have a robust pose invariant process flow while the proposed testing scheme can recognize the image.
In the case of failure with the normal process flow, the system tests the mirrored image for recognition for the next time. In the event of failure of this case too, the result is considered as failure and proceeds to test the next image. Path 1 represents first time failure while path 2 represents second time failure in Fig. 2. 
Experimental Results and Analysis
The techniques put forth in this paper were implemented and tested in different conditions. Images from FERET, ORL and CMUPIE databases were used in different experiments to demonstrate the effectiveness of the proposed FR system. A CPU with i7 processor and 8 GB RAM was used for conducting the below experiments each running for 10 trials on MATLAB 2012b [12] .
Experiment 1 -To demonstrate effect of 1D SWT in tackling pose variance
This experiment uses the Color FERET (Facial Recognition Technology) [13] database which contains a total of 11338 images of 1199 subjects photographed at different angles. For this experiment, the smaller images (256× 384) are used. It contains face images of different races taken at different times, varying the poses, facial expressions, facial details (glasses, hair styles) and clothing. All images pertaining to an individual are divided into: fa, fb -frontal images, ra, rb, rc, rd, re -random orientations, ql, qr, pl, pr, hl, hr -quarter left, quarter right, profile left, profile right, half left and half right respectively. 20 images for every subject are taken 2 each from fa, fb, hl, hr, pl, pr, ql, qr and 4 randomly from ra, rb, rc, rd. 35 individuals are chosen randomly, each having 20 images as specified. The training:testing ratio is 8:12 with all images being taken randomly.
The FR system used for this experiment is as described in Fig. 2 . In the proposed algorithm, the images are first converted to grayscale. The size of the pre-processed images (Gamma Intensity Correction (GIC) with γ = 1.45) is reduced using Gaussian Pyramid to the size of 96 × 64. Next, SIFE is implemented followed by WBPSO. The EC is used to test for identification aided by the Mirrored testing scheme. The recognition rate with no SWT and increasing levels of 1D SWT in SIFE is shown in Fig. 8 and tabulated in Table 1 . The proposed FR system outperforms other pose invariant techniques as shown in Table 2 .
Experiment 2 -To demonstrate effect of proposed pre-processing technique for background removal
The CMUPIE (Carnegie Mellon Univeristy Pose, Illumination, Expression) [14] database contains a total of 390 images of 30 subjects (13 per subject) photographed at different angles of the camera position and with cluttered background. Traditional techniques involving skin detection fail as background contains same shades as that of skin. FR systems are further hindered by the presence of a 'microphone' (in most images) which exhibits maximum entropy. Hence, a combination of the above two techniques is employed to remove background. These images are of size 486×640 and are used in the training:testing ratio of 5:8.
The FR system for this Experiment follows the same process described in Fig. 2 , except that the pre-processing stage is modified. Face images are pre-processed using the proposed entropy-based background removal described in Section 3 and illumination enhancement. Background Removal is accomplished by Entropy-based Cropping and YCbCr based Scale Normalization. Illumination enhancement is done through GIC with γ = 1.45 and Histogram Equalization.
Then SIFE is performed followed by WBPSO. The recognition rate with no SWT and increasing levels of 1D SWT in SIFE is shown in Fig. 8 and tabulated in Table 1 . Clearly, the RR is in the range of 30%. This is due to the fact that facial regions are very small compared to the background in these images.
Experiment 3 -To illustrate effect of proposed FR system in combating expression and pose invariant images
The ORL (Olivetti Research Laboratory) [15] database contains 400 images of 40 subjects (10 per subject). The training:testing ratio 4:6, i.e. , for training, 4 images were chosen in random from each subject and the remaining 6 were used for testing. This database does not contain any background variation but has varying expressions.
The FR system used for this experiment is as described in Fig. 2 . As there is no need of background elimination or illumination normalization, these techniques are therefore not used and only GIC is used with a γ = 1.45. Next, SIFE is implemented followed by WBPSO. The recognition rate with no SWT and increasing levels of SWT in SIFE Rate(%) Spectrum based feature extraction [19] 80.23 DWT based Thresholding+Selective Illumination [16] 85.41 DWT+K-means background removal [17] 86.14 Proposed Technique 92.14 is shown in Fig. 8 and tabulated in Table 1 . The proposed FR system outperforms other FR techniques as shown in Table 3 .
Conclusion
A novel approach for a robust FR system is proposed which uses SIFE for feature extraction, WBPSO based feature selection, and an entropy-based cropping for background removal. The shift invariant property of SWT was found to be effective in countering pose, and resulting in a RR of 92.14% in Color FERET database. From Table 1 , we see that the Level-3 of 1D-SWT is ideal for achieving high RR. The proposed WBPSO was found to significantly reduce the number of features selected. Also, the mirrored testing scheme proposed was found to increase RR further, in pose variant databases. The proposed background removal scheme was found to yield a 17% increase in RR in CMUPIE database.
Even though the proposed background removal technique shows promising results in CMUPIE, from Fig. 3e , it is seen that there is a scope for lot of improvement. Further research in the proposed techniques along with the usage of classifiers like SVM, Random Forest, etc. is expected to increase RR even further.
