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Screening of Coulomb interactions in liquid dielectrics
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The interaction of charges in dielectric materials is screened by the dielectric constant of the bulk dielectric.
In dielectric theories, screening is assigned to the surface charge appearing from preferential orientations of
dipoles along the local field in the interface. For liquid dielectrics, such interfacial orientations are affected
by the interfacial structure characterized by a separate interfacial dielectric susceptibility. We argue that
dielectric properties of polar liquids should be characterized by two distinct susceptibilities responsible for
local response (solvation) and long-range response (dielectric screening). We develop a microscopic model of
screening showing that the standard bulk dielectric constant is responsible for screening at large distances.
The potential of mean force between ions in polar liquids becomes oscillatory at short distances. Oscillations
arise from the coupling of the collective longitudinal excitations of the dipoles in the bulk with the interfacial
structure of the liquid around the solutes.
I. Introduction
The material formulation of the Coulomb law suggests
that the potential energy of two charges, q1 and q2, placed
in a dielectric material with the dielectric constant ǫ
should be determined from the equation
U =
q1q2
ǫR
. (1)
The dielectric is then said to screen the interaction be-
tween two charges placed at distance R, lowering the
interaction energy from its vacuum value q1q2/R to a
value ǫ times smaller. While the language of interaction
energy is often used in electrostatics, U is in fact a po-
tential of mean force (PMF), a free energy, as is now
well understood1–6 and will also become clear from the
discussion presented below.
Dielectric screening is assigned in theories of dielectrics
to the surface charge created at the dividing dielectric
surface. For instance, when an ion with the charge q
is introduced in the dielectric, the surface charge of an
opposite sign is placed at the cavity expelled by the ion
from the dielectric material (Fig. 1). Maxwell thought
of the surface charge as the result of deformation of the
entire material made of positively and negatively charged
fluids neutralizing each other.7 The external field then de-
forms the material by pulling and pushing the oppositely
charged liquid in opposite directions and creating oppo-
site charges at the dividing surfaces. This view might still
apply to an ionic crystal, but needs revision when molec-
ular polar materials are concerned. The current view
of interfacial dielectric polarization of polar molecular
materials is that molecular dipoles are oriented by the
field and predominantly point their oppositely charged
ends toward the external charges. Even though they
move randomly by thermal agitation, a larger fraction
of molecules arrives at the interface oriented along the
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field thus producing an overall surface charge density of
the sign opposite to the sign of the external charge.8
The mathematics built around this picture assigns the
surface charge density σ to the projection of the polar-
ization density P of the material onto the unit vector
nˆ normal to the dividing surface and pointing outward
from the dielectric:9 : σ = Pn = nˆ ·P (Fig. 1). The sur-
face charge density at the cavity surrounding the charge
q1 is then σ1 = −(q1/S)(1 − ǫ
−1), where S = 4πa2 is
the surface area of the cavity with the radius a. The
electrostatic potential of charge q1 and the potential of
the opposite charge distributed over the cavity surface
add up to φ1 = q1/(ǫr) at any r > a. This electrostatic
potential then interacts with the charge q2 with the en-
ergy U = q2φ1, thus recovering Eq. (1). Importantly, the
electrostatic potential in the medium is a small number
produced by a nearly complete compensation of two large
numbers of opposite sign: the vacuum potential and the
potential of the surface charge. This mathematics puts a
significant constraint on the accuracy of theoretical for-
malisms, which should incorporate this compensatory ef-
fect before any approximations have been introduced.
This textbook consideration, and more elaborate
derivations,10 make a case for a proposal that screening
of charges in the bulk of a dipolar dielectric is a surface
phenomenon dictated by the orientational structure of
dipoles in the interface. If this assumption is correct,
then the statistics of material’s dipoles pointing their op-
posite ends to the external charge cannot be determined
solely by bulk properties of the material and should be
a function of the interfacial structure as well. While
Maxwell’s notion of bulk deformation still applies to ionic
lattices, the focus on the interface seems to be particu-
larly important for liquid dielectrics which respond to
inserting a solute by altering their interfacial structure,
both in terms of dipolar orientations and interfacial den-
sity. The goal of this article is to investigate physical
consequences of this proposition and to develop a math-
ematical formalism to correct Eq. (1). Our focus here
is on liquid dielectrics which, according to the picture of
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FIG. 1. Schematic representation of screening of charge q1 by
the dielectric with the dielectric constant ǫ. Surface charge
with the charge density σ1 = Pn = P · nˆ develops at the
dividing surface. The electrostatic potentials produced by
the charge q1 and by the oppositely charged surface charge
density σ1 add up to q1/(ǫr) inside the dielectric.
interfacial polarization, can build global dielectric screen-
ing through changes in the interfacial structure. We show
below that, in agreement with standard expectations, the
bulk dielectric constant and not interfacial structure ulti-
mately determine the long-distance screening of charges.
The interfacial structure affects screening at short dis-
tances only.
The fact that the surface charge density can be signif-
icantly modified in polar liquids compared to the stan-
dard prescriptions of dielectric theories can be established
by numerical simulations of microscopic interfaces. One
needs, in accord with the standard rules, the statisti-
cal average of the normal projection of the polarization
density 〈Pn〉. It can be calculated from the fluctuation
relation10,11
〈Pn〉 = −β〈δPnδU
C〉, (2)
where δUC is the fluctuation of the Coulomb interac-
tion between the charge and the polar medium and
β = (kBT )
−1 is the inverse temperature. This fluctu-
ation formula was indeed evaluated from molecular dy-
namics (MD) trajectories obtained for a model nonpolar
Kihara solute and corresponding solutes carrying ionic
charges.11 The result of this calculation was the effective
dielectric constant of the interface ǫint ≃ 9 for a = 5
A˚. The result is obviously much lower that the dielectric
constant of bulk water (TIP3P water with ǫ ≃ 97 in the
simulations). A low value of an effective dielectric con-
stant around ǫ ≃ 5 has long been suggested to explain
ionic mobility12 and in fact was successfully used to cal-
culate ionic activity coefficients.13 We stress that essen-
tially equal interface dielectric constants were found for
both neutral and ionic solutes with a = 5 A˚,11 suggesting
that ǫint lower than the bulk value can potentially apply
not only to ions.
The question we address here is what is the dielec-
tric constant that should be used in Eq. (1) at distances
of the nanometer scale. We develop an analytical the-
ory of microscopic screening by a polar liquid and per-
form molecular dynamics simulations of model solutes
in SPC/E water. The main result of the proposed the-
ory is the fluctuation relation for the screening between
the charges in the dielectric and the perturbation theory
formulated in terms of microscopic pair correlation func-
tions. It casts the screening of charges by a polar liquid
in terms of the structure factor of the longitudinal col-
lective excitations of the liquid dipoles. The exact result
of this consideration is the following relation
U(R) =
q1q2
ǫR
− q1q2
∑
n
I(n)(R). (3)
Here, the first term is the standard dielectric result in
Eq. (1). The second term is the sum over all longitudi-
nal collective excitations of the liquid represented by the
poles of the corresponding longitudinal structure factor.
These excitations of the bulk liquid dielectric are cou-
pled to the interfacial structure of the solutes to create
oscillations of the PMF around the long-distance dielec-
tric result given by Eq. (1). In contrast to screening by
free charges in plasmas, where plasmon excitations are
quasiparticles with the lifetime significantly exceeding
the oscillation period, longitudinal excitations in polar
liquids (dipolarons14–18) are overdamped. The qualita-
tive outcome of the theory is that their overall effect is
represented by exponentially decaying oscillations with
the decay length Λ and the oscillation wavevector kmax
given by the first maximum of the polarization structure
factor ∑
n
I(n)(R) ∝ e−R/Λ cos (kmaxR) . (4)
Most simulations of the PMF between ions in solu-
tion have been performed for small ions typically used as
electrolytes.4,19,20 The effect of the molecular structure
of water on ion pairing is clearly seen in energetic stabi-
lization of contact and solvent-separated ion-pair config-
urations. The well-defined molecular structure of water
around small ions is expected to alter at a nanometer
cross-over length-scale,21,22 asymptotically approaching
the structure at flat interface. While this cross-over is
usually understood in terms of changes in the density
profile and shell compressibility,23 the electrostatic inter-
facial properties are affected as well.24,25 As an exam-
ple of a dramatic crossover in electrostatic properties, we
show in Fig. 2 the change of the variance of the solvent
field Es at the center of a spherical solute with the solute
size. Applying the linear response approximation, one
anticipates that the variance of the solvent field scales as
inverse cube24 of the solute radius R0
σ2E = βσ
3〈(δEs)
2〉0 ∝ (σ/R0)
3, (5)
where the solvent diameter σ is used to produce the di-
mensionless quantity σ2E . For solute radii below ≃ 1
nm, the molecular dynamics (MD) simulations25 show
the power law σ2E ∝ R
−δ
0 with δ = 3.8 consistent with
this expectation. In contrast, there is a sharp cross-over
in scaling at R0 ≃ 1 nm, when the exponent changes to
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FIG. 2. Variance of the electric field of SPC/E water at the
center of a set of non-polar Kihara solutes with varying size
R0. The solid lines show the fitting of the data with the power
law σ2E ∝ R
−δ
0 . The resulting values of δ for smaller and larger
solutes are indicated in the plot. The simulations25 are done
for the Kihara solutes of varying size with the solute-solvent
interaction energy ǫLJ = 0.65 kJ/mol [Eq. (32)].
δ = 0.1, i.e., essentially no decay of σ2E with the growing
solute size. These results are reported here based on pre-
viously produced trajectories25 for Kihara solutes26,27 of
varying size. This model solute combines a hard-sphere
core with the radius rHS with a Lennard-Jones layer of
thickness σ0s at the surface (see the discussion of the
simulation protocol below and, in particular, the interac-
tion potential in Eq. (32)). The radii reported in Fig. 2,
R0 = rHS + σ0s, are altered by changing rHS.
The slowing down of the decay of the field variance
with increasing solute size is caused by softening of the
interface,21 thus allowing stronger fluctuations compen-
sating for an increased size. This crossover does not
rule out further crossovers as the size of the solute in-
creases, as we anticipate, but cannot prove with the
present computational capabilities. Independently of the
long-distance asymptote of σ2E , the appearance of a soft,
fluctuating interface raises the question of its coupling
with the bulk dipolaron excitations responsible for oscil-
lations in electrostatic screening18 [Eqs. (3) and (4)]. For
small ions, screening is mostly driven by dielectric laws2
and the structure of the hydration shell is insignificant
except at the contact configuration.4 One wonders how
extending the size of the solute and changing the density
of the hydration layer affect this outcome. Here we report
new simulations of the Kihara solutes in SPC/E water25
to address these questions. We study how dipolaron exci-
tations in the bulk couple to the interfacial structure and
how does this coupling affect oscillations of microscopic
dielectric screening. We find that increasing density of
the hydration layer, by increasing the solute-solvent at-
traction, significantly amplifies the PMF oscillations. On
the other hand, increasing the size of the solute, beyond
the cross-over region in Fig. 2, reduces the oscillations
amplitude and leads to a faster approach to the dielec-
tric limit. In other words, softening of the nanometer-
scale interface leads to a faster approach to the contin-
uum limit for ionic screening.
II. Fluctuation relations
We now consider two charges, q1 and q2, at the distance
R immersed in a polar material. Each charge is repre-
sented by a repulsive sphere with the radius a defined
more precisely below. The total free energy of this sys-
tem of charges is the sum of their gas-phase interaction
energy and the free energy of polarizing the dielectric Fs
F =
q1q2
R
+ Fs. (6)
The solvation free energy can be found by thermody-
namic integration in terms of the λ-scaled Coulomb in-
teraction energy uq with the solvent
28
Fs =
∫ 1
0
dλ〈uq〉λ (7)
where the average 〈uq〉λ is taken with the statistical en-
semble in equilibrium with the solute-solvent potential
λuq. One can choose any value 0 ≤ λ0 ≤ 1 as the refer-
ence system and perform a series expansion in terms of
the deviation (λ− λ0)uq. The result is
Fs = 〈uq〉λ0 +
(
λ0 −
1
2
)
β〈(δuq)
2〉λ0 + . . . . (8)
Here, δuq = uq − 〈uq〉λ0 and the interaction energy uq
between the charges and the dielectric is given in terms
of the electrostatic potentials φsi created by the dielectric
at the positions of charges qi, i = 1, 2
uq = q1φs1 + q2φs2. (9)
In the linear response approximation,29,30 the infinite
expansion is truncated after the second term in Eq. (8).
Further, the statistical average 〈. . . 〉λ0 can be performed
for the liquid either in equilibrium with uq and charges
qi or in equilibrium with the repulsive core potentials
of the solutes at qi = 0, or for any charge state in
between.31 Previous studies11,29,30,32 have shown that
linear response is satisfied exceptionally well when the
ionic radius a is sufficiently large to avoid strong interac-
tions between the charges and the dipoles of the medium.
We will assume first that this approximation holds and
show below that it is indeed satisfied when tested against
numerical simulations. In the case of λ0 = 0 we have
qi = 0 and 〈uq〉0 = 0. This reference configuration is
adopted here for both the analytical derivation and for
the numerical simulations discussed below. The solva-
tion free energy Fs is then given by the variance of the
interaction energy
Fs = −(β/2)〈(δuq)
2〉, (10)
where we put 〈. . . 〉0 = 〈. . . 〉 for brevity.
The variance of uq splits into self terms, representing
solvation free energies of individual charges, and the cross
term modifying their interaction due to the screening by
the polar material. Combining the cross terms with the
4gas-phase interaction energy, we obtain the following for-
mula for the screened interaction energy (PMF) between
the charges33
U(R) = q1q2
[
R−1 − β〈δφs1δφs2〉
]
. (11)
Equation (11) is the starting point for our theoretical
development. For the rest of our discussion we put q1 =
q2 = e, where e is the elementary charge.
Before we proceed to the formal theory, it is useful to
anticipate the result when the standard dielectric theory
applies. It is easy to see that Eq. (1) is recovered when
one assumes for the potential cross correlation
β〈δφs1δφs2〉 = 4πχ
LR−1, (12)
where 4πχL = 1 − ǫ−1 is the longitudinal susceptibil-
ity of a polar material.16 According to the standard ex-
pectation of the theory of polar liquids,34 spherical ions
interact with the longitudinal polarization of a dipolar
liquid with the susceptibility χL in the macroscopic limit
of long-wavelength polarization excitations. The theory,
therefore, must be able to produce this limit when only
the long-ranged macroscopic polarization of the medium
is accounted for. The formalism developed next satisfies
this expectation.
III. Perturbation theory
If the average 〈. . . 〉 in Eq. (11) is treated as an en-
semble average over the configurations of a polar liquid
around two uncharged cavities with the radii a, the calcu-
lation of the cross correlation becomes a standard pertur-
bation problem of liquid state theories.35 One can write
the cross correlation in terms of the solute-solvent and
solvent-solvent distribution functions as follows
〈δφsδφs〉 = ρ
∫
d1φs(1)φs(1)g0s(r1)
+ ρ2
∫
d1d2φs(1)φs(2)g0s(r1)g0s(r2)hss(12),
(13)
where ρ = N/V is the number density of a polar liquid
and
φs(1) = −
m1 · rˆ1
r21
(14)
is the electrostatic potential of liquid’s dipole m1 at the
position r1 in the liquid, rˆ1 = r1/r1. The positions and
orientations of the liquid dipoles are combined into single
indexes such as (1) = (r,ω1) and d1 = drdω1/(4π). We
note also that 〈φs〉 = 0 when no preferential orientations
of liquid’s dipoles is anticipated around an uncharged
repulsive core of the solute. Further, the Kirkwood su-
perposition approximation28,35 has been applied to the
second term in Eq. (13) to represent the three-particle
solute-solvent-solvent distribution function as the prod-
uct of the solute-solvent pair distribution function g0s(r)
and the solvent-solvent pair correlation function hss(12).
The latter depends on both the distance between two
molecules in the liquid r12 and their orientations ω1 and
ω2.
One can use Fourier transform to re-write Eq. (13) in
reciprocal space. The transformation to reciprocal space
allows one to eliminate the space convolution in the sec-
ond summand in Eq. (13) and present the result in terms
of k-space structure factors describing collective fluctu-
ations in the liquid. The details of the derivation are
given in the supplementary material (SM) and the re-
sult of this derivation is the sum of two terms, I1(R) and
I2(R), representing the corresponding summands in Eq.
(13) as one-dimensional k-integrals
I(R) = β〈δφs1δφs2〉 = I1(R) + I2(R), (15)
where
I1(R) =
6y
π
∫ ∞
0
dkf0s(k)j0(kR),
I2(R) =
6y
π
∫ ∞
0
dkf0s(k)
2j0(kR)
[
SL(k)− 1
]
.
(16)
Here, y = (4π/9)βρm2 is the standard polarity parame-
ter of the theory of polar liquids,35,37 jn(x) is the spheri-
cal Bessel function of nth order,36 and f0s(k) appears as
a result of Fourier transforming φs(1)g0s(r1). It is given
by the relation
f0s(k) = k
∫ ∞
0
drj1(kr)g0s(r), (17)
which is a special case of the Hankel transform.37 Further,
SL(k) in Eq. (16) is the longitudinal structure factor of
a polar liquid,16,38 which describes correlated fluctuation
of the reciprocal-space polarization density projected on
the direction of the wavevector kˆ = k/k
P˜L(k) =
∑
j
(mj · kˆ) e
ik·rj , (18)
where the sum runs over all dipoles mj in the liquid with
their positions at rj . The structure factor is a scaled
variance of this collective variable given as
SL(k) =
3
Nm2
〈P˜L(k)P˜L(−k)〉. (19)
The long-wavelength limit of the structure factor is
related to the longitudinal susceptibility of a dielectric
through the dimensionless density of dipoles in the liquid
y = (4π/9)βm2ρ by the following relation
3ySL(0) = 4πχL. (20)
The opposite limit of SL(k) at k → ∞ corresponds to
disappearance of correlations between different dipoles
in the liquid, which leads to SL(∞) = 1. Both limits are
illustrated in Fig. 3 for SPC/E water from our simula-
tions discussed in more detail below.
Equations (15) and (16) is a formally exact solution
for the electrostatic potential cross-correlation within the
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FIG. 3. SL(k) for SPC/E water at T = 300 K from molecular
dynamics simulations (MD) and from the MSA solution for
dipolar hard spheres39 in Eq. (28) (MSA). The dotted line
refers to the Pade´ form in Eq. (25) (Λ = 0.17 A˚) and the
dashed line marks the Lorentz approximation [Eq. (26)]. The
horizontal dotted line marks the k →∞ limit SL(∞)→ 1.
limits of the linear response approximation and the Kirk-
wood anzatz28 for the triple solute-solvent-solvent corre-
lation function. We also neglect all multipoles higher
than the dipole from the response of the liquid. Our sim-
ulations below show that this approximation is adequate
for water in contact with relatively large solutes consid-
ered here.
The first summand in Eq. (15), I1(R), describes fluc-
tuations of the potential at two ions produced by rota-
tions and translations of a single molecule in the liquid.
The second term, I2(R), corresponds to correlated ther-
mal motions of two molecules. The interaction of a liq-
uid dipole with the first charge is propagated through
the liquid dipole-dipole correlations to the second dipole
and then to the second charge. The function f0s(k) re-
flects the local structure of the liquid around each so-
lute thus coupling the screening excitations of the bulk
with the interfacial structure. It has an important prop-
erty of f0s(0) = 1 (see below) and scales at large k as
exp[ika]. This latter property allows one to convert Ii(R)
into the residue integrals in the complex k-space. The
integral I1(R) is calculated exactly as I1(R) = 3y/R
if only the pole at k = 0 is accounted for. The same
applies to the k = 0 pole of I2(R). Given that we
assume R > 2a, the k = 0 pole produces the result
I
(0)
2 (R) = (3y/R)(S
L(0) − 1). The rest of the contour
integral in the complex k-space is given by residues of
SL(k)− 1 at complex poles kn. The final result is
I(R) = R−1
(
1− ǫ−1
)
+
∑
n
I(n)(R). (21)
This form can be substituted to Eq. (11) with the result
for the interaction of two ions given by Eq. (3) where also
the physical meaning of the microscopic screening terms
I(n)(R) is discussed [Eq. (4)].
A significant advantage of the result in Eq. (3) is that it
incorporates the cancellation of two large terms from the
gas-phase (vacuum) Coulomb interaction of the charges
and its screening by surface charges of the dielectric as
the zero-order term, thus avoiding errors from incorpo-
rating approximations into each of the components. The
corrections to the continuum limit arise from longitudi-
nal collective excitations in the polar liquid coupled to
the interfacial structure of each solute. This is a physi-
cally attractive picture, which might extend beyond the
derivation presented here. We explore physical conse-
quences of it in terms of an analytical solution when the
poles of the longitudinal structure factor can be well de-
fined.
Before we turn to this next step, it is useful to identify
the approximations made in deriving Eq. (21). First,
we have assumed that there is no specific orientational
structure of the solvent dipoles around a nonpolar solute
carrying zero charge. This is a reasonable approxima-
tion in most cases, although water dipoles attend prefer-
ential orientations around nonpolar solutes.40 This pat-
tern, also found for SPC/E water employed here, tends
to diminish when more accurate force fields are used.41
Second, the structure factor SL(k) in Eq. (16) refers to
the reference system, which is the polar liquid with in-
serted nonpolar repulsive cores of the solutes. Since the
dielectric constant is affected by solution compared to the
bulk, particularly for electrolytes,19 the ability to use the
structure factor for bulk liquid needs to be tested. We
in fact have done this test in our simulations discussed
below and have shown that at the concentrations used
in our calculations the bulk and solution structure fac-
tors are nearly identical (Fig. S4 in the SM). We have
also tested the sensitivity of the sum over the poles, the
second summand in Eq. (21), to the dielectric constant
and found it relatively low. The use of the bulk struc-
ture factor SL(k) in Eq. (16) is therefore justified and
we now proceed to using our analytical approximation to
calculate the sum over the dipolaron excitations in the
liquid.
IV. Analytical solution
In order to study the behavior of f0s(k) in Eq.
(17), we will follow here the procedure analogous to
that adopted in the perturbation theory of nonpolar
(Lennard-Jones) fluids. The theory of nonpolar fluids42
starts with the observation that the Boltzmann factor,
e(r) = exp[−βu(r)], of the intermolecular liquid poten-
tial u(r) changes sharply over a short range of distances.
This allows one to formulate a perturbation theory in
terms of short-ranged “blip functions”. Following this
general framework, we consider the Boltzmann factor of
the reference solute-solvent interaction potential u0s(r),
which is mostly repulsive and is responsible for the for-
mation of the solute cavity with the radius a. The cor-
responding Boltzmann function, e0s(r) = exp[−βu0s(r)],
of the solute-solvent distance r, changes between zero in-
side the repulsive core of the solute and unity inside the
liquid. Figure 4 (dash-dotted line) shows e0s(r) calcu-
lated for the solute-water isotropic interaction potential
given in the Kihara form26 [Eq. (32)] and used in our nu-
6merical simulations discussed below. A sharp growth of
e0s(r) implies that one can approximate its derivative by
a delta-function:28 e′0s(r) ≃ δ(r− a), which also provides
the definition of the cavity radius a as the position of the
maximum of e′0s.
We now re-write Eq. (17) in the form involving the
derivative of the ion-liquid distribution function
f0s(k) =
∫ ∞
0
drj0(kr)g
′
0s(r). (22)
From this equation, one gets at k = 0 the following
boundary condition f0s(0) = g0s(∞) − g0s(0) = 1. We
next note that g0s(r) = e0s(r)y0s(r), where y0s(r) is a
smooth function.28 One therefore can put
g′0s(r) ≃ e
′
0s(r)y0s(r). (23)
Figure 4 compares e′0s(r) with g
′
0s(r) obtained from MD
simulations. One can see that g′0s(r) follows the shape of
e′0s(r) at the lower value of the solute-solvent Lennard-
Jones attraction energy ǫLJ, thus suggesting that y(r) is
nearly constant in the range of r-values where the spikes
of these functions occur. As the attraction increases and
the interface becomes more structured, the peak of g′0s(r)
shifts to larger distances. Nevertheless, the approxima-
tion of g′0s(r) with a positive and negative blips turns out
to be quite accurate for modeling f0s(k) at all parameters
studied here.
Given that e′0s involves positive and negative blips
(Fig. 4), it can be represented by a sum of two delta-
functions positioned at r = a and r = b and carrying
positive and negative amplitudes. This transforms f0s(r)
to the form
f0s(k) = cj0(ka) + (1− c)j0(kb), (24)
where b is the position of the negative blip and the coeffi-
cients in front of the spherical Bessel functions are chosen
to satisfy the condition f0s(0) = 1. The fit of this func-
tion to f0s(k) obtained by numerical integration in Eq.
(22) is given in the SM. For our discussion here we only
need to know that f0s(k)
2 in the integral I2(R) in Eq.
(16) scales at most as e±2ibk and can perform the residue
integration under the assumption R > 2b.
The positions of singularities of SL(k) in the complex
k-plane are generally unknown and we resort here to two
approximations. We first apply the Ornstein-Zernike ap-
proximate based on the known expansion of SL(k) at low
wavevectors.28 According to the Ornstein-Zernike equa-
tion, SL(k) =
[
1 + (ρ/3)cL(k)
]−1
, where cL(k) is the
direct correlation function propagating the longitudinal
polarization through the liquid.28,39 The expansion cL(k)
in powers of k results in a vanishing linear term such that
SL(k)−1 becomes a linear function of k2. One therefore
can approximate SL(k) with the Pade´ form as
SL(k) =
SL(0) + Λ2k2
1 + Λ2k2
, (25)
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FIG. 4. Boltzmann factor e0s(r) and its derivative e
′
0s(r) for
the Kihara potential describing the solute-solvent isotropic
interaction. g′0s(r) obtained from molecular dynamics simu-
lations are shown at ǫLJ = 0.65 kJ/mol (blue) and 3.7 kJ/mol
(red). The position of the positive spike of e′0s(r) defines the
cavity radius a, which is very close to R0 = rHS + σ0s = 5 A˚
for the Kihara solutes studied here [Eq. (32)].
where Λ = 0.17 A˚ is found from the slope of SL(k)−1 vs
k2 for SPC/E water (Fig. S5 in SM). This representation
of SL(k) is not very reliable (Fig. 3). A better approxi-
mation can be reached in terms of the Lorenzian function
with the maximum coinciding with the kmax of the simu-
lated SL(k). Since SL(k) has to be a symmetric function
of k, SL(k) = SL(−k), the following functionality yields
a more reasonable approximation (Fig. 3)
SL(k) = 12S
L(0)
[
k2max + κ
2
(k − kmax)2 + κ2
+
k2max + κ
2
(k + kmax)2 + κ2
]
.
(26)
This function has two poles in the upper-half k-plane:
k1 = kmax+ iκ and k2 = −kmax+ iκ. The sum over these
poles results in
∑
n
I(n)(R) =
k2max + κ
2
2κR
(
1−
1
ǫ
)
Im
∑
n=1,2
k−1n f0s(kn)
2eiRkn .
(27)
The overdamped dipolar excitations in the polar liq-
uid produce an exponentialy decaying screening, not un-
like the Debye-Hu¨ckel screening by plasmon excitations
in electrolytes [Eq. (4)]. The fitting of Eq. (26) to the sim-
ulation data produces kmax = 2.6 A˚
−1 and the screening
length Λ = κ−1 = 3.2 A˚, both consistent with the diame-
ter of the water molecule σ ≃ 2.8−2.9 A˚ (2π/kmax = 2.4
A˚).
The mean-spherical approximation (MSA) for dipo-
lar fluids39 provides a next step for improving the an-
alytical solution. This exact solution of the Ornstein-
Zernike equation with the MSA closure yields the longitu-
dinal structure factor in terms of the Baxter solution28,43
Q(k, ξL) of the Percus-Yevick closure for the fluid of hard
spheres
SL(k) =
∣∣Q(κLk, ξL)∣∣−2 . (28)
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FIG. 5. Poles kn = k
′
n+ik
′′
n of the MSA longitudinal structure
factor [Eq. (28)] in the upper half-plane of the complex k-
plane:
∣
∣Q(κLkn, ξ
L)
∣
∣
2
= 0. The pole closest to the real axis
is: k1 = ±2.61 + 0.44i, A˚
−1.
Here, the longitudinal polarity parameters is found from
the k = 0 value of the structure factor by solving the
equation39
SL(0) =
(1− 2ξL)4
(1 + 4ξL)2
. (29)
In addition, an empirical factor κL is introduced to pro-
vide the best fit of the analytical function to the results
of simulations. This slight correction is required to repro-
duce a more open structure of water compared to closely
packed simple fluids and results in κL = 0.85 for SPC/E
water studied here (Fig. 3). Similar scaling is required for
other force fields of water when fitted to the Baxter func-
tion in Eq. (28). We found κL = 0.9544 and κL = 0.9345
for TIP3P46 and SWM4-DP47 water, respectively. The
comparison of SL(k) for the SPC/E and TIP3P water
models is shown in Fig. S4 in the SM.
The analytical form given by Eq. (28) results in a
large number of poles kn = ±k
′
n ± ik
′′
n in the complex
k-plane (Fig. 5). The pole closest to the real axis has its
imaginary part corresponding to the correlation length
Λ ≃ (k′′1 )
−1 = 2.26 A˚, reasonably close to the Lorentzian
fitting. Further, the pole I(n) in Eq. (27) becomes
I(n)(R) =
6y
R
Re
[
f0s(kn)
2
knc′n
eiknR
]
, (30)
where c′n = (ρ/3)dc
L/dk|k=kn .
The numerical summation over the poles shown in Fig.
5 is compared to both the Lorentz approximation [Eq.
(27)] and to direct integration (Fig. 6). The latter is done
by combining the integral I(R) in Eq. (15) and (16) with
the Coulomb interaction energy to obtain an integral rep-
resentation for the PMF
U(R) =
6ye2
π
∫ ∞
0
dkf0s(k)
2j0(kR)
[
(3y)−1 − SL(k)
]
.
(31)
It turns out that the simplest Lorentzian form captures
the main features of the PMF, and it is even superior
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FIG. 6. Direct integration in Eq. (31) (solid line) compared to
the Lorentzian approximation in Eq. (27) (dashed line) and to
the summation over the poles of SL(k) produced by the MSA
(Fig. 5) (dash-dotted line). The calculations are done for two
spheres with the radii 5 A˚ at varying distance R between
their centers. The structure factor for the SPC/E water from
simulations (Fig. 3) is used in numerical integration. The
corresponding fits to the Lorentz and the MSA solutions are
displayed in Fig. 3. The dotted line shows the dielectric result
[Eq. (1)].
to the summation over the poles produced by the MSA.
The resulting PMF shows oscillations around the contin-
uum solution thus producing over- and under-screening
at different distances due to the molecular nature of the
polar liquid.1,2 The oscillations of the interaction energy
are, however, mostly within ∼ 5 − 9 kBT , which is con-
sistent with many previous simulations of ion pairing in
force-field water.4,19,20,48 We now turn to direct MD sim-
ulations of the potential cross-correlation in Eq. (11).
V. Numerical simulations
Numerical MD simulations employed two solutes
placed in the simulation box containing 7408 SPC/E49
water molecules. The solute-solvent interaction potential
was given by the isotropic Kihara potential,26,27 which
combines the hard-sphere repulsion characterized by the
repulsion radius rHS with a Lennard-Jones layer of the
thickness σ0s and the attraction energy ǫLJ
u0s(r) = 4ǫLJ
[(
σ0s
r − rHS
)12
−
(
σ0s
r − rHS
)6]
. (32)
The Kihara potential was introduced26 to avoid too soft
repulsion of the Lennard-Jones potential when applied to
sufficiently large solutes.
The MD trajectories were produced with the NAMD
simulation package50 supplemented with a separate script
developed to calculate the force between the Kihara so-
lute and SPC/E water. The parameters used for the
Kihara potential in this set of simulations were rHS = 2
A˚, σ0s = 3 A˚, and ǫLJ = 3.7 kJ/mol. We additionally
analyzed the trajectories obtained previously,25 which in-
volved the variation of rHS to produce the results shown
in Fig. 2 and for the analysis presented below. We
have also analyzed simulation data with changing solute-
solvent attraction energy ǫLJ. Two additional values of
this parameter, ǫLJ = 0.65 kJ/mol and ǫLJ = 20 kJ/mol,
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FIG. 7. Solute-solvent density distribution functions g0s(r)
calculated from MD simulations of neutral (q = 0) and
charged (q = ±1) single Kihara solutes in SPC/E water
(rHS = 2 A˚). Also shown is the distribution function for a
single solute in the box containing two Kihara solutes sepa-
rated by the distance of R = 20 A˚. The results shown by the
solid lines refer to ǫLJ = 3.7 kJ/mol, while the dashed line
refers to ǫLJ = 0.65 kJ/mol.
were used in the analysis. The former attraction energy
is close to the interaction energy of the water molecules in
the bulk, and it models a hydrophobic solute which does
not produce a strong pull on the waters in the hydration
shell.27 The value ǫLJ = 3.7 kJ/mol mostly studied here
is more consistent with a hydrophilic solute. Finally, the
attraction at ǫLJ = 20 kJ/mol is so strong that it breaks
water’s structure and results in the condensation of the
first hydration layer at the solute surface. The resulting
layering is seen as a gap of zero value of the solute-solvent
pair distribution between the first and second hydration
layers (Fig. S2 in the SM).
One of the advantages of using nonpolar solutes for the
calculation of the dipolar screening is that one avoids the
Coulomb interactions between the charged solutes and
their images in the replicas of the simulation cell, which
are unavoidable in any finite-size simulations.3 The cross-
correlations
I(R) = β〈δφs1δφs2〉 (33)
were calculated at a number of configurations with the
distance between two Kihara solutes altered in the range
10 ≤ R ≤ 20 A˚. However, the ability to use the non-ionic
solutes to calculate screening between ions is based on
the linear response approximation, which assumes that
the solvent structure remains intact for all charge state
of the ion, from zero charge to the highest charge con-
sidered in this framework. In order to test this assump-
tion we have additionally simulated single Kihara solutes
in SPC/E water in neutral and charged states. For the
charged solutes, the charge q = ±1 was placed at the
center of the Kihara sphere. Figure 7 shows that the
pair solute-solvent distribution functions obtained for all
three states are very close, in support of the linear re-
sponse assumption. Further, the solute-solvent density
profiles in the simulation box with two solutes are iden-
tical to single-solute distribution functions at sufficiently
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FIG. 8. Results of MD simulation for two neutral Kihara
solutes placed at different distances R. Black points refer
to electrostatic potential created by water’s partial atomic
charges and the red points indicate the electrostatic potential
created by the water’s point dipoles. The solid line is the
result of numerical integration in Eq. (31) and the dashed
line is the dielectric result in Eq. (1).
large separations between two spheres (Fig. 7, the two
lines are identical on the scale of the plot). The solute-
solvent density profile is in fact more strongly affected
by the magnitude of the Lennard-Jones energy ǫLJ in
Eq. (32) than by the charge state in the range of radii
considered here. The dashed line in Fig. 7 shows g0s(r)
at ǫLJ = 0.65 kJ/mol, with a clearly less structured in-
terface.
The results of calculations of I(R) in Eq. (33) need to
be combined with the direct Coulomb interaction in Eq.
(11) to obtain the screened PMF. We found, in agreement
with previous results,33 that this approach leads to the
R→∞ asymptote shifted from zero. The reason is that
the Ewald potential φE(R) is shifted from the Coulomb
potential.33 The simulation results (black points in Fig.
8) were therefore shifted vertically to fit the analytical
model (Eq. (31), solid line) at the largest distance stud-
ied here. We have additionally performed calculations
replacing the atomic charges at the water molecules with
point dipoles. These results (red points in Fig. 8) are very
close to the charge-based calculations thus justifying the
use of the dipolar density field to represent water in the
analytical theory. The simulations still do not fit the ana-
lytical theory well, which we attribute to the demanding
requirement to subtract two nearly-equal quantities to
obtaine the PMF.
We next address the question of the effect of the solute
size and the density of the hydration layer on the oscil-
latory screening behavior of the PMF. Figure 9 shows
the calculations performed according to Eq. (31) with
the solute-water pair distribution functions of Kihara so-
lutes of increasing size. A clear pattern of decreasing
amplitude of the screening oscillations is seen for larger
solutes. The oscillations essentially disappear beyond
the size crossover shown in Fig. 2. The crossover to the
nano-scale solvation with soft solute-solvent interface also
means the transition to a continuum-type electrostatic
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FIG. 9. U(R) from Eq. (31) with SL(k) for SPC/E water and
f0s(k) calculated from solute-water distribution functions of
Kihara solutes with changing size R0. The results for two
magnitudes of the solute-solvent Lenard-Jones energy ǫLJ are
shown.
screening.
Increasing the density of the hydration shell produces
an opposite effect. We achieve denser hydration layers by
significantly increasing the solute-solvent Lennard-Jones
attraction (the lower panel in Fig. 9). The value ǫLJ = 20
kJ/mol used to illustrate this point is somewhat unreal-
istic, leading to a collapse of the first hydration shell and
layering between the first and second shells (see exam-
ples of the solute-solvent distribution function in Fig. S2
in the SM). However, this calculation produces an about
order-of-magnitude increase in the amplitude of oscilla-
tions, indicating that oscillatory pattern of screening is
caused by coupling of the bulk dipolarons to the interfa-
cial structure. Increasing the structure of the hydration
shell enhances the amplitude of oscillations.
VI. Discussion
The textbook picture of screening of electrostatic fields
in dielectrics goes back to Maxwell7 and considers a slab
of dielectric placed in an external field E0. The exter-
nal field induces bulk strain leading to surface charges.
They in turn produce an internal electric field Es oppos-
ing (screening) the external field (Fig. 10). The Maxwell
field E = E0 −Es is the result of near complete cancela-
tion between these two fields, leading to E0 reduced by
ǫ. This picture silently assumes that the dielectric is a
solid and can sustain bulk stress. The dielectric constant,
related to material’s ability to develop this bulk stress in
response to an external field, is a bulk material property.
This simple picture is bound to fail and needs to be
modified for liquid dielectrics since liquids do not sus-
tain bulk stress and any surface charge must be a surface
phenomenon. Since the dielectric constant is still a bulk
material property reported by the dielectric experiment,
dielectric screening needs to be described in a language
disconnected from surface charges. The main question
here is whether polarization of the interface and the cor-
responding interfacial susceptibility, which enters the lo-
cal polarity response (e.g., for ion solvation), are related
to dielectric screening at large (on molecular scale) dis-
tances. Not unexpected, our results show that the local
response of the liquid interface is mostly unrelated to the
long-distance screening. The latter is achieved in liquids
by mutual correlations of the liquid dipoles in the bulk
and not by the field of the surface charges. The cartoon
shown in Fig. 10 does not apply to liquid dielectrics, even
at the qualitative level.
A significant consequence of this perspective is that the
bulk dielectric constant reported by the dielectric exper-
iment applies to long-distance dielectric screening, but a
local interfacial susceptibility has to be used for solva-
tion. In practical terms, polar liquids must be charac-
terized by at least two susceptibilities describing the sur-
face and bulk responses separately. The model solutes
dissolved in the force-field water studied here provide a
convincing example: their interfacial dielectric constant
obtained from Eq. (2) is ≃ 9,11 but the dielectric con-
stant entering the long-distance screening is ≃ 71. The
analytical theory presented here can be extended to liq-
uids confined in the slab geometry since this extension is
achieved at R0 → ∞ while keeping the thickness of the
liquid between two solutes constant. The parameters of
the theory still remain the same: the density distribution
function of the interface and the bulk structure factor.
We find that the dielectric limit of the Coulomb law
in Eq. (1) is reached at long distances between the so-
lutes, but the granularity of the polar liquid shows it-
self over ≃ 0.5 − 1 nm into the bulk in the form of
oscillations around the dielectric solution. These oscil-
lations are linked to the overdamped excitations in the
polar liquid (dipolarons14–18) represented by the poles
of the longitudinal structure factor of dipolar polariza-
tion density.51 The excitation with the longest length of
decay is responsible for the first peak of the structure fac-
tor and is mostly sufficient to reproduce the oscillatory
screening calculated by numerical integration. We there-
fore conclude that dipolaron excitation responsible for
the first peak in the structure factor is the main cause of
the oscillatory dielectric screening and of the correspond-
ing PMF in ion pairs. It is important to stress that previ-
ous reports of oscillatory PMF have been limited to small
ions typically employed as supporting electrolytes.2,4,19,20
Here we show that similar oscillations develop for dielec-
tric screening between large solutes with the diameter of
≃ 1 nm.
The simulation protocol employed here is based on the
fluctuation relation for the dielectric screening involv-
ing the correlation of electrostatic potential produced by
the polar liquid at two solutes [Eq. (11)]. The advan-
tage of this formalism is that it does not require inte-
grating the force between the solutes over distances.6,20
One therefore can directly calculate the screening be-
tween groups belonging to a well-defined structure (such
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FIG. 10. Schematics of dielectric screening in solid dielectrics:
the external field causes a bulk stress in the sample, result-
ing in surface charges. The external field E0 is compensated
by the field of the surface charges Es to yield the screened
Maxwell field E = E0−Es. Liquid dielectrics do not support
bulk stress and corresponding surface charges must be an in-
terfacial property not directly related to the bulk dielectric
constant.
as a protein52). Since the approach is based on lin-
ear response, one has the freedom to either remove the
charges from the corresponding groups or keep them if
needed. Nevertheless, dielectric screening is still a chal-
lenging task for simulations since subtraction of two large
terms is prone to numerical errors. A significant advan-
tage of the theoretical approach summarized in Eq. (3) is
that subtraction of two largest contributions to the PMF
is achieved in the continuum limit and only microscopic
corrections linked to damped dipolaron excitations need
a separate calculation.
Supplementary material
See supplementary material for the simulation proto-
cols and the data analysis.
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