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1 Introduction 1
1 Introduction
1.1 Preliminary Remarks
When a statistician intends to examine a problem she or he always has to abstract from
reality and build a statistical model. This first step is very crucial because the relevance
of every result and conclusion based on the model for the real situation depends directly
on the adequate description of the natural circumstances.
For example, in the context of quality management or product development a company
is interested in the reliability of its products. Assuming these products are more or less
complex machines each consisting of elementary components that are frequently used for
such systems, it would be sensible to try making inferences from the lifetime distributions
of the components about the reliability of the more complex systems or possible new devel-
opments. In this approach, it is essential (among others) to suppose appropriate lifetime
distributions for the components because otherwise the results for the products or new
developments are not transferable to reality, although all the rest of the statistical com-
putations are correct. If, e.g., the lifetimes (in days) of the components of a 4-out-of-4
system (i.e., the system consists of 4 components and it fails if one or more components
fail) are assumed to be independent and identically exp(0.001) distributed (exponential
distribution with mean
1
0.001
= 1000), then, consequently, the lifetime of the system is
supposed to be exponentially distributed with mean
1
0.004
= 250. But, if the true lifetime
distribution of the components is wei(0.1, 0.4) then the lifetime distribution of the system
will be wei(0.4, 0.4) with mean ≈ 33, where, for α, β > 0, wei(α, β) denotes a Weibull
distribution with densitiy function x 7→ αβxβ−1 exp(−αxβ), x > 0. I.e., even though the
mean of the lifetimes of the components was estimated rather accurately (the mean of
wei(0.1, 0.4) is approximately 1051) the mean of the lifetime of the system in the model
differs dramatically from the true value.
Of course, the exponential distribution is a special case of the Weibull distribution, nev-
ertheless, this example also shows, that it might not suffice to restrict oneself to consid-
eration of a specific family of distributions, such that only some paramerters have to be
determined. I.e., if there is no additional information on the unknown distributions, non-
parametric models and methods must be applied.
After putting n structurally identical components on a life-testing experiment and observ-
ing their failure times, one might get an idea of the true lifetime distribution by histograms,
kernel density estimation or the empirical distribution function, for instance. Then, a
goodness-of-fit test can be conducted to assess whether this idea may be kept or should be
rejected.
In this thesis, the term ’goodness-of-fit test’ always means a statistical test for the presence
of a certain distribution. More precisely, let X1, . . . , Xn, n ∈ N, be independent and iden-
tically distributed (i.i.d.) random variables (rv’s) with absolutely continuous cumulative
distribution function (cdf) F . We wish to test the (null) hypothesis F = F0 against the
alternative F 6= F0, where F0 is a completely specified absolutely continuous cdf. Then,
we call such a statistical test goodness-of-fit test.
2 1.2 Goodness-of-Fit Tests for Complete Samples
1.2 Goodness-of-Fit Tests for Complete Samples
1.2.1 Probability Plots and Correlation Type Goodness-of-Fit Statistics
One can find many different techniques of testing goodness-of-fit in literature. Many of
them are based on the order statistics X1:n, . . . , Xn:n corresponding to X1, . . . , Xn. To get
a first idea of the deviation of the true distribution from the hypothesis a probability plot
is an expressive tool (e.g. see D’Agostino and Stephens (1986)). Such a chart can be
constructed by plotting the Xi:n on the y-axis of a Cartesian coordinate system versus its
hypothetical mean or median on the x-axis.
Figure 1.2.1: Example for probability plotting
Figure 1.2.1 shows an example of a probability plot for n = 7, X1:7 = 0.1138 , X2:7 =
0.535 , X3:7 = 0.5848 , X4:7 = 0.6714 , X5:7 = 0.6843 , X6:7 = 0.9666 , X7:7 = 0.9925
and F0 ∼ U(0, 1), where U(0, 1) denotes the standard uniform distribution. In this case,
the mean of Xi:n under H0 is given by
i
n+ 1
, i = 1, . . . , n (cf. e.g. David and Nagaraja
(2003), p.35). The notion of such a plot is that if the plotted points tend to lie on a
straight line the sample probably stems from the hypothetical distribution and otherwise
it does not. In our example, the hypothesis of an underlying standard uniform distribution
seems to be reasonable. Analogously to the construction of a probability plot, the order
statistics X1:n, . . . , Xn:n regarded as sample quantiles can be plotted versus their theoretical
counterparts and what we would obtain is a quantile-quantile plot.
Notice, the assumption F0 ∼ U(0, 1) in the example above means no loss of generality and
we will presume this in the following. Since if we wish to test the hypothesis F = F˜0,
where F˜0 is an absolutely continuous cdf with F˜0  U(0, 1), we may consider the rv’s
X˜i = F˜0(Xi), i = 1, . . . , n, instead of X1, . . . , Xn. This mapping of rv’s is often called
’probability integral transformation’, and it is well known that if X1, . . . , Xn
i.i.d.∼ F˜0 then
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X˜1, . . . , X˜n
i.i.d.∼ U(0, 1) and vice versa. Hence, testing whether X˜1, . . . , X˜n stem from the
standard uniform distribution is equivalent to testing the hypothesis F = F˜0.
Certainly, a statistician wants to measure the observed linearity in a probability plot by
some meaningful number. An obvious option is to apply Pearson’s (Sample) Correlation
Coefficient
%n
(
(x1, . . . , xn), (y1, . . . , yn)
)
=
n∑
i=1
(xi − x¯) (yi − y¯)√
n∑
i=1
(xi − x¯)2
n∑
i=1
(yi − y¯)2
, xi, yi ∈ R, i = 1, . . . , n,
where x¯ =
1
n
n∑
i=1
xi and y¯ =
1
n
n∑
i=1
yi, which leads to correlation type goodness-of-fit
statistics such as
Tn = 1−
[
%n
((
F0(X1:n), . . . , F0(Xn:n)
)
,
(
1
n+ 1
, . . . ,
n
n+ 1
))]2
(1.1)
= 1−
[
%n
((
X1:n, . . . , Xn:n
)
, (1, . . . , n)
)]2
(cf. e.g. D’Agostino and Stephens (1986), Filliben (1975) or Smith and Bain (1976)). A
test based on this statistic rejects H0 if the value of Tn is greater than a suitable threshold.
1.2.2 Statistics Based on Spacings
Another approach to testing for uniformity is to consider the spacings
D1 = X1:n , Di = Xi:n −Xi−1:n , i = 2, . . . , n, and Dn+1 = 1−Xn:n.
Here, the idea is to reject the hypothesis if the spacings seem to be more irregular than
those from a uniform sample. This can be assessed, for instance, by the Greenwood statistic
(1.2) Gn =
n+1∑
i=1
D2i
(cf. D’Agostino and Stephens (1986) and Greenwood (1946)), the Q statistic of Quesen-
berry and Miller (see Quesenberry and Miller (1977))
(1.3) Qn = Gn +
n∑
i=1
DiDi+1
or the criterion of Hartley and Pfaffenberger (see Hartley and Pfaffenberger (1972))
(1.4) S2n = (n+ 1)(n+ 2)Gn −
1
n+ 1
.
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1.2.3 Neyman’s Smooth and χ2 Tests
Tests of the χ2-type are also very popular. Pearson’s χ2-test is one of the most famous
goodness-of-fit tests and it can also be used as a test of independence (cf. e.g. Fisz (1963),
p. 436). For testing uniformity the user divides the unit interval into (say) m subintervals
and counts the number of observations in each of them. If these numbers differ too much
from their expected values under H0 the hypothesis is rejected. To be more precise, let
I1, . . . , Im, m ∈ N, denote the considered subintervals and nj =
∣∣∣{i ∈ {1, . . . , n} : Xi ∈ Ij}∣∣∣
the number of observations in Ij, j = 1, . . . ,m. In the case of X1, . . . , Xn
i.i.d.∼ U(0, 1), the
expected value of nj (denoted by E[nj]) is just n times the length of Ij, j = 1, . . . ,m, and
Pearson’s χ2-test statistic is given by
(1.5) χ2 =
m∑
j=1
(
nj − E[nj]
)2
E[nj]
.
The name of the test is motivated by its approximate distribution under H0 which is the
χ2-distribution with m− 1 degrees of freedom.
Neyman’s smooth tests (see Neyman (1937)) also possess the property of an approximate
χ2-distribution but they grew from a completely different idea. In addition to practicable
applicability of the test statistic a goodness-of-fit test is primarily judged by its power, i.e.,
if the null hypothesis does not hold true, the test should reject it with highest possible
probability. Since goodness-of-fit tests are regarded as omnibus tests in this thesis, which
means that the set of alternatives (here given by {F abs. cont. cdf : F  U(0, 1)}) is
non-parametric and not restricted to any specific family of distribution, it is not possible
to determine the power of such a test against every distribution from the alternative. Also,
one cannot expect to find a test which yields the best overall power of any goodness-of-fit
test.
Thus, Neyman considered subsets of alternatives defined by
Ωk =
{
P : P probability measure with density of the form
f(x) = c exp
(
k∑
i=1
Θipii(x)
)
, x ∈ (0, 1) , c,Θ1, . . . ,Θk ∈ R
}
\ U(0, 1),
k ∈ N, where
pij(x) =
√
2j + 1 Lj(2x− 1), x ∈ (0, 1) ,
and Lj denotes the Legendre polynomial of order j, j ∈ N. His aim was to develope tests ϕ∗k,
k ∈ N, which are optimal in the following sense. If α ∈ (0, 1) and β(Θ1, . . . ,Θk|ϕk) denotes
the power function of a test ϕk for testing uniformity against the parametric alternative
Ωk, k ∈ N, consider the following conditions
(a) β(Θ1, . . . ,Θk|ϕk) should admit partial derivatives of two first orders with regard to
Θ1, . . . ,Θk,
(b) β(0, . . . , 0|ϕk) = α,
(c)
∂β(Θ1, . . . ,Θk|ϕk)
∂Θi
∣∣
(Θ1,...,Θk)=(0,...,0)
= 0 , i = 1, . . . , k,
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(d)
∂2β(Θ1, . . . ,Θk|ϕk)
∂Θi∂Θj
∣∣
(Θ1,...,Θk)=(0,...,0)
= 0 , i, j = 1, . . . , k , i 6= j,
(e)
∂2β(Θ1, . . . ,Θk|ϕk)
∂Θ2i
∣∣
(Θ1,...,Θk)=(0,...,0)
=
∂2β(Θ1, . . . ,Θk|ϕk)
∂Θ21
∣∣
(Θ1,...,Θk)=(0,...,0)
, i = 2, . . . , k.
Now, for k ∈ N, ϕ∗k should meet (a) - (e) and satisfy
∂2β(Θ1, . . . ,Θk|ϕ∗k)
∂Θ21
∣∣
(Θ1,...,Θk)=(0,...,0)
≥ ∂
2β(Θ1, . . . ,Θk|ϕk)
∂Θ21
∣∣
(Θ1,...,Θk)=(0,...,0)
for all tests ϕk fulfilling (a) - (e).
At this point, it should be noted that, technically speaking, each test and each test statistic
is only applicable to samples of one specific sample size n ∈ N. Thus, n often appears in
the notation of the tests and test statistics (cf., e.g., Gn or Qn in Section 1.2.2), and
actually we consider sequences of test statistics, such as
(
Gn
)
n∈N. But, when it is clear
from the context what is meant, we will sometimes not distinguish between a sequence of
test statistics and one particular member of it explicitly. In the same way, the index n will
be omitted in some situations to simplify notation.
To find an asymptotic solution of the problem above (Neyman called it ’a solution valid
for large values of n’), Neyman considered the functions
β¯(Θ1, . . . ,Θk|ϕk) = β
(
n−
1
2 Θ1, . . . , n
− 1
2 Θk|ϕk
)
instead of β(Θ1, . . . ,Θk|ϕk). Since, as the number of observations n tends to infinity,
β(Θ1, . . . ,Θk|ϕk) will tend to 1 if (Θ1, . . . ,Θk) 6= (0, . . . , 0) for every reasonable test ϕk,
and hence, the derivatives in (c) - (d) will lose their meaning.
He defined a sequence
(
ϕ
(n)
k
)
n∈N
of tests based on the statistics
(1.6) Ψ2k =
k∑
j=1
u2nj,
where
(1.7) unj =
1√
n
n∑
i=1
pij(Xi), j = 1, . . . , k,
in the following way. If χk(1− α) denotes the (1− α)-quantile of the χ2-distribution with
k degrees of freedom, then ϕ(n)k rejects the null hypothesis F ∼ U(0, 1) iff Ψ2k exceeds
χk(1− α). Neyman found, that ϕ(n)k satisfies (a) for every n ∈ N and, moreover,
(b¯) lim
n→∞
β¯(0, . . . , 0|ϕ(n)k ) = α,
(c¯) lim
n→∞
∂β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θi
∣∣
(Θ1,...,Θk)=(0,...,0)
= 0, i = 1, . . . , k,
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(d¯) lim
n→∞
∂2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θi∂Θj
∣∣
(Θ1,...,Θk)=(0,...,0)
= 0, i, j = 1, . . . , k , i 6= j,
as well as
(e¯) lim
n→∞
(
∂2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θ2i
− ∂
2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θ21
)
∣∣
(Θ1,...,Θk)=(0,...,0)
= 0,
i = 2, . . . , k.
Now, if ϕ(n) is a test with
(1) β¯(0, . . . , 0|ϕ(n)) = β¯(0, . . . , 0|ϕ(n)k ),
(2)
∂β¯(Θ1, . . . ,Θk|ϕ(n))
∂Θi
∣∣
(Θ1,...,Θk)=(0,...,0)
=
∂β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θi
∣∣
(Θ1,...,Θk)=(0,...,0)
,
i = 1, . . . , k,
(3)
∂2β¯(Θ1, . . . ,Θk|ϕ(n))
∂Θi∂Θj
∣∣
(Θ1,...,Θk)=(0,...,0)
=
∂2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θi∂Θj
∣∣
(Θ1,...,Θk)=(0,...,0)
,
i, j = 1, . . . , k , i 6= j, and
(4)
(
∂2β¯(Θ1, . . . ,Θk|ϕ(n))
∂Θ2i
− ∂
2β¯(Θ1, . . . ,Θk|ϕ(n))
∂Θ21
)∣∣
(Θ1,...,Θk)=(0,...,0)
=
(
∂2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θ2i
− ∂
2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θ21
)
∣∣
(Θ1,...,Θk)=(0,...,0)
, i = 2, . . . , k,
then
∂2β¯(Θ1, . . . ,Θk|ϕ(n)k )
∂Θ21
∣∣
(Θ1,...,Θk)=(0,...,0)
≥ ∂
2β¯(Θ1, . . . ,Θk|ϕ(n))
∂Θ21
∣∣
(Θ1,...,Θk)=(0,...,0)
holds true. Thus, the tests ϕ(n)k are asymptotically optimal in some sense, and Neyman
proposed them for testing for uniformity (for details see Neyman (1937)).
The problem of this approach to goodness-of-fit tests for the standard uniform distribution
is that the true distribution does not have to be included in any set Ωk, k ∈ N; and even
if it is an element of Ωk for one k ∈ N, the index k0 = mink∈N{k : P ∈ Ωk} is usually
unknown. But a test only based on the first k components un1, . . . , unk is insensitive to
alternatives P ∈ Ωl \Ωk, k, l ∈ N, k < l. On the other hand, a test based on the first k+ 1
components is ’diluted’ in detecting alternatives P ∈ Ωk. In literature, the choice k = 4 is
frequently recommended (see, e.g., Milbrodt and Strasser (1990), Miller and Quesenberry
(1979), Neyman (1937) or Rayner and Rayner (2001)).
Some authors suggest modifications of the smooth tests such that k is chosen automatically
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(cf., e.g., Kallenberg and Ledwina (1995) or Ledwina (1994)), and it is also proposed to
use other subsets of alternatives to derive tests of the same type with the aim to increase
power against particular interesting alternatives (cf., e.g., Kallenberg and Ledwina (1995),
Ledwina (1994), Milbrodt and Strasser (1990) or Rayner and Rayner (2001)).
1.2.4 EDF Statistics
The last type of test statistics presented in this short survey is the most favored one in
literature because of two reasons. On the one hand, the corresponding tests are readily
conducted and, on the other, some of them are hardly to beat with respect to their power.
The statistics considered in this section are based on the empirical distribution function
(edf) defined by
Fn :

R −→ [0, 1],
x 7−→ 1
n
n∑
i=1
1 (−∞,x](Xi),
wherefore they are called ’edf statistics’. Probably the best known of them is the Kolmogorov-
Smirnov statistic
(1.8) Dn =
√
n
(
sup
0≤x≤1
|Fn(x)− x|
)
(often the factor
√
n is omitted (see, e.g., Fisz (1963), p. 445)). But the following three
statistics are also very famous and often yield better power than the Kolmogorov-Smirnov
statistic (cf., e.g., D’Agostino and Stephens (1986), Marhuenda et al. (2005), Quesenberry
and Miller (1977) or Stephens (1974b)). One of the most frequently recommended test
statistic is certainly the Anderson - Darling statistic:
(1.9) A2n = n
1∫
0
(
Fn(x)− x
)2
x(1− x) dx.
Similar properties regarding the power are provided by the Cramér - von Mises statistic
(1.10) W 2n = n
1∫
0
(
Fn(x)− x
)2
dx
and sometimes also good power is attested to the Watson statistic
(1.11) U2n = n
1∫
0
Fn(x)− x− 1∫
0
Fn(t)− t dt
2 dx = W 2n − n
(
1
n
n∑
i=1
Xi − 1
2
)2
.
(1.9) and (1.10) are not very convenient for computational purpose. They can be simplified
by calculating the integrals, which yields
(1.12) A2n =
n∑
k=1
{
2(k − n)− 1
n
ln(1−Xk:n)− 2k − 1
n
ln(Xk:n)
}
− n
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and
(1.13) W 2n =
1
12n
+
n∑
k=1
(
Xk:n − 2k − 1
2n
)2
.
Hence, we have for the Watson statistic by (1.11)
(1.14) U2n =
1
12n
+
n∑
k=1
(
Xk:n − 2k − 1
2n
)2
− n
(
X¯ − 1
2
)2
.
Similarly, we obtain a representation of (1.8) in terms of order statistics:
(1.15) Dn =
√
n max
{
Xi:n − i− 1
n
,
i
n
−Xi:n , i = 1, . . . , n
}
(cf. Maag and Dicatre (1971)).
For some further developments regarding edf statistics the reader may refer to Zhao et al.
(2010), who replaced the edf Fn in the statistics by a stochastic version in order to increase
the power of the respective tests.
1.2.5 Other Test Statistics in Literature
In literature, one can find a variety of constructions of goodness-of-fit tests and an attempt
of giving a complete overview would not be successful at this point. Hence, just a few ref-
erences are given, where the reader can find some other approaches than those presented
above.
An extensive survey of goodness-of-fit testing is given by D’Agostino and Stephens (1986)
and also Marhuenda et al. (2005). Miller and Quesenberry (1979) as well as Quesen-
berry and Miller (1977) collected various statistics for testing uniformity, too. Rényi type
statistics, which are related to Kolmogorov-Smirnov type statistics, are considered in Rényi
(1953) and Birnbaum and Lientz (1969). Some more recent ideas of constructing goodness-
of-fit tests can be found in Chen and Ye (2009), Glen et al. (2001), Goegebeur and Guillou
(2010), Meintanis (2009), Steele and Chaseling (2006), Sürücü (2008) and Zhao et al.
(2009).
Since goodness-of-fit tests are always related to characterizations of distributions, in the
sense that they are constructed to detect significant deviation of the data from characteriz-
ing properties of the hypothetical distribution, the reader may also refer to Ghurye (1960),
O’Reilly and Stephens (1982), Paul (2003) and their references.
1.2.6 Distributions of Test Statistics
Most of the statistics for goodness-of-fit tests possess very involved distributions. In liter-
ature, there are explicit expressions in a few cases, only, such that most of the conclusions
are based on simulations or asymptotic theory. Here, we consider just a few statistics that
will be focused frequently in this work.
First, we derive the cdf of the Kolmogorov-Smirnov statistic. By (1.15) we have for x ∈ R:
P (Dn ≤ x) = P
(
i
n
− x√
n
≤ Xi:n ≤ i− 1
n
+
x√
n
, i = 1, . . . , n
)
.
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We see, if there is an i0 ∈ {1, . . . , n} with
i0
n
− x√
n
>
i0 − 1
n
+
x√
n
then P (Dn ≤ x) = 0 follows immediately. This yields
P (Dn ≤ x) = 0
for all x <
1
2
√
n
.
Let f be a probability density function (pdf) of F (remember, F is supposed to be abso-
lutely continuous). Then
fX1:n,...,Xn:n(t1, . . . , tn) = n!
n∏
i=1
f(ti) , t1 ≤ . . . ≤ tn,
is a pdf of (X1:n, . . . , Xn:n) (cf., e.g., David and Nagaraja (2003), p. 12). By this, we have
for x ≥ 1
2
√
n
P (Dn ≤ x) = n!
n−1
n
+ x√
n∫
1− x√
n
min{tn,n−2n + x√n}∫
n−1
n
− x√
n
· · ·
min{t2, x√n}∫
1
n
− x√
n
n∏
i=1
f(ti) dt1 · · · dtn .
We can also express these probabilities by the cdf of (X1:n, . . . , Xn:n). For x1 ≤ . . . ≤ xn
it is given by
FX1:n,...,Xn:n(x1, . . . , xr)
=
n∑
j1=1
n−j1∑
j2=(2−j1)+
· · ·
n−j1−...−jn−1∑
jn=(n−j1−...−jn−1)+
n!
n∏
l=1
jl!
F j1(x1)
{
n∏
p=2
[F (xp)− F (xp−1)]jp
}
(notice, obviously jn = n− j1 − . . .− jn−1 always holds true in this sum), where
m+ = max{0,m} for all m ∈ Z,
and for any unordered vector (y1, . . . , yn) ∈ Rn we have the relation
FX1:n,...,Xn:n(y1, . . . , yn) = F
X1:n,...,Xn:n(z1, . . . , zn)
with
zi = min(yi, . . . , yn) , i = 1, . . . , n.
Since for all a = (a1, . . . , an), b = (b1, . . . , bn) ∈ Rn with ai ≤ bi, i = 1, . . . , n, it is well
known that P
((
X1:n, . . . , Xn:n
) ∈ (a, b]) equals
∑
τ1,...,τn∈{0,1}
(−1)
∑n
i=1 τi FX1:n,...,Xn:n
(
τ1a1 + (1− τ1)b1, . . . , τnan + (1− τn)bn
)
,
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where (a, b] =
{
(y1, . . . , yn) ∈ Rn : ai < yi ≤ bi, i = 1, . . . , n
}
, we can summarize
P (Dn ≤ x) = 0 ∀ x < 1
2
√
n
and
P (Dn ≤ x)
=
∑
τ1,...,τn∈{0,1}
(−1)
∑n
i=1 τi FX1:n,...,Xn:n
(
τ1
(
1
n
− x√
n
)
+ (1− τ1) x√
n
, . . .
. . . , τn
(
1− x√
n
)
+ (1− τn)
(
n− 1
n
− x√
n
))
for every x ≥ 1
2
√
n
.
We see, the distribution of Dn is quite complicated but for other statistics it is hardly pos-
sible to write down their cdf’s at all. Anderson and Darling (1952) studied the asymptotic
behaviour of A2n and W 2n as well as statistics of the Kolmogorov-Smirnov type under H0
by considering
√
n
(
Fn(x)− x
)
, 0 ≤ x ≤ 1, as a stochastic process. A similar approach was
proposed by Durbin (1971), Durbin (1968), Ghorai (1991) and Neuhaus (1976).
Also Durbin and Knott (1972) as well as Stephens (1974a) considered this stochastic pro-
cess to decompose W 2n , A2n and U2n into components (also cf. Durbin et al. (1975) and Best
and Rayner (1985)). They found that these statistics can be represented by
(1.16) A2n =
∞∑
j=1
u2nj
j2 + j
,
(1.17) W 2n =
∞∑
j=1
z2nj
j2pi2
and
(1.18) U2n =
∞∑
j=1
[
z∗n(2j)
]2
+ z2n(2j)
(2j)2pi2
,
where
(1.19) znj =
√
2
n
n∑
i=1
cos(jpiXi) and z∗nj = −
√
2
n
n∑
i=1
sin(jpiXi).
Notice, the components of A2n are already known from (1.6), so the Anderson - Darling
statistic is related to Neyman’s smooth tests.
Durbin and Knott (1972) and Stephens (1974a) studied the distributions of the components
and compared their power (when they are used as statistics for testing goodness-of-fit) to
the power of the corresponding edf test. A similar treatment of the χ2-statistic can be
found in Best and Rayner (1985).
Since an analogous approach does not seem to be feasible for the Kolmogorov-Smirnov
statistic, Milbrodt and Strasser (1990) transfered the theory of decomposition to the
asymptotic power functions of Dn, A2n,W 2n and Neyman’s smooth tests to obtain detailed
information about their behaviour.
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1.3 Goodness-of-Fit Tests for Type-II Right Censored Data
In this work, we consider ’Type-II right censored data’. They might occur in the example
at the beginning of this chapter (see Section 1.1) if a life-testing experiment is started with
n > 1 units and stopped after the r-th unit failed, where 1 ≤ r < n. Then, only the r
smallest order statistics X1:n, . . . , Xr:n were available and the observations Xr+1:n, . . . , Xn:n
were ’censored’. The advantage of this method would be savings of time and money since
the experiment would stop earlier, of course. Anyway, in some situations, perhaps because
of time pressure, it might even be impossible to wait until all units fail.
Type-II right censoring is the simplest case of ’progressive Type-II censoring’. In the
general case, a prefixed number of surviving units are removed from the sample after each
failure. More precisely, after the first failure a number of (say) R1 surviving units are
removed, after the first failure of the remainig n − 1 − R1 units R2 surving units are
removed, and so on, till in the m-th step all of the remainig Rm = n−m−R1− . . .−Rm−1
units are censored. The vector of observations is usually denoted by (XR1:m:n, . . . , XRm:m:n),
where R = (R1, . . . , Rm) ∈ Nm0 and m ∈ N (for more details see, e.g., Balakrishnan and
Aggarwala (2000) and Fischer et al. (2008)).
If there is no complete sample available for testing goodness-of-fit but only Type-II censored
data, then one is faced with the problem that the ordinary test statistics are not applicable
in this situation, and have to be adapted or replaced. Several proposals have been made in
the literature (e.g. see Barr and Davidson (1973), Castro-Kuriss et al. (2009), D’Agostino
and Stephens (1986), LaRiccia (1986), Lim and Park (2007), Lurie et al. (1974), Pettitt
and Stephens (1976) and Smith and Bain (1976)) and modifications of some statistics from
Section 1.2 will be presented in the following.
1.3.1 Modified Test Statistics
The idea for the modifications of the test statistics for complete samples is very intuitive,
simply utilizing the available data to compute new test statistics analogously to the non-
censored case. For example, as an analogue of Tn (see (1.1)) for right censored samples
such as X1:n, . . . , Xr:n, 1 ≤ r ≤ n, Smith and Bain (1976) suggested
(1.20) Tr,n = 1−
[
%r
((
X1:n, . . . , Xr:n
)
, (1, . . . , r)
)]2
,
where
%r
((
X1:n, . . . , Xr:n
)
, (1, . . . , r)
)
=
r∑
i=1
(
Xi:n − X¯r
) (
i− r+1
2
)
√
r∑
i=1
(
Xi:n − X¯r
)2 r∑
i=1
(
i− r+1
2
)2
and X¯r =
1
r
r∑
i=1
Xi:n. Hence, they just considered the correlation between X1:n, . . . , Xr:n
and their hypothetical expected values which yields Tn in the case of r = n.
Similarly, Lurie et al. (1974) generalized the Hartley - Pfaffenberger criterion S2n (see (1.4))
which is essentially the same as the Greenwood statistic (see (1.2)) by assessing the regu-
larity of the available spacings and the distance of Xr:n from 1 analogously to (1.4). They
12 1.3 Goodness-of-Fit Tests for Type-II Right Censored Data
obtained
(1.21) Gr,n = (n+ 1)(n+ 2)
{
r∑
k=1
(Xk:n −Xk−1:n)2 + (1−Xr:n)
2
n− r + 1
}
− (n+ 2).
The modifications of the edf statistics are comparable to the one of Tn. Changing the
upper limit for calculating the supremum in (1.8) and of the integrations in (1.9) - (1.11)
from 1 to Xr:n yields
Dr,n =
√
n
(
sup
0≤x≤Xr:n
|Fn(x)− x|
)
(1.22)
=
√
n max
{
Xi:n − i− 1
n
,
i
n
−Xi:n , i = 1, . . . , r
}
(cf. Barr and Davidson (1973)),
A2r,n = n
Xr:n∫
0
(
Fn(x)− x
)2
x(1− x) dx(1.23)
=
r−1∑
k=1
{(
2k − 1
n
− 2
)
ln(1−Xk:n)− 2k − 1
n
ln(Xk:n)
}
+
(
2(r − 1)− (r − 1)
2
n
− n
)
ln(1−Xr:n) + (r − 1)
2
n
ln(Xr:n)− nXr:n,
W 2r,n = n
Xr:n∫
0
(
Fn(x)− x
)2
dx(1.24)
=
r−1∑
k=1
(
X2k:n −X2r:n
)
+
1
n
r∑
k=1
(1− 2k)(Xk:n −Xr:n)+ n
3
X3r:n
and
U2r,n = n
Xr:n∫
0
Fn(x)− x− 1
Xr:n
Xr:n∫
0
Fn(t)− t dt
2 dx(1.25)
= W 2r,n − nXr:n
(
1
nXr:n
r∑
k=1
Xk:n +
Xr:n
2
− r
n
)2
(cf. Pettitt and Stephens (1976)).
Smith and Bain (1976) also derived a version of the Cramér - von Mises statistic for Type-II
right censored data in a similar way from (1.13), they suggested
(1.26) SBW 2r,n =
1
12n
+
r∑
k=1
(
Xk:n − 2k − 1
2n
)2
.
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1.3.2 Distributions of Modified Test Statistics
As one can imagine, the distributional behavior of the modified statistics is even more
difficult to investigate than the properties of the original statistics. Theoretical results are
rare in literature, mostly approximative percentage points or asymptotic results are given
(cf. Barr and Davidson (1973), Lurie et al. (1974), Pettitt and Stephens (1976) or Smith
and Bain (1976)), and we will just add two remarks at this point.
For the modified Kolmogorov-Smirnov statistic (see (1.22)) we obtain by the same approach
as in Section 1.2.6
P (Dr,n ≤ x) = 0 ∀ x < 1
2
√
n
and if x ≥ 1
2
√
n
P (Dr,n ≤ x) =
∑
τ1,...,τr∈{0,1}
(−1)
∑r
i=1 τi FX1:n,...,Xr:n
(
τ1
(
1
n
− x√
n
)
+ (1− τ1) x√
n
, . . .
. . . , τr
(
r
n
− x√
n
)
+ (1− τr)
(
r − 1
n
− x√
n
))
,
where FX1:n,...,Xr:n is the cdf of (X1:n, . . . , Xr:n).
Considering the Cramér - von Mises statistic, Durbin and Knott (1972) pointed out that
the decomposition (1.17) of W 2n can be ascribed to a Fourier sine series expansion of the
function yn(x) =
√
n
(
Fn(x)− x
)
, x ∈ [0, 1],
yn(x) =
√
2
∞∑
j=1
sin(jpix)
jpi
znj, 0 ≤ x ≤ 1,
such that Parseval’s Theorem (cf. Tolstov and Silverman (1976), p. 119) yields (1.17).
Replicating this approach for W 2r,n we expand yr,n = yn∣∣[0,Xr:n] into its Fourier sine series
yr,n(x) =
∞∑
j=1
 2
Xr:n
Xr:n∫
0
yr,n(t) sin
(
jpit
Xr:n
)
dt
 sin( jpix
Xr:n
)
, 0 ≤ x ≤ Xr:n.
Again, Parseval’s Theorem applies and we find analogously to Durbin and Knott (1972)
(1.27) W 2r,n =
∞∑
j=1
(
zrnj
)2
j2pi2
,
where
(1.28) zrnj =
√
2Xr:n
n
{
(−1)j+1 (r − nXr:n) +
r∑
k=1
cos
(
j pi
Xk:n
Xr:n
)}
, j ∈ N.
Notice, if we substitute Xr:n by 1 and r by n in (1.28) we obtain (1.19), but to my
knowledge, these components have not been examined in literature, so far, and it seems
that meaningful theoretical results are extremely difficult to obtain.
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1.3.3 The Alternative Approach to Goodness-of-Fit Testing for Censored Data
The modified test statistics have the disadvantage that for every specific combination of r
and n new critical values have to be computed. Moreover, the presented statistics are only
applicable to Type-II right censored data, so for other kinds of censoring new statistics
(with new critical values) would be required.
Some authors approached the problem by adjusting the data, but not the test statis-
tics. With respect to the restriction to testing for uniformity, they suggest to transform
a censored vector of order statistics based on uniform random variables to a full vector
of uniform order statistics in a smaller dimension (see D’Agostino and Stephens (1986),
Lin et al. (2008), Michael and Schucany (1979) and O’Reilly and Stephens (1988) for in-
stance). Then ordinary test statistics are applied to the transformed data to obtain a
variety of goodness-of-fit tests for censored data.
Beside the opportunity to manage goodness-of-fit testing for more different kinds of cen-
sored data (e.g., see Michael and Schucany (1979) for progressive Type-II censoring), the
authors above attested a gain in power to their approach compared with the application
of the modified statistics.
The transformations for Type-II right censored data will be presented in Chapter 2 and
they constitute the primary objects of study in the present work.
1.4 Aim of This Work and Outline
In this work, we study the transformations of order statistics which were mentioned in
Section 1.3.3, aiming to clarify the structure of the joint distribution of the transformed
random variables if the censored sample does not stem from the standard uniform distribu-
tion. Since in this case, the question arises, whether the transformed sample still behaves
like order statistics of i.i.d. random variables. It will be seen, that no transformation
being considered in literature possesses this property. At least for one transformation, it is
established that the structure of order statistics is preserved for arbitrary power function
distributions.
The outline of the present work is the following. A comprehensive overview of transforma-
tions of rv’s from the uniform distribution is given in Chapter 2. In Chapter 3 the structure
of the transformed rv’s suggested in literature is investigated in a general framework when
they do not stem from the uniform distribution. To supplement the theoretical conclusions,
an empirical power study of the different methods of testing goodness-of-fit for censored
samples was carried out and its results are reported in Chapter 4. Finally, Chapter 5 gives
an outlook on possible extensions of this work.
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2 Modifications of Samples from the Uniform Distribu-
tion
In this chapter, let for convenience U1, . . . , Un, n ∈ N, always denote independent and iden-
tically distributed (i.i.d.) random variables (rv’s) from the standard uniform distribution,
U1:n, . . . , Un:n the corresponding order statistics (OS’s) and for technical reasons U0:n ≡ 0
as well as Un+1:n ≡ 1.
2.1 Transformations
As mentioned in the Introduction (cf. Section 1.3.3), transformations of Type-II right
censored samples are considered in literature dealing with testing goodness-of-fit when
no complete sample is available (cf. D’Agostino and Stephens (1986), Lin et al. (2008),
Michael and Schucany (1979) and O’Reilly and Stephens (1988)). In this chapter, we study
the question whether transformations of censored samples may preserve the order statistics
structure. To be more precise, we consider mappings which transform the Type-II right
censored sample X1:n, . . . , Xr:n to a vector of r OS’s (Y1:r, . . . , Yr:r) from a sample of size r
with some (possibly different) underlying distribution, 1 ≤ r ≤ n.
We restrict ourselves to distributions which possess an absolutely continuous cumulative
distribution function (cdf). Suppose F is the underlying cdf of X1:n, . . . , Xr:n, F˜ is an-
other given absolutely continuous cdf, and we wish to transform (X1:n, . . . , Xr:n) into
(Y1:r, . . . , Yr:r) as described above, such that F˜ is the underlying cdf of the new OS’s.
Then, we can first apply the probability integral transformation (cf. David and Nagaraja
(2003), p. 14) to obtain(
F (X1:n), . . . , F (Xr:n)
)
∼
(
U1:n, . . . , Ur:n
)
.
Afterwards,
(
F (X1:n), . . . , F (Xr:n)
)
could be transformed into a full vector of uniform OS’s
(U˜1:r, . . . , U˜r:r) of size r, and finally, utilizing the quantile transformation (cf. David and
Nagaraja (2003), p. 15)(
Y1:r, . . . , Yr:r
)
=
(
F˜−1(U˜1:r), . . . , F˜−1(U˜r:r)
)
yields the desired result, where F˜−1 denotes the quantile function of F˜ .
Thus, it is sufficient to consider transformations of uniform OS’s
(2.1) (U1:n, . . . , Ur:n) 7−→ (U1:r, . . . , Ur:r)
such that the image
(
U1:r, . . . , Ur:r
)
is a vector of OS’s from r i.i.d. uniformly distributed
rv’s on (0, 1).
First, one might ask whether there is even a strictly increasing function v : (0, 1) −→ (0, 1)
with v(Ui:n) ∼ Ui:r for all 1 ≤ i ≤ r. Such a function would satisfy for every x ∈ (0, 1)
Bi,r−i+1(x) = P
(
v(Ui:n) ≤ x
)
= P
(
Ui:n ≤ v−1(x)
)
= Bi,n−i+1
(
v−1(x)
)
,
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i.e.,
v = B−1i,r−i+1 ◦Bi,n−i+1 ∀ i ∈ {1, . . . , r},(2.2)
where Bp,q denotes the cdf of the beta(p, q) distribution, p, q > 0. Obviously, if r = 1 or
r = n then B1,n and the identity are the unique solutions of (2.2), respectively. But for
1 < r < n, (2.2) has no solution at all, since (2.2) yields in particular for all x ∈ (0, 1)
i = r  v(x) = [Br,n−r+1(x)]
1
r and i = 1  v(x) = 1− (1− x)nr .
Thus, for all x ∈ (0, 1)
n∑
j=r
(
n
j
)
xj(1− x)n−j = [1− (1− x)nr ]r .
But this is not true for 1 < r < n, as we can easily see:
Assume
(∗)
n∑
j=r
(
n
j
)
xj(1− x)n−j = [1− (1− x)nr ]r ∀ x ∈ (0, 1).
If we differentiate both sides of (∗), we obtain for every x ∈ (0, 1)
r
(
n
r
)
xr−1(1− x)n−r = n [1− (1− x)nr ]r−1 (1− x)nr−1
⇐⇒ r
(
n
r
)
xr−1 = n
[
1− (1− x)nr ]r−1 (1− x) (r−n)(r−1)r
⇐⇒ r−1
√
r
(
n
r
)
x = r−1
√
n
[
1− (1− x)nr ] (1− x) r−nr
⇐⇒ r−1
√
r
(
n
r
)
x = r−1
√
n
[
(1− x) r−nr − (1− x)
]
⇐⇒
(
r−1
√
r
(
n
r
)
− r−1√n
)
x = r−1
√
n
[
(1− x) r−nr − 1
]
.
One more differentiation on both sides yields
r−1√n n− r
r
(1− x)−nr = r−1
√
r
(
n
r
)
− r−1√n ∀ x ∈ (0, 1),
but we have obviously
lim
x↗1
r−1√n n− r
r
(1− x)−nr =∞  .
Hence, for all practical situations, there is no univariate transformation, that provides the
desired properties. In the following, we will consider multivariate transformations.
Due to the properties of the uniform distribution as stated in the following Lemma, it is
possible to construct transformations of the type (2.1). The statements are well known
and can be found in Hajós and Rényi (1954), Malmquist (1950), Reiss (1989) and Rényi
(1953).
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2.1 Lemma
(α) Let U1:n ≤ . . . ≤ Un:n be OS’s from the standard uniform distribution. Then there
are independent rv’s Vj ∼ beta(n− j + 1, 1), 1 ≤ j ≤ n, such that
Ui:n = 1−
i∏
j=1
Vj , 1 ≤ i ≤ n.
(β) V ∼ beta(p, 1) =⇒ V p ∼ beta(1, 1) = U(0, 1), p > 0.
(γ) U ∼ U(0, 1) =⇒ 1− U ∼ U(0, 1).
(δ) (1− U1:n, 1− U2:n, . . . , 1− Un:n) ∼ (Un:n, Un−1:n, . . . , U1:n).
() Ui:n ∼ beta(i, n− i+ 1), 1 ≤ i ≤ n.
(ζ) U ∼ U(0, 1) =⇒ U 1p ∼ beta(p, 1), p > 0.
By these elementary results, all of the well known statements and transformations collected
in Theorem 2.2 can be easily derived.
2.2 Theorem
Let U1, . . . , Un be i.i.d. rv’s with standard uniform distribution, and U1:n ≤ . . . ≤ Un:n the
respective OS’s.
(i) There are independent rv’s V˜j ∼ beta(j, 1), 1 ≤ j ≤ n, such that
Ui:n =
n∏
j=i
V˜j , 1 ≤ i ≤ n
(cf. Tadikamalla and Balakrishnan (1998)).
(ii) For 1 ≤ i1 < i2 < . . . < il ≤ n, l ∈ {1, . . . , n}, the rv’s
Ui1:n
Ui2:n
,
Ui2:n
Ui3:n
, . . . ,
Uil−1:n
Uil:n
and Uil:n
are independent with distributions beta(i1, i2 − i1), . . . , beta(il−1, il − il−1) and
beta(il, n− il + 1), respectively (cf. Arnold et al. (1992)).
(iii) The rv’s [
Un−i+1:n
Un−i+2:n
]n−i+1
, 1 ≤ i ≤ n,
are i.i.d. uniformly distributed (cf. Arnold et al. (1992), Hajós and Rényi (1954),
O’Reilly and Stephens (1988) and Rényi (1953)).
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(iv) Let Br,n−r+1 denote the cdf of the beta(r, n− r + 1) distribution, 1 ≤ r ≤ n. The
rv’s
Br,n−r+1
(
Ur:n
)
,
[
Ur−i+1:n
Ur−i+2:n
]r−i+1
, 2 ≤ i ≤ r,
are i.i.d. uniformly distributed (cf. Arnold et al. (1992) and O’Reilly and Stephens
(1988)).
(v) The rv’s W1, . . . ,Wn defined by
Wi =
[
1− Ui:n
1− Ui−1:n
]n−i+1
, 1 ≤ i ≤ n,
are i.i.d. uniformly distributed (cf. Lin et al. (2008)).
(vi) The rv’s
1−Wi, 1 ≤ i ≤ n,
with W1, . . . ,Wn from (v) are i.i.d. uniformly distributed (cf. O’Reilly and
Stephens (1988)).
(vii) For rv’s U ′1/n, . . . , U
′
n/n with
U ′i/n =
n∏
j=i
U
1
j
n−j+1 =
n−i+1∏
j=1
U
1
n−j+1
j , 1 ≤ i ≤ n,
we have (
U ′1/n, . . . , U
′
n/n
)
∼ (U1:n, . . . , Un:n)
(cf. O’Reilly and Stephens (1988)).
(viii) For rv’s U ′′1/n, . . . , U
′′
n/n with
U ′′i/n = 1−
i∏
j=1
(1− Uj)
1
n−j+1 , 1 ≤ i ≤ n,
we have (
U ′′1/n, . . . , U
′′
n/n
)
∼ (U1:n, . . . , Un:n)
(cf. O’Reilly and Stephens (1988)).
(ix) For 2 ≤ r ≤ n, we find(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
∼ (U1:r−1, . . . , Ur−1:r−1) .
Moreover, (
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
and Ur:n
are stochastically independent (cf. Arnold et al. (1992) and D’Agostino and
Stephens (1986)).
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(x) Let Br,n−r+1 denote the cdf of the beta(r, n− r + 1) distribution, 1 ≤ r ≤ n, then
the rv’s Z1/r, . . . , Zr/r with
Zi/r =
Ui:n
Ur:n
[Br,n−r+1(Ur:n)]
1
r , 1 ≤ i ≤ r,
satisfy (
Z1/r, . . . , Zr/r
)
∼ (U1:r, . . . , Ur:r)
(cf. Michael and Schucany (1979) and O’Reilly and Stephens (1988)).
(xi) For rv’s S1/r, . . . , Sr/r, 1 ≤ r ≤ n, with
Si/r = 1−
i∏
j=1
(
1− Uj:n
1− Uj−1:n
)n−j+1
r−j+1
, 1 ≤ i ≤ r,
we find (
S1/r, . . . , Sr/r
)
∼ (U1:r, . . . , Ur:r)
(cf. O’Reilly and Stephens (1988)).
Proof.
(i) From Lemma 2.1 (α) and (δ) we obtain
(U1:n, . . . , Un:n) ∼ (1− Un:n, . . . , 1− U1:n) =
(
n∏
j=1
Vj, . . . ,
1∏
j=1
Vj
)
,
where Vj ∼ beta(n− j + 1, 1), 1 ≤ j ≤ n, are independent. I.e.,
Ui:n ∼
n−i+1∏
j=1
Vj =
n∏
j=i
Vn−j+1.
Since Vn−j+1 ∼ beta(j, 1) the assertion follows immediately.
(ii) Let V˜1, . . . , V˜n be as in (i). Then(
Ui1:n
Ui2:n
, . . . ,
Uil−1:n
Uil:n
, Uil:n
)
=
i2−1∏
j=i1
V˜j, . . . ,
il−1∏
j=il−1
V˜j,
n∏
j=il
V˜j
 .
The independence of
Ui1:n
Ui2:n
, . . . ,
Uil−1:n
Uil:n
and Uil:n follows from the independence of
V˜1, . . . , V˜n. Moreover, for k ∈ {1, . . . , l − 1} we see
Uik:n
Uik+1:n
=
ik+1−1∏
j=ik
V˜j
(i)∼ Uik:(ik+1−1)
2.1 ()∼ beta(ik, ik+1 − ik)
and
Uil:n
2.1 ()∼ beta(il, n− il + 1).
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(iii) Follows directly from (ii) and Lemma 2.1 (β).
(iv) Follows directly from (ii) and Lemma 2.1 (β) and ().
(v) By Lemma 2.1 (α) we have
1− Ui:n
1− Ui−1:n = Vi,
where Vi ∼ beta(n − i + 1, 1), 1 ≤ i ≤ n, are independent. Thus, Lemma 2.1 (β)
yields
Wi = V
n−i+1
i , 1 ≤ i ≤ n,
are i.i.d. uniformly distributed rv’s.
(vi) Follows directly from (v) and Lemma 2.1 (γ).
(vii) Since
U
1
n−j+1
j ∼ beta(n− j + 1, 1), 1 ≤ i ≤ n, (cf. Lemma 2.1 (ζ))
we have by Lemma 2.1 (α) and (δ) for all i ∈ {1, . . . , n}
(
U ′1/n, . . . , U
′
n/n
)
=
(
n∏
j=1
U
1
n−j+1
j , . . . ,
1∏
j=1
U
1
n−j+1
j
)
∼ (1− Un:n, . . . , 1− U1:n) ∼ (U1:n, . . . , Un:n) .
(viii) By Lemma 2.1 (γ) and (ζ) we know
(1− Uj)
1
n−j+1 ∼ beta(n− j + 1, 1), 1 ≤ i ≤ n,
such that Lemma 2.1 (α) yields the assertion.
(ix) From (i) we obtain(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
∼
(
r−1∏
j=1
V˜j,
r−1∏
j=2
V˜j, . . . , V˜r−1
)
∼ (U1:r−1, . . . , Ur−1:r−1) ,
where V˜j ∼ beta(j, 1), 1 ≤ j ≤ r − 1, are independent and, additionally,
Ur:n ∼
n∏
j=r
V˜j,
where V˜j ∼ beta(j, 1), r ≤ j ≤ n, are independent of V˜1, . . . , V˜r−1.
(x) From (ix) we know
(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
and Ur:n are independent with
Ur:n ∼ beta(r, n− r + 1) (see Lemma 2.1 ()) and(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
∼
(
r−1∏
j=1
V˜j,
r−1∏
j=2
V˜j, . . . , V˜r−1
)
,
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where V˜j ∼ beta(j, 1), 1 ≤ j ≤ r − 1, are independent.
Hence, we have by probability integral transformation and Lemma 2.1 (ζ)[
Br,n−r+1(Ur:n)
] 1
r ∼ beta(r, 1) ∼ V˜r,
such that(
Z1/r, . . . , Zr/r
)
=
(
U1:n
Ur:n
[Br,n−r+1(Ur:n)]
1
r , . . . ,
Ur−1:n
Ur:n
[Br,n−r+1(Ur:n)]
1
r , [Br,n−r+1(Ur:n)]
1
r
)
∼
(
r∏
j=1
V˜j,
r∏
j=2
V˜j, . . . , V˜r
)
(i)∼ (U1:r, . . . , Ur:r) .
(xi) From Lemma 2.1 (α) we obtain
1− Uj:n
1− Uj−1:n = Vj,
where Vj ∼ beta(n− j + 1, 1), 1 ≤ j ≤ n, are independent. Hence, Lemma 2.1 (β)
and (ζ) yield (
1− Uj:n
1− Uj−1:n
)n−j+1
r−j+1
∼ beta(r − j + 1, 1), 1 ≤ j ≤ r.
Thus, again by Lemma 2.1 (α)(
S1/r, . . . , Sr/r
)
=
(
1− U
n
r
1:n, 1−
2∏
j=1
(
1− Uj:n
1− Uj−1:n
)n−j+1
r−j+1
, . . . , 1−
r∏
j=1
(
1− Uj:n
1− Uj−1:n
)n−j+1
r−j+1
)
∼ (U1:r, . . . , Ur:r) .

The transformations given by (iii), (iv), (vi), (vii) and (viii) of Theorem 2.2 were de-
rived in O’Reilly and Stephens (1988) in a different way. They applied the transforma-
tion of Rosenblatt (see Theorem 2.3 and Rosenblatt (1952)) to (Un:n, Un−1:n, . . . , U1:n),
(Ur:n, Ur−1:n, . . . , U1:n) and (U1:n, U2:n, . . . , Un:n) to obtain (iii), (iv) and (vi), respectively.
Then they defined the inverse of Rosenblatt’s transformation to find (vii) and (viii).
2.3 Theorem (Rosenblatt (1952))
Let Y = (Y1, . . . , Yn) be a random vector with an absolutely continuous distribution func-
tion F Y . Moreover, let F Y1 denote the distribution function of Y1 and F Yi|Y1,...,Yi−1 the
conditional distribution function of Yi given Y1, . . . , Yi−1, 2 ≤ i ≤ n. Then Z1, . . . , Zn with
Z1 = F
Y1(Y1) and Zi = F Yi|Y1,...,Yi−1(Yi|Y1, . . . , Yi−1), 2 ≤ i ≤ n,
are i.i.d. uniformly distributed.
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In the following lemma, which gives transformations of uniform OS’s to uniform OS’s from
a smaller sample size, we introduce a notation which is used in the sequel.
2.4 Lemma
Let 1 ≤ r ≤ n, t0 = 0,
Kr1 = {(t1, . . . , tr) ∈ Rr : 0 < t1 < . . . < tr < 1}
and for (t1, . . . , tr) ∈ Kr1
A˜(t1, . . . , tr) =
(
A˜(t1, . . . , tr)1, . . . , A˜(t1, . . . , tr)r
)
as well as
C˜(t1, . . . , tr) =
(
C˜(t1, . . . , tr)1, . . . , C˜(t1, . . . , tr)r
)
with
A˜(t1, . . . , tr)i = 1−
(
1−Br,n−r+1(tr)
) 1
r
i∏
j=2
(
1−
[
tr−j+1
tr−j+2
]r−j+1) 1r−j+1
and
C˜(t1, . . . , tr)i =
r∏
j=i
(
1−
[
1− tj
1− tj−1
]n−j+1) 1j
,
i ∈ {1, . . . , r}, where Br,n−r+1 again denotes the cdf of the beta(r, n− r + 1) distribution.
Then
A˜(U1:n, . . . , Ur:n) ∼ C˜(U1:n, . . . , Ur:n) ∼ (U1:r, . . . , Ur:r) .
Proof. By Theorem 2.2 (iv)
Br,n−r+1
(
Ur:n
)
,
[
Ur−i+1:n
Ur−i+2:n
]r−i+1
, 2 ≤ i ≤ r,
are i.i.d. uniformly distributed rv’s. Hence, we obtain from Lemma 2.1 (γ) and (ζ)
V1 =
(
1−Br,n−r+1(Ur:n)
) 1
r , Vj =
[
1−
[
Ur−j+1:n
Ur−j+2:n
]r−j+1] 1r−j+1
, j = 2, . . . , r,
are mutually independent and respectively beta(r − j + 1, 1), j = 1, . . . , r, distributed.
Thus, by Lemma 2.1 (α)
A˜(U1:n, . . . , Ur:n) =
(
1−
1∏
j=1
Vj, . . . , 1−
r∏
j=1
Vj
)
∼
(
U1:r, . . . , Ur:r
)
.
From Theorem 2.2 (vi), we know
1−
[
1− Uj:n
1− Uj−1:n
]n−j+1
, j = 1, . . . , r,
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are i.i.d. uniformly distributed rv’s. Hence, by Theorem 2.2 (vii) we know
C˜(U1:n, . . . , Ur:n) ∼ (U1:r, . . . , Ur:r) .

Theorem 2.2 and Lemma 2.4 show there are various options to define a transformation
which maps (U1:n, . . . , Ur:n) to a complete sample of ordered uniformly distributed rv’s.
For example, from the composition of the transformations in
• (iv) and (vii) of Theorem 2.2 we obtain transformation (x),
• (vi) and (viii) of Theorem 2.2 we obtain transformation (xi),
• (iv) and (viii) of Theorem 2.2 we obtain A˜ in Lemma 2.4 and
• (vi) and (vii) of Theorem 2.2 we obtain C˜ in Lemma 2.4.
Moreover, if M is a transformation with M(U1, . . . , Ur) ∼ (U1, . . . , Ur), for example
M(U1, . . . , Ur) = (1− U1, . . . , 1− Ur),
then more options result based on (iv) and (vi) in Theorem 2.2.
For example, the combination of (vi), M (above) and (viii) from Theorem 2.2 yields the
same transformation as the composition of (v) and (viii).
2.2 Random Dilation and Contraction
By Theorem 2.2 (ix) and (x) we know(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
∼
(
U1:r−1, . . . , Ur−1:r−1
)
and (
U1:n
Ur:n
[
Br,n−r+1(Ur:n)
] 1
r , . . . ,
Ur−1:n
Ur:n
[
Br,n−r+1(Ur:n)
] 1
r
)
∼
(
U1:r, . . . , Ur−1:r
)
,
where
[
Br,n−r+1(Ur:n)
] 1
r ∼ beta(r, 1) is independent of
(
U1:n
Ur:n
, . . . ,
Ur−1:n
Ur:n
)
, 2 ≤ r ≤ n.
This leads to the concept of Random Contraction and Random Dilation (cf. Beutner
and Kamps (2008), Nevzorov (2001), p. 14, or Wesołowski and Ahsanullah (2004)) which
should be briefly mentioned at this point.
2.5 Theorem
(i) Let V˜n+1 ∼ beta(n+ 1, 1) be independent of (U1:n, . . . , Un:n). Then(
V˜n+1U1:n, . . . , V˜n+1Un:n
)
∼
(
U1:n+1, . . . , Un:n+1
)
.
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(ii) Let 1 ≤ r < n and Vr+1 ∼ beta(n− r, 1) be independent of (U1:n, . . . , Ur:n). Then(
U1:n, . . . , Ur:n, 1− (1− Ur:n)Vr+1
)
∼
(
U1:n, . . . , Ur+1:n
)
.
Proof.
(i) By Theorem 2.2 (i) we can assume for all i ∈ {1, . . . , n}
Ui:n =
n∏
j=i
V˜j,
where V˜j ∼ beta(j, 1), 1 ≤ j ≤ n, are independent rv’s. Then,
V˜j =
Uj:n
Uj+1:n
, 1 ≤ j ≤ n,
and hence V˜1, . . . , V˜n+1, are independent. Again by Theorem 2.2 (i), we can con-
clude(
V˜n+1U1:n, . . . , V˜n+1Un:n
)
=
(
n+1∏
j=1
V˜j, . . . ,
n+1∏
j=n
V˜j
)
∼
(
U1:n+1, . . . , Un:n+1
)
.
(ii) For i ∈ {1, . . . , r} we can represent Ui:n by
Ui:n = 1−
i∏
j=1
Vj,
where Vj ∼ beta(n− j + 1, 1), 1 ≤ j ≤ r, are independent rv’s, cf. Lemma 2.1 (α).
Then
Vj =
1− Uj:n
1− Uj−1:n , 1 ≤ j ≤ r,
and hence V1, . . . , Vr+1, are independent. Thus, Lemma 2.1 (α) yields(
U1:n, . . . , Ur:n, 1− (1− Ur:n)Vr+1
)
=
(
1−
1∏
j=1
Vj, . . . , 1−
r∏
j=1
Vj, 1−
r+1∏
j=1
Vj
)
∼
(
U1:n, . . . , Ur+1:n
)
.

We see, by random dilation additional observations can be simulated from a given Type-II
right censored sample if the underlying distribution is U(0, 1) (cf. Theorem 2.5 (ii)). This
could be exploited for increasing the number of observations, artificially, when a censored
sample should be tested for uniformity. In Chapter 4 results of an empirical power study
are reported, where (among other things) the powers of the modified tests from Section
1.3.1 of the Introduction are compared before and after the sample size was artificially
increased.
A full sample of uniform rv’s can be similarly expanded by first applying random contrac-
tion, such that the artificial sample behaves like a censored sample (cf. Theorem 2.5 (i)),
and afterwards simulating a new observation by random dilation. This procedure was also
considered in the power study of Chapter 4 in combination with transformation (ix) from
Theorem 2.2.
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3 Transformations of Samples from Arbitrary Distribu-
tions
In this chapter, let generally X1, . . . , Xn, n ∈ N, be independent and identically distributed
(i.i.d.) random variables (rv’s) with an absolutely continuous cumulative distribution func-
tion (cdf) F and probability density function (pdf) f . The order statistics (OS’s) of
X1, . . . , Xn are denoted by X1:n, . . . , Xn:n and we assume F (0) = 0 ≤ F (x) ≤ 1 = F (1) for
all x ∈ (0, 1). For convenience, let U1, . . . , Un always denote i.i.d. uniformly distributed
rv’s and U1:n, . . . , Un:n their corresponding OS’s.
Theorem 2.2 shows that we can transform a Type-II right censored sample of uniformly
distributed rv’s to a complete sample of ordered uniformly distributed rv’s of a smaller
sample size. Now we study whether there is a transformation with this property such
that the transformed rv’s are distributed as order statistics from i.i.d. rv’s even if the
underlying distribution of the original sample is not U(0, 1) but possesses an arbitrary
absolutely continuous cdf F . This issue is also discussed in Fischer and Kamps (2011),
where some of the statements of this chapter can be found as well.
Upon goodness-of-fit testing (F ∼ U(0, 1) ←→ F  U(0, 1)) based on Type-II right
censored data, such that only the r smallest of n OS’s are available, O’Reilly and Stephens
(see O’Reilly and Stephens (1988)) considered S1/r, . . . , Sr/r from Theorem 2.2 (xi), whereas
Michael and Schucany (see D’Agostino and Stephens (1986) and Michael and Schucany
(1979)) utilized Z1/r, . . . , Zr/r from Theorem 2.2 (x).
When studying the existence of transformations of the r smallest of n OS’s that preserve
the structure of OS’s, r ∈ {1, n} is not interesting, since r = 1 is trivial and in case r = n
the sample is not censored. Henceforth, we will assume 1 < r < n.
Our considerations will be restricted to transformations fulfilling the assumptions of the
density transformation theorem. I.e., the following general assumption is imposed.
3.1 Assumption
Let Kr1 as in Lemma 2.4 and T˜ : Kr1 −→ Kr1 be a bijective mapping which is continuously
differentiable such that the determinant of the Jacobian matrix never vanishes and
T˜
(
U1:n, . . . , Ur:n
)
∼
(
U1:r, . . . , Ur:r
)
.
We will make use of a notation of projections.
3.2 Notation
For k ∈ {1, . . . , r} let pik : Rr −→ R be the projection onto the k–th component:
pik(x1, . . . , xr) = xk
and for any function T : M −→ Rr, where M is an arbitrary set,
T(·)k = pik
(
T(·)).
26 3 Transformations of Samples from Arbitrary Distributions
Since we are going to study the structure of transformed rv’s it should be worth noting
their general distribution at this point. This is done in the next Lemma to which we will
refer frequently in the following.
3.3 Lemma
Let T˜ satisfy Assumption 3.1 and(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n) .
Then, a pdf of
(
Y1/r, . . . , Yr/r
)
is given by
fY1/r,...,Yr/r(t1, . . . , tr)
=
 r!
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ Kr1,
0 , else,
where T = T˜−1.
Proof. A pdf of
(
X1:n, . . . , Xr:n
)
is given by (e.g. see David and Nagaraja (2003), p. 12
or Arnold et al. (1992), p. 10)
fX1:n,...,Xr:n(t1, . . . , tr) =
 r!
(
n
r
)
[1− F (tr)]n−r
r∏
k=1
f(tk) , (t1, . . . , tr) ∈ Kr1,
0 , else.
By applying density transformation we find
hY1/r,...,Yr/r(t1, . . . , tr)
=

r!
(
n
r
) [
1− F(T (t1, . . . , tr)r)]n−r
|∆T˜
(
T (t1, . . . , tr)
)|
r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ Kr1,
0 , else,
as a pdf of
(
Y1/r, . . . , Yr/r
)
.
Moreover,
fU1:r,...,Ur:r(t1, . . . , tr) =
{
r! , (t1, . . . , tr) ∈ Kr1,
0 , else,
and
fU1:n,...,Ur:n(t1, . . . , tr) =
 r!
(
n
r
)
[1− tr]n−r , (t1, . . . , tr) ∈ Kr1,
0 , else,
are pdf’s of
(
U1:r, . . . , Ur:r
)
and
(
U1:n, . . . , Ur:n
)
, respectively.
Hence, again by applying density transformation we obtain from our general assumption
3.1 almost everywhere on Kr1
r! =
r!
(
n
r
) [
1− T (t1, . . . , tr)r
]n−r
|∆T˜
(
T (t1, . . . , tr)
)|
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⇐⇒ |∆T˜
(
T (t1, . . . , tr)
)| = (n
r
) [
1− T (t1, . . . , tr)r
]n−r
.
Thus, we have
hY1/r,...,Yr/r(t1, . . . , tr) = r!
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
almost everywhere on Kr1 and the proof is established. 
By considering S1/r, . . . , Sr/r from Theorem 2.2 (xi), we notice that S1/r = 1− (1− U1:n)
n
r
only depends on U1:n. Transformations with this property will be discussed in Section 3.1.
Analogously, Zr/r =
[
Br,n−r+1(Ur:n)
] 1
r (cf. Theorem 2.2 (x)) only depends on Ur:n, and
we will study transformations of this kind in Section 3.2.1. Section 3.3 deals with more
general transformations, for example A˜ and C˜ from Lemma 2.4.
Before we start our investigations, take note of the following remark concerning the in-
vertibility of the first or the last component, respectively, of the transformations in the
Sections 3.1 and 3.2.
3.4 Remark
Considering transformations (x) and (xi) of Theorem 2.2 we have mappings of the form
T˜ : Kr1 −→ Kr1 : (t1, . . . , tr) 7−→
(
˜˜T (t1, . . . tr), b˜(tr)
)
,
for some b˜ and ˜˜T on the one hand and
T˜ : Kr1 −→ Kr1 : (t1, . . . , tr) 7−→
(
b˜(t1),
˜˜T (t1, . . . tr)
)
,
for some b˜ and ˜˜T on the other.
Provided that T˜ satisfies Assumption 3.1, the derivative of b˜ never vanishes (and is con-
tinuous) in both cases, otherwise the last row respectively the first row of the Jacobian
matrix of T˜ would be a zero row. Hence, b˜ is also invertible.
Furthermore, in the first case we find for (t1, . . . , tr) ∈ Kr1
tr = T˜
(
T (t1, . . . , tr)
)
r
= b˜
(
T (t1, . . . , tr)r
)
⇐⇒ b(tr) = T (t1, . . . , tr)r
and in the second case
t1 = T˜
(
T (t1, . . . , tr)
)
1
= b˜
(
T (t1, . . . , tr)1
)
⇐⇒ b(t1) = T (t1, . . . , tr)1,
where T = T˜−1 and b = b˜−1, respectively.
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3.1 The Transformation of O’Reilly and Stephens
In this section, we will show that the transformation of O’Reilly and Stephens (see O’Reilly
and Stephens (1988)) given by (xi) of Theorem 2.2 will not always yield OS’s from i.i.d.
rv’s. This assertion remains true even in a general setup by considering transformations,
where the minimum of the transformed rv’s only depends on the minimum of the original
censored sample.
3.5 Theorem
Let Assumption 3.1 hold and(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n) ,
where T˜ fulfills
T˜ (t1, . . . , tr)1 = b˜(t1) ∀ (t1, . . . , tr) ∈ Kr1
for a suitable function b˜.
(i) If b˜ is strictly decreasing then there is a cdf F such that Y1/r, . . . , Yr/r are not dis-
tributed as OS’s from r i.i.d. rv’s.
(ii) If b˜ is strictly increasing, and conditions
(∗) lim
tk↘0
lim
tk−1↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr) exists in [0, 1]r
∀ k ∈ {1, . . . , r − 2} , ∀ 0 < tk+1 < tk+2 < . . . < tr < 1
as well as
(∗∗) lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr)k = 0
∀ k ∈ {1, . . . , r − 1} , ∀ tr ∈ (0, 1) and
Tlim(tr) = lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr)r
exists in [0, 1] ∀ tr ∈ (0, 1)
hold, then there is a cdf F such that Y1/r, . . . , Yr/r are not distributed as OS’s from
r i.i.d. rv’s.
Proof. Let, w.l.g., F (0) = 0 < F (x) < 1 = F (1) for all x ∈ (0, 1), T = T˜−1 and b = b˜−1
(cf. Remark 3.4).
We will establish the proof by contradiction, for that we assume:
Y1/r, . . . , Yr/r are distributed as OS’s from r i.i.d. rv’s Y1 . . . , Yr with cdf H and pdf h.
Then a pdf of
(
Y1/r, . . . , Yr/r
)
is given by (e.g. see David and Nagaraja (2003), p. 12 or
Arnold et al. (1992), p. 10)
hY1/r,...,Yr/r(t1, . . . , tr) =
 r!
r∏
k=1
h(tk) , (t1, . . . , tr) ∈ Kr1,
0 , else,
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and we obtain by Lemma 3.3
(3.1)
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
almost everywhere (a.e.) on Kr1.
In case (i), we will find a cdf F (cf. (3.6)) such that equation (3.1) is not true, yielding the
contradiction in this case. Therefore, we will first derive a representation of a possible pdf
h in terms of F , f and b (cf. (3.4)).
In case (ii), we will first determine Tlim(tr), tr ∈ [0, 1), by (3.1) under the assumption that
F is the cdf of a reflected power function distribution. Then, we will find a contradiction,
considering (3.1) as t1, . . . , tr−1 tend to zero when F is given by (3.12).
(i) By Assumption 3.1 we have
b˜(U1:n) ∼ U1:r.
Then, since b˜ is strictly decreasing,
1− (1− x)r = P(b˜(U1:n) ≤ x)
= P
(
U1:n ≥ b(x)
)
= 1− P(U1:n ≤ b(x))
= 1−
(
1− (1− b(x))n) = (1− b(x))n
holds true for all x ∈ (0, 1). This yields
(3.2) b(x) = 1−
[
1− (1−x)r
] 1
n and b˜(x) = 1−
[
1− (1−x)n
] 1
r ∀ x ∈ (0, 1).
Because
FX1:n(x) =

0 , x ≤ 0,
1− (1− F (x))n , x ∈ (0, 1),
1 , x ≥ 1,
and
HY1/r(x) =

0 , x ≤ 0,
1− (1−H(x))r , x ∈ (0, 1),
1 , x ≥ 1,
are the cdf’s of X1:n and Y1/r, respectively (cf. e.g. David and Nagaraja (2003),
p. 9), we find for all x ∈ (0, 1)
1− (1−H(x))r = HY1/r(x) = P(Y1/r ≤ x) = P(b˜(X1:n) ≤ x)
= P
(
X1:n ≥ b(x)
)
= 1− FX1:n(b(x)) = 1− [1− (1− F(b(x)))n]
=
(
1− F(b(x)))n,
i.e. (cf. (3.2)),
(3.3) H(x) = b˜
(
F
(
b(x)
)) ∀ x ∈ (0, 1).
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F andH are supposed to be absolutely continuous, therefore they are differentiable
a.e.. It is well known that f and h are equal to the derivatives of F and H a.e.,
respectively. Hence, by (3.3) we may assume w.l.g.
h(t) = b˜′
(
F
(
b(t)
))
f
(
b(t)
)
b′(t)(3.4)
=
[
1−
(
1− F(b(t)))n] 1−rr (1− F(b(t)))n−1
× f(b(t)) [1− (1− t)r] 1−nn (1− t)r−1, t ∈ (0, 1),
and thus, we find from (3.1) a.e. on Kr1
r∏
k=1
{[
1−
(
1− F(b(tk)))n] 1−rr (1− F(b(tk)))n−1(3.5)
× f(b(tk))[1− (1− tk)r] 1−nn (1− tk)r−1}
=
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
.
By considering
f(x) =

1
2
, x ∈ [0, 1
2
]
,
3
2
, x ∈ (1
2
, 1
]
,
0 , else,
and
(3.6) F (x) =

0 , x < 0,
x
2
, x ∈ [0, 1
2
]
,
1
4
+ 3
2
(
x− 1
2
)
, x ∈ (1
2
, 1
]
,
1 , x > 1,
we have
(3.7)
1− F (x)
1− x =
1− 1
4
− 3
2
(
x− 1
2
)
1− x =
1− x+ (1
2
− 1
2
x
)
1− x = 1 +
1
2
(1− x)
1− x =
3
2
= f(x)
for all
1
2
< x ≤ 1.
Now let 0 < tr < b˜
(
1
2
)
= 1− [1− 1
2n
] 1
r .
Then, for all k ∈ {1, . . . , r} and t1, . . . , tr−1 such that (t1, . . . , tr−1, tr) ∈ Kr1 we find
T (t1, . . . , tr)k ≥ T (t1, . . . , tr)1 Rem. 3.4= b(t1) ≥ b(tk) ≥ b(tr) > 1
2
and hence
(
3
2
)n
(3.7)
=
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)(3.8)
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(3.5)
=
r∏
k=1
{[
1−
(
1− F(b(tk)))n] 1−rr (1− F(b(tk)))n−1
× f(b(tk))[1− (1− tk)r] 1−nn (1− tk)r−1}
=
r∏
k=1
{[
1−
(
3
4
− 3
2
(
b(tk)− 1
2
))n] 1−rr (3
4
− 3
2
(
b(tk)− 1
2
))n−1
× 3
2
[
1− (1− tk)r] 1−nn (1− tk)r−1}.
Notice, initially this equality only holds a.e. but due to the continuity of the
expression on the right hand side it even holds for all considered (t1, . . . , tr) (i.e.,
(t1, . . . , tr) ∈ Kr1 with tr < b˜
(
1
2
)
).
Furthermore, it is
lim
t↘0
b(t) = lim
t↘0
1−
[
1− (1− t)r
] 1
n
= 1.
This yields
lim
t↘0
[
1−
(
3
4
− 3
2
(
b(t)− 1
2
))n] 1−rr
= 1
and
lim
t↘0
(
3
4
− 3
2
(
b(t)− 1
2
))n−1
3
2
[
1− (1− t)r] 1−nn
=
3
2
lim
t↘0
[
3
4
− 3
2
(
b(t)− 1
2
)
1− b(t)
]n−1
l’Hospital
=
3
2
lim
t↘0
[−3
2
b′(t)
−b′(t)
]n−1
=
(
3
2
)n
.
Summarizing, we obtain (cf. (3.8))(
3
2
)n
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
(
3
2
)n
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
r∏
k=1
{[
1−
(
3
4
− 3
2
(
b(tk)− 1
2
))n] 1−rr (3
4
− 3
2
(
b(tk)− 1
2
))n−1
× 3
2
[
1− (1− tk)r] 1−nn (1− tk)r−1}
32 3.1 The Transformation of O’Reilly and Stephens
=
r∏
k=1
lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
{[
1−
(
3
4
− 3
2
(
b(tk)− 1
2
))n] 1−rr (3
4
− 3
2
(
b(tk)− 1
2
))n−1
× 3
2
[
1− (1− tk)r] 1−nn (1− tk)r−1}
=
r∏
k=1
(
3
2
)n
=
(
3
2
)rn
contradicting r > 1.
(ii) If b˜ is strictly increasing, we find from b˜(U1:n) ∼ U1:r by analogy with (i):
1− (1− x)r = P(b˜(U1:n) ≤ x)
= P
(
U1:n ≤ b(x)
)
= 1− (1− b(x))n , x ∈ (0, 1).
This yields
(3.9) b(x) = 1− (1− x) rn and b˜(x) = 1− (1− x)nr ∀ x ∈ (0, 1)
and again
1− (1−H(x))r = P(Y1/r ≤ x)
= P
(
X1:n ≤ b(x)
)
= 1−
(
1− F(b(x)))n ∀ x ∈ (0, 1)
(3.9)
=⇒ H(x) = b˜
(
F
(
b(x)
)) ∀ x ∈ (0, 1).
Hence, we can define
h(t) = b˜′
(
F
(
b(t)
))
f
(
b(t)
)
b′(t)
=
(
1− F(b(t)))nr−1 f(b(t)) (1− t) rn−1 , t ∈ (0, 1),
and by (3.1) the equation
r∏
k=1
(
1− F(b(tk)))nr−1 f(b(tk)) (1− tk) rn−1(3.10)
=
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
holds true a.e. on Kr1. Notice, if f is continuous on (0, 1) we have equality even
everywhere on Kr1.
Now, for α > 1, consider a reflected power distribution with parameter α, i.e.,
f(x) =
{
α(1− x)α−1 , x ∈ [0, 1],
0 , else,
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and
F (x) =

0 , x < 0,
1− (1− x)α , x ∈ [0, 1],
1 , x > 1.
Since
lim
t↘0
b(t) = lim
t↘0
1− (1− t) rn = 0,
lim
x↘0
f(x) = lim
x↘0
α(1− x)α−1 = α
and
lim
x↘0
F (x) = lim
x↘0
1− (1− x)α = 0,
we obtain for all tr ∈ (0, 1)
lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
r∏
k=1
(
1− F(b(tk)))nr−1 f(b(tk)) (1− tk) rn−1
= αr−1
(
1− F(b(tr)))nr−1 f(b(tr)) (1− tr) rn−1
= αr−1
((
1− b(tr)
)α)nr−1
α
(
1− b(tr)
)α−1
(1− tr) rn−1
= αr
((
1− tr
) rα
n
)n
r
−1 (
1− tr
) r(α−1)
n (1− tr) rn−1
= αr(1− tr)α−1
and, on the other hand, we have for every tr ∈ (0, 1)
lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
= lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
[(
1− T (t1, . . . , tr)r
)α
1− T (t1, . . . , tr)r
]n−r r∏
k=1
α
(
1− T (t1, . . . , tr)k
)α−1
(∗),(∗∗)
= αr
(
1− Tlim(tr)
)(α−1)(n−r+1)
.
Consequently, by (3.10)
(3.11)
αr
(
1−Tlim(t)
)(α−1)(n−r+1)
= αr(1−t)α−1 ⇐⇒ Tlim(t) = 1−(1−t) 1n−r+1 ∀ t ∈ (0, 1).
Now let
f(x) =

1
2
, x ∈ [0, 1
2
]
,
4x− 3
2
, x ∈ (1
2
, 1
]
,
0 , else,
and
(3.12) F (x) =

0 , x < 0,
x
2
, x ∈ [0, 1
2
]
,
2x2 − 3
2
x+ 1
2
, x ∈ (1
2
, 1
]
,
1 , x > 1.
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Then (3.10) again holds for all (t1, . . . , tr) ∈ Kr1.
Because of
0 < b(t) <
1
2
⇐⇒ 0 < 1− (1− t) rn < 1
2
⇐⇒ 0 < t < 1− 2−nr
and
0 < Tlim(t) <
1
2
⇐⇒ 0 < 1− (1− t) 1n−r+1 < 1
2
⇐⇒ 0 < t < 1− 2r−n−1
we find by (3.10), (∗) and (∗∗), that for all 0 < tr < min{1− 2r−n−1, 1− 2−nr } =
1− 2−nr[
1
2
]r
(1− tr) rn−1
(
1− 1
2
b(tr)
)n
r
−1
=
1
2
(1− tr) rn−1
(
1− 1
2
b(tr)
)n
r
−1 r−1∏
k=1
lim
tk↘0
(
1− F(b(tk)))nr−1 f(b(tk)) (1− tk) rn−1
= lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
r∏
k=1
(
1− F(b(tk)))nr−1 f(b(tk)) (1− tk) rn−1
= lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
=
[
r∏
k=1
lim
tr−1↘0
· · · lim
t1↘0
f
(
T (t1, . . . , tr)k
)] [
lim
tr−1↘0
· · · lim
t1↘0
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r
=
[
1
2
]r [1− 1
2
Tlim(tr)
1− Tlim(tr)
]n−r
.
That is, for all 0 < t < 1− 2−nr , we have
(1− t) rn−1
(
1− 1
2
b(t)
)n
r
−1
=
[
1− 1
2
Tlim(t)
1− Tlim(t)
]n−r
(3.9),(3.11)⇐⇒ (1− t) r−nn
[
1
2
+
1
2
(1− t) rn
]n−r
r
=
[
1
2
+ 1
2
(1− t) 1n−r+1
(1− t) 1n−r+1
]n−r
⇐⇒ (1− t) r−1n(n−r+1)
[
1
2
+
1
2
(1− t) rn
] 1
r
=
1
2
+
1
2
(1− t) 1n−r+1 .
Substituting x = 1− t and applying the natural logarithm ln on both sides yields
for all x ∈ (2−nr , 1)
r − 1
n(n− r + 1) ln(x) +
1
r
ln
(
1
2
+
1
2
x
r
n
)
= ln
(
1
2
+
1
2
x
1
n−r+1
)
.
By differentiation, this implies for all x ∈ (2−nr , 1)
r − 1
n(n− r + 1)
1
x
+
1
2n
x
r
n
−1
1
2
+ 1
2
x
r
n
=
x
1
n−r+1−1
2(n− r + 1)
1
1
2
+ 1
2
x
1
n−r+1
,
3 Transformations of Samples from Arbitrary Distributions 35
and hence
lim
x↗1
r − 1
n(n− r + 1)
1
x
+
1
2n
x
r
n
−1
1
2
+ 1
2
x
r
n
= lim
x↗1
x
1
n−r+1−1
2(n− r + 1)
1
1
2
+ 1
2
x
1
n−r+1
⇐⇒ r − 1
n(n− r + 1) +
1
2n
=
1
2(n− r + 1)
⇐⇒ 2(r − 1) + n− r + 1 = n
⇐⇒ r = 1
again contradicting r > 1.

In the particular case of the transformation of O’Reilly and Stephens we have with the
notations of Theorem 3.5 (cf. (xi) of Theorem 2.2)
(3.13) T˜ (t1, . . . , tr) =
(
b˜(t1), 1−
2∏
j=1
[
1− tj
1− tj−1
]n−j+1
r−j+1
, . . . , 1−
r∏
j=1
[
1− tj
1− tj−1
]n−j+1
r−j+1
)
and
T˜−1(t1, . . . , tr) =
(
b˜−1(t1), 1−
2∏
j=1
[
1− tj
1− tj−1
] r−j+1
n−j+1
, . . . , 1−
r∏
j=1
[
1− tj
1− tj−1
] r−j+1
n−j+1
)
for all (t1, . . . , tr) ∈ Kr1 with t0 = 0 and
b˜(x) = 1− (1− x)nr as well as b˜−1(x) = 1− (1− x) rn ∀ x ∈ (0, 1).
Because of
∂ T˜ (t1, . . . , tr)k
∂ti
=
∂
(
1−
k∏
j=1
[
1−tj
1−tj−1
]n−j+1
r−j+1
)
∂ti
= 0 ∀ 1 ≤ k < i ≤ r and (t1, . . . , tr) ∈ Kr1
the Jacobian matrix of T˜ is a lower triangular matrix. Thus, its determinant is given by
the product of the diagonal entries, i.e.,
|∆T˜ (t1, . . . , tr)| =
∣∣∣∣∣
r∏
k=1
∂ T˜ (t1, . . . , tr)k
∂tk
∣∣∣∣∣
=
∣∣∣∣∣
r∏
k=1
∂
∂tk
{
1−
k∏
j=1
[
1− tj
1− tj−1
]n−j+1
r−j+1
}∣∣∣∣∣
=
r∏
k=1
{
1
1− tk−1
n− k + 1
r − k + 1
[
1− tk
1− tk−1
] n−r
r−k+1 k−1∏
j=1
[
1− tj
1− tj−1
]n−j+1
r−j+1
}
6= 0 ∀ (t1, . . . , tr) ∈ Kr1.
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So the transformation meets Assumption 3.1 and because of
0 = lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
1−
k∏
j=1
[
1− tj
1− tj−1
] r−j+1
n−j+1
for all k ∈ {1, . . . , r − 1} and
1− (1− tr) 1n−r+1 = lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
1−
r∏
j=1
[
1− tj
1− tj−1
] r−j+1
n−j+1
for all tr ∈ (0, 1) the transformation of O’Reilly and Stephens also fulfills (∗) and (∗∗) of
Theorem 3.5 (ii) ((∗) is obviously met).
Hence, we can conclude that transformation (3.13) maps uniform OS’s into the full vector of
OS’s
(
U1:r, . . . , Ur:r
)
in a smaller dimension. But, in the context of goodness-of-fit testing,
leaving the (null) hypothesis of an underlying standard uniform distribution will change
the situation. For any dimension, there are always underlying distribution functions of the
OS’s X1:n, . . . , Xr:n, such that the image does not have the structure of OS’s from r i.i.d.
rv’s.
3.2 The Transformation of Michael and Schucany
3.2.1 On the Structure of the Vector of the Transformed Variables
In Michael and Schucany (1979), the authors considered the rv’s Z1/r, . . . , Zr/r from The-
orem 2.2 (x) within goodness-of-fit tests based on censored samples, the (null) hypothesis
being F ∼ U(0, 1). We have seen in Section 3.1 that the transformation proposed by
O’Reilly and Stephens does not always yield OS’s when this hypothesis is not true. For
the transformation of Michael and Schucany we can even show, that the transformed rv’s
are OS’s if and only if the underlying distribution of the original rv’s is U(0, 1).
As already mentioned, Zr/r only depends on the maximum of the observed sample. The
following Theorem discusses general transformations of this kind. Again, the structure of
OS’s from i.i.d. rv’s is not preserved, in general.
3.6 Theorem
Let Assumption 3.1 hold and(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n) ,
where T˜ fulfills
T˜ (t1, . . . , tr)r = b˜(tr) ∀ (t1, . . . , tr) ∈ Kr1
for some function b˜.
Then there is always a cdf F such that Y1/r, . . . , Yr/r are not distributed as OS’s from r
i.i.d. rv’s.
Proof. Let, w.l.g., f(t) > 0 for all t ∈ (0, 1) ( =⇒ 0 < F (x) < 1 for all x ∈ (0, 1)).
The structure of the proof is similar to the one of Theorem 3.5.
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Let Y1/r, . . . , Yr/r be distributed as OS’s from r i.i.d. rv’s Y1, . . . , Yr with cdf H and pdf h.
Again, we simplify notation by T = T˜−1 and b = b˜−1. Then, as in the proof of Theorem
3.5, we find by Lemma 3.3 almost everywhere (a.e.) on Kr1
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
(3.14)
Rem. 3.4
=
[
1− F(b(tr))
1− b(tr)
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
.
In the following, we will show that (3.14) fails in some situations when X1, . . . , Xn stem
from a power function distribution.
Assumption 3.1 yields in particular
(3.15) b˜(Ur:n) ∼ Ur:r.
Since b˜ is a bijective function (cf. Remark 3.4) we consider two cases: First we assume b˜
to be strictly increasing. Then, we obtain from (3.15)
xr = P
(
b˜(Ur:n) ≤ x
)
= P
(
Ur:n ≤ b(x)
)
= Br,n−r+1
(
b(x)
)
for all x ∈ (0, 1), where Br,n−r+1 denotes the cdf of the beta(r, n− r + 1) distribution, and
thus,
(3.16) b˜(x) = [Br,n−r+1(x)]
1
r and b(x) = B−1r,n−r+1(x
r) ∀ x ∈ (0, 1).
Since Yr/r is assumed to be the maximum of r i.i.d. rv’s Y1, . . . , Yr with common cdf H,
we find, analogously to the proof of Theorem 3.5,
H(x)r = P
(
Yr/r ≤ x
)
= P
(
Xr:n ≤ b(x)
)
= Br,n−r+1(F (b(x))) ∀ x ∈ (0, 1),
i.e. by (3.16),
H(x) = b˜(F (b(x))) ∀ x ∈ (0, 1).
Therefore, h can be defined by
h(t) = b˜′
(
F
(
b(t)
))
f
(
b(t)
)
b′(t)(3.17)
=
1
r
[
Br,n−r+1
(
F
(
b(t)
))] 1−rr
r
(
n
r
)(
F
(
b(t)
))r−1(
1− F(b(t)))n−r f(b(t))
1
r
t1−r r
(
n
r
)[
b(t)
]r−1 [
1− b(t)]n−r
=
tr−1
[
F (b(t))
]r−1 [
1− F (b(t))]n−r f(b(t))[
b˜(F (b(t)))
]r−1 [
b(t)
]r−1 [
1− b(t)]n−r , t ∈ (0, 1).
By (3.14) and (3.17) we may conclude
tr−1r
[
F (b(tr))
]r−1[
b˜(F (b(tr)))
]r−1 [
b(tr)
]r−1
{[
1− F(b(tr))
1− b(tr)
]n−r
f
(
b(tr)
)} r−1∏
k=1
h(tk)
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=
r∏
k=1
h(tk)
=
[
1− F(b(tr))
1− b(tr)
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
=
[
1− F(b(tr))
1− b(tr)
]n−r
f
(
b(tr)
) r−1∏
k=1
f
(
T (t1, . . . , tr)k
)
holds true a.e. on Kr1.
Hence, we have a.e.
r−1∏
k=1
f
(
T (t1, . . . , tr)k
)
=
tr−1r
[
F (b(tr))
]r−1[
b˜(F (b(tr)))
]r−1 [
b(tr)
]r−1 r−1∏
k=1
h(tk).
In particular, this means for F ∼ pow(α), α 6= 1,
r−1∏
k=1
T (t1, . . . , tr)k
=
α1−r tr−1r [b(tr)]α(r−1)[
b˜
(
[b(tr)]α
)]r−1 [
b(tr)
]r−1
r−1∏
k=1
h(tk)

1
α−1
(3.17)
=
α1−r tr−1r [b(tr)](α−1)(r−1)[
b˜
(
[b(tr)]α
)]r−1 r−1∏
k=1
tr−1k
[
b(tk)
]α(r−1)[
1− [b(tk)]α
]n−r
α[b(tk)]
α−1[
b˜
(
[b(tk)]α
)]r−1 [
b(tk)
]r−1 [
1− b(tk)
]n−r

1
α−1
=
{
r−1∏
k=1
b(tr)b(tk)
r
} 
r∏
k=1
tr−1k[
b˜
(
[b(tk)]α
)]r−1

1
α−1 {
r−1∏
k=1
1− [b(tk)]α
1− b(tk)
}n−r
α−1
a.e. on Kr1, i.e.,
(3.18)
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
=
{
r−1∏
k=1
trt
r
k
} {
r∏
k=1
b˜(tk)
b˜
(
tαk
)} r−1α−1 {r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
a.e. on Kr1.
We see, the left hand side of (3.18) is independent of α and we will show that the right
hand side is not constant in α for 1 < r < n:
For example, we have for all t ∈ (0, 1)
lim
α→0
b˜
(
tα
)
= lim
α→0
[
Br,n−r+1(tα
)] 1
r = 1 =⇒ lim
α→0
{
b˜(t)
b˜
(
tα
)} r−1α−1 = (b˜(t))1−r ∈ (1,∞),
and
lim
α→0
1− tα = 0 =⇒ lim
α→0
1− tα
1− t = 0 =⇒ limα→0
{
1− tα
1− t
}n−r
α−1
=∞.
3 Transformations of Samples from Arbitrary Distributions 39
This yields
lim
α→0
{
r−1∏
k=1
trt
r
k
} {
r∏
k=1
b˜(tk)
b˜
(
tαk
)} r−1α−1 {r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
=∞,
for all 0 < t1 < . . . < tr < 1, wherefore the right hand side of (3.18) cannot be constant in
α which yields the contradiction in this first case (b˜ strictly increasing).
Now let b˜ be strictly decreasing. Then, for all x ∈ (0, 1)
xr = P
(
b˜(Ur:n) ≤ x
)
= P
(
Ur:n ≥ b(x)
)
= 1− P(Ur:n ≤ b(x)) = 1−Br,n−r+1(b(x)).
Thus, we have
b˜(x) = [1−Br,n−r+1(x)]
1
r or b(x) = B−1r,n−r+1(1− xr) ∀ x ∈ (0, 1).
Analogously to the calculations in the first case we obtain
H(x) = b˜(F (b(x))) ∀ x ∈ (0, 1)
and
h(t) =
tr−1
[
F (b(t))
]r−1 [
1− F (b(t))]n−r f(b(t))[
b˜(F (b(t)))
]r−1 [
b(t)
]r−1 [
1− b(t)]n−r , t ∈ (0, 1).
For F ∼ pow(α), α 6= 1, we find again
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
=
{
r−1∏
k=1
trt
r
k
} {
r∏
k=1
b˜(tk)
b˜
(
tαk
)} r−1α−1 {r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
a.e. on Kr1, which means{
r∏
k=1
b˜(tk)
b˜
(
tαk
)} r−1α−1 {r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
=
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
trtrk
for all α 6= 1 and almost all (t1, . . . , tr) ∈ Kr1. Since the expressions on both sides define con-
tinuous functions on Kr1 the equality even holds true for all (t1, . . . , tr) ∈ Kr1. Considering
α→∞, we find
lim
α→∞
b˜(tα) = 1 =⇒ lim
α→∞
{
b˜(t)
b˜
(
tα
)} r−1α−1 = 1 and, moreover, lim
α→∞
{
1− tα
1− t
}n−r
α−1
= 1
for every t ∈ (0, 1).
So for all α 6= 1 and (t1, . . . , tr) ∈ Kr1 we conclude
1 = lim
α˜→∞
{
r∏
k=1
b˜(tk)
b˜
(
tα˜k
)} r−1α˜−1 {r−1∏
k=1
1− tα˜k
1− tk
}n−r
α˜−1
= lim
α˜→∞
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
trtrk
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=
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
trtrk
=
{
r∏
k=1
b˜(tk)
b˜
(
tαk
)} r−1α−1 {r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
and hence {
r∏
k=1
b˜(tk)
b˜
(
tαk
)}r−1 = {r−1∏
k=1
1− tk
1− tαk
}n−r
.
But this cannot be true since the expression on the right hand side is independent of tr
and the expression on the left hand side is not constant in tr. For example, let α > 1.
Then
b˜(t)
b˜
(
tα
) , t ∈ (0, 1), is not constant in t since
lim
t˜→0
b˜(t˜)
b˜
(
t˜α
) = 1,
but
b˜(t)
b˜
(
tα︸︷︷︸
<t
) < 1 ∀ t ∈ (0, 1)
because b˜ is assumed to be strictly decreasing.
Thus, {
b˜(tr)
b˜
(
tαr
)}r−1 {r−1∏
k=1
b˜(tk)
b˜
(
tαk
)}r−1 = { r∏
k=1
b˜(tk)
b˜
(
tαk
)}r−1 = {r−1∏
k=1
1− tk
1− tαk
}n−r
is not true for all α 6= 1 and (t1, . . . , tr) ∈ Kr1. 
In particular, we have for the transformation suggested by Michael and Schucany with the
notations of Theorem 3.6 (cf. (x) of Theorem 2.2)
(3.19) T˜ (t1, . . . , tr) =
(
t1
tr
b˜(tr),
t2
tr
b˜(tr), . . . , b˜(tr)
)
, (t1, . . . , tr) ∈ Kr1,
and hence
(3.20) T˜−1(t1, . . . , tr) =
(
t1
tr
b˜−1(tr),
t2
tr
b˜−1(tr), . . . , b˜−1(tr)
)
, (t1, . . . , tr) ∈ Kr1,
with
b˜(x) =
[
Br,n−r+1(x)
] 1
r and b˜−1(x) = B−1r,n−r+1(x
r), x ∈ (0, 1),
where Br,n−r+1 denotes the cdf of the beta(r, n− r + 1) distribution.
Because of
∂ T˜ (t1, . . . , tr)k
∂ti
=
∂ tk
tr
b˜(tr)
∂ti
= 0 ∀ 1 ≤ i < k ≤ r and (t1, . . . , tr) ∈ Kr1
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the Jacobian matrix of T˜ is an upper triangular matrix, so its determinant is given by the
product of the diagonal entries. Thus,
|∆T˜ (t1, . . . , tr)| =
[
b˜(tr)
tr
]r−1
b˜′(tr)
=
[
b˜(tr)
tr
]r−1
1
r
[
Br,n−r+1(tr)
] 1−r
r r
(
n
r
)
tr−1r (1− tr)n−r
=
[
b˜(tr)
tr
]r−1 [
b˜(tr)
]1−r (n
r
)
tr−1r (1− tr)n−r
=
(
n
r
)
(1− tr)n−r 6= 0 ∀ (t1, . . . , tr) ∈ Kr1.
Hence, the transformation meets the conditions of Theorem 3.6. Thus, as in Section 3.1,
we conclude that the structure of OS’s from i.i.d. rv’s is not preserved by transformation
(3.19) in general.
Moreover, the statement of Theorem 3.6 can be sharpened for the transformation of Michael
and Schucany: Under minor conditions, the transformed rv’s behave like OS’s only if the
original sample stems from the uniform distribution.
To show this, first, we will derive the distribution of the transformed variables.
3.7 Lemma
Let
Yi/r =
Xi:n
Xr:n
[Br,n−r+1(Xr:n)]
1
r , 1 ≤ i ≤ r,
and
b(x) = B−1r,n−r+1(x
r) , x ∈ (0, 1),
where Br,n−r+1 denotes the cdf of the beta(r, n− r + 1) distribution. Then
fY1/r,...,Yr/r(t1, . . . , tr) =

r!
[
1− F(b(tr))
1− b(tr)
]n−r r∏
k=1
f
(
tk
tr
b(tr)
)
, (t1, . . . , tr) ∈ Kr1,
0 , else,
is a pdf of
(
Y1/r, . . . , Yr/r
)
.
Proof. Follows directly from Lemma 3.3 and (3.20). 
We also easily obtain the conditional distribution of Y1/r, . . . , Yr−1/r given Yr/r from Lemma
3.7.
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3.8 Lemma
Let Y1/r, . . . , Yr/r and b as in Lemma 3.7. Then
fY1/r,...,Yr−1/r|Yr/r(t1, . . . , tr−1|tr)
=

(r − 1)!
r−1∏
k=1
f
(
tk
tr
b(tr)
)
b(tr)
F
(
b(tr)
)
tr
1Kr1(t1, . . . , tr) , f
(
b(tr)
) 6= 0,
fY1/r,...,Yr−1/r(t1, . . . , tr−1) , else,
is a pdf of the conditional distribution of
(
Y1/r, . . . , Yr−1/r
)
given Yr/r, where fY1/r,...,Yr−1/r
is an arbitrary pdf of (Y1/r, . . . , Yr−1/r) and 1Kr1 the characteristic function of Kr1.
Proof. It is well known that
fXr:n(t) = r
(
n
r
) [
F (t)
]r−1
f(t)
[
1− F (t)]n−r, t ∈ R,(3.21)
is a pdf of Xr:n (cf., e.g., David and Nagaraja (2003), p. 10).
By density transformation we obtain
fYr/r(t) = fXr:n
(
b(t)
) [(n
r
)[
b(t)
]r−1[
1− b(t)]n−rt1−r]−1(3.22)
= rtr−1
[
F
(
b(t)
)]r−1
f
(
b(t)
)[
1− F(b(t))]n−r[
b(t)
]r−1[
1− b(t)]n−r , t ∈ (0, 1),
as a pdf of Yr/r.
W.l.g., we may assume fYr/r(t) 6= 0 ⇐⇒ f(b(t)) 6= 0 for all t ∈ (0, 1), hence
fY1/r,...,Yr−1/r|Yr/r(t1, . . . , tr−1|tr)
=

fY1/r,...,Yr/r(t1, . . . , tr)
fYr/r(tr)
, fYr/r(tr) 6= 0,
fY1/r,...,Yr−1/r(t1, . . . , tr−1) , else,
Lem. 3.7
=

(r − 1)!
r−1∏
k=1
f
(
tk
tr
b(tr)
)
b(tr)
F
(
b(tr)
)
tr
1Kr1(t1, . . . , tr) , f
(
b(tr)
) 6= 0,
fY1/r,...,Yr−1/r(t1, . . . , tr−1) , else,
is a pdf of
(
Y1/r, . . . , Yr−1/r
)
given Yr/r, where fY1/r,...,Yr−1/r is an arbitrary pdf of(
Y1/r, . . . , Yr−1/r
)
. 
Now we pose the question, when does the transformation of Michael and Schucany yield
OS’s from i.i.d. rv’s. As already mentioned, it will be seen that this is essentially only the
case if the common distribution of X1, . . . , Xn is standard uniform.
3 Transformations of Samples from Arbitrary Distributions 43
3.9 Theorem
With the notations of Lemma 3.7, let F (0) = 0 < F (x) < 1 = F (1) for all x ∈ (0, 1).
If Y1/r, . . . , Yr/r are distributed as OS’s from r i.i.d. rv’s Y1, . . . , Yr, then, for all t ∈ (0, 1),
with f(t) > 0 and f continuous in t, we find
F (t) = t.
Proof. Let again b˜ = b−1.
Since b˜ maps (0, 1) strictly increasingly into itself, we obtain immediately from the proof
of Theorem 3.6 (cf. (3.14) and (3.17)) and Lemma 3.7
r∏
k=1
[
b˜(tk)
]r−1 [
F (tk)
]r−1 [
1− F (tk)
]n−r
f(tk)[
b˜(F (tk))
]r−1
tr−1k [1− tk]n−r
=
[
1− F (tr)
1− tr
]n−r r∏
k=1
f
(
b˜(tk)
b˜(tr)
tr
)
almost everywhere (a.e.) on Kr1.
Moreover, let t ∈ (0, 1) with f(t) > 0 and f continuous in t. Then there is a neighbourhood
N1 of t with f(x) > 0 for all x ∈ N1. Let
Nr =
r×
i=1
N1 , S = Nr ∩ Kr1 and τ = (t, t, . . . , t) ∈ Rr.
Then there is a sequence (τi)i∈N in S with lim
i→∞
τi = τ and
r∏
k=1
[
b˜(τik)
]r−1 [
F (τik)
]r−1 [
1− F (τik)
]n−r
f(τik)[
b˜(F (τik))
]r−1
τ r−1ik [1− τik ]n−r
=
[
1− F (τir)
1− τir
]n−r r∏
k=1
f
(
b˜(τik)
b˜(τir)
τir
)
for all i ∈ N, where τi = (τi1 , τi2 , . . . , τir).
Finally, as i tends to infinity, the continuity of F , b˜ and of f in t yields[
b˜(t)
](r−1)r [
F (t)
](r−1)r [
1− F (t)](n−r)r [f(t)]r[
b˜(F (t))
](r−1)r
t(r−1)r [1− t](n−r)r
=
[
1− F (t)
1− t
]n−r [
f(t)
]r
⇐⇒
[
b˜(t)
](r−1)r [
F (t)
](r−1)r [
1− F (t)](n−r)r
t(r−1)r [1− t](n−r)r =
[
1− F (t)
1− t
]n−r [
Br,n−r+1
(
F (t)
)]r−1
⇐⇒ Br,n−r+1(t)
[
F (t)
t
]r [
1− F (t)
1− t
]n−r
= Br,n−r+1
(
F (t)
)
⇐⇒
n∑
j=r
(
n
j
)
tj(1− t)n−j
[
F (t)
t
]r [
1− F (t)
1− t
]n−r
=
n∑
j=r
(
n
j
)[
F (t)
]j[
1− F (t)]n−j
⇐⇒
n∑
j=r
(
n
j
)
tj−r(1− t)r−j =
n∑
j=r
(
n
j
)[
F (t)
]j−r[
1− F (t)]r−j
⇐⇒
n−r∑
j=0
(
n
j + r
)[
t
1− t
]j
=
n−r∑
j=0
(
n
j + r
)[
F (t)
1− F (t)
]j
.
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Since the mapping
x 7−→
n−r∑
j=0
(
n
j + r
)
xj , x > 0,
is injective because its derivative for x > 0 is
n−r∑
j=1
j
(
n
j + r
)
xj−1 > 0, this means
t
1− t =
F (t)
1− F (t) ⇐⇒ F (t) = t.

As a direct consequence of Theorem 3.9 we obtain the previously announced characteriza-
tion of the standard uniform distribution.
3.10 Theorem
Let Br,n−r+1 denote the cdf of the beta(r, n− r + 1) distribution and f be continuous and
positive almost everywhere on (0, 1). Then the rv’s Y1/r, . . . Yr/r defined by
Yi/r =
Xi:n
Xr:n
[Br,n−r+1(Xr:n)]
1
r , 1 ≤ i ≤ r,
are distributed as OS’s from r i.i.d. rv’s if and only if f ∼ U(0, 1).
3.2.2 On the Distribution of the Maximum of the Transformed Variables
In this subsection, we consider the maximum Yr/r of
Yi/r =
Xi:n
Xr:n
[Br,n−r+1(Xr:n)]
1
r , 1 ≤ i ≤ r,
where Br,n−r+1 again denotes the cdf of the beta(r, n− r + 1) distribution.
Let, hereafter,
b(x) = b˜−1(x) =

0 , x = 0,
B−1r,n−r+1(x
r) , 0 < x < 1,
1 , 1 = x.
Our aim is to find a description of cdf’s F which possess the property that Yr/r behaves
like the maximum of r i.i.d. rv’s with F as underlying distribution function. I.e., we study
cdf’s F with[
F (x)
]r
= P (Yr/r ≤ x) = P
(
b˜
(
Xr:n
) ≤ x) = P(Xr:n ≤ b(x)) = FXr:n(b(x))
for all x ∈ (0, 1), where
FXr:n(x) =

0 , x < 0,
Br,n−r+1
(
F (x)
)
, 0 ≤ x < 1,
1 , 1 ≤ x,
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is the cdf of Xr:n (e.g. see David and Nagaraja (2003) p. 9).
This means, for every x ∈ (0, 1)
F
([
Br,n−r+1(x)
] 1
r
)
=
[
Br,n−r+1
(
F (x)
)] 1
r(3.23)
⇐⇒ F
[ n∑
j=r
(
n
j
)
xj(1− x)n−j
] 1
r
 = [ n∑
j=r
(
n
j
)
[F (x)]j[1− F (x)]n−j
] 1
r
.
The polynomials in (3.23) are known as Bernstein polynomials, and we define
p(t) ≡ pr,n(t) =
n∑
j=r
(
n
j
)
tj(1− t)n−j , t ∈ R,(3.24)
and
w(t) ≡ wr(t) = t 1r , t ∈ [0,∞).(3.25)
Summarizing, by (3.23), (3.24) and (3.25) we look for cdf’s F satisfying
F ◦ b˜(x) = b˜ ◦ F (x) ∀ x ∈ [0, 1],(3.26)
where
b˜ = (w ◦ p)∣∣[0,1].(3.27)
3.11 Remark
Obviously, (3.26) is equivalent to
b ◦ F (x) = F ◦ b(x) ∀ x ∈ [0, 1].
Since F (0) = 0 ≤ F (x) ≤ 1 = F (1) is a general assumption in this chapter,
F ◦ b(x) = b ◦ F (x)
holds true automatically for x ∈ {0, 1}.
Moreover,
x 7−→

0 , x < 0,
b(x) , 0 ≤ x < 1,
1 , 1 ≤ x,
and
x 7−→

0 , x < 0,
b˜(x) , 0 ≤ x < 1,
1 , 1 ≤ x,
are cdf’s themselves, hence (3.26) is true for infinitely many choices of F , namely, e.g.,
(3.26) is satisfied if there is a k ∈ Z such that
F∣∣[0,1] = b◦k,
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where
b◦k =

k–fold composition of b with itself , k ∈ N,
id , k = 0,
(−k)–fold composition of b−1 = b˜ with itself , else.
Permutable functions are often considered related to formal power series and functional
equations (cf., e.g., Jennings (1954), Kautschitsch (1979) and Kuczma et al. (1990)). Due
to this, we will focus our study on solutions F of (3.26) which can be represented by their
Taylor series at least on an interval [0, RF0 ), RF0 > 0, or on (RF1 , 1], RF1 < 1. In the first
case, we are able to apply the following result which can be found in Kuczma et al. (1990).
3.12 Theorem (cf. Kuczma et al. (1990), Theorem 8.6.2, p. 354)
Let X ⊂ R be a neighbourhood of the origin and f : X −→ X be a function of class C1 on
X with f(0) = 0, such that
f′(x) = f′(0) +O(xδ) , x→ 0 , δ > 0 , 0 < |f′(0)| < 1.
Then, all functions ϕ : X −→ X which are of class C1 in a neighbourhood U ⊂ X of the
origin and satisfy
ϕ(0) = 0 and ϕ
(
f(x)
)
= f
(
ϕ(x)
) ∀ x ∈ X
are given by
ϕ(x) = σ−1
(
cσ(x)
)
, x ∈ X,
where
σ(x) = lim
k→∞
[
f′(0)
]−k
f◦k(x) , x ∈ X,
c ∈ R is an arbitrary constant and f◦k is the k–fold composition of f with itself, k ∈ N.
In order to apply Theorem 3.12 to our problem, first, we have to find an appropriate
function f to consider, since apriori b and b˜ are only defined on [0, 1] and, e.g., it is not
clear that
b′(x) = b′(0) +O(xδ), x↘ 0, δ > 0,
holds. Furthermore, notice
b˜′(0) = lim
x↘0
b˜′(x)(3.28)
= lim
x↘0
1
r
[
Br,n−r+1(x)
] 1
r
−1
r
(
n
r
)
xr−1(1− x)n−r
= lim
x↘0
[
n∑
j=r
(
n
j
)
xj(1− x)n−j
] 1−r
r (
n
r
)
xr−1(1− x)n−r
= lim
x↘0
(
n
r
)[ n∑
j=r
(
n
j
)
xj−r(1− x)n−j
] 1−r
r
(1− x)n−r
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= lim
x↘0
(
n
r
)[n−r∑
j=0
(
n
j + r
)
xj(1− x)n−r−j
] 1−r
r
(1− x)n−r
=
(
n
r
) 1
r
> 1
and hence
b′(0) =
1
b˜′
(
b(0)
) = 1
b˜′(0)
=
(
n
r
)− 1
r
< 1.(3.29)
By the Generalized Binomial Theorem (cf. Landau (2001), p. 189) we have
w(1 + y) = (1 + y)
1
r =
∞∑
j=0
(
1
r
j
)
yj, ∀ y ∈ (−1, 1),(3.30)
where (
1
r
j
)
=

1
r
(1
r
− 1) · · · (1
r
− j + 1)
j!
, j ∈ N,
1 , j = 0,
and for x ∈ R
p(x) =
n∑
j=r
(
n
j
)
xj(1− x)n−j = xr
n∑
j=r
(
n
j
)
xj−r(1− x)n−j = xr
[(
n
r
)
+ p˜(x)
]
,(3.31)
where p˜(x) =
n∑
j=r
(
n
j
)
xj−r(1− x)n−j −
(
n
r
)
is a polynomial with
p˜(0) =
(
n
r
)
−
(
n
r
)
= 0.
Thus, for x ∈ [0, 1],
b˜(x)
(3.27)
= w
(
p(x)
) (3.31)
=
[
xr
((
n
r
)
+ p˜(x)
)] 1
r
=
[(
n
r
)
xr
(
1 +
p˜(x)(
n
r
) )] 1r(3.32)
=
(
n
r
) 1
r
x
(
1 + q(x)
) 1
r ,
where
q(x) =
p˜(x)(
n
r
)(3.33)
is also a polynomial with q(0) = 0.
We see, by (3.30) and (3.32) in a neighbourhood of the origin b˜ can be expanded to a
composition of a power series and a polynomial multiplied by a monomial.
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Hence, we claim that b˜ can be represented by its Taylor series in the origin, more precisely,
there is Rb˜0 ∈ (0, 1] such that
b˜(x) =
∞∑
j=1
τ˜jx
j with j! τ˜j =
∂j b˜(x)
∂xj
∣∣x=0 , j ∈ N , ∀ x ∈ [0, Rb˜0).(3.34)
This assertion is established by the next two propositions, cf. Krantz and Parks (2002).
3.13 Proposition (Krantz and Parks (2002), Proposition 1.1.7, p. 4)
Let
∞∑
j=0
aj(x− α)j and
∞∑
j=0
bj(x− α)j
be two power series with open intervals of convergence C1 and C2. Let f be the function
defined by the first series on C1 and g the function defined by the second series on C2.
Then, on their common domain C = C1 ∩ C2, it holds that
(1) f(x)± g(x) =
∞∑
j=0
(aj ± bj)(x− α)j,
(2) f(x) g(x) =
∞∑
m=0
∑
j+k=m
(aj bk)(x− α)m.
3.14 Proposition (Krantz and Parks (2002), Proposition 1.4.2, p. 19)
Let I be an open interval in R and suppose f to be real analytic on I. Assume that f takes
real values in an open interval J and that g is a real analytic function on J . Then g ◦ f is
real analytic on I.
Now, (3.34) is a direct consequence of Propositions 3.13 and 3.14. But since b˜′(0) =(
n
r
) 1
r
> 1 (cf. (3.28)) Theorem 3.12 cannot be applied to x 7−→
∞∑
j=1
τ˜jx
j. Hence, we
consider b and find that b can be represented by its Taylor series in the origin as well. This
is ensured by the Real Analytic Inverse Function Theorem:
3.15 Theorem (Krantz and Parks (2002), Theorem 1.5.3, p. 22)
Let f be real analytic on some open interval I ⊆ R. If α ∈ I and if f′(α) 6= 0, then there
is a neighbourhood J of α and a real analytic function g defined on some open interval K
containing f(α) such that g ◦ f(x) = x for x ∈ J and f ◦ g(x) = x for all x ∈ K.
We see, by (3.29) we are able to choose f in Theorem 3.12 as the function given by the
Taylor series of b in the origin, such that f(x) = b(x) on some interval [0, Rb0), Rb0 ∈ (0, 1].
Keeping this idea in mind, we formulate the following theorem.
3 Transformations of Samples from Arbitrary Distributions 49
3.16 Theorem
Let X ⊂ R be a neighbourhood of the origin and f : X −→ X be a function of class C1 on
X, such that f(x) = b(x) for all x ∈ X ∩ [0, 1] and
f′(x) =
(
n
r
)− 1
r
+O(xδ) , x→ 0 , δ > 0.
If F∣∣X∩[0,1] can be expanded to a function ϕ : X −→ X which is of class C1 in a neigh-
bourhood U ⊂ X of the origin satisfying
ϕ
(
f(x)
)
= f
(
ϕ(x)
) ∀ x ∈ X,
then there are real numbers c ∈ R and 0 < RF0 ≤ 1 such that for x ∈ [0, RF0 ) F (x) is
given by
F (x) = σ−1
(
cσ(x)
)
,
where
σ(x) = lim
k→∞
(
n
r
) k
r
b◦k(x)
and b◦k is the k–fold composition of b with itself, k ∈ N.
3.17 Remark
Let f : X −→ R be the function given by the Taylor series of b in the origin. Since f(0) = 0
and f′(0)
(3.29)
=
(
n
r
)− 1
r
< 1, let, w.l.g., f(X) ⊂ X ⊂ (−1, 1) and f(x) = b(x) for all
x ∈ X ∩ [0, 1] (otherwise shrink X).
Let F satisfy equation (3.26) and limx↘0 F (x)x < 1 (i.e., the right-sided derivative of F in
zero should be less than 1).
If F may be represented by its Taylor series on [0, R), 0 < R ≤ 1, and ϕ is the
function induced by this series, then, again w.l.g., ϕ : X −→ X and ϕ(x) = F (x) for all
x ∈ X ∩ [0, 1], such that by Proposition 3.14 and the Identity Theorem for real analytic
functions (see, e.g., Krantz and Parks (2002), Corollary 1.2.7, p. 14)
ϕ
(
f(x)
)
= f
(
ϕ(x)
)
holds true for all x ∈ X. Hence, by Theorem 3.16, there are real numbers c ∈ R and
0 < RF0 ≤ 1 such that for x ∈ [0, RF0 ) F (x) is given by
F (x) = σ−1
(
cσ(x)
)
,
where
σ(x) = lim
k→∞
(
n
r
) k
r
b◦k(x).
Notice, if limx↘0 F (x)x > 1 but F is bijective on [0, 1], then the inverse of F on [0, 1] can
be considered instead of F .
By Remark 3.17, we have found a representation of some solutions F of (3.26) in a neigh-
bourhood of the origin. In the following, we will derive a similar result in a neighbourhood
of 1. Therefore, we start with a helpful lemma.
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3.18 Lemma
Let l : [0, 1]→ I, I ⊆ R, bijective.
If we know all functions Fˆ : I→ I, which satisfy
Fˆ ◦ (l ◦ b˜ ◦ l−1)(x) = (l ◦ b˜ ◦ l−1) ◦ Fˆ (x) ∀ x ∈ I,
then we know all functions F satisfying (3.26) and vice versa by the relation
F (x) = l−1 ◦ Fˆ ◦ l(x) ∀ x ∈ [0, 1].
Proof. We have
F ◦ b˜(x) = b˜ ◦ F (x) ∀ x ∈ [0, 1]
=⇒ F ◦ b˜ ◦ l−1(x) = b˜ ◦ F ◦ l−1(x) ∀ x ∈ I
=⇒ F ◦ l−1 ◦ l ◦ b˜ ◦ l−1(x) = b˜ ◦ l−1 ◦ l ◦ F ◦ l−1(x) ∀ x ∈ I
=⇒ Fˆ ◦ (l ◦ b˜ ◦ l−1)(x) = (l ◦ b˜ ◦ l−1) ◦ Fˆ (x) ∀ x ∈ I
=⇒ l−1 ◦ Fˆ ◦ l ◦ b˜ ◦ l−1(x) = b˜ ◦ l−1 ◦ Fˆ (x) ∀ x ∈ I
=⇒ l−1 ◦ Fˆ ◦ l ◦ b˜(x) = b˜ ◦ l−1 ◦ Fˆ ◦ l(x) ∀ x ∈ [0, 1]
=⇒ F ◦ b˜(x) = b˜ ◦ F (x) ∀ x ∈ [0, 1].

Henceforth, we consider the function
(3.35) bˆ = L ◦ b˜ ◦ L−1,
where
(3.36) L : [0, 1] −→
0, n−r
√ (
n
r
)
n− r + 1
 , L(x) = n−r
√ (
n
r
)
n− r + 1 (1− x).
The existence of a power series representation of bˆ is established by the next lemma.
3.19 Lemma
There is Rbˆ0 ∈
(
0,
n−r
√
(nr)
n−r+1
]
with
bˆ(x) =
∞∑
j=n−r+1
τˆjx
j with j! τˆj =
∂j bˆ(x)
∂xj
∣∣x=0 , j ∈ N , ∀ x ∈ [0, Rbˆ0).
In particular, τˆn−r+1 = 1.
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Proof. First, we show the existence of a power series representation of bˆ in [0, Rbˆ0) for
an adequate Rbˆ0.
We find
L−1 :
0, n−r
√ (
n
r
)
n− r + 1
 −→ [0, 1] , L−1(x) = 1− n−r√n− r + 1(n
r
) x.
Because of (3.32), this yields for x ∈
[
0,
n−r
√
(nr)
n−r+1
]
b˜ ◦ L−1(x) (3.32)=
(
n
r
) 1
r
(
1− n−r
√
n− r + 1(
n
r
) x) (1 + q(1− n−r√n− r + 1(n
r
) x)) 1r
with
q
(
1− n−r
√
n− r + 1(
n
r
) x)∣∣∣x=0 = q(1)
(3.31),(3.33)
=
1− (n
r
)(
n
r
) ∈ (−1, 0).
Therefore, by (3.30), Proposition 3.13 and Proposition 3.14 b˜ ◦ L−1 has a power series
representation in the origin with a positive radius of convergence.
Thus, again by Proposition 3.14, we know there is a power series representation
∞∑
j=0
τˆjx
j
of bˆ = L ◦ b˜ ◦ L−1 in zero with a positive radius of convergence and it is just left to show
that τˆj = 0 for j = 0, 1, , . . . , n− r and τˆn−r+1 = 1.
First, notice
τˆ0 = bˆ(0) = L
(
b˜(1)
)
= L(1) = 0
and let
ξ = n−r
√
n− r + 1(
n
r
) .
For j ∈ N we find
∂j bˆ(x)
∂xj
∣∣x=0 = ∂
j
[
1
ξ
(
1− b˜(1− ξx))]
∂xj
∣∣x=0 = 1ξ ∂
j
[
1− b˜(1− ξx)]
∂xj
∣∣x=0(3.37)
=
1
ξ
∂j−1
[
∂[1−b˜(1−ξx)]
∂x
]
∂xj−1
∣∣x=0 = 1ξ ∂
j−1
[
ξ ∂b˜(y)
∂y |y=1−ξx
]
∂xj−1
∣∣x=0
=
∂j−1
[
∂b˜(y)
∂y |y=1−ξx
]
∂xj−1
∣∣x=0 = −ξ ∂
j−2
[
∂2b˜(y)
∂y2 |y=1−ξx
]
∂xj−2
∣∣x=0
= . . . = (−ξ)j−1
(
∂j b˜(y)
∂yj
∣∣y=1−ξx
)
∣∣x=0
=
[
− n−r
√
n− r + 1(
n
r
) ]j−1 ∂j b˜(x)
∂xj
∣∣x=1
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(3.27)
=
[
− n−r
√
n− r + 1(
n
r
) ]j−1 ∂j[w ◦ p(x)]
∂xj
∣∣x=1.
Thus, we consider the derivatives of w ◦ p.
By the formula of Faa di Bruno (cf. Roman (1980)), we have
∂j[w ◦ p(x)]
∂xj
=
∑
k1+2k2+...+jkj=j
j!
k1! · · · kj!
(
∂kw(y)
∂yk
∣∣y=p(x)
)
j∏
i=1
[
1
i!
∂ip(x)
∂xi
]ki
, x ∈ [0, 1],
(3.38)
where j ∈ N and k = k1 + . . .+ kj.
For this, we need the derivatives of p which can be calculated by applying the formula of
Leibniz (also cf. Roman (1980)). We obtain
∂ip(x)
∂xi
=
n∑
ν=r
(
n
ν
) i∑
µ=0
(
i
µ
)
∂µxν
∂xµ
∂i−µ(1− x)n−ν
∂xi−µ
, x ∈ R, i ∈ N.(3.39)
Let 0 < i < n− r + 1. Then, for ν ∈ {r, . . . , n} and µ ∈ {0, . . . , i},
∂i−µ(1− x)n−ν
∂xi−µ
∣∣x=1 6= 0 ⇐⇒ i− µ = n− ν ⇐⇒ µ = ν − n+ i.(3.40)
Notice here,
ν − n+ i ≥ 0 ⇐⇒ ν ≥ n− i > r − 1.
Hence, we obtain by (3.39) and (3.40)
∂ip(x)
∂xi
∣∣x=1 =
[
n∑
ν=n−i
(
n
ν
)(
i
ν − n+ i
)
∂ν−n+ixν
∂xν−n+i
(−1)n−ν(n− ν)!
]
∣∣x=1(3.41)
=
n∑
ν=n−i
(
n
ν
)(
i
ν − n+ i
)
ν!
(n− i)! (−1)
n−ν(n− ν)!
=
n∑
ν=n−i
n!
(
i
ν − n+ i
)
1
(n− i)! (−1)
n−ν
=
n!
(n− i)!
i∑
ν=0
(
i
ν
)
(−1)i−ν
=
n!
(n− i)! (1− 1)
i
= 0.
Analogously, we have for ν ∈ {r, . . . , n} and µ ∈ {0, . . . , n− r + 1}
∂n−r+1−µ(1− x)n−ν
∂xn−r+1−µ
∣∣x=1 6= 0 ⇐⇒ n− r + 1− µ = n− ν(3.42)
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⇐⇒ µ = ν − r + 1 ∈ {1, . . . , n− r + 1}.
Hence, (3.39) and (3.42) imply for the (n− r + 1)-th derivative of p
∂n−r+1p(x)
∂xn−r+1
∣∣x=1 =
[
n∑
ν=r
(
n
ν
)(
n− r + 1
ν − r + 1
)
∂ν−r+1xν
∂xν−r+1
(−1)n−ν(n− ν)!
]
∣∣x=1(3.43)
=
n∑
ν=r
(
n
ν
)(
n− r + 1
ν − r + 1
)
ν!
(r − 1)! (−1)
n−ν(n− ν)!
=
n∑
ν=r
n!
(
n− r + 1
ν − r + 1
)
1
(r − 1)! (−1)
n−ν
=
n!
(r − 1)!
n−r+1∑
ν=1
(
n− r + 1
ν
)
(−1)n−r+1−ν
=
n!
(r − 1)!
[
(1− 1)n−r+1 −
(
n− r + 1
0
)
(−1)n−r+1
]
=
n!
(r − 1)! (−1)
n−r.
For j ∈ {1, . . . , n− r}, now follows from (3.38)
∂j[w ◦ p(x)]
∂xj
∣∣x=1 =
 ∑
k1+2k2+...+jkj=j
j!
k1! · · · kj!
(
∂kw(y)
∂yk
∣∣y=p(x)
)
j∏
i=1
[
1
i!
∂ip(x)
∂xi
]ki∣∣x=1
(3.44)
= 0
since
∂ip(x)
∂xi
∣∣x=1 (3.41)= 0 ∀ i = 1, . . . , j.
For j = n− r + 1, we obtain analogously
∂j[w ◦ p(x)]
∂xj
∣∣x=1
(3.45)
=
[ ∑
k1+2k2+...+jkj=j
j!
k1! · · · kj!
(
∂kw(y)
∂yk
∣∣y=p(x)
)
j∏
i=1
[
1
i!
∂ip(x)
∂xi
]ki
︸ ︷︷ ︸
=0 for x=1 if there is i<j with ki>0
]
∣∣x=1
= j!
(
∂w(y)
∂y
∣∣y=p(x)
)
∣∣x=1
1
j!
∂jp(x)
∂xj
∣∣x=1
(3.43)
=
(
p(1)
) 1
r
−1
r
n!
(r − 1)! (−1)
n−r =
n!
r!
(−1)n−r.
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Summarizing, we have by (3.37), (3.44) and (3.45) for j ∈ N
∂j bˆ(x)
∂xj
∣∣x=0 =
[
− n−r
√
n− r + 1(
n
r
) ]j−1 ∂j[w ◦ p(x)]
∂xj
∣∣x=1(3.46)
=

0 , j < n− r + 1,
(−1)n−r n− r + 1(n
r
) n!
r!
(−1)n−r = (n− r + 1)! , j = n− r + 1.
I.e., for τˆ0 = bˆ(0) and j! τˆj =
∂j bˆ(x)
∂xj
∣∣x=0 , j ∈ N,
τˆj = 0 , 0 ≤ j < n− r + 1 and τˆn−r+1 = 1.

Since 1 < r < n, we find by Lemma 3.19 bˆ′(0) = 0. Thus, we are again facing the
problem that Theorem 3.12 is not directly applicable. Furthermore, bˆ does not meet the
assumptions of Theorem 3.15 (for α = 0), either. Hence, we cannot treat bˆ analogously to
b˜. A possible way to solve this problem leads us to the following results, which can also
be found in Kuczma et al. (1990) (Theorems 8.3.1, 8.3.2, 8.3.3 and 8.6.3, p. 340, 341 and
354).
3.20 Theorem (Kuczma et al. (1990), Theorem 8.3.1, p. 340)
Assume
(i) X ⊂ C is a neighbourhood of the origin,
(ii) f : X −→ X is an analytic function, f(x) = xpF(x), where p > 1 is an integer and
F(0) 6= 0.
Then the Böttcher equation β
(
f(x)
)
=
(
β(x)
)p has a local analytic solution β0 in a neigh-
bourhood of the origin such that β0(0) = 0 and
(
β′0(0)
)p−1
= F(0).
3.21 Theorem (Kuczma et al. (1990), Theorem 8.3.2, p. 340)
Under the same assumptions as in Theorem 3.20, the only local analytic solutions β of
β
(
f(x)
)
=
(
β(x)
)p are the functions β ≡ 0 and
β(x) = εj[β0(x)]
k , x ∈ X , j = 1, . . . , p− 1 , k ∈ N ∪ {0},
where ε1, . . . , εp−1 are the (p− 1)-st roots of unity and β0 is a fixed local analytic solution
with β0(0) = 0 and β′0(0) 6= 0.
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3.22 Theorem (Kuczma et al. (1990), Theorem 8.3.3, p. 341)
Assume
(iii) X ∈ {(0, a), (0, a] , 0 < a ≤ ∞},
(iv) f : X −→ X is continuous, 0 < f(x) < x in X. Moreover, f(x) = xpF(x), where
F approaches a finite and positive limit as x → 0, and p > 1 (not necessarily an
integer).
Then, for every t ∈ R the Böttcher equation β(f(x)) = (β(x))p has an unique solution
β : X −→ R such that limx→0 x−tβ(x) exists, is finite and positive. This solution is
continuous in X and given by the formula
β(x) = lim
k→∞
(
f◦k(x)
)tp−k
,
where f◦k is the k–fold composition of f with itself, k ∈ N.
(a) If F is strictly increasing in X, then so are the β for t > 0.
(b) If F is defined and of class Cs, 1 ≤ s <∞, in X ∪ {0}, then so are the β in X.
3.23 Theorem (Kuczma et al. (1990), Theorem 8.6.3, p. 354)
Let X ⊂ C be a neighbourhood of the origin and let f : X −→ X be an analytic function
on X of the form f(x) = xpF(x), F(0) 6= 0 , p > 1 (an integer). Then the only ϕ
analytic in a neighbourhood U ⊆ X of the origin satisfying
ϕ(0) = 0 and ϕ
(
f(x)
)
= f
(
ϕ(x)
) ∀ x ∈ X
are ϕ ≡ 0 and
ϕ(x) = β−10
(
εj[β0(x)]
k
)
, x ∈ X , j = 1, . . . , p− 1 , k ∈ N,
where β0 is a function occuring in Theorem 3.20 and ε1, . . . , εp−1 are the (p − 1)-st roots
of unity (here, β0 is arbitrary but fixed, cf. Theorem 3.21) .
Theorems 3.20 and 3.23 are results concerning functions of a complex argument. To com-
bine these statements with Theorem 3.22 and to exploit them for our problem we will
utilize the following Lemma regarding the solutions β0 from Theorem 3.20, in the case of
f(x) ∈ R for all x ∈ X ∩ R.
3.24 Lemma
With the conditions and notations of Theorem 3.20 let
f(x) =
∞∑
k=p
%kx
k = xpF(x), x ∈ X,
with %k ∈ R for all k ∈ {p, p+ 1, . . .} and %p > 0.
Then there is a solution β0 of β
(
f(x)
)
=
(
β(x)
)p meeting the conditions of Theorem
3.20 such that β′0(0) = p−1
√
%p ∈ (0,∞), and there is Rβ0 > 0 with
β0(x) ∈ R ∀ x ∈ R with |x| < Rβ0 .
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Proof. The proof follows the lines of the one of Theorem 8.3.1 in Kuczma et al. (1990)
(cf. Theorem 3.20).
Let
c = p−1
√
F(0) = p−1
√
%p ∈ (0,∞),
and let r denote this branch of the p-th root in C\(−∞, 0] for which r(cp) = c (i.e., r =
main-branch of the p-th root).
Now, we define
h(x, y) = r
(
F(x)y
) ∀ (x, y) ∈ Ω,
where Ω ⊆ C2 is an open set containing the point (0, c), such that x ∈ X and F(x)y ∈
C\(−∞, 0] for all (x, y) ∈ Ω (notice, c = r(cp) = r(F(0)c) = h(0, c)),
h1(x, y, y1) =
∂h(x, y)
∂x
+ f′(x)
∂h(x, y)
∂y
y1
and for k ∈ N
hk+1(x, y, y1, . . . , yk+1)
=
∂hk(x, y, y1, . . . , yk)
∂x
+ f′(x)
(
∂hk(x, y, y1, . . . , yk)
∂y
y1 +
k∑
j=1
∂hk(x, y, y1, . . . , yk)
∂yj
yj+1
)
,
such that hk : Ω× Ck −→ C for all k ∈ N.
Since F(0) = %p > 0, there is 0 <  < c with F(x) > 0 for all x ∈ [0, ) and
Ω˜ = [0, )× (c− , c+ ) ⊂ Ω.
We will show by induction on k,
(3.47) hk(x, y, y1, . . . , yk) ∈ R ∀ (x, y, y1, . . . , yk) ∈ Ω˜× Rk, k ∈ N.
k = 1: Let (x˜, y˜, y˜1) ∈ Ω˜× R. Then
h1(x˜, y˜, y˜1) =
∂h(x, y˜)
∂x
∣∣x=x˜ + f′(x˜)∂h(x˜, y)∂y ∣∣y=y˜y˜1
= r′
(
F(x˜)y˜︸ ︷︷ ︸
>0
)
︸ ︷︷ ︸
∈R
F′(x˜)y˜︸ ︷︷ ︸
∈R
+ f′(x˜)︸︷︷︸
∈R
r′
(
F(x˜)y˜︸ ︷︷ ︸
>0
)
︸ ︷︷ ︸
∈R
F(x˜)y˜1︸ ︷︷ ︸
∈R
∈ R.
k  k + 1: Let (x˜, y˜, y˜1, . . . , y˜k+1) ∈ Ω˜×Rk+1. Then we have analogously by the induction
hypothesis
hk+1(x˜, y˜, y˜1, . . . , y˜k+1)
=
∂hk(x, y˜, y˜1, . . . , y˜k)
∂x
∣∣x=x˜︸ ︷︷ ︸
∈R
+ f′(x˜)︸︷︷︸
∈R
(
∂hk(x˜, y, y˜1, . . . , y˜k)
∂y
∣∣y=y˜︸ ︷︷ ︸
∈R
y˜1︸︷︷︸
∈R
+
k∑
j=1
∂hk(x˜, y˜, y1, . . . , yk)
∂yj
∣∣yi=y˜i,i=1,...,k︸ ︷︷ ︸
∈R
y˜j+1︸︷︷︸
∈R
)
∈ R.
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Now, we consider in a neighbourhood of the origin the equation
ϕ(x) = h
(
x, ϕ
(
f(x)
))
.
By Theorem 5.7.1 of Kuczma et al. (1990), p. 217, this equation has an unique solution ϕ
such that
ϕ(x) = c+
∞∑
k=1
dk
k!
xk ∀ x ∈ {x ∈ C : |x| < Rβ0},
for a suitable Rβ0 > 0, where
dk = hk(0, c, d1, . . . , dk) ∀ k ∈ N,
and β0(x) = xϕ(x) defines a solution of Theorem 3.20.
Hence, it is sufficient to show dk ∈ R for every k ∈ N, and this will be done by another
induction.
k = 1:
d1 = h1(0, c, d1) =
∂h(x, c)
∂x
∣∣x=0 + f′(0)︸︷︷︸
=0
∂h(0, y)
∂y
∣∣y=cd1 = r′(F(0)c︸ ︷︷ ︸
>0
)
︸ ︷︷ ︸
∈R
F′(0)c︸ ︷︷ ︸
∈R
∈ R.
k  k + 1:
dk+1 = hk+1(0, c, d1, . . . , dk+1)
=
∂hk(x, c, d1, . . . , dk)
∂x
∣∣x=0
+ f′(0)︸︷︷︸
=0
(
∂hk(0, y, d1 . . . , dk)
∂y
∣∣y=cd1 +
k∑
j=1
∂hk(0, c, y1, . . . , yk)
∂yj
∣∣yi=di,i=1,...,kdj+1
)
=
∂hk(x, c, d1, . . . , dk)
∂x
∣∣x=0 ∈ R,
since by (3.47), we have hk(x, c, d1, . . . , dk) ∈ R for all x ∈ [0, ). 
By means of Lemma 3.24 we are able to combine the assertion of Theorem 3.20 on the
existence of a local analytic solution β0 of the Böttcher equation β
(
f(x)
)
=
(
β(x)
)p in
a neighbourhood of zero with the representation of this solution for real arguments in
Theorem 3.22, where f(x) =
∞∑
j=n−r+1
τˆjx
j, x ∈ {z ∈ C : |z| < Rbˆ0} (cf. Lemma 3.19).
Now, the idea is to apply Theorem 3.23 to this specific f and to find in this way a description
of solutions Fˆ of
Fˆ ◦ bˆ = bˆ ◦ Fˆ
via Theorem 3.20, Theorem 3.22 and Lemma 3.24. Finally, by Lemma 3.18, we will obtain
representations of solutions F of (3.26) on some interval (α, 1], where α ∈ (0, 1). The result
reads as follows.
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3.25 Theorem
Let F satisfy equation (3.26) and limx↗1 1−F (x)1−x < 1 (i.e., the left-sided derivative of F in
1 should be less than 1).
If, furthermore, F can be represented by its Taylor series in 1 on some interval (RF1 , 1] ⊂
[0, 1] with RF1 < 1, then F ≡ 1 on (RF1 , 1] or there is a real number α ∈ (0, 1) such that
F (x) for x ∈ (α, 1] is given by
F (x) = 1− n−r
√
n− r + 1(
n
r
) Fˆ
 n−r√ (nr)
n− r + 1 (1− x)
 ,
where
Fˆ (y) = β−10
(
c
[
β0(y)
]m)
, y ∈
0, n−r
√ (
n
r
)
n− r + 1 (1− α)
 ,
for some m ∈ N,
c
{ ∈ {−1, 1} , if n− r even,
= 1 , else,
and
β0(y) = lim
k→∞
(
bˆ◦k(y)
)(n−r+1)−k
, y ∈
0, n−r
√ (
n
r
)
n− r + 1 (1− α)
 ,
where bˆ◦k is the k–fold composition of bˆ with itself, k ∈ N.
Proof. Let F satisfy equation (3.26) and be represented by the power series
F (x) =
∞∑
j=0
ηj(x− 1)j
on some interval (RF1 , 1] ⊂ [0, 1] with RF1 < 1. Then by Lemma 3.18
Fˆ = L ◦ F ◦ L−1
is a solution of
(3.48) Fˆ ◦ bˆ(x) = bˆ ◦ Fˆ (x) ∀ x ∈
0, n−r
√ (
n
r
)
n− r + 1
 ,
where
L : [0, 1] −→
0, n−r
√ (
n
r
)
n− r + 1
 , L(x) = n−r
√ (
n
r
)
n− r + 1 (1− x)
and
L−1 :
0, n−r
√ (
n
r
)
n− r + 1
 −→ [0, 1] , L−1(x) = 1− n−r√n− r + 1(n
r
) x
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(cf. (3.35) and (3.36)). Since
L−1(x) ∈ (RF1 , 1] ⇐⇒ 0 ≤ x <
1−RF1
n−r
√
n−r+1
(nr)
we have for RFˆ0 =
1−RF1
n−r
√
n−r+1
(nr)
and x ∈ [0, RFˆ0 )
Fˆ (x) =
n−r
√ (
n
r
)
n− r + 1
[
1− F
(
1− n−r
√
n− r + 1(
n
r
) x)]
=
n−r
√ (
n
r
)
n− r + 1
1− ∞∑
j=0
ηj
[
− n−r
√
n− r + 1(
n
r
) x ]j

=
n−r
√ (
n
r
)
n− r + 1 +
∞∑
j=0
ηj
[
− n−r
√
n− r + 1(
n
r
) ]j−1 xj.
Let
ηˆj = ηj
[
− n−r
√
n− r + 1(
n
r
) ]j−1 , j ∈ N ∪ {0}.
Then
1 = F (1) = η0 =⇒ ηˆ0 =
[
− n−r
√
n− r + 1(
n
r
) ]−1
and hence,
Fˆ (x) =
∞∑
j=1
ηˆjx
j , ∀ x ∈ [0, RFˆ0 ).
Now define
ϕ(z) =
∞∑
j=1
ηˆjz
j , z ∈ C , |z| < RFˆ0 ,
and for p = n− r + 1 (notice, p > 1)
f(z) = zpF(z) , z ∈ C , |z| < Rbˆ0 , with F(z) =
∞∑
j=0
τˆj+pz
j , z ∈ C , |z| < Rbˆ0,
where Rbˆ0 as well as τˆj+p, j ∈ N ∪ {0} are defined as in Lemma 3.19.
Since ϕ(0) = 0 = f(0) there is 0 < R0 ≤ min
(
Rbˆ0, R
Fˆ
0
)
such that
|f(z)| < RFˆ0 and |ϕ(z)| < Rbˆ0 ∀ z ∈ C with |z| < R0.
Thus, we obtain from
ϕ(x) = Fˆ (x) ∀ x ∈ [0, RFˆ0 ) , f(x) = bˆ(x) ∀ x ∈ [0, Rbˆ0) , RFˆ0 , Rbˆ0 ≤
n−r
√ (
n
r
)
n− r + 1
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and (3.48)
ϕ
(
f(x)
)
= f
(
ϕ(x)
) ∀ x ∈ [0, R0).
Moreover, it is well known that Proposition 3.14 holds true analogously for complex func-
tions (cf. Moskowitz (2002), Corollary 3.3.9, p. 59).
I.e., ϕ ◦ f and f ◦ ϕ are analytic on
{z ∈ C : |z| < R0} = X,
such that the Identity Theorem for holomorphic functions (see e.g. Moskowitz (2002),
Theorem 3.3.4, p. 55) yields
ϕ
(
f(x)
)
= f
(
ϕ(x)
) ∀ x ∈ X.
Assume hereafter, F ≡/ 1 on (RF1 , 1], i.e., ϕ ≡/ 0. Furthermore, we have F(0) = τˆp = 1, and
since f′(0) = 0 and ϕ′(0) = ηˆ1 = η1 = limx↗1 1−F (x)1−x < 1, let w.l.g. f(X) ⊂ X and ϕ(X) ⊂ X.
Then we can conclude by Theorem 3.23, that there are j ∈ {1, . . . , p− 1} and m ∈ N with
ϕ(z) = β−10
(
εj[β0(z)]
m
)
, ∀ z ∈ X,(3.49)
where β0 is a function occuring in Theorem 3.20 and ε1, . . . , εp−1 are the (p − 1)-st roots
of unity. Notice, by Lemma 3.24 we may assume, w.l.g., β0(x) ∈ R for all x ∈ X ∩ R and
β′0(0) = 1.
Because of the continuity of f′ we obtain from f′(0) = 0, that there is a real number a > 0
such that (0, a) ⊂ X and
f′(x) < 1 , ∀ x ∈ (0, a).
Moreover, f(x) = bˆ(x) ≥ 0 for x ∈ [0,∞) ∩ X and bˆ(x) = 0⇐⇒ x = 0.
Thus, we have by the Mean Value Theorem
0 < f(x) < x , ∀ x ∈ (0, a).
Hence, by Theorem 3.22 (with t = 1) we find for x ∈ (0, a)
β0(x) = lim
k→∞
(
bˆ◦k(x)
)p−k
,
where bˆ◦k is the k–fold composition of bˆ with itself, k ∈ N, and since β0(0) = 0 = bˆ(0) this
equation also holds true for x = 0.
Furthermore, by (3.49) we have
εj[β0(z)]
m = β0
(
ϕ(z)
) ∈ R , ∀ z ∈ X ∩ R,
such that −1 and 1 are the only possible roots of unity in the representation (3.49) of ϕ.
Thus,
εj
{ ∈ {−1, 1} , if p− 1 = n− r even,
= 1 , else.
Finally, let
c = εj and α = 1− a
n−r
√
(nr)
n−r+1
,
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then the proof is established, since we have F = L−1 ◦ Fˆ ◦ L and
Fˆ (x) = ϕ(x) = β−10
(
c[β0(x)]
m
)
, ∀ x ∈ [0, a) =
0, n−r
√ (
n
r
)
n− r + 1 (1− α)
 .

3.26 Remark
Once again, notice, if limx↗1 1−F (x)1−x > 1 but F is bijective on [0, 1], then the inverse of F
on [0, 1] can be considered in Theorem 3.25 instead of F .
We will close this section with some representations of the compositions of b and b˜ with
themselves which by Remark 3.11 satisfy (3.26).
We have seen before that b and b˜ can be represented by their Taylor series in the origin on
some interval on the right hand side of zero. Since we have for all x ∈ [0, 1]
b˜(x)
(3.27)
= (w ◦ p)(x) (3.32)=
(
n
r
) 1
r
x
(
1 + q(x)
) 1
r
and
q(1)
(3.33)
=
p˜(1)(
n
r
) = 1− (nr)(n
r
) ∈ (−1, 0)
we find by (3.30), Proposition 3.13 and Proposition 3.14 that b˜ can also be represented by
its Taylor series in 1 in a left-sided neighbourhood of 1.
But if we consider b in a neighbourhood of 1 we find
b′(x) =
1(
b˜
)′(
b(x)
) = 1
w′
(
p
(
b(x)
))
p′
(
b(x)
) = 1
1
r
(
p
(
b(x)
)) 1r−1
p′
(
b(x)
)
=
1
1
r
(
p
(
b(x)
)) 1r−1
r
(
n
r
)(
b(x)
)r−1
︸ ︷︷ ︸
→(nr) as x↗1
(
1− b(x)︸︷︷︸
→1 as x↗1
)n−r
︸ ︷︷ ︸
→0 as x↗1
−→ ∞ as x↗ 1.
Hence, b is not given by its Taylor series in 1.
By Remark 3.11, Proposition 3.14, Remark 3.17 and (3.29) we may conclude for every
k ∈ N, there are 0 < Rk0 ≤ 1 and ck0 ∈ R such that for x ∈ [0, Rk0)
b◦k(x) = σ−1
(
ck0σ(x)
)
,
where
σ(x) = lim
i→∞
(
n
r
) i
r
b◦i(x)
and b◦k, k ∈ N, is defined as in Remark 3.11.
Analogously, since b˜′(1) = 0, we find by Theorem 3.25 for every j ∈ N there are mj ∈ N,
0 < αj < 1 and
cj1
{ ∈ {−1, 1} , if n− r even,
= 1 , else,
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such that for x ∈ (αj, 1]
b˜◦j(x) = 1− n−r
√
n− r + 1(
n
r
) β−10
cj1
β0
 n−r√ (nr)
n− r + 1 (1− x)
mj ,
where
β0(y) = lim
i→∞
(
bˆ◦i(y)
)(n−r+1)−i
, y ∈
0, n−r
√ (
n
r
)
n− r + 1 (1− αj)
 ,
and
bˆ(y)
(3.35)
=
n−r
√ (
n
r
)
n− r + 1
[
1− b˜
(
1− n−r
√
n− r + 1(
n
r
) y)] , y ∈
0, n−r
√ (
n
r
)
n− r + 1
 .
3.3 More General Transformations
As mentioned in Chapter 2, it is possible to construct other transformations than the
two of Michael & Schucany and O’Reilly & Stephens by forming compositions of the
transformations from Theorem 2.2. For example, the transformations from Lemma 2.4
can be found in this way. They do not meet the assumptions of Theorems 3.5 or 3.6,
but the results of this section show the same behavior as we found in Sections 3.1 and
3.2. The structure of OS’s from i.i.d. rv’s is not preserved in general. We will consider
transformations that satisfy the following assumptions.
3.27 Assumption
Let Assumption 3.1 hold and, additionally,
(∗) lim
tk↘0
lim
tk−1↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr) exists in [0, 1]r
∀ k ∈ {1, . . . , r − 2} , ∀ 0 < tk+1 < tk+2 < . . . < tr < 1,
(∗∗) lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr)k = 0 ∀ k ∈ {1, . . . , r − 1} , ∀ tr ∈ (0, 1)
and
Tlim(tr) = lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
T˜−1(t1, . . . , tr)r exists in [0, 1] ∀ tr ∈ (0, 1)
as well as
(∗ ∗ ∗) lim
tr↘0
Tlim(tr) = 0.
If we utilize a transformation of the type described in Assumption 3.27 and the transformed
rv’s are distributed as OS’s from r i.i.d. rv’s, we are able to define an underlying pdf of
these OS’s in terms of f , F and Tlim, under certain conditions on F and f .
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3.28 Lemma
Let Assumption 3.27 hold and Y1/r, . . . , Yr/r be distributed as OS’s from r i.i.d. rv’s
Y1, . . . , Yr with cdf H.
If the cdf F of X1, . . . , Xn is continuously differentiable on [0, 1] (in 0 and 1 only one-sided)
with f∣∣[0,1] as derivative and
F ′(t) = f(t) > 0 ∀ t ∈ [0, 1)
then there is a pdf h of H which is also continuous on (0, 1) with
lim
t↘0
h(t) = f(0).
This pdf h can be defined by
h(t) = f
(
Tlim(t)
) [
δ
(
Tlim(t)
)]n−r
, t ∈ (0, 1),
where
δ(x) =

1− F (x)
1− x , x ∈ [0, 1),
F ′(1) = f(1) , x = 1.
Proof. Let again for convenience T = T˜−1. Then, by Lemma 3.3,
fY1/r,...,Yr/r(t1, . . . , tr) =
 r!
[
1−F
(
T (t1,...,tr)r
)
1−T (t1,...,tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ Kr1,
0 , else,
is a pdf of (Y1/r, . . . , Yr/r). Hence,
fYr/r(tr) =
tr∫
0
tr−1∫
0
· · ·
t2∫
0
r!
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
dt1 · · · dtr−1, tr ∈ (0, 1),
is a pdf of Yr/r. Moreover, fYr/r is continuous on (0, 1) since we have for all t ∈ (0, 1)
lim
tr→t
fYr/r(tr)
= lim
tr→t
tr∫
0
tr−1∫
0
· · ·
t2∫
0
r!
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
dt1 · · · dtr−1
= lim
tr→t
∫
Rr−1
r! 1Kr1(t1, . . . , tr)
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r
×
r∏
k=1
f
(
T (t1, . . . , tr)k
)
dλr−1(t1, . . . , tr−1)
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(L)
=
∫
Rr−1
r! 1Kr1(t1, . . . , tr−1, t)
[
1− F(T (t1, . . . , tr−1, t)r)
1− T (t1, . . . , tr−1, t)r
]n−r
×
r∏
k=1
f
(
T (t1, . . . , tr−1, t)k
)
dλr−1(t1, . . . , tr−1)
= fYr/r(t),
where (L) denotes the application of Lebesgue’s Dominated Convergence Theorem and
1Kr1(t1, . . . , tr) =
{
1 , (t1, . . . , tr) ∈ Kr1,
0 , else.
Notice here,
(t1, . . . , tr) 7−→
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ Kr1,
is bounded because
T (t1, . . . , tr) ∈ Kr1 ∀ (t1, . . . , tr) ∈ Kr1,
F and f are continuous on [0, 1] by assumption and in the case of sup {T (t1, . . . , tr)r :
(t1, . . . , tr) ∈ Kr1} = 1 we may exploit
(3.50) lim
t↗1
1− F (t)
1− t = limt↗1
F (1)− F (t)
1− t = f(1) ∈ R.
Since
hYr/r(t) = rh˜(t)
(
H(t)
)r−1
, t ∈ (0, 1),
defines a pdf of Yr/r for every pdf h˜ of H, there is a pdf h of H such that
h(t) =
fYr/r(t)
rH(t)r−1
holds true for all t with H(t) > 0.
Then, h is continuous on {t ∈ (0, 1) : H(t) > 0}. Moreover, H is increasing and
rh(t)
(
H(t)
)r−1
= fYr/r(t)
is true almost everywhere (a.e.) on R. Thus, we find by f(t) > 0 for all t ∈ [0, 1)
(0, 1) = {t ∈ (0, 1) : fYr/r(t) > 0} = {t ∈ (0, 1) : H(t) > 0},
i.e., h is continuous on (0, 1).
Now, since Y1/r, . . . , Yr/r are assumed to be distributed as OS’s from r i.i.d. rv’s Y1, . . . , Yr
with pdf h, we have for all (t1, . . . , tr) ∈ Kr1 (cf. (3.1))
(3.51)
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
.
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Consequently, by
lim
t1↘0
r∏
k=1
h(tk)
= lim
t1↘0
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
) ∀ 0 < t2 < . . . < tr < 1,
(∗) of Assumption 3.27 and (3.50) we find, lim
t↘0
h(t) exists with
[
lim
t↘0
h(t)
]r
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
r∏
k=1
h(tk)
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
3.27, (∗)−(∗∗)
=
[
lim
t↘0
f(t)
]r−1
lim
tr↘0
[
1− F(Tlim(tr))
1− Tlim(tr)
]n−r
f
(
Tlim(tr)
)
3.27, (∗∗∗)
=
[
lim
t↘0
f(t)
]r
,
i.e., lim
t↘0
h(t) = f(0). Moreover, by (3.50),
δ(x) =

1− F (x)
1− x , x ∈ [0, 1),
F ′(1) = f(1) , x = 1,
is continuous on [0, 1] and by (3.51) we have for every tr ∈ (0, 1)
h(tr)
(
f(0)
)r−1
= lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
r∏
k=1
h(tk)
= lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
[
δ
(
T (t1, . . . , tr)r
)]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
3.27, (∗)−(∗∗)
=
[
δ
(
Tlim(tr)
)]n−r
f
(
Tlim(tr)
) (
f(0)
)r−1
,
i.e.,
h(t) = f
(
Tlim(t)
) [
δ
(
Tlim(t)
)]n−r ∀ t ∈ (0, 1).

First, we consider transformations satisfying Assumption 3.27 such that the range of Tlim
does not cover (0, 1) completely. These transformations do not always yield OS’s.
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3.29 Theorem
Let Assumption 3.27 hold and(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n) .
If
sup {Tlim(t) : t ∈ (0, 1)} < 1
then there is always a cdf F such that Y1/r, . . . , Yr/r are not distributed as OS’s from r
i.i.d. rv’s.
Proof. We assume that Y1/r, . . . , Yr/r are distributed as OS’s from r i.i.d. rv’s with
underlying cdf H and pdf h.
If sup {Tlim(t) : t ∈ (0, 1)} < 1, then there is some τ ∈ (0, 1) with
(3.52) Tlim(t) < τ ∀ t ∈ (0, 1).
Let, for α > 0,
f(t) =

ln(α + 1)
α
(α + 1)t , t ∈ [0, 1],
0 , else,
and
F (x) =

0 , x < 0,
(α + 1)x − 1
α
, x ∈ [0, 1],
1 , x > 1.
For example, the graph of f with α = 1000 is shown in Figure 3.3.1, where we can see
that the corresponding distribution has its probability concentrated towards the right end
of [0, 1].
As α tends to infinity, this concentration increases steadily. More precisely, since
lim
α→∞
ln(α + 1) (α + 1)τ
α
l’Hospital
= lim
α→∞
[
(α + 1)τ−1 + τ(α + 1)τ−1 ln(α + 1)
]
= lim
α→∞
τ ln(α + 1)
(α + 1)1−τ
l’Hospital
=
τ
1− τ limα→∞
1
(α + 1)1−τ
= 0
we can choose α to be so large that
f(τ) =
ln(α + 1) (α + 1)τ
α
< (1− τ)n−r.
Obviously, f is strictly increasing on [0, 1], i.e.,
f(t) < (1− τ)n−r ∀ t ∈ [0, τ ],
and F satisfies the conditions of Lemma 3.28.
Thus, we can define for all t ∈ (0, 1)
h(t) = f
(
Tlim(t)
) [1− F(Tlim(t))
1− Tlim(t)
]n−r
,
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Figure 3.3.1: Plot of f , where α = 1000
and we conclude for all t ∈ (0, 1) by (3.52)
h(t) = f
(
Tlim(t)
) [1− F(Tlim(t))
1− Tlim(t)
]n−r
< f
(
Tlim(t)
) [1− F(Tlim(t))
1− τ
]n−r
≤ f(Tlim(t)) [ 1
1− τ
]n−r
< (1− τ)n−r
[
1
1− τ
]n−r
= 1  
and the proof is established. 
Now we consider transformations satisfying Assumption 3.27 in the case when (0, 1) is a
subset of the range of Tlim. It will be seen that Tlim is continuously differentiable if the
transformed rv’s are always distributed as OS’s. This assertion even holds true for every
function Tlim occuring in Assumption 3.27, thus, it represents a necessary condition on
Tlim for Y1/r, . . . , Yr/r always being distributed as OS’s from r i.i.d. rv’s. Furthermore, we
will exploit this property later to derive another necessary condition of this type in the
case when sup {Tlim(t) : t ∈ (0, 1)} = 1 (i.e., (0, 1) ⊂ Tlim
(
(0, 1)
)
if Tlim is continuously
differentiable).
3.30 Lemma
Let Assumption 3.27 hold. If
(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n)
always forms a vector of OS’s from r i.i.d. rv’s, regardless of the distribution of X1, then
Tlim is continuously differentiable on (0, 1).
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Proof. Let T = T˜−1 and, for α > 1,
f(x) =
{
α(1− x)α−1 , x ∈ [0, 1],
0 , else,
F (x) =

0 , x < 0,
1− (1− x)α , x ∈ [0, 1],
1 , x > 1.
Furthermore, let
(
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n) be distributed as a vector of OS’s
from r i.i.d. rv’s with some cdf H.
Obviously, F and f satisfy the conditions of Lemma 3.28, and in this case the function δ
from Lemma 3.28 is given by
δ(x) = (1− x)α−1 , x ∈ [0, 1].
Thus, we obtain
h(t) = α
(
1− Tlim(t)
)(α−1)(n−r+1)
, t ∈ (0, 1),
as a pdf of H and, as in the proof of Lemma 3.28 (cf. (3.51)),
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
) ∀ (t1, . . . , tr) ∈ Kr1.
Let α > 1 and t ∈ (0, 1) be arbitrary.
Then, there are t1, . . . , tr−1 ∈ (0, 1) such that (t1, . . . , tr−1, t) ∈ Kr1 and Tlim(tk) < 1 for
all k ∈ {1, . . . , r − 1} (cf. (∗ ∗ ∗) of Assumption 3.27).
Hence, we have
α
(
1− Tlim(t)
)(α−1)(n−r+1) r−1∏
k=1
α
(
1− Tlim(tk)
)(α−1)(n−r+1)
= αr
(
1− T (t1, . . . , tr−1, t)r
)(α−1)(n−r) r∏
k=1
(
1− T (t1, . . . , tr−1, t)k
)α−1
⇐⇒
Tlim(t) = 1−
[(
1− T (t1, . . . , tr−1, t)r
)n−r r∏
k=1
(
1− T (t1, . . . , tr−1, t)k
)] 1n−r+1
r−1∏
k=1
(
1− Tlim(tk)
) .
From Assumptions 3.1 and 3.27 we obtain that T is continuously differentiable. This
means in particular, T (·)k is continuously partially differentiable in every component for
all k ∈ {1, . . . , r}. Thus,
ϑ 7−→ 1−
[(
1− T (t1, . . . , tr−1, ϑ)r
)n−r r∏
k=1
(
1− T (t1, . . . , tr−1, ϑ)k
)] 1n−r+1
r−1∏
k=1
(
1− Tlim(tk)
) , ϑ ∈ (tr−1, 1),
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is continuously differentiable.
Consequently, Tlim is continuously differentiable in t and since t ∈ (0, 1) was arbitrary, Tlim
is continuously differentiable on (0, 1). 
The corresponding result to Theorem 3.29 for transformations from Assumption 3.27 when
(0, 1) is a subset of the range of Tlim now reads as follows.
3.31 Theorem
Let Assumption 3.27 hold, (
Y1/r, . . . , Yr/r
)
= T˜ (X1:n, . . . , Xr:n)
and
sup {Tlim(t) : t ∈ (0, 1)} = 1.
Additionally, presume that Tlim is monotone.
(i) If Tlim is injective with T ′lim(t) 6= 0 almost everywhere on (0, 1) then
Tlim(t) = 1− (1− t) 1n−r+1 ∀ t ∈ (0, 1)
is a necessary condition for Y1/r, . . . , Yr/r always being distributed as OS’s from r
i.i.d. rv’s regardless of the distribution of X1.
(ii) If Tlim is not injective then there is always a cdf F such that Y1/r, . . . , Yr/r are not
distributed as OS’s from r i.i.d. rv’s.
Proof.
(i) We assume that Y1/r, . . . , Yr/r are always distributed as OS’s from r i.i.d. rv’s
regardless of the distribution of X1.
For α > 1 let
f(x) =
{
α(1− x)α−1 , x ∈ [0, 1],
0 , else,
and
F (x) =

0 , x < 0,
1− (1− x)α , x ∈ [0, 1],
1 , x > 1.
Obviously, F and f satisfy the conditions of Lemma 3.28 such that a pdf h of the
underlying distribution of Y1/r, . . . , Yr/r can be defined by
(3.53) h(t) = α
(
1− Tlim(t)
)(α−1)(n−r+1)
, t ∈ (0, 1).
Thus, we have
(3.54)
∫
(0,1)
α
[(
1− Tlim
)n−r+1]α−1
dλ1 = 1 ∀ α > 1.
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Let
(3.55) Θ(t) =
(
1− Tlim(t)
)n−r+1
, t ∈ (0, 1).
Since Tlim is injective and lim
ϑ↘0
Tlim(ϑ) = 0 (cf. Assumption 3.27, (∗ ∗ ∗)), we
find Θ is strictly decreasing with
lim
t↘0
Θ(t) = 1 and lim
t↗1
Θ(t) = 0.
Furthermore, by Lemma 3.30 and T ′lim(t) 6= 0 almost everywhere (a.e.) on (0, 1),
we obtain Θ is continuously differentiable on (0, 1) with Θ′(t) < 0 a.e. on
(0, 1).
Let G = {t ∈ (0, 1) : Θ′(t) < 0}, then Θ(G) is open and Θ−1 is continuously
differentiable on Θ(G). Since λ1
(
(0, 1)\G) = 0 and Θ continuously differentiable
on (0, 1) we have λ1
(
Θ
(
(0, 1)\G)) = 0 and thus by (3.54)
1 =
∫
(0,1)
α
(
Θ(t)
)α−1
dλ1(t) =
∫
G
α
(
Θ(t)
)α−1
dλ1(t)
=
∫
Θ(G)
α tα−1
∣∣∣∣∣ 1Θ′(Θ−1(t))
∣∣∣∣∣ dλ1(t) =
∫
Θ(G)
α tα−1
−1
Θ′
(
Θ−1(t)
) dλ1(t)
=
∫
(0,1)
α tα−1Θ˜(t) dλ1(t) ∀ α > 1,
where
(3.56) Θ˜ =

−1
Θ′
(
Θ−1(t)
) , t ∈ Θ(G),
0 , t ∈ (0, 1)\Θ(G).
Then,
(3.57) 0 =
∫
(0,1)
α tα−1
(
1− Θ˜(t)) dλ1(t) ∀ α > 1.
Notice, the set of all power function distributions with parameter α > 1
P = {Pα ∼ pow(α) : α > 1}
forms an exponential family.
If ν is the restriction of the Lebesgue measure λ1 to (0, 1)∩B1, where B1 denotes
the σ-algebra of all Borel sets in R, then a ν-density of Pα is given by
pα(x) = α e(α−1) ln(x), x ∈ (0, 1), α > 1.
Hence, ln(·) is complete for P and (3.57) yields
0 =
∫ (
1− Θ˜) dPα = ∫ (1− Θ˜ ◦ exp ) dP lnα ∀ α > 1,
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where P lnα is the induced measure of Pα by the natural logarithm ln(·), α > 1.
I.e., there is a set N ∈ (−∞, 0) ∩B1 with P lnα (N) = 0 for all α > 1 and
(3.58) 1− (Θ˜ ◦ exp )(x) = 0 ∀ x ∈ (−∞, 0)\N.
Since for α > 1
plnα (x) =
{
αeαx , x < 0,
0 , else,
is a λ1-density of P lnα with plnα (x) > 0 for all x < 0, we have P lnα (N) = 0 ⇐⇒
λ1(N) = 0, such that we obtain from (3.58)
1− (Θ˜ ◦ exp ) = 0 a.e. on (−∞, 0) exp cont. diff.=⇒ 1− Θ˜ = 0 a.e. on (0, 1)
=⇒ Θ˜ = 1 a.e. on (0, 1).
Thus, there is a set N˜ ∈ (0, 1) ∩B1 with λ1(N˜) = 0 and
Θ˜(t) = 1 ∀ t ∈ (0, 1)\N˜ .
By (3.56), we find
(0, 1)\N˜ ⊂ Θ(G) and −1
Θ′(t)
= 1 ∀ t ∈ Θ−1((0, 1)\N˜) = (0, 1)\Θ−1(N˜),
where
λ1
(
Θ−1(N˜)
)
= λ1
(
Θ−1
(
N˜ ∩Θ(G)))+ λ1(Θ−1(N˜)\G) = 0,
since Θ−1 is continuously differentiable on Θ(G) and λ1
(
(0, 1)\G) = 0. We obtain
Θ′ = −1 a.e. on (0, 1).
By the continuity of Θ′ this means
Θ′(x) = −1 ∀ x ∈ (0, 1) ⇐⇒ Θ(x) = γ − x ∀ x ∈ (0, 1),
where γ is a suitable constant.
Since Θ(0) = 1 this yields
Θ(x) = 1− x ∀ x ∈ (0, 1) ⇐⇒ Tlim(t) = 1− (1− t) 1n−r+1 ∀ t ∈ (0, 1).
(ii) Now, let Tlim be not injective and Y1/r, . . . , Yr/r be distributed as OS’s from r i.i.d.
rv’s with underlying pdf h. Then there are 0 ≤ c1 < c2 ≤ 1 and v ∈ [0, 1] with
(3.59) Tlim
(
(c1, c2)
)
= {v}
because Tlim is monotone.
(a) If v ∈ (0, 1) then let σ > 0 be so small that
(3.60)
(
v − σ
√
3, v + σ
√
3
) ⊆ (0, 1) and 1
σ
√
2pi
>
[
4(1− v)]n−r
c2 − c1 .
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For
c =
 1∫
0
1
σ
√
2pi
e−
(x−v)2
2σ2 dx
−1 > 1
f , defined by
f(t) =

c
σ
√
2pi
e−
(t−v)2
2σ2 , t ∈ [0, 1],
0 , else,
forms a pdf, and the corresponding cdf reads
F (x) =

0 , x < 0,
x∫
0
f(t) dt , x ∈ [0, 1],
1 , x > 1.
Obviously, f and F meet the conditions of Lemma 3.28, such that we are
again able to define
(3.61) h(t) = f
(
Tlim(t)
) [
δ
(
Tlim(t)
)]n−r
, t ∈ (0, 1),
where δ is defined as in Lemma 3.28.
By Tschebyscheff’s inequality we know, if Z ∼ N (v, σ2) then
P
(|Z − v| ≥ σ√3) ≤ σ2
3σ2
=
1
3
.
This yields,
1 >
1
c
=
1∫
0
1
σ
√
2pi
e−
(x−v)2
2σ2 dx ≥
v+σ
√
3∫
v−σ√3
1
σ
√
2pi
e−
(x−v)2
2σ2 dx
= P
(|Z − v| < σ√3) = 1− P(|Z − v| ≥ σ√3) ≥ 2
3
.
Hence, we have
1 < c ≤ 3
2
,
which means
F (v) =
v∫
0
f(t) dt < c
v∫
−∞
1
σ
√
2pi
e−
(t−v)2
2σ2 dt =
c
2
≤ 3
4
and thus
1− F (v) > 1
4
.
We obtain for all t ∈ (c1, c2) by (3.59) – (3.61)
h(t) = f
(
Tlim(t)
) [
δ
(
Tlim(t)
)]n−r
= f(v)
[
δ(v)
]n−r
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= f(v)
[
1− F (v)
1− v
]n−r
> f(v)
[
1
4(1− v)
]n−r
=
c
σ
√
2pi
[
1
4(1− v)
]n−r
>
1
σ
√
2pi
[
1
4(1− v)
]n−r
>
[
4(1− v)]n−r
c2 − c1
[
1
4(1− v)
]n−r
=
1
c2 − c1 ,
i.e.,
1∫
0
h(t) dt ≥
c2∫
c1
h(t) dt >
c2∫
c1
1
c2 − c1 dt = 1  .
(b) If v = 0, then let s ∈ (0, 1
2
)
be so small that
(3.62)
1
s
+ 1
2
>
1
c2 − c1 .
Let in this case
f(t) =

s−t
2s2
+ 1
2
, t ∈ [0, s],
1
2
, t ∈ (s, 1− s),
t+s−1
2s2
+ 1
2
, t ∈ [1− s, 1],
0 , else.
For illustration see Figure 3.3.2.
Figure 3.3.2: Plot of f , where s = 1
10
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Then
F (x) =

0 , x < 0,
x∫
0
f(t) dt , x ∈ [0, 1],
1 , x > 1,
fulfills again the conditions of Lemma 3.28 and we find (3.61) as in case (a).
That is, by (3.59) and (3.62) for all t ∈ (c1, c2)
h(t) = f(v)
[
δ(v)
]n−r
= f(0)
[
1− F (0)
1− 0
]n−r
= f(0) =
1
s
+ 1
2
>
1
c2 − c1 .
Hence, we obtain again
1∫
0
h(t) dt ≥
c2∫
c1
h(t) dt >
c2∫
c1
1
c2 − c1 dt = 1  .
(c) If v = 1, then we find analogously to (b) with the same definition of f , F and
h for all t ∈ (c1, c2)
h(t) = f(v)
[
δ(v)
]n−r
= f(1)
[
f(1)
]n−r
=
[
f(1)
]n−r+1
=
[ 1
s
+ 1
2
]n−r+1
>
[
1
c2 − c1
]n−r+1
≥ 1
c2 − c1 .
Thus, we find as in the cases before
1∫
0
h(t) dt ≥
c2∫
c1
h(t) dt >
c2∫
c1
1
c2 − c1 dt = 1  .

Theorem 3.31 (i) suggests that if F and f meet the assumptions of Lemma 3.28 then
(3.63) h(t) =
1− F
(
1− (1− t) 1n−r+1
)
(1− t) 1n−r+1
n−r f (1− (1− t) 1n−r+1) , t ∈ (0, 1),
should be a pdf. And in fact, h(t) ≥ 0 holds true for all t and since
∂
∂t
(
1− (1− t) 1n−r+1
)
=
(1− t) r−nn−r+1
n− r + 1 , t ∈ (0, 1),
we have
1∫
0
h(t) dt =
1∫
0
1− F
(
1− (1− t) 1n−r+1
)
(1− t) 1n−r+1
n−r f (1− (1− t) 1n−r+1) dt
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x=F
(
1−(1−t) 1n−r+1
)
=
1∫
0
(n− r + 1)(1− x)n−r dx
= 1.
Moreover, we find in this case for all x ∈ (0, 1)
H(x) =
x∫
0
h(t) dt =
F
(
1−(1−x) 1n−r+1
)∫
0
(n− r + 1)(1− t)n−r dt(3.64)
= 1−
(
1− F
(
1− (1− x) 1n−r+1
))n−r+1
= T−1lim
(
F
(
Tlim(x)
))
(recall, Tlim(x) = 1− (1− x) 1n−r+1 , x ∈ (0, 1)).
Thus, Theorem 3.31 (i) indeed provides a necessary condition for the transformed variables
always being distributed as OS’s from r i.i.d. rv’s if the cdf of X1, . . . , Xn satisfies the
assumptions of Lemma 3.28. But, as we can see by the transformation of O’Reilly and
Stephens, it is not a sufficient condition.
Furthermore, if there is more than one transformation fulfilling the conditions of Theorem
3.31 (i) which always yields OS’s, then, in the situation considered in Lemma 3.28, the
underlying distribution of the obtained OS’s will not depend on the specific transformation,
since (3.63) will always define a corresponding pdf.
Moreover, we have for every cdf F˜
T−1lim ◦ F ◦ Tlim = T−1lim ◦ F˜ ◦ Tlim ⇐⇒ F = F˜ ,
wherefore (3.64) suggests that only OS’s of uniformly distributed rv’s would be transformed
into OS’s of uniformly distributed rv’s, considering the situation of Lemma 3.28.
I.e., probably all of these transformations would be applicable for testing goodness-of-fit of
Type-II right censored samples, since the null hypothesis that such a sample stems from the
standard uniform distribution should be equivalent to the hypothesis that the transformed
sample is distributed as a full vector of standard uniform OS’s. But, as we have seen,
at least for cdf’s F fulfilling the conditions of Lemma 3.28 the underlying distribution of
the transformed OS’s would be the same for all transformations, such that none of them
should yield tests with better powers than the other ones.
Now, we will show that the transformations given in Lemma 2.4 do not always transform
a Type-II right censored sample of i.i.d. rv’s into an ordered complete sample of i.i.d. rv’s.
With the same notations as in Lemma 2.4 we find A˜ and C˜ are bijective with inverses
A = A˜−1, respectively, C = C˜−1 given by
A(t1, . . . , tr)i = B
−1
r,n−r+1
(
1− (1− t1)r
) r−1∏
j=i
(
1−
[
1− tr−j+1
1− tr−j
]j) 1j
, (t1, . . . , tr) ∈ Kr1,
and
C(t1, . . . , tr)i = 1−
i∏
j=1
(
1−
[
tj
tj+1
]j) 1n−j+1
, (t1, . . . , tr) ∈ Kr1,
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i = 1, . . . , r, where tr+1 = 1.
Since
∂ A˜(t1, . . . , tr)i
∂tk
= 0 ∀ 1 ≤ k < r − i+ 1 ≤ r and (t1, . . . , tr) ∈ Kr1
we obtain
|∆A˜(t1, . . . , tr)| =
r∏
i=1
∣∣∣∣∣∂ A˜(t1, . . . , tr)i∂tr−i+1
∣∣∣∣∣
=
(
1−Br,n−r+1(tr)
) 1−r
r
(
n
r
)
tr−1r (1− tr)n−r
×
r∏
i=2
{(
1−Br,n−r+1(tr)
) 1
r
[
1−
(
tr−i+1
tr−i+2
)r−i+1] i−rr−i+1 tr−ir−i+1
tr−i+1r−i+2
×
i−1∏
j=2
[
1−
(
tr−j+1
tr−j+2
)r−j+1] 1r−j+1 }
=
(
n
r
)
tr−1r (1− tr)n−r
r∏
i=2
{[
1−
(
tr−i+1
tr−i+2
)r−i+1] i−rr−i+1 tr−ir−i+1
tr−i+1r−i+2
}
×
r∏
i=3
i−1∏
j=2
[
1−
(
tr−j+1
tr−j+2
)r−j+1] 1r−j+1
=
(
n
r
)
(1− tr)n−r
r−1∏
i=2
[
1−
(
tr−i+1
tr−i+2
)r−i+1] i−rr−i+1
×
r−1∏
i=2
[
1−
(
tr−i+1
tr−i+2
)r−i+1] r−ir−i+1
=
(
n
r
)
(1− tr)n−r 6= 0 ∀ (t1, . . . , tr) ∈ Kr1.
Calculating |∆C˜(t1, . . . , tr)| for (t1, . . . , tr) ∈ Kr1 is more intricate. First, notice
C˜(t1, . . . , tr)i =
r∏
j=i
γj(tj−1, tj), i = 1, . . . , r,
where t0 = 0,
γ1(t0, t1) = 1− (1− t1)n , γj(tj−1, tj) =
(
1−
[
1− tj
1− tj−1
]n−j+1) 1j
, j = 2, . . . , r,
and (t1, . . . , tr) ∈ Kr1.
Now let (t˜1, . . . , t˜r) ∈ Kr1 be arbitrary but fixed, t˜0 = 0,
γ˜j = γj(t˜j−1, t˜j) , γ˜jk =
∂γj(tj−1, tj)
∂tk
∣∣∣(tj−1,tj)=(t˜j−1,t˜j)
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and
Rij = {i, . . . , r}\{j} , i, j, k ∈ {1, . . . , r}.
Then the Jacobian matrix of C˜ at (t˜1, . . . , t˜r) is given by
∆C˜(t˜1, . . . , t˜r) =
(
γ˜11
∏
j∈R11
γ˜j + γ˜21
∏
j∈R12
γ˜j
) (
γ˜22
∏
j∈R12
γ˜j + γ˜32
∏
j∈R13
γ˜j
)
. . .
(
γ˜(r−1)r−1
∏
j∈R1r−1
γ˜j + γ˜rr−1
∏
j∈R1r
γ˜j
)
γ˜rr
∏
j∈R1r
γ˜j
γ˜21
∏
j∈R22
γ˜j
(
γ˜22
∏
j∈R22
γ˜j + γ˜32
∏
j∈R23
γ˜j
)
. . .
(
γ˜(r−1)r−1
∏
j∈R2r−1
γ˜j + γ˜rr−1
∏
j∈R2r
γ˜j
)
γ˜rr
∏
j∈R2r
γ˜j
0 γ˜32
∏
j∈R33
γ˜j . . .
(
γ˜(r−1)r−1
∏
j∈R3r−1
γ˜j + γ˜rr−1
∏
j∈R3r
γ˜j
)
γ˜rr
∏
j∈R3r
γ˜j
... . . . . . .
...
...
0 . . . 0 γ˜rr−1 γ˜rr

.
By Laplace expansion we obtain
det
(
∆C˜(t˜1, . . . , t˜r)
)
=
(
γ˜11
∏
j∈R11
γ˜j + γ˜21
∏
j∈R12
γ˜j
)
det(M1)−
(
γ˜21
∏
j∈R22
γ˜j
)
det(M2),
where
M1 =

(
γ˜22
∏
j∈R22
γ˜j + γ˜32
∏
j∈R23
γ˜j
)
. . .
(
γ˜(r−1)r−1
∏
j∈R2r−1
γ˜j + γ˜rr−1
∏
j∈R2r
γ˜j
)
γ˜rr
∏
j∈R2r
γ˜j
γ˜32
∏
j∈R33
γ˜j . . .
(
γ˜(r−1)r−1
∏
j∈R3r−1
γ˜j + γ˜rr−1
∏
j∈R3r
γ˜j
)
γ˜rr
∏
j∈R3r
γ˜j
... . . .
...
...
0 . . . γ˜rr−1 γ˜rr

and
M2 =

(
γ˜22
∏
j∈R12
γ˜j + γ˜32
∏
j∈R13
γ˜j
)
. . .
(
γ˜(r−1)r−1
∏
j∈R1r−1
γ˜j + γ˜rr−1
∏
j∈R1r
γ˜j
)
γ˜rr
∏
j∈R1r
γ˜j
γ˜32
∏
j∈R33
γ˜j . . .
(
γ˜(r−1)r−1
∏
j∈R3r−1
γ˜j + γ˜rr−1
∏
j∈R3r
γ˜j
)
γ˜rr
∏
j∈R3r
γ˜j
... . . .
...
...
0 . . . γ˜rr−1 γ˜rr

.
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Since
det(M2) = γ˜1 det(M1)
this yields
(3.65) det
(
∆C˜(t˜1, . . . , t˜r)
)
=
(
γ˜11
∏
j∈R11
γ˜j
)
det(M1),
and the (r − 1) × (r − 1)-matrix M1 possesses the same form as ∆C˜(t˜1, . . . , t˜r). More
precisely,
M1 =

(
˜˜γ11
∏
j∈R˜11
˜˜γj + ˜˜γ21
∏
j∈R˜12
˜˜γj
) (
˜˜γ22
∏
j∈R˜12
˜˜γj + ˜˜γ32
∏
j∈R˜13
˜˜γj
)
. . . ˜˜γ(r−1)r−1
∏
j∈R˜1r−1
˜˜γj
˜˜γ21
∏
j∈R˜22
˜˜γj
(
˜˜γ22
∏
j∈R˜22
˜˜γj + ˜˜γ32
∏
j∈R˜23
˜˜γj
)
. . . ˜˜γ(r−1)r−1
∏
j∈R˜2r−1
˜˜γj
0 ˜˜γ32
∏
j∈R˜33
˜˜γj . . . ˜˜γ(r−1)r−1
∏
j∈R˜3r−1
˜˜γj
...
...
...
...
0 . . . ˜˜γ(r−1)r−2 ˜˜γ(r−1)r−1

,
where
˜˜γjk = γ˜(j+1)k+1 ,
˜˜γj = γ˜j+1 and R˜ij = {i, . . . , r−1}\{j} , i, j, k ∈ {1, . . . , r−1}.
Due to this, we will proof by induction on r
(3.66) det
(
∆C˜(t˜1, . . . , t˜r)
)
=
r∏
j=1
(
γ˜jj (γ˜j)
j−1).
For r = 2 we obtain
det
(
∆C˜(t˜1, . . . , t˜r)
)
= det
(((
γ˜11 γ˜2 + γ˜21 γ˜1
)
γ˜22 γ˜1
γ˜21 γ˜22
))
= γ˜11 γ˜22 γ˜2 X.
Now, let (3.66) be true for r − 1. Then, we have by the induction hypothesis
det
(
M1
)
=
r−1∏
j=1
(
˜˜γjj (˜˜γj)
j−1).
This yields for ∆C˜(t˜1, . . . , t˜r)
det
(
∆C˜(t˜1, . . . , t˜r)
) (3.65)
=
(
γ˜11
∏
j∈R11
γ˜j
)
det(M1) =
(
γ˜11
r∏
j=2
γ˜j
)(
r−1∏
j=1
(
γ˜(j+1)j+1(γ˜j+1)
j−1))
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=
(
γ˜11
r∏
j=2
γ˜j
)(
r∏
j=2
(
γ˜jj (γ˜j)
j−2)) = r∏
j=1
(
γ˜jj (γ˜j)
j−1).
Since
γ˜jj =
(n− j + 1)[1− t˜j]n−j
j[1− t˜j−1]n−j+1
(
1−
[
1− t˜j
1− t˜j−1
]n−j+1) 1−jj
and
(γ˜j)
j−1 =
(
1−
[
1− t˜j
1− t˜j−1
]n−j+1) j−1j
, j = 1, . . . , r,
we obtain finally
det
(
∆C˜(t˜1, . . . , t˜r)
)
=
r∏
j=1
(n− j + 1)[1− t˜j]n−j
j[1− t˜j−1]n−j+1
=
(
n
r
)
(1− t˜r)n−r 6= 0.
Hence, the functional determinant of C˜ never vanishes, because (t˜1, . . . , t˜r) ∈ Kr1 was
arbitrary.
What we have shown is that A˜ and C˜ meet Assumption 3.1. Moreover, we have
lim
t1↘0
A(t1, . . . , tr) = (0, 0, . . . , 0) ∀ 0 < t2 < . . . < tr < 1
and
lim
tk↘0
lim
tk−1↘0
· · · lim
t1↘0
C(t1, . . . , tr)i = 1−
i∏
j=k+1
(
1−
[
tj
tj+1
]j) 1n−j+1
∀ i ∈ {1, . . . , r} , ∀ k ∈ {1, . . . , r − 1} and ∀ 0 < tk+1 < . . . < tr < 1.
In particular,
lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
A(t1, . . . , tr)r = 0
and
lim
tr−1↘0
lim
tr−2↘0
· · · lim
t1↘0
C(t1, . . . , tr)r = 1−
(
1− trr
) 1
n−r+1
holds true for all tr ∈ (0, 1), such that Theorems 3.29 and 3.31 imply that the transforma-
tions A˜ and C˜ do not always transform a Type-II right censored sample of i.i.d. rv’s into
an ordered complete sample of i.i.d. rv’s.
As a conclusion of Sections 3.1 - 3.3 we might summarize, that all presented transforma-
tions with the property that the image of
(
U1:n, . . . , Ur:n
)
is distributed as
(
U1:r, . . . , Ur:r
)
do not always yield order statistics regardless of the underlying distribution of the origi-
nal rv’s. That means, applying these transformations for testing goodness-of-fit using edf
statistics (cf. Section 1.2.4 of the Introduction) would bring along a lack of interpretability
regarding the values of the test statistics. To be more precise, edf statistics measure the
deviation of the empirical distribution function from the hypothetical cdf, and therefore,
(ordered) observations of i.i.d. rv’s are required. But the transformed variables do not be-
have suitably in general. Hence, the values of edf statistics calculated on the transformed
rv’s can no longer be interpreted as distances between distributions which may have effects
concerning the consistency of these tests.
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In Section 3.4 we will see, at the price of losing one dimension, i.e., only r − 1 OS’s are
obtained, a transformation can be found that preserves the structure of OS’s at least for
the whole family of power function distributions. A similar result can be obtained, con-
sidering mappings that transform
(
U1:n, . . . , Ur:n
)
into i.i.d. uniformly distributed rv’s (cf.
Section 3.5).
3.4 Transformations into r-1 Order Statistics
Up to now, all transformations considered so far led to negative results w.r.t. preserving
the structure of OS’s. One of the mappings in Theorem 2.2 has not been examined. In fact,
transformation (ix) in Theorem 2.2 shows a different behavior. But also the transformation
itself is of a different type. The OS’s U1:n, . . . , Ur:n from a right censored sample of standard
uniform quantities are mapped to a full vector of standard uniform OS’s in a sample of
size r − 1. In this situation, the structure of OS’s is also preserved for power function
distributions.
3.32 Theorem
Let the pdf f of X1, . . . , Xn be positive almost everywhere on (0, 1) and continuous on the
same interval. Then (
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
)
∼ (Y1:r−1, . . . , Yr−1:r−1)
for some OS’s Y1:r−1, . . . , Yr−1:r−1 from r − 1 i.i.d. rv’s with underlying pdf g and(
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
)
and Xr:n are stochastically independent
if and only if g ∼ f ∼ pow(α) for some α > 0.
Proof. Since f is continuous and positive almost everywhere on (0, 1) we have F (0) =
0 < F (x) < 1 = F (1) for all x ∈ (0, 1). Densities of Xr:n, respectively
(
X1:n, . . . , Xr:n
)
, are
given by (e.g. see David and Nagaraja (2003) or Arnold et al. (1992))
fXr:n(t) =
 r
(
n
r
)
F (t)r−1f(t) [1− F (t)]n−r , t ∈ (0, 1),
0 , else,
respectively,
fX1:n,...,Xr:n(t1, . . . , tr) =
 r!
(
n
r
)
[1− F (tr)]n−r
r∏
k=1
f(tk) , (t1, . . . , tr) ∈ Kr1,
0 , else.
Thus, by applying density transformation we obtain
f
X1:n
Xr:n
,...,
Xr−1:n
Xr:n
,Xr:n(x1, . . . , xr) = x
r−1
r r!
(
n
r
)
[1− F (xr)]n−r f(xr)
r−1∏
i=1
f(xixr)
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= r
(
n
r
)
F (xr)
r−1f(xr) [1− F (xr)]n−r (r − 1)!
r−1∏
i=1
xr
F (xr)
f(xixr)
= fXr:n(xr) (r − 1)!
r−1∏
i=1
xr
F (xr)
f(xixr), 0 < x1 < . . . < xr−1 < 1, xr ∈ (0, 1),
as a joint pdf of
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
and Xr:n.
Hence,
(
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
)
is distributed as a vector of r − 1 i.i.d. rv’s with pdf g and
independent of Xr:n if and only if for almost all 0 < x1 < . . . < xr−1 < 1 and xr ∈ (0, 1)
(3.67) (r − 1)!
r−1∏
i=1
g(xi) = (r − 1)!
r−1∏
i=1
xr
F (xr)
f(xixr).
If g(x) = f(x) = αxα−1, x ∈ (0, 1), for some α > 0 this is obviously true.
On the other hand, let g be a pdf on (0, 1), Kr−11 as in Lemma 2.4,
N =
{
(x1, . . . , xr) ∈ Kr−11 × (0, 1) :
r−1∏
i=1
g(xi) 6=
r−1∏
i=1
xr
F (xr)
f(xixr)
}
and for ξ ∈ Kr−11
N∣∣ξ = {x ∈ (0, 1) : (ξ, x) ∈ N}.
Assume, hereafter, λr(N) = 0. Then it is well known that
N˜ =
{
ξ ∈ Kr−11 : λ1
(
N∣∣ξ
)
6= 0
}
is a λr−1-null set.
For all ξ ∈ Kr−11 \N˜ exist
(
xξk
)
k∈N ⊂ (0, 1)\N∣∣ξ with xξk ↗ 1 as k tends to infinity, such
that we obtain for all ξ = (x1, . . . , xr−1) ∈ Kr−11 \N˜ by the continuity of f on the open unit
interval
(3.68)
r−1∏
i=1
f(xi) = lim
k→∞
r−1∏
i=1
xξk
F
(
xξk
)f(xixξk) = limk→∞
r−1∏
i=1
g(xi) =
r−1∏
i=1
g(xi).
Since (3.67) holds true for all (x1, . . . , xr) ∈
(Kr−11 × (0, 1))\N and (3.68) for every
(x1, . . . , xr−1) ∈ Kr−11 \N˜ , we find
(3.69)
r−1∏
i=1
f(xi) =
r−1∏
i=1
xr
F (xr)
f(xixr) ∀ (x1, . . . , xr) ∈
(Kr−11 × (0, 1))\(N ∪ N˜ × (0, 1)),
where
λr
(
N ∪ N˜ × (0, 1)) ≤ λr(N) + λr(N˜ × (0, 1)) = 0 + λr−1(N˜) = 0.
Now, let for x ∈ (0, 1)(
N ∪ N˜ × (0, 1))∣∣x = {ξ ∈ Kr−11 : (ξ, x) ∈ (N ∪ N˜ × (0, 1))}.
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Then, we have for
Nˆ =
{
x ∈ (0, 1) : λr−1
((
N ∪ N˜ × (0, 1))∣∣x
)
6= 0
}
λ1
(
Nˆ
)
= 0, by analogy with N˜ . Moreover, we find for every xr ∈ (0, 1)\Nˆ from (3.69)
r−1∏
i=1
f(xi) =
r−1∏
i=1
xr
F (xr)
f(xixr) almost everywhere on Kr−11 .
I.e., since f is continuous on the open unit interval we obtain for almost all xr ∈ (0, 1)
(3.70)
r−1∏
i=1
f(xi) =
r−1∏
i=1
xr
F (xr)
f(xixr) ∀ 0 < x1 < . . . < xr−1 < 1.
Let x ∈ (0, 1). Calculating the limit limx1↗x limx2↗x . . . limxr−1↗x on both sides of (3.70)
yields
f(x) =
xr
F (xr)
f(xxr)
and hence,
F (xr)F (y) =
y∫
0
F (xr)f(t) dt =
y∫
0
xrf(txr) dt = F (xry) ∀y ∈ (0, 1),
for almost all xr ∈ (0, 1). Thus, by the continuity of F , we have for ϕ(t) = F (e−t), t > 0:
ϕ(s+ t) = ϕ(s)ϕ(t) ∀ s, t > 0.
Since ϕ is continuous and positive, all solutions of this Cauchy functional equation are
given by
{
ϕ(t) = ect, t > 0 : c ∈ R} (e.g. see Aczél (1966), p.38). I.e., there is an α > 0
such that F (t) = tα for all t ∈ (0, 1). 
We see, at the price of losing one dimension, a transformation is found that preserves the
structure of OS’s at least for the whole family of power function distributions. This means,
every ordinary parameter test for power function distributions now yields a parameter test
for power function distributions when there is only right censored data available. Moreover,
because of X ∼ par(α, b) =⇒ 1− Fα,β(X) ∼ pow
(
b
β
)
for all α, β, b > 0, where
Fα,β : x 7−→

0 , x < α,
1− α
β
xβ
, x ≥ α,
denotes the cdf of a Pareto distribution with scale parameter α and shape parameter β,
every ordinary parameter test for power function distributions also yields a shape parameter
test for Pareto distributions based on right censored data.
3 Transformations of Samples from Arbitrary Distributions 83
3.5 Transformations into i.i.d. Random Variables
This final section of Chapter 3 deals with mappings that transform
(
U1:n, . . . , Ur:n
)
into
i.i.d. uniformly distributed rv’s. Lin et al. (2008) suggested to arrange W1, . . . ,Wr from
Theorem 2.2 (v) in non-decreasing order for obtaining an alternative to the transformation
of Michael and Schucany (1979) (cf. Theorem 2.2 (x)). Earlier O’Reilly and Stephens
(1988) found (iv) and (vi) from Theorem 2.2 as interim results establishing Theorem 2.2
(x) and (xi).
By an analogous approach as in Sections 3.1 and 3.2 we will find results corresponding
to Theorems 3.5 and 3.6 concerning transformations into i.i.d. rv’s. They can be derived
completely by the same ideas as before, but due to the plain structure of i.i.d. samples their
proofs can be shortened and less assumptions are required. The considered transformations
should satisfy the following.
3.33 Assumption
Let Kr1 as in Lemma 2.4 and T˜ : Kr1 −→ (0, 1)r be a bijective mapping which is continu-
ously differentiable such that the determinant of the Jacobian matrix never vanishes.
Moreover, we postulate
T˜ (U1:n, . . . , Ur:n) ∼ (U1, . . . , Ur) ,
i.e., the transformation of ordered standard uniform rv’s leads to i.i.d. rv’s from a standard
uniform distribution.
First, we apply density transformation to obtain the general distribution of the modified
rv’s. The proof of Lemma 3.34 is nearly the same as the one of Lemma 3.3 and only given
for completeness.
3.34 Lemma
Let T˜ satisfy Assumption 3.33 and(
Y1, . . . , Yr
)
= T˜ (X1:n, . . . , Xr:n) .
Then, a pdf of
(
Y1, . . . , Yr
)
is given by
fY1,...,Yr(t1, . . . , tr)
=

[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ (0, 1)r,
0 , else,
where T = T˜−1.
Proof. A pdf of
(
X1:n, . . . , Xr:n
)
is given by (e.g. see David and Nagaraja (2003), p. 12
or Arnold et al. (1992), p. 10)
fX1:n,...,Xr:n(t1, . . . , tr) =
 r!
(
n
r
)
[1− F (tr)]n−r
r∏
k=1
f(tk) , (t1, . . . , tr) ∈ Kr1,
0 , else.
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By applying density transformation we find
hY1,...,Yr(t1, . . . , tr)
=

r!
(
n
r
) [
1− F(T (t1, . . . , tr)r)]n−r
|∆T˜
(
T (t1, . . . , tr)
)|
r∏
k=1
f
(
T (t1, . . . , tr)k
)
, (t1, . . . , tr) ∈ (0, 1)r,
0 , else,
as a pdf of
(
Y1, . . . , Yr
)
.
Moreover,
fU1,...,Ur(t1, . . . , tr) =
{
1 , (t1, . . . , tr) ∈ (0, 1)r,
0 , else,
and
fU1:n,...,Ur:n(t1, . . . , tr) =
 r!
(
n
r
)
[1− tr]n−r , (t1, . . . , tr) ∈ Kr1,
0 , else,
are pdf’s of
(
U1, . . . , Ur
)
and
(
U1:n, . . . , Ur:n
)
, respectively.
Hence, again by applying density transformation we obtain from Assumption 3.33 almost
everywhere on (0, 1)r
1 =
r!
(
n
r
) [
1− T (t1, . . . , tr)r
]n−r
|∆T˜
(
T (t1, . . . , tr)
)|
⇐⇒ |∆T˜
(
T (t1, . . . , tr)
)| = r! (n
r
) [
1− T (t1, . . . , tr)r
]n−r
.
Thus, we have
hY1,...,Yr(t1, . . . , tr) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
almost everywhere on (0, 1)r and the proof is established. 
Now we are able to establish results corresponding to Theorems 3.5 and 3.6 for transfor-
mations satisfying Assumption 3.33. As already mentioned, we can proceed very similarly.
But since the images of the considered transformations are not ordered in the situation of
Assumption 3.33, case distinctions as in Theorem 3.5 are no longer necessary.
3.35 Theorem
Let Assumption 3.33 hold and(
Y1, . . . , Yr
)
= T˜ (X1:n, . . . , Xr:n) ,
where T˜ fulfills
T˜ (t1, . . . , tr)1 = b˜(t1) ∀ (t1, . . . , tr) ∈ Kr1
for some function b˜.
Then there is always a cdf F such that Y1, . . . , Yr are not distributed as r i.i.d. rv’s.
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Proof. Let T = T˜−1 and b = b˜−1 (cf. Remark 3.4 which holds true similarly in the
situation of Theorem 3.35).
We will establish the proof by contradiction, for that we assume Y1, . . . , Yr to be distributed
as r i.i.d. rv’s with cdf H and pdf h. Then a pdf of
(
Y1, . . . , Yr
)
is given by
hY1,...,Yr(t1, . . . , tr) =

r∏
k=1
h(tk) , (t1, . . . , tr) ∈ (0, 1)r,
0 , else,
and we obtain by Lemma 3.34
(3.71)
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
almost everywhere (a.e.) on (0, 1)r.
By Assumption 3.33 we have
b˜(U1:n) ∼ U1.
Since Y1, . . . , Yr are i.i.d. if and only if (1− Y1), . . . , (1− Yr) are i.i.d., we may assume by
Lemma 2.1 (γ), w.l.g., b˜ to be strictly decreasing. Then
x = P
(
b˜(U1:n) ≤ x
)
= P
(
U1:n ≥ b(x)
)
= 1− P(U1:n ≤ b(x)) = 1− (1− (1− b(x))n) = (1− b(x))n
holds true for all x ∈ (0, 1). This yields
(3.72) b(x) = 1− x 1n and b˜(x) = (1− x)n ∀ x ∈ (0, 1).
Because
FX1:n(x) =

0 , x ≤ 0,
1− (1− F (x))n , x ∈ (0, 1),
1 , x ≥ 1,
is the cdf of X1:n (cf. e.g. David and Nagaraja (2003), p. 9), we find for all x ∈ (0, 1)
H(x) = P
(
Y1 ≤ x
)
= P
(
b˜(X1:n) ≤ x
)
= P
(
X1:n ≥ b(x)
)
= 1− FX1:n(b(x)) = 1− [1− (1− F(b(x)))n]
=
(
1− F(b(x)))n,
i.e. (cf. (3.72)),
(3.73) H(x) = b˜
(
F
(
b(x)
)) ∀ x ∈ (0, 1).
F and H are supposed to be absolutely continuous, therefore they are differentiable a.e..
Hence, we can derive a pdf h of H by differentiation on the right hand side of (3.73). We
obtain
h(t) = b˜′
(
F
(
b(t)
))
f
(
b(t)
)
b′(t) =
(
1− F(b(t)))n−1 f(b(t)) t 1−nn , t ∈ (0, 1),
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and thus, we find from (3.71) a.e. in (0, 1)r
r∏
k=1
(
1− F(b(tk)))n−1 f(b(tk)) t 1−nnk(3.74)
=
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
.
By considering
f(x) =

1
2
, x ∈ [0, 1
2
]
,
3
2
, x ∈ (1
2
, 1
]
,
0 , else,
and
F (x) =

0 , x < 0,
x
2
, x ∈ [0, 1
2
]
,
1
4
+ 3
2
(
x− 1
2
)
, x ∈ (1
2
, 1
]
,
1 , x > 1,
we have
1− F (x)
1− x =
3
2
= f(x)
for all
1
2
< x ≤ 1 (cf. (3.7)).
Now let 0 < tr < b˜
(
1
2
)
= 1
2n
.
Then, for all k ∈ {1, . . . , r} and t1, . . . , tr−1 such that (t1, . . . , tr−1, tr) ∈ Kr1 we find
T (t1, . . . , tr)k ≥ T (t1, . . . , tr)1 = b(t1) ≥ b(tk) ≥ b(tr) > 1
2
and hence (
3
2
)n
=
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
(3.75)
(3.74)
=
r∏
k=1
(
1− F(b(tk)))n−1 f(b(tk)) t 1−nnk
=
r∏
k=1
(
3
4
− 3
2
(
b(tk)− 1
2
))n−1
3
2
t
1−n
n
k .
Notice, initially this equality only holds a.e., but due to the continuity of the expression on
the right hand side it even holds for all considered (t1, . . . , tr) (i.e., (t1, . . . , tr) ∈ Kr1 with
tr < b˜
(
1
2
)
).
Furthermore, it is
lim
t↘0
b(t) = lim
t↘0
1− t 1n = 1.
This yields
lim
t↘0
(
3
4
− 3
2
(
b(t)− 1
2
))n−1
3
2
t
1−n
n =
3
2
lim
t↘0
[
3
4
− 3
2
(
b(t)− 1
2
)
1− b(t)
]n−1
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l’Hospital
=
3
2
lim
t↘0
[−3
2
b′(t)
−b′(t)
]n−1
=
(
3
2
)n
.
Summarizing, we obtain (cf. (3.75))(
3
2
)n
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
(
3
2
)n
= lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
r∏
k=1
(
3
4
− 3
2
(
b(tk)− 1
2
))n−1
3
2
t
1−n
n
k
=
r∏
k=1
lim
tr↘0
lim
tr−1↘0
· · · lim
t1↘0
(
3
4
− 3
2
(
b(tk)− 1
2
))n−1
3
2
t
1−n
n
k
=
r∏
k=1
(
3
2
)n
=
(
3
2
)rn
contradicting r > 1. 
The result corresponding to Theorem 3.6 reads as follows.
3.36 Theorem
Let Assumption 3.33 hold and(
Y1, . . . , Yr
)
= T˜ (X1:n, . . . , Xr:n) ,
where T˜ fulfills
T˜ (t1, . . . , tr)r = b˜(tr) ∀ (t1, . . . , tr) ∈ Kr1
for some function b˜.
Then there is always a cdf F such that Y1, . . . , Yr are not distributed as r i.i.d. rv’s.
Proof. Assume Y1, . . . , Yr to be distributed as r i.i.d. rv’s with cdf H and pdf h, and
let T = T˜−1 and b = b˜−1 to simplify notation. Then, we find by Lemma 3.34 almost
everywhere (a.e.) on (0, 1)r
r∏
k=1
h(tk) =
[
1− F(T (t1, . . . , tr)r)
1− T (t1, . . . , tr)r
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
(3.76)
=
[
1− F(b(tr))
1− b(tr)
]n−r r∏
k=1
f
(
T (t1, . . . , tr)k
)
.
Assumption 3.33 yields in particular
(3.77) b˜(Ur:n) ∼ Ur.
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As in the proof of Theorem 3.35 we assume, w.l.g., b˜ to be strictly decreasing. Then, for
all x ∈ (0, 1)
x
(3.77)
= P
(
b˜(Ur:n) ≤ x
)
= P
(
Ur:n ≥ b(x)
)
= 1− P(Ur:n ≤ b(x)) = 1−Br,n−r+1(b(x)),
where Br,n−r+1 denotes the cdf of the beta(r, n− r + 1) distribution. Thus, we have
b˜(x) = 1−Br,n−r+1(x) or b(x) = B−1r,n−r+1(1− x) ∀ x ∈ (0, 1).
We obtain immediately
H(x) = P
(
Yr ≤ x
)
= P
(
b˜(Xr:n) ≤ x
)
= P
(
Xr:n ≥ b(x)
)
= b˜(F (b(x))) ∀ x ∈ (0, 1)
and
h(t) = b˜′
(
F
(
b(t)
))
f
(
b(t)
)
b′(t) =
[
F (b(t))
]r−1 [
1− F (b(t))]n−r f(b(t))[
b(t)
]r−1 [
1− b(t)]n−r , t ∈ (0, 1),
as a pdf of H. For F ∼ pow(α), α 6= 1, we find by (3.76) a.e. on (0, 1)r
αb(tr)
α−1
r−1∏
k=1
α
(
T (t1, . . . , tr)k
)α−1
=
b(tr)
α(r−1) αb(tr)α−1
b(tr)r−1
r−1∏
k=1
[
b(tk)
α
]r−1 [
1− b(tk)α
]n−r
αb(tk)
α−1[
b(tk)
]r−1 [
1− b(tk)
]n−r
which yields
r−1∏
k=1
T
(
b˜(t1), . . . , b˜(tr)
)
k
=
{
r−1∏
k=1
trt
r
k
} {
r−1∏
k=1
1− tαk
1− tk
}n−r
α−1
a.e. on (0, 1)r. But the right hand side of this equation tends to infinity as α tends to zero
for all t1, . . . , tr ∈ (0, 1), such that the equation cannot hold true for all α 6= 1. 
Theorems 3.35 and 3.36 possess obvious generalizations. Since for all rv’s Y1, . . . , Yr and
permutations σ of {1, . . . , r} holds
Y1, . . . , Yr i.i.d. ⇐⇒ Yσ(1), . . . , Yσ(r) i.i.d.,
we obtain immediately:
3.37 Corollary
Let Assumption 3.33 hold and(
Y1, . . . , Yr
)
= T˜ (X1:n, . . . , Xr:n) ,
where T˜ fulfills
T˜ (t1, . . . , tr)i = b˜(t1) ∀ (t1, . . . , tr) ∈ Kr1
or
T˜ (t1, . . . , tr)i = b˜(tr) ∀ (t1, . . . , tr) ∈ Kr1
for some 1 ≤ i ≤ r and a function b˜.
Then there is always a cdf F such that Y1, . . . , Yr are not distributed as r i.i.d. rv’s.
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By Corollary 3.37 it is readily seen that the transformations given by Theorem 2.2 (iv),
(v) and (vi) do not always yield i.i.d. rv’s. Hence, it is established that up to now, there
is no mapping known in literature by which a censored sample can always be transformed
into a complete sample, regardless of the underlying distribution, and probably it is not
possible to construct such a transformation. But, as we have observed in Theorem 3.32,
the structure of OS’s can be preserved at least for power function distributed rv’s if we
accept the loss of one dimension of the image.
We close this Chapter with the corresponding remark for transformations providing i.i.d.
rv’s.
3.38 Remark
Let α > 0 and Xi ∼ pow(α) = beta(α, 1), i = 1, . . . , n. Then, we have by Lemma 2.1 (ζ)(
U
1
α
1 , . . . , U
1
α
n
)
∼
(
X1, . . . , Xn
)
.
Hence, (
X1:n
X2:n
,
[
X2:n
X3:n
]2
, . . . ,
[
Xr−1:n
Xr:n
]r−1
, Xr:n
)
∼
[U1:n
U2:n
] 1
α
,
[(
U2:n
U3:n
) 1
α
]2
, . . . ,
[(
Ur−1:n
Ur:n
) 1
α
]r−1
,
[
Ur:n
] 1
α

∼
[U1:n
U2:n
] 1
α
,
[(
U2:n
U3:n
)2] 1α
, . . . ,
[(
Ur−1:n
Ur:n
)r−1] 1α
,
[
Ur:n
] 1
α
 ,
and by Lemma 2.1 (β) and Theorem 2.2 (ii) we obtain[
U1:n
U2:n
] 1
α
,
[(
U2:n
U3:n
)2] 1α
, . . . ,
[(
Ur−1:n
Ur:n
)r−1] 1α
i.i.d.∼ pow(α)
with [
U1:n
U2:n
] 1
α
,
[(
U2:n
U3:n
)2] 1α
, . . . ,
[(
Ur−1:n
Ur:n
)r−1] 1α
,
[
Ur:n
] 1
α
independent. I.e.,
X1:n
X2:n
,
[
X2:n
X3:n
]2
, . . . ,
[
Xr−1:n
Xr:n
]r−1
and Xr:n
are stochastically independent with
X1:n
X2:n
,
[
X2:n
X3:n
]2
, . . . ,
[
Xr−1:n
Xr:n
]r−1
i.i.d.∼ pow(α).
Remark 3.38 and Theorem 3.32 show that it is possible to preserve the structure of i.i.d.
rv’s or OS’s, respectively, for more distributions than U(0, 1), only. It is still unknown,
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whether there are other transformations that preserve one of these structures for different
distributions or without losing one dimension of the image, since Theorems 3.5, 3.6, 3.29,
3.31 and Corollary 3.37 only show that preserving these structures for all distributions will
not be possible.
Anyway, for the transformation of Michael and Schucany (1979) (cf. Theorem 2.2 (x)) we
have seen in Section 3.2.1 that U(0, 1) is the only underlying distribution for which the
transformed rv’s behave like OS’s (cf. Theorem 3.10). But by a simulation study, which is
reported in the next chapter, it was seen that the transformation of Michael and Schucany
(1979) is preferable to the transformation from Theorem 3.32 for the use in goodness-of-fit
tests.
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4 Empirical Power Study
In this chapter, let generally n = 20 and r ∈ {5, 10, 15}. Moreover, X1, . . . , Xn represent
independent and identically distributed (i.i.d.) random variables (rv’s) from a beta(p, q)
distribution, where p, q ∈ [0.5, 1.5]. The order statistics (OS’s) of X1, . . . , Xn are denoted
by X1:n, . . . , Xn:n and we define X0:n ≡ 0.
4.1 Preliminary Remarks
The previous chapters of this work dealt with transformations of Type-II right censored
OS’s which have been used in the context of goodness-of-fit tests. Besides the modified test
statistics presented in the Introduction (cf. Section 1.3.1), they form the second approach
to testing goodness-of-fit when there is no complete sample available but only Type-II right
censored data.
Of course, every statistical test is judged by its power against the considered alternatives.
In this thesis, goodness-of-fit tests are regarded as omnibus tests, such that it is tested for
only one specified distribution against all others. This makes it impossible to construct a
test which is uniformly most powerful. Even the analysis of the powers of existing methods
are tedious: On the one hand, only a small subset of the alternatives can be considered,
and, on the other hand, the distributions of the test statistics under the alternatives are
hardly to determine. This already holds true when the data is not censored, as we have
seen in the Introduction.
Hence, the most feasible way to compare the power characteristics of different goodness-
of-fit tests seems to be a simulation study. Many of them can be found in literature.
Considering tests for the standard uniform distribution (based on complete samples), the
simulation studies in Marhuenda et al. (2005), Miller and Quesenberry (1979) and Quesen-
berry and Miller (1977) certainly class with the most comprehensive ones. In Marhuenda
et al. (2005) 34 test statistics were compared, 6 in Miller and Quesenberry (1979) and 8 in
Quesenberry and Miller (1977).
Each of these studies was carried out considering the same types of alternatives which
were introduced by Stephens (1974b). These types are distinguished by distributions hav-
ing their probabilities concentrated towards the left, the middle, both ends and towards
the right end of the unit interval (the fourth type was only considered in Marhuenda et al.
(2005)). The consideration of such alternatives can be motivated as follows: The first and
the last type describe a change in mean and the other types a change in variance of the data
in comparison to the standard uniform distribution. Choosing the parameters properly, all
of these types of alternatives can be described by beta(p, q) distributions. For illustration
see Figure 4.1.1, where plots of the probability density functions (pdf’s) of beta(p, q) dis-
tributions with p, q ∈ {0.5, 1.5} are shown. However, the authors above defined families of
distributions for each type of the alternatives and investigated them separately from each
other.
To present their results, Miller and Quesenberry (1979) and Quesenberry and Miller (1977)
tabulated the empirical powers of the tests against some members of the different families
they considered, and sketched their behavior with respect to the sample size. Marhuenda
92 4 Preliminary Remarks
Figure 4.1.1: Pdf’s of beta distributions
et al. (2005) described for selected distributions from the families defined by Stephens
(1974b) the difference between the power of a considered test and the highest observed
power among all tests in their study (so-called ’inefficiencies’). Then they determined for
each test and family the maximum inefficiency they had observed, and as comparison crite-
rions for the tests they computed weighted sums of these maximum inefficiencies. Finally,
these sums were tabulated and illustrated by diagrams.
In this chapter, a new way of representing results of such power studies is suggested. In-
stead of working with families of distributions, we consider beta(p, q) distributions, which
are able to imitate all four types of alternatives from Marhuenda et al. (2005) as described
above. Thereby, the range of the parameters p and q will be [0.5, 1.5], and the four types of
alternatives correspond to the four quadrants characterized by p < 1, q > 1; p > 1, q > 1;
p < 1, q < 1 and p > 1, q < 1, respectively (cf. Figure 4.1.1). Marhuenda et al. (2005) and
Quesenberry and Miller (1977) also considered beta alternatives and most of their other
alternatives can be approximated quite well by beta distributions, as can be seen in the Ap-
pendix (it is not possible to approximate all particular alternatives, for example, densities
with a distinct upside-down peak cannot be approximated by beta densities, generally).
Thus, a separated investigation of the families is evitable, such that we are able to describe
the behavior of the tests as a whole and see their performances ’between’ the different types
of distributions. For this, we will use 3D plots of the empirical power functions of the tests
we will consider, where the z-axis represents the power, the x-axis the parameter p and
the y-axis the parameter q of the beta(p, q) distributions. Additionally, to give a graphical
overview, which test possesses the best power against specific beta alternatives, 2D plots
will be introduced, where the axes represent the parameters of the beta distributions and
the symbol at point (p, q) indicates the best test against beta(p, q). In the following, we
will call these plots ’power maps’.
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4.2 Classical Goodness-of-Fit Tests
First, we will show the described kind of analysis for some classical goodness-of-fit tests,
which are frequently considered in power studies and are often recommended because of
their properties (cf., e.g., Chen and Ye (2009), Glen et al. (2001), Marhuenda et al. (2005),
Meintanis (2009), Miller and Quesenberry (1979), Quesenberry and Miller (1977), Stephens
(1974b), Zhao et al. (2010) and Zhao et al. (2009)). The respective test statistics are the
Kolmogorov - Smirnov test statistic
Dn =
√
n max
{
Xi:n − i− 1
n
,
i
n
−Xi:n , i = 1, . . . , n
}
,
the Anderson - Darling test statistic
A2n =
n∑
k=1
{
2(k − n)− 1
n
ln(1−Xk:n)− 2k − 1
n
ln(Xk:n)
}
− n,
the Cramér - von Mises test statistic
W 2n =
1
12n
+
n∑
k=1
(
Xk:n − 2k − 1
2n
)2
,
the Watson test statistic
U2n = W
2
n − n
(
1
n
n∑
k=1
Xk:n − 1
2
)2
and the statistic of Neyman’s smooth test (here with 4-th degree polynomials)
Ψ24 =
4∑
j=1
1
n
(
n∑
k=1
pij
(
Xk:n
))2
(also see the Introduction).
The results concerning the four types of alternatives from Marhuenda et al. (2005) are not
new and coincide with those in Marhuenda et al. (2005), Miller and Quesenberry (1979)
and Quesenberry and Miller (1977). But their presentation here is clearer and the behavior
of the tests ’between’ the different types of distributions can be observed.
The considered sample size in our simulation study is n = 20 and the significance level
α = 5%. First, empirical critical values were computed for the tests since they could
not all be found in literature. For this, 1,000,000 random samples of size 20 from the
uniform distribution were simulated using the Mersenne-Twister algorithm provided by
R (version 2.7.2) choosing ’seed = 99’. Then the empirical critical value of a test was
defined by the
⌈
1, 000, 000 (1 − α)⌉-th largest value of the corresponding statistic cal-
culated from the 1,000,000 samples. The empirical powers of the tests were obtained
analogously. 1,000,000 random samples of size 20 from beta(p, q) distributions, where
p, q ∈ {0.5, 0.55, 0.6, . . . , 1.45, 1.5}, were generated and the respective values of the statis-
tics were compared to their critical thresholds. Then the empirical power of a test was
defined by the relative frequency of the event that its statistic exceeds its empirical critical
value.
In the following, the results are presented by the plots described above. They will be
shown on the left-hand pages, while some corresponding comments will be given on the
right-hand pages.
Power map for the ordinary test statistics
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At the top left we see the power map of Dn, A2n,W 2n , U2n and Ψ24. It is noticeable, how
each of the four quadrants mentioned above is dominated by one of the tests. If the
alternative has its power concentrated towards the left or the right end of (0, 1), but not
to both, the Anderson - Darling statistic yields the best power of all considered tests. For
bathtub-shaped alternatives, i.e. p, q < 1, Neyman’s smooth test is advisable, whereas in
the opposite case, p, q > 1, the Watson test gives the best results.
Anyway, the 3D plots of the empirical power functions show the similar behavior of the
tests. In particular, there is almost no recognizable difference between the power properties
of Dn (top right) andW 2n (middle right). The Anderson - Darling test (middle left) behaves
more like Ψ24 (bottom right) when p, q < 1, but it is also comparable to Dn and W 2n . Only
the plot of the Watson test (bottom left) looks more distinguishable from the others. U2n
is the test statistic which distributes its power most evenly to all considered alternatives.
The following two tables emphasize these observations and convey a better impression of
the magnitudes of the differences between the powers of the tests. The first table shows
the powers in four points of the interior of the set of our beta alternatives.
Parameters of beta(p, q) Power of Dn A2n W 2n U2n Ψ24
p = 0.65 , q = 1.35 0.683 0.804 0.761 0.378 0.669
p = 1.35 , q = 1.35 0.045 0.029 0.038 0.105 0.042
p = 0.65 , q = 0.65 0.110 0.230 0.108 0.192 0.344
p = 1.35 , q = 0.65 0.684 0.804 0.762 0.379 0.670
We see, when p < 1 and q > 1 or vice versa, the power of the Anderson - Darling
test increases most rapidly, leaving the (null) hypothesis, while the Watson test is clearly
outperformed by the other tests. Here the power of A2n is more than twice as high as the
one of U2n. In the case of p > 1 and q > 1, the opposite holds, but the absolute values of the
differences are much smaller. Moreover, we see that Dn, A2n,W 2n and Ψ24 are biased in this
situation. Finally, when p = 0.65 and q = 0.65 the power of Ψ24 is three times better than
the powers of Dn or W 2n , but here the differences, taken absolutely, are also less extreme
than in the first two cases.
The second table contains the powers ’in the corners’ of the considered set of alternatives.
Parameters of beta(p, q) Power of Dn A2n W 2n U2n Ψ24
p = 0.5 , q = 1.5 0.950 0.986 0.976 0.744 0.960
p = 1.5 , q = 1.5 0.048 0.028 0.038 0.154 0.058
p = 0.5 , q = 0.5 0.204 0.525 0.197 0.441 0.676
p = 1.5 , q = 0.5 0.950 0.987 0.976 0.746 0.960
When p, q ∈ {0.5, 1.5}, p 6= q, the powers of Dn, A2n,W 2n and Ψ24 differ not very much any
more, only the power of the Watson test is considerably smaller. In the other cases, the
distances between the tests are larger than in the first table. In particular, in the case of
p = q = 1.5 the powers of Dn, A2n andW 2n are equal to their powers against beta(1.35, 1.35),
Ψ24 is just slightly better, but the power of U2n increases by 0.049 which means a relative
gain in power of almost 50%.
Summarizing, the 3D plots point out clearly, that Dn and W 2n cannot be recommended
for the use as omnibus tests without restrictions. They only show good performances,
when the parameters of the beta alternative differ significantly, and suffer severe loss of
power when p and q approach each other. A2n and Ψ24 are somewhat more versatile, but U2n
behaves like an omnibus test most, sometimes at the cost of its performance.
Power map for the ordinary test statistics
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To demonstrate once again the differences between the powers of the test statistics, cross
sections of the 3D graphs from page 94 are presented on the left hand side. The cross
sections are taken along the diagonal, horizontal and vertical lines drawn into the power
map in the upper left corner. The intersections of the lines are also considered in the first
table on page 95. Particularly conspicuous are the bad performances of Dn, A2n,W 2n and
Ψ24 when p = q > 1 (cf. the chart top right). Here U2n stands out notably, while the plots in
the middle, where q is fixed, and at the bottom, where p is fixed, show the superior power
of the other tests, when p and q are not both greater than 1.
We also see the perfect symmetry of the considered power functions with respect to the
line given by p = q, since the plots of the powers against beta(p, 0.65), p ∈ [0.5, 1.5] (middle
left), and beta(0.65, q), q ∈ [0.5, 1.5] (bottom left), look identical as well as the plots of the
powers against beta(p, 1.35), p ∈ [0.5, 1.5] (middle right), and beta(1.35, q), q ∈ [0.5, 1.5]
(bottom right) do. Indeed, this is not surprising because for a, b > 0
fa,b(x) =
Γ(a+ b)
Γ(a)Γ(b)
xa−1 (1− x)b−1, x ∈ (0, 1),
defines a pdf of beta(a, b). Hence, we have for all x ∈ (0, 1) and a, b > 0
fa,b(x) = fb,a(1− x),
such that a pdf of beta(b, a) is given by reflecting a pdf of beta(a, b) about 0.5.
4.3 Modified Test Statistics for Type-II Right Censored Data
Now, we will analyse the powers of the modified test statistics for Type-II right censored
data presented in Section 1.3.1 of the Introduction in the same way as the powers of the
classical tests in Section 4.2. More precisely, with the notations of Section 1.3.1, we consider
Dr,n, A2r,n, W 2r,n, SBW 2r,n, U2r,n, Gr,n and Tr,n, where n = 20 and r ∈ {5, 10, 15}. Some of
the modified test statistics are also considered and compared in Barr and Davidson (1973),
Castro-Kuriss et al. (2009), D’Agostino and Stephens (1986), LaRiccia (1986), Lim and
Park (2007), Lin et al. (2008), Lurie et al. (1974), Michael and Schucany (1979), O’Reilly
and Stephens (1988), Pettitt and Stephens (1976) and Smith and Bain (1976), for instance,
but there are less power studies of these tests in literature than for classical goodness-of-fit
tests.
On the next two pages the 3D plots and power maps of the modified statistics for r =
15, r = 10 and r = 5 are presented. Additionally, for the modifications of Dn, A2n, W 2n and
U2n the graphs of the classical tests, i.e. of the corresponding tests based on a complete
sample of size n, are printed for comparison. The arrangement of the charts is as follows:
On page 98 the plots of Dr,n, A2r,n, W 2r,n, SBW 2r,n and U2r,n are presented one below the
other, where r decreases from left to right, and the graphs of the classical statistics are
always the first in each row. On page 99 the same was done for Gr,n and Tr,n, only the
complete sample case was omitted. Finally, below the plots of Tr,n, the power maps for
r = 15, r = 10 and r = 5 (arranged from left to right) are printed. Some related comments
are given at the bottom of page 99.
A more detailed discussion of the case r = 10 will follow on pages 100 and 101, where cross
sections of the 3D plots of the test statistics are shown analogously to Section 4.2. Together
with the table on page 101 containing the powers of the tests against selected points of the
alternative they will give a better idea of the differences between the performances of the
tests than the 3D plots.
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Power map for the modified test statistics, r = 5
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We see, as the number of available observations r decreases, all of the tests only suffer a
considerable loss of power against beta(p, q) if q ≥ p holds true, i.e., if the probability mass
of the underlying true distribution is concentrated towards the left end of [0, 1]. Perhaps
Tr,n is an exception since for r = 5 it shows its best performances generally for small p.
Dr,n and A2r,n preserve their power best. They are the only tests with acceptable power
against beta(0.5, 1.5) if r = 5. SBW 2r,n loses its power later than W 2r,n but for r = 5 their
plots look almost indentical again. The generalized Hartley-Pfaffenberger criterion behaves
similar to the modified Watson test. They both first preserve some power against beta(p, q)
when q < 1, in general, and their performances against beta(1.5, 0.5) are even best when
r = 10. Although the power maps of the modified test statistics show that Tr,n is the best
test against a relatively large subset of the considered beta alternatives, and this subset
increases as r decreases, the power of Tr,n is not really satisfying. Its power functions are
rather flat and the differences between Tr,n and the other test statistics at the points, where
Tr,n is best, are small.
The power maps for the modified test statistics cannot be subdivided into four quadrants
as in Section 4.2 and all of the tests except Gr,n appear in the charts. The tests which
dominate in most of the situations are A2r,n, W 2r,n, SBW 2r,n and, as already mentioned, Tr,n.
We will analyze the case r = 10 more thoroughly on the next two pages and it will be seen
that the powers of different tests are often very similar.
Power map for the modified test statistics, r = 10
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The plots on the left hand side correspond to the ones for the classical test statistics on
page 96. If p = q, which means that the beta alternative is symmetric about 0.5, the
modified Anderson - Darling test is the best choice. When p = q < 1, i.e. the probability
mass is concentrated towards both ends of [0, 1], it is superior to the other tests and as p
and q increase, such that more and more observations will occur in the middle of the unit
interval, it stays competitive. It is remarkable that U2r,n is worst when p = q > 1, while U2n
is clearly the best of the classical test statistics in this situation.
The lower horizontal cross section (taken along q = 0.65) emphasizes the good performance
of A2r,n when the probability mass of the alternative is shifted to both, 0 and 1 (cf. p < 0.7),
and it shows that W 2r,n, A2r,n, SBW 2r,n and Dr,n are comparable when the probability mass
is concentrated more towards the right end of [0, 1] (cf. p ≥ 0.8).
If q is fixed at q = 1.35 the powers of A2r,n, SBW 2r,n and Dr,n are hard to distinguish.
They are superior to the other tests when p < 1, i.e., when the probability is concentrated
towards the left limit of the unit interval, but suffer severe loss of power as the probability
mass is concentrated more and more around 0.5. Here, all of the tests are biased except
Tr,n, whose power is slightly above α. Again remarkable is the bad performance of U2r,n,
which provides no power against beta(p, 1.35) when p is small.
The left vertical cross section (i.e., p = 0.65) shows, as the cross sections which have already
been discussed, that Ar,n is noticeable better than the other tests when it appears on the
power map. But the powers of SBW 2r,n and Dr,n are again almost identical, such that for
alternatives which have their probability concentrated towards the origin (cf. q → 1.5),
both of the statistics are recommendable, while A2r,n possesses just a bit less power.
Finally, if there is little probability mass at the left end of the unit interval (cf. p fixed at
1.35) then all of the tests except Tr,n have good power if the probability mass is concentrated
towards the right end of [0, 1] (cf. q → 0.5). But they lose all of it very fast as the
probability mass is shifted to the middle (i.e., as q increases).
The table below contains the powers of the modified tests at some points of the alternative.
These points were selected, such that each of them is located in a different portion of
the power map on page 100. I.e., at the first point SBW 2r,n is the best statistic, at the
second point, Dr,n is best, and so on in a clockwise direction around the point representing
beta(1, 1) = U(0, 1). The table exemplifies once again the differences between the powers
of the tests as they are already described above.
Power of the modified goodness-of-fit tests, r = 10
Parameters of beta(p, q) Dr,n A2r,n W 2r,n SBW 2r,n U2r,n Gr,n Tr,n
p = 0.55 , q = 1.45 0.799 0.794 0.072 0.815 0.000 0.002 0.205
p = 0.85 , q = 1.45 0.223 0.170 0.008 0.194 0.002 0.004 0.068
p = 1.25 , q = 1.45 0.021 0.016 0.016 0.019 0.009 0.016 0.051
p = 1.35 , q = 0.65 0.731 0.768 0.795 0.766 0.647 0.535 0.100
p = 0.75 , q = 0.55 0.260 0.260 0.263 0.223 0.334 0.256 0.060
p = 0.6 , q = 0.95 0.324 0.430 0.042 0.334 0.012 0.019 0.143
We may conclude that the power map on page 100 shows a variety of tests being the best
in different situations. But a closer analysis of the differences between the tests makes it
possible to focus on just a few tests. If only one test statistic should be recommended, then
probably A2r,n is the best choice, since it is the one with the best power in many situations
and it is always competitive when it is not the best. This conclusion coincides with results
of a similar power study carried out by Michael and Schucany (1979).
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4.4 Tests Based on Transformed Data
In this section, we compare the powers of Dr,n, A2r,n, W 2r,n, SBW 2r,n and U2r,n to the powers
of the tests obtained by applying their classical counterparts to transformed samples as
described in the preceding chapters. I.e., we consider the problem of testing whether the
underlying distribution of X1:n, . . . , Xr:n is U(0, 1), and instead of applying the modified
test statistics directly to the censored sample, we first transform
(
X1:n, . . . , Xr:n
)
in one
of the following ways and afterwards utilize the ordinary test statistics. The considered
transformations are given by
Transformation 1
Yi/r =
Xi:n
Xr:n
[Br,n−r+1(Xr:n)]
1
r , 1 ≤ i ≤ r,
where Br,n−r+1 denotes the cdf of the beta(r, n − r + 1) distribution (cf. (x) of Theorem
2.2),
Transformation 2
Yi =
[
1−Xi:n
1−Xi−1:n
]n−i+1
, 1 ≤ i ≤ r
(cf. (v) of Theorem 2.2),
Transformation 3
Yi/r = 1−
i∏
j=1
(
1−Xj:n
1−Xj−1:n
)n−j+1
r−j+1
, 1 ≤ i ≤ r
(cf. (xi) of Theorem 2.2),
Transformation 4
Y1 = Br,n−r+1
(
Xr:n
)
, Yi =
[
Xr−i+1:n
Xr−i+2:n
]r−i+1
, 2 ≤ i ≤ r
(cf. (iv) of Theorem 2.2),
Transformation 5
Yi/r =
r∏
j=i
(
1−
[
1−Xj:n
1−Xj−1:n
]n−j+1) 1j
, 1 ≤ i ≤ r
(cf. Lemma 2.4),
Transformation 6
Yi/r = 1−
(
1−Br,n−r+1(Xr:n)
) 1
r
i∏
j=2
(
1−
[
Xr−j+1:n
Xr−j+2:n
]r−j+1) 1r−j+1
, 1 ≤ i ≤ r
(cf. Lemma 2.4),
Transformation 7(
Y1/r, . . . , Yr/r
)
=
(
V˜r
X1:n
Xr:n
, . . . , V˜r
Xr−1:n
Xr:n
, 1−
(
1− V˜rXr−1:n
Xr:n
)
Vr
)
,
where V˜r ∼ beta(r, 1) and Vr ∼ beta(1, 1) = U(0, 1) such that V˜r, Vr and (X1:n, . . . , Xr:n)
are independent (cf. (ix) of Theorem 2.2 and Theorem 2.5),
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Transformation 8
Yi/r−1 =
Xi:n
Xr:n
, 1 ≤ i ≤ r − 1
(cf. (ix) of Theorem 2.2).
We have seen in Chapter 2 that
(
Y1/r, . . . , Yr/r
)
,
(
Y1/r, . . . , Yr−1/r−1
)
and
(
Y1, . . . , Yr
)
de-
fined by these transformations are distributed as
(
U1:r, . . . , Ur:r
)
,
(
U1:r−1, . . . , Ur−1:r−1
)
and
(
U1, . . . , Ur
)
, respectively, if
(
X1:n, . . . , Xr:n
)
is distributed as
(
U1:n, . . . , Ur:n
)
, where
U1, . . . , Um denote i.i.d. standard uniformly distributed rv’s and U1:m, . . . , Um:m their cor-
responding OS’s, for every m ∈ N. Thus, testing the transformed rv’s for uniformity using
statistics constructed for uncensored samples means the same as testing whether the un-
derlying distribution of X1:n, . . . , Xr:n is U(0, 1) by statistics constructed for Type-II
right censored samples.
Transformation 7 is of a special kind. Strictly speaking, it is not a transformation of(
X1:n, . . . , Xr:n
)
, but it constructs a new random vector from
(
X1:n, . . . , Xr:n
)
, V˜r and Vr,
where V˜r and Vr are as described above. First,
(
X1:n, . . . , Xr:n
)
is transformed by Transfor-
mation 8, then random contraction is applied to the resulting vector
(
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
)
,
which means to multiply
(
X1:n
Xr:n
, . . . ,
Xr−1:n
Xr:n
)
by V˜r. Finally, random dilation yields a
random vector of size r by constructing an additional component 1−
(
1− V˜rXr−1:n
Xr:n
)
Vr.
Then, we know from Theorems 2.2 and 2.5 that this random vector is distributed as(
U1:r, . . . , Ur:r
)
, if Xi ∼ U(0, 1), 1 ≤ i ≤ n. But in practice, only realizations of
X1:n, . . . , Xr:n are available, such that V˜r and Vr must be simulated to obtain a ’real-
ization’ of the random vector given by transformation 7 before a goodness-of-fit test can
be applied. Hence, transformation 7 is a very theoretical approach, which perhaps is not
suitable for application in practice. But it provides an interesting comparison to the other
methods above.
In the power study, the results of which will be presented in the following, the same beta
alternatives as in the preceding sections were considered. It was carried out in the same
way as described in Section 4.2 and again power maps as well as 3D plots will be used for
presentation of the results.
For n = 20 and r ∈ {5, 10, 15} the power of Dr,n applied to
(
X1:n, . . . , Xr:n
)
directly was
compared to the power of Dr−1 combined with transformation 8 and of Dr combined with
each of the transformations 1 to 7. Moreover, by random dilation of
(
X1:n, . . . , Xr:n
)
an
additional oberservation was ’simulated’ and the power of Dr+1,n applied to this artificial
sample was also compared to the other methods.
A2r,n, W 2r,n, SBW 2r,n, U2r,n and their classical counterparts were treated analogously and the
corresponding power maps are shown one below the other on page 104, where r decreases
from left to right. Finally, Neyman’s smooth test Ψ24 (cf. Section 4.2) was also combined
with each of the transformations above and the resulting power maps are printed at the
top of page 105.
Michael and Schucany (1979) suggested transformation 1 for testing goodness-of-fit based
on Type-II right censored data. In their paper a power study comparing the modified test
statistics from Section 1.3.1 of the Introduction and the Anderson - Darling test combined
with their transformation is reported. O’Reilly and Stephens (1988) proposed transforma-
tion 3 and compared the combination with the Anderson - Darling test to the method of
Michael and Schucany (1979) and the modified Anderson - Darling test. Lin et al. (2008)
Power map for the Kolmogorov−Smirnov test statistic, r = 15
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Power map for the Kolmogorov−Smirnov test statistic, r = 10
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Power map for the Kolmogorov−Smirnov test statistic, r = 5
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Power map for the Anderson−Darling test statistic, r = 15
p
q
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Power map for the Anderson−Darling test statistic, r = 10
p
q
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Power map for the Anderson−Darling test statistic, r = 5
p
q
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Power map for the C.−v. M. test statistic (by Pettitt and Stephens), r = 15
p
q
0.45 0.65 0.85 1.05 1.25 1.45
0.
45
0.
55
0.
65
0.
75
0.
85
0.
95
1.
05
1.
15
1.
25
1.
35
1.
45
1.
55
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
Wr,n
2
Wr,n
2
 ° RD
Trsf. 1
Trsf. 2
Trsf. 3
Trsf. 4
Trsf. 5
Trsf. 6
Trsf. 7
Trsf. 8
Power map for the C.−v. M. test statistic (by Pettitt and Stephens), r = 10
p
q
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Power map for the C.−v. M. test statistic (by Pettitt and Stephens), r = 5
p
q
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Power map for the C.−v. M. test statistic (by Smith and Bain), r = 15
p
q
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Power map for the C.−v. M. test statistic (by Smith and Bain), r = 10
p
q
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Power map for the C.−v. M. test statistic (by Smith and Bain), r = 5
p
q
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Power map for the Watson test statistic, r = 15
p
q
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Power map for the Watson test statistic, r = 10
p
q
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Power map for the Watson test statistic, r = 5
p
q
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Power map for Neyman's smooth test with transformed data, r = 15
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Power map for Neyman's smooth test with transformed data, r = 10
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Power map for Neyman's smooth test with transformed data, r = 5
p
q
0.45 0.65 0.85 1.05 1.25 1.45
0.
45
0.
55
0.
65
0.
75
0.
85
0.
95
1.
05
1.
15
1.
25
1.
35
1.
45
1.
55
l
l
l
l
l l
l l
l
Trsf. 1
Trsf. 2
Trsf. 3
Trsf. 4
Trsf. 5
Trsf. 6
Trsf. 7
Trsf. 8
computed the Anderson - Darling statistic on transformed samples obtained by transfor-
mation 2 and compared this procedure to all of the techniques considered in Michael and
Schucany (1979) also in a simulation study.
The power maps for Neyman’s smooth test above show a clear result. Transformation 3
dominates in most of the situations. Only when the probability mass of the alternative
is concentrated towards the middle of [0, 1] (i.e., p, q > 1) transformations 5 or 6 are the
better choice, and transformation 2 is better in some situations when the probability is
shifted just slightly towards 1 (cf. q < 1, p > 1).
The power maps on the left hand side for the other tests, where also the modified versions
of the respective statistics are considered, are more difficult to describe. Most conspicuous
is the dominance of the modified tests when the probability mass of the alternative is con-
centrated towards the right end of the unit interval (cf q < 1, p > 1). Notice, for SBW 2r,n
it is worthwhile to simulate an additional ’observation’ by random dilation if r is small
in this situation. For the other test, except the Kolmogorov - Smirnov test when r = 15,
random dilation does not play a big role in their power maps.
The other technique creating artificial observations, transformation 7, appears in most of
the power maps when the parameters of the beta(p, q) alternatives satisfy 1 < p ≤ q. But if
this is not fulfilled, it is not the best method. The rest of the quadrant given by 1 < p, q is
mostly partitioned into small areas, where transformations 2, 4, 8 or the modified versions
of the considered statistics are best. Though, as r decreases, the modified tests displace
transformations 4 and 8, such that for r = 5 the modified tests are always best if 1 < q ≤ p,
in general. This also holds true for U2r,n, but here transformation 3 is dominating in most
parts of the quadrant for r > 5, and transformations 4 and 8 do not appear at all.
Transformation 3 is also the best for most of the tests if the probability mass of the al-
ternative is concentrated towards the left limit of [0, 1] (i.e., p < 1 and q > 1) and r > 5.
Exceptions are the Watson test, where transformation 2 dominates this quadrant, and the
Kolmogorov - Smirnov test if r = 15. Here, the modified test together with random dilation
often yields better results for p < 1 and q > 2− p. If r = 5 transformation 3 is the best for
the Anderson - Darling statistic, too, but for all other tests transformation 1 is superior.
The last quadrant to be considered is given by p, q < 1, i.e., the alternative has its proba-
bility concentrated towards both ends of the unit interval. Here, many different methods
appear in the power maps for the particular tests and choices of r, and the reader may be
refered to the charts to get an idea of the situation, since written descriptions at this point
would be either vague or rather lengthy. However, it should be mentioned that transfor-
mations 5 and 6 are frequently the best choices in this quadrant because they are not the
best for the rest of the beta alternatives, considering the power maps on the left.
On the following pages, 3D plots of all described methods and plots for a separate study
of the effect of random dilation to the performance of the modified tests can be found for
the case r = 10. Comments to these illustrations will be given on page 113.
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On pages 106 to 110 the 3D plots of the methods considered in the power maps on page
104 for the case r = 10 are shown in the following order. On page 106 the graphs of the
Kolmogorov - Smirnov test can be found, where in the first row the plots of the modified
version with and without applying random dilation previously to the data are printed. The
plots of the classical version calculated on transformed data given by the transformations
1 to 8 are arranged row by row beneath the first two graphs. Then, on the four subsequent
pages the same is done for the Anderson - Darling test, the Cramér - von Mises test (first
with modification W 2r,n then with modification SBW 2r,n) and for the Watson test. On page
111 we see the corresponding graphs for Neyman’s smooth test Ψ24 combined with all of
the transformations.
These illustrations are to visualize the differences between the powers of the compared
methods, which cannot be done by the power maps on page 104. It becomes clear that
considerable differences particularly exist when the probability mass of the alternative is
shifted to one end of the unit interval but not to both, i.e., for beta(p, q) distributions with
p < 1 and q > 1 or vice versa. In the power maps, we see that the modified versions of the
statistics are the best choice if the probability is concentrated towards the right end of [0, 1]
(i.e., p > 1 and q < 1), whereas in the opposite case (p < 1 and q > 1) transformations 1 -
3 show the best performances.
For the Kolmogorov - Smirnov test the modified statistic is much better than all other
methods if p > 1 and q < 1, while transformation 3 is just slightly better than transforma-
tions 1 or 2 and the modified test when p < 1 and q > 1. Moreover, the effect of random
dilation is small using the modified Kolmogorov - Smirnov statistic.
This effect becomes a little bit larger when the modified Anderson - Darling statistic is uti-
lized. Here random dilation increases the power against beta(p, q) alternatives if p < 1 and
q > 1. Transformations 1 - 3 are still somewhat better with almost identical performances
in this situation, but transformation 3 is the only one, which also yields comparable power
as the modified test when p > 1 and q < 1.
W 2r,n benefits from random dilation most. When p < 1 and q > 1 the power is improved
substantially, although transformations 1 - 3 are clearly the better choice in this situation,
with similar performances. On the other hand, when p > 1 and q < 1 the modified test
(with or without random dilation) outperforms the transformations considerably.
The same holds true for SBW 2r,n, but this modification of the Cramér - von Mises statistic
is also almost as good as transformations 1 - 3 for p < 1 and q > 1, such that random
dilation does not make a big impact on SBW 2r,n.
It does not on U2r,n either. The modified Watson test has no power against beta(p, q) alter-
natives if p < 1 and q > 1. Here transformations 1 - 3 yield very similar results which are
much better than those of the rest. If p > 1 and q < 1 the modified test stands out clearly.
Finally, we consider Neyman’s smooth test computed on transformed data. Transforma-
tions 2 and 3 yield similar results, overall. They are considerably better than the rest
when p > 1 and q < 1. In the opposite case, transformation 1 is competitive, and for the
rest of the considered alternatives there are no large differences between the powers of the
techniques.
On the left hand side, the powers of the modified tests before and after random dilation was
applied to a Type- II right censored sample of size r = 10 are plotted. Additionally, power
maps have been made just to compare these two methods in each case. In the particular
rows (from top to bottom) we see the respective plots for the Kolmogorov - Smirnov test,
the Anderson - Darling test, the Cramér - von Mises test (first W 2r,n then SBW 2r,n), the
Watson test, the generalized Hartley-Pfaffenberger criterion and the correlation type test
by Smith and Bain.
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For the first five tests, comments have already been given above. The effect of random
dilation on the power of the generalized Hartley-Pfaffenberger criterion is rather small,
but the power of Tr,n can be increased substantially. This holds true in particular, for the
power against beta(p, q) alternatives with p < 1 and q > 1.
Altogether, we may conclude for all of the modified tests that the application of random
dilation is advisable, although the power maps show better performances for the tests
without random dilation in most of the cases where p > q. But the differences between the
powers of the two methods at these points are negligible, whereas there are some situations
in which random dilation can increase power considerably, as already mentioned above.
Moreover, the modified tests (with or without random dilation) can be recommended in
the cases where the probability mass of the alternative is shifted to the right limit of the
unit interval (cf. beta(p, q) alternatives with p > 1 and q < 1), in general. If it is shifted
to the left limit (cf. beta(p, q) alternatives with p < 1 and q > 1) then transformations
1 - 3 show the best performances regardless of the statistic being considered. In all other
situations, there is no technique which yields generally good power.
Finally, it should be mentioned that transformation 8 which preserves the OS’s structure
for the whole family of power function distributions, i.e., for beta(a, 1) distributions, where
a > 0 is arbitrary (cf. Theorem 3.32), does not yield tests with better powers than the
other transformations. Thus, the structure of the joint distribution of the sample being
tested is not crucial for the powers of the goodness-of-fit tests. E.g., we have seen in Sec-
tion 3.2.1 (cf. Theorem 3.10) that transformation 1 only yields OS’s if the censored sample
stems from the standard uniform distribution, but the use of this transformation for testing
goodness-of-fit is clearly more advisable than the use of transformation 8, regardless of the
test statistics which are applied.
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The focus of this thesis is on transformations of Type-II right censored data in the con-
text of goodness-of-fit tests. In Chapter 2 we have seen several examples of mappings
that transform Type-II right censored samples of i.i.d. standard uniformly distributed
random variables into samples behaving like (ordered or unordered) complete samples of
i.i.d. U(0, 1) random variables of a smaller sample size. But in Chapter 3 it was shown
that censored samples from other underlying distributions are not necessarily transformed
into order statistics or i.i.d. random variables by these mappings. In the case of the trans-
formation suggested by Michael and Schucany (1979) (cf. Theorem 2.2 (x)) it could even
be shown that U(0, 1) is the only distribution such that the order statistics structure is
preserved (cf. Theorem 3.10).
Perhaps, it is possible to characterize the distributions, for which the transformed samples
behave like order statistics or i.i.d. random variables, for other transformations, too. Theo-
rems 3.5, 3.6, 3.29, 3.31 and Corollary 3.37 do not make any statements on this. However,
the approach of density transformation pursued in this work, which was successful for the
transformation of Michael and Schucany (1979), seems to be less fruitful for other trans-
formations.
It might also be worth trying to relax the conditions of the theorems mentioned above.
But these generalizations could be extremely tedious, such that one might prefer analyzing
transformations separately if they do not satisfy the given conditions.
The power studies described in Chapter 4 should be extended to other test statistics and
transformations. Ideas for constructing new transformations are given in Chapter 2 and
many other test statistics can be found in literature. Perhaps, it is also possible to explain
some of the obtained results theoretically.
Finally, other kinds of censoring should be considered in the same way as Type-II right cen-
sored samples were studied here. For example, Michael and Schucany (1979) and O’Reilly
and Stephens (1988) already showed how Type-I or progressively Type-II censored data
could be transformed, and Barr and Davidson (1973) as well as Pettitt and Stephens (1976)
considered modified test statistics also for Type-I censored samples. But, to my know-
ledge, an extensive analysis of these techniques similar to the investigations in this work
for Type-II right censoring cannot be found in literature, so far. Anyway, the case of Type-
II left censored data does not have to be examined separately, since it can be traced back to
Type-II right censoring: If Xn−r+1:n, . . . , Xn:n are the r largest order statistics from n i.i.d.
random variables X1, . . . , Xn with observations in [0, 1] then
(
1−Xn:n, . . . , 1−Xn−r+1:n
)
is distributed as a vector of the r smallest order statistics from n i.i.d. random variables,
r, n ∈ N, 1 ≤ r ≤ n.
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In the following plots, one can see logspline density estimates of some alternatives, con-
sidered by Marhuenda et al. (2005) and Quesenberry and Miller (1977) in their simulation
studies (cf. Chapter 4), and corresponding approximations by beta distributions. First,
100,000 observations of each alternative were simulated; then, the logspline density esti-
mation was calculated using the function ’logspline’ of the same named R package and the
parameters of the beta distributions were computed by the method of moments (cf. Fielitz
and Myers (1975) and Stone et al. (1997)).
The plots were generated by a Java applet which will be available on the homepage of the In-
stitute of Statistics of RWTH Aachen University (http://www.stochastik.rwth-aachen.de),
soon. The red line always represents the beta density and the blue line illustrates the
logspline density estimation in each graph.
The first families of distributions studied by Marhuenda et al. (2005) and Quesenberry and
Miller (1977), respectively, are given by beta distributions. Thus, they are not considered
at this point. Members of the families B and C from Marhuenda et al. (2005) are defined
by the following distribution functions:
Family B : Bk ∼ F2,k(x) =

0 , x < 0,
2k−1xk , 0 ≤ x < 0.5,
1− 2k−1(1− x)k , 0.5 ≤ x < 1,
1 , else,
Family C : Ck ∼ F3,k(x) =

0 , x < 0,
0.5− 2k−1(0.5− x)k , 0 ≤ x < 0.5,
0.5 + 2k−1(x− 0.5)k , 0.5 ≤ x < 1,
1 , else,
where k > 0.
Alternatives B0.6 approximated by beta(0.5383, 0.5386) (left-hand side) and B1.25 approxi-
mated by beta(1.3224, 1.3239) (right-hand side):
118 Appendix
Alternatives C0.8 approximated by beta(1.2501, 1.2475) (left-hand side) and C1.25 approxi-
mated by beta(0.8053, 0.8041) (right-hand side):
Quesenberry and Miller (1977) described the alternatives in their study by random vari-
ables possessing the particular distributions. Let S, U1, U2, . . . be independent random
variables with S ∼ bin(1, 0.5) and Un ∼ U(0, 1), n ∈ N. Then the distributions of the
families 2 - 4 from Quesenberry and Miller (1977) are described by the following random
variables:
Y2,j =
1
j + 1
j+1∑
n=1
Un,
Y3,j = S U
j+1 + (1− S) (1− U j+1)
and
Y4,j = (Y2,j + 0.5) 1 (0,0.5](Y2,j) + (Y2,j − 0.5) 1 (0.5,1)(Y2,j),
where j ∈ N and 1M denotes the characteristic function of a set M ⊆ R.
Alternatives given by Y2,4 (left-hand side), Y3,1 (middle) and Y4,1 (right-hand side), approx-
imated by beta(7.0324, 7.03), beta(0.5714, 0.5715) and beta(0.501, 0.4992), respectively:
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