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Abstract 
In the present work, we describe an approach to reconstruction of dynamic 
connectomes. The experimental part of the study consisted in analysis of the resting state 
of brain with sample of 30 healthy human subjects. Proposed method allows 
reconstruction of dynamic connectomes what makes it applicable for development of 
classifiers-decoders of mental states.  
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1. Introduction 
The goal of many fMRI studies is to explore representation of sensory, cognitive, and motor 
information in specific regions of brain [1]. Modern understanding of this problem was achieved 
through analysis of fMRI data based on coding-decoding perspective: recognition of spatio-
temporal activity patterns of neural networks of brain during perception of external and internal 
stimuli [2-7] and solving the inverse problem of reconstruction of presented stimuli with spatio-
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temporal activity patterns of neural networks [8-13]. A classifier based on these studies and 
capable to integrate a space of neurophysiological activity with cognitive (mental) space can 
become a main tool in research of neural network activity of brain.  
Majority of methods proposed to solve this task were based on methods of comparing a voxel 
space of fMRI activity (static connectomes) with a stimuli space or with a categorical space of 
subject answers. 
Parallel work of independent large scale distributed neural networks, being a foundation of 
brain activity, has temporal dynamics of connectivity. We suppose that a sensitive parameter to 
analyze cognitive states is a dynamics of neural network connectivity during cognitive tasks, 
including its modification from the resting state to the cognitive task state. The classifier-decoder 
being in development should combine the space of dynamic connectomes of brain during a 
cognitive task with the space of answers or with the space of video stimuli characteristics obtained 
with the help of eye-tracking. 
The first stage of development of such classifiers is a reconstruction of dynamic connectomes 
responsible for the resting state as a base level of cognition comparing to cognitive tasks. 
In recent works [14-15], a new method of dynamic connectomes reconstruction proposed to 
analyze resting states. A drawback of this method is the need for a large number of subjects (about 
600). We modified this method to obtain reliable data on a group of 30 subjects. This makes the 
method applicable for development of classifiers-decoders of mental state. 
2. Methods and materials 
In the present study, 30 volunteers (10 women and 20 men in age of 21 to 35 years) were 
explored, each of which gave an informed agreement to participate in the experiment. Subjects 
were at rest condition with closed eyes during all the experiment. Permission to conduct the 
experiment was obtained from ethics committee of IHNA RAS. The experiment was performed 
on Magnetom Verio 3T MRI scanner installed in NRC ”Kurchatov institute“. To obtain 
anatomical MRI images, Т1-weighted sequence was used with the following parameters: 176 
slices, TR = 1900 ms, TE = 2.19 ms, slice thickness = 1 mm, flip angle = 9°, inversion time = 900 
ms, and FOV = 250 × 218 mm2. Functional MRI data were obtained with the following 
characteristics: 30 slices, TR = 2000 ms, TE = 25 ms, slice thickness = 3 mm, flip angle = 90°, 
and FOV = 192 × 192 mm2, ТА = 33 min. 
Preprocessing of anatomical and functional data 
Preprocessing of data was a process of cleaning from artifacts of movements (movements, 
magnetic field inhomogeneity, etc.), realignment of data to a unified anatomical center (anterior 
commissure), slice-timing correction, segmentation of anatomical data, spatial normalization of 
images into Montreal Neurological Institute space, smoothing of functional slices using Gaussian 
function. 
Processing of human brain data at resting state 
Complex fMRI signal is decomposed to independent components using ICA (Independent 
Component Analysis), which allows to select functionally similar components (brain networks) 
and calculate their time dynamics. Also, this method allows localization of spatial regions with the 
highest activity of selected components. 
To reconstruct a dynamic connectome, 100 independent components were selected, and then 
this number was decreased to 50. This filtration was performed to eliminate artifacts determined 
by physiological processes, movements, or magnetic field. The filtration was performed by 
experts manually. To assist experts, preliminary automatic data processing was performed to 
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simplify search of peaks in spectral density of time series of analyzed components because it was 
shown that components corresponding to activations are characterized by peaks of energy in low 
frequency spectrum [16]. Therefore, for each time series (i.e. for each component) we calculated 
two parameters:  
– Difference between a density peak in a low frequency band (less than 0.1 Hz) and a 
minimum at higher frequencies (the bigger the difference, the clearer the peak); 
– Ratio of integrals of the spectral density function in ranges of 0.1 Hz and below, and from 
0.15 to 0.25 Hz (the bigger this ratio, the clearer the peak). 
The higher the value of these parameters, the clearer the peak, and therefore higher probability 
that the component corresponding to the temporal dynamics is not an artifact. 
Temporal dynamics of 50 selected components were postprocessed including removal of 
linear, quadratic, and cubic trends, and also low-pass filtering with a high-frequency cutoff of 0.15 
Hz. The 50 selected components were sorted by their presence in 7 areas (Fig. 1). 
 
Fig. 1: 7 areas by assignment to which the found components were categorized (1 – Somatomotor, 2 – DMN, 
3 – Visual, 4 – Cognitive control, 5 – Cerebellum, 6 – Subcortical, 7 – Auditory). 
After that, for each subject, a correlation matrix was calculated based on temporal dynamics of 
all the components of the subject. An averaged correlation matrix for all the 30 subjects is shown 
on Fig.2. 
  
1 
5
2 3 4 
6 7
Towards reconstruction of dynamic connectomes Vadim Ushakov et al.
229
As one can see on Fig. 2, the highest correlation was observed in somatomotor area and DMN. 
To evaluate dynamic variability of states, time series of analyzed components were divided by 
time on sections using a running window method with step of 1 time sample. For each time series 
in each window, a comparison with Gaussian function was performed to increase weight of central 
elements in a window and to depress side elements. Next, for each window, correlation matrices 
were calculated. So, from a data array of 30 x 50 x 1000 (number of subjects, number of 
components for each subject, size of time series for each dynamics) we derive a data array of 30 x 
50 x 50 x 979 (number of subjects, size of correlation matrix [2 dimensions], number of time 
windows for each component). In total, for all the subjects, 29370 correlation matrices were 
obtained.  
From the 29370 correlation matrices, 1500 matrices were selected to perform clustering (for 
each subject 50 matrices were selected by maximal dispersion of correlations). Usage of smaller 
numbers is problematic because the matrix itself in L1 norm (which we used for clustering) can be 
considered as a 2500 dimensional object. If the number of objects for clustering is too small, 
clustering results are unstable. 
To evaluate optimal number of clusters, we used a ratio of average intercluster distances to 
distances between clusters (global minimum should match optimal number of clusters) and 
Silhouette index [17]. The criterion did not show optimal value, therefore, according to [14], we 
defined the number of clusters equal to 7. When centers of the 7 clusters were found, all the 29370 
correlation matrices were assigned to the clusters. For this operation we used L1 distance 
(Manhattan distance).  
Fig. 2: Statistical correlation between groups of components. SCOR – subcortical, AUD – auditory, 
SOMMOT – somatomotor, VIS – visual, COGCONTROL – cognitive control, DMN – default mode 
network, CER – cerebellum. 
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Fig. 3 shows 3 examples of the 7 cluster centers we found and statistics of their appearance by 
all the subjects: 
 
Fig. 3: Centers of the selected clusters and statistics of their appearance by time for all the 30 subjects. States 
1, 2 and 3 are shown. Statistics diagrams show the number of subjects with the corresponding state by time. 
State 1. High correlation between networks for almost entire cluster (5.7%). 
State 2. There is no visible correlation. This state is most frequent (67.82%). 
State 3. Correlation of the visual networks and cerebellum (4.74%). 
State 4. Correlation of the somatomotor area and the visual area. There is no visible group 
interaction (6.41%). 
State 5. High correlation between networks for almost entire cluster (7%). 
State 6. Correlation between the motor and visual networks (3.51%). 
State 7. Correlation of the visual networks and DMN’s (4.75%). 
Table 1 shows a distribution of the states by subjects. 
Table 1. Distribution of states for each subject. Rows correspond to the 30 subjects. Columns correspond to 
the seven states. 
 State 
1 
State 2 State 3 State 4 State 5 State 6 State 7 
Subject 1 2,349 57,406 10,112 11,134 2,656 10,010 6,333 
Subject 2 6,639 84,065 0,204 5,720 2,349 0,204 0,817 
Subject 3 3,473 59,551 8,887 4,699 13,892 2,860 6,639 
Subject 4 1,839 87,436 1,021 5,924 0,511 2,860 0,409 
Subject 5 7,252 69,663 7,865 7,252 1,839 5,209 0,919 
STATE 1 STATE 2 STATE 3 
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In the table one can see two groups of subjects: a) subjects with dominating second state 
(about 80%); b) subjects with smaller second state (about 60%). 
Fig. 4 shows diagrams of transitions in time between states for two subjects. 
 
Fig. 4: Diagrams of transitions between states in time for two subjects. Horizontal axis corresponds to time; 
vertical axis corresponds to the number of state in which the subject was present at the moment. 
Subject 6 7,763 63,432 2,554 8,172 5,618 6,231 6,231 
Subject 7 7,150 70,174 0,817 16,854 4,392 0,306 0,306 
Subject 8 5,107 75,179 1,226 6,537 4,699 4,494 2,758 
Subject 9 16,445 54,750 0,715 2,043 17,773 1,021 7,252 
Subject 10 4,801 53,320 7,559 8,887 5,822 2,247 17,365 
Subject 11 3,473 77,222 6,027 4,188 5,209 2,043 1,839 
Subject 12 6,639 59,142 3,371 6,333 3,882 9,908 10,725 
Subject 13 1,021 87,436 2,043 3,779 3,575 0,409 1,736 
Subject 14 16,445 52,911 2,145 6,231 14,198 3,677 4,392 
Subject 15 3,064 61,185 4,801 3,677 4,699 8,069 14,505 
Subject 16 11,338 67,722 1,941 5,720 11,236 0,613 1,430 
Subject 17 5,005 53,218 14,913 7,763 2,554 12,972 3,575 
Subject 18 2,145 50,766 23,493 9,908 1,941 8,172 3,575 
Subject 19 2,247 92,646 0,306 3,984 0,613 0,204 0,000 
Subject 20 3,064 90,092 0,000 5,924 0,919 0,000 0,000 
Subject 21 11,747 77,835 1,532 3,371 3,779 0,306 1,430 
Subject 22 0,715 95,608 0,000 3,371 0,000 0,000 0,306 
Subject 23 4,188 61,389 13,994 3,575 6,231 2,860 7,763 
Subject 24 4,392 58,938 7,150 5,005 6,844 8,069 9,602 
Subject 25 6,742 42,799 3,984 4,699 30,439 2,451 8,887 
Subject 26 7,661 59,551 4,494 5,516 18,590 1,941 2,247 
Subject 27 3,575 62,206 5,312 3,269 10,623 2,758 12,257 
Subject 28 10,930 44,433 2,554 13,483 21,348 0,511 6,742 
Subject 29 2,451 84,474 1,532 5,924 1,226 3,269 1,124 
Subject 30 2,860 80,082 1,839 9,499 2,554 1,634 1,532 
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3. Discussion  
The method allowed us to obtain 7 stable clusters of connectivity that characterize dynamics of 
interactions in resting state. In the centers of 7 obtained clusters, there was a high connectivity of 
the visual network with other networks (somatomotor, cerebellum, DMN). This probably reflects 
processes of visual imagination during the resting state with closed eyes. We recently 
demonstrated that this phenomenon is related to the top-down activation of visual cortex to 
representation of mental images [3]. Prevailed connectivity state was the one that have no strong 
interactions (about 80% of time), which corresponds to results of [16]. We suppose that the 
differentiation of the subjects in two groups of short and long low connectivity state (60% or 80% 
of time) can be explained by short time sleep in some of our subjects. 
The obtained diagrams of dynamic transitions between states (Fig. 4) show that there are 
pronounced individual differences of state changes. For example, subject 2 (Fig. 4, on the right) 
demonstrates state 2 at the beginning while other states dominate in the second part of the 
experiment. In the further steps, this will allow calculation of hidden time structure in individual 
patterns of transitions between states during cognitive experiments. Therefore, in getting dynamics 
of the connectivity change, as it was done in the present study, we naturally come to development 
of classifier-decoder of human mental states. 
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