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BGP: Es un protocolo de puerta de enlace (EGP) exterior que se utiliza para 
intercambiar información de encaminamiento entre enrutadores de diferentes 
sistemas autónomos (Asoc). BGP información de enrutamiento incluye la ruta 
completa a cada destino. ... BGP permite el enrutamiento basado en políticas. 
 
DTP: Es un protocolo propietario creado por Cisco Systems que opera entre 
switches Cisco, el cual automatiza la configuración de trunking (etiquetado de 
tramas de diferentes VLAN's con ISL o 802.1Q) en enlaces Ethernet. 
 
EIGRP: Es un protocolo de encaminamiento de vector distancia, propiedad de Cisco 
Systems, que ofrece lo mejor de los algoritmos de Vector de distancias. Se 
considera un protocolo avanzado que se basa en las características normalmente 
asociadas con los protocolos del estado de enlace. Algunas de las mejores 
funciones de OSPF, como las actualizaciones parciales y la detección de vecinos, 
se usan de forma similar con EIGRP. 
 
Etherchannel:  Es una tecnología de Cisco construida de acuerdo con los 
estándares 802.3 full-duplex Fast Ethernet. Permite la agrupación lógica de varios 
enlaces físicos Ethernet, esta agrupación es tratada como un único enlace y permite 
sumar la velocidad nominal de cada puerto físico Ethernet usado y así obtener un 
enlace troncal de alta velocidad. 
 
IP: Es un conjunto de números que identifica, de manera lógica y jerárquica, a una 
interfaz en la red (elemento de comunicación/conexión) de un dispositivo 
(computadora, laptop, teléfono inteligente) que utilice el protocolo (Internet Protocol) 
o, que corresponde al nivel de red del modelo TCP/IP. La dirección IP no debe 
confundirse con la dirección MAC, que es un identificador de 48 bits expresado en 
código hexadecimal, para identificar de forma única la tarjeta de red y no depende 
del protocolo de conexión utilizado en la red. 
 
Loopback: Es una interfaz de red virtual. Las direcciones del rango '127.0.0.0/8' 
son direcciones de loopback, de las cuales se utiliza, de forma mayoritaria, la 
'127.0.0.1' por ser la primera de dicho rango, añadiendo '::1' para el caso de IPv6 
('127.0.0.1::1'). Las direcciones de loopback pueden ser redefinidas en los 
dispositivos, incluso con direcciones IP públicas, una práctica común en los routers. 
y son usualmente utilizadas para probar la capacidad de la tarjeta interna si se están 
enviando datos BGP. 
 
OSPF: Abrir el camino más corto primero en español, es un protocolo de red para 
encaminamiento jerárquico de pasarela interior o Interior Gateway Protocol (IGP), 
que usa el algoritmo Dijkstra, para calcular la ruta más corta entre dos nodos. 
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Spanning Tree: Es un protocolo de red de capa 2 del modelo OSI (capa de enlace 
de datos). Su función es la de gestionar la presencia de bucles en topologías de red 
debido a la existencia de enlaces redundantes (necesarios en muchos casos para 
garantizar la disponibilidad de las conexiones). 
 
Switch: Dispositivo de interconexión de redes de computadores que opera en la 
capa 2 (nivel de enlace de datos) del modelo OSI (Open Systems Interconection). 
Un switch interconecta dos o más segmentos de red, pasando datos de un 
segmento a otro, de acuerdo con la dirección de destino de los datagramas en la 
red. 
 
Vlan: Es un método para crear redes lógicas independientes dentro de una misma 
red física. Varias VLAN pueden coexistir en un único conmutador físico o en una 
única red física. Son útiles para reducir el dominio de difusión y ayudan en la 
administración de la red, separando segmentos lógicos de una red de área local (los 
departamentos de una empresa, por ejemplo) que no deberían intercambiar datos 
usando la red local (aunque podrían hacerlo a través de un enrutador o un 
conmutador de capa OSI 3 y 4). 
 
VTP: VTP son las siglas de VLAN Trunking Protocol, un protocolo de mensajes de 
nivel 2 usado para configurar y administrar VLANs en equipos Cisco. Permite 
centralizar y simplificar la administración en un dominio de VLANs, pudiendo crear, 
borrar y renombrar las mismas, reduciendo así la necesidad de configurar la misma 
VLAN en todos los nodos. El protocolo VTP nace como una herramienta de 








La evaluación denominada “Prueba de habilidades prácticas”, forma parte de las 
actividades evaluativas del Diplomado de Profundización CCNP, y busca identificar 
el grado de desarrollo de competencias y habilidades que fueron adquiridas a lo 
largo del diplomado. Lo esencial es poner a prueba los niveles de comprensión y 
solución de problemas relacionados con diversos aspectos de Networking. 
 









The selected evaluation "Practical skills test" is part of the evaluative activities of the 
CCNP Deepening Diploma, and seeks to identify the degree of development of 
competencies and skills that were acquired throughout the diploma. The essential 
thing is to test the levels of understanding and solving problems related to various 
aspects of Networking. 
 







La evaluación denominada “Prueba de habilidades prácticas”, forma parte de las 
actividades evaluativas del Diplomado de Profundización CCNP, y busca identificar 
el grado de desarrollo de competencias y habilidades que fueron adquiridas a lo 
largo del diplomado. Lo esencial es poner a prueba los niveles de comprensión y 
solución de problemas relacionados con diversos aspectos de Networking. 
 
Para esta actividad, se procede a realizar las tareas asignadas en cada uno de los 
dos (2) escenarios propuestos, acompañado de los respectivos procesos de 
documentación de la solución. 
 
A su vez, los correspondientes registros de la configuración de cada uno de los 
dispositivos, la descripción detallada del paso a paso de cada una de las etapas 
realizadas durante su desarrollo, el registro de los procesos de verificación de 






DESARROLLO DE LA GUIA 
 




Teniendo en cuenta la siguiente imagen: 
 
 
Figura 1. Topología del escenario 1 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers. Configurar las interfaces con las direcciones que se muestran en la 
topología de red. 
 
Configuración de R1 
 
R1(config)#no ip domain-lookup 
R1(config)#interface serial 1/0 
R1(config-if)#ip add 150.20.15.1 255.255.255.0 
R1(config-if)#description R1 --> R2 
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Se procede a realizar la desactivación de la búsqueda de dominio, se asigna la 
dirección ip a la interfaz serial, se agrega una descripción que permita identificar 
facilmente la conexión que realiza, se asigna un clock rate de 128000 y se asigna 
un ancho de banda de 64. Finalmente se enciende la interfaz para que se apliquen 
los cambios 
 
Configuración de R2 
 
R2(config)#no ip domain-lookup 
R2(config)#interface serial 1/0 
R2(config-if)#ip add 150.20.15.2 255.255.255.0 




R2(config)#interface serial 1/1 
R2(config-if)#ip add 150.20.20.1 255.255.255.0  
R2(config-if)#description R2 --> R3 
R2(config-if)#bandwidth 64 
R2(config-if)#clock rate 128000 
R2(config-if)#no shutdown  
R2(config-if)#exit 
 
Se procede a realizar la desactivación de la búsqueda de dominio, se asigna la 
dirección ip a la interfaz serial, se agrega una descripción que permita identificar 
facilmente la conexión que realiza, se asigna un clock rate de 128000 y se asigna 
un ancho de banda de 64. Finalmente se enciende la interfaz para que se apliquen 
los cambios. Así para cada una de las interfaces seriales a configurar 
 
 
Configuración de R3 
 
R3#configure terminal 
R3(config)#no ip domain-lookup 
R3(config)#interface serial 1/0 
R3(config-if)#ip add 150.20.20.2 255.255.255.0  






R3(config)#interface serial 1/1 
R3(config-if)#ip add 80.50.42.1 255.255.255.0 





Se procede a realizar la desactivación de la búsqueda de dominio, se asigna la 
dirección ip a la interfaz serial, se agrega una descripción que permita identificar 
facilmente la conexión que realiza, se asigna un clock rate de 128000 y se asigna 
un ancho de banda de 64. Finalmente se enciende la interfaz para que se apliquen 
los cambios. 
 
Configuración de R4. 
 
R4#configure terminal 
R4(config)#no ip domain-lookup 
R4(config)#interface serial 1/0 
R4(config-if)#ip add 80.50.42.2 255.255.255.0 
R4(config-if)#description R4 --> R3 




R4(config)#interface serial 1/1  
R4(config-if)#ip add 80.50.30.1 255.255.255.0  





Se procede a realizar la desactivación de la búsqueda de dominio, se asigna la 
dirección ip a la interfaz serial, se agrega una descripción que permita identificar 
facilmente la conexión que realiza, se asigna un clock rate de 128000 y se asigna 
un ancho de banda de 64. Finalmente se enciende la interfaz para que se apliquen 
los cambios. Así para cada una de las interfaces seriales a configurar 
 
Configuración de R5. 
 
R5#configure terminal 
R5(config)#no ip domain-lookupR5(config)#interface serial 1/0 
R5(config-if)#ip add 80.50.30.2 255.255.255.0 
R5(config-if)#description R5 --> R4 








Finalmente, se realiza la desactivación de la búsqueda de dominio, se asigna la 
dirección ip a la interfaz serial, se agrega una descripción que permita identificar 
facilmente la conexión que realiza, se asigna un clock rate de 128000 y se asigna 
un ancho de banda de 64. Finalmente se enciende la interfaz para que se apliquen 
los cambios. 
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y configure esas interfaces para participar en el área 150 
de OSPF. 
 




R1(config-if)#ip add 20.1.0.1 255.255.252.0 
R1(config-if)#description Loopback 0 
R1(config-if)#exit 
R1(config)#interface lo1 
R1(config-if)#ip add 20.1.40.1 255.255.252.0 
R1(config-if)#description Loopback 1 
R1(config-if)#exit 
R1(config)#interface lo2 
R1(config-if)#ip add 20.1.44.1 255.255.252.0 
R1(config-if)#description Loopback 2 
R1(config-if)#exit 
R1(config)#interface lo3 
R1(config-if)#ip add 20.1.48.1 255.255.252.0 
R1(config-if)#description Loopback 3 
R1(config-if)#exit 
R1(config)# 
R1(config)#router ospf 1 
R1(config-router)#router-id 1.1.1.1 
R1(config-router)#network 20.1.0.0 0.0.3.255 area 150 
R1(config-router)#network 20.1.40.0 0.0.3.255 area 150 
R1(config-router)#network 20.1.44.0 0.0.3.255 area 150 
R1(config-router)#network 20.1.48.0 0.0.3.255 area 150 
R1(config-router)#network 150.20.15.0 0.0.0.255 area 150 
R1(config-router)#exit 
 
En este paso, se procede a crear todas interfaces loopback a partir de la asignación 
de direcciones 20.1.0.0/22 y se configuran esas interfaces para participar en el área 
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150 de OSPF. Se agregan las redes al protocolo con su respectiva wildcard y el 
area a la que fue asignada. 
 
Configuración en R2. 
 
R2(config)#router ospf 1 
R2(config-router)#router-id 2.2.2.2 
R2(config-router)#network 150.20.15.0 0.0.0.255 area 150 
R2(config-router)#network 150.20.20.0 0.0.0.255 area 150 
R2(config-router)#end 
 
En este paso se procede a agregar al protocolo OSPF las direcciones de red 
asocidadas a los puertos seriales, asignandoles su respectiva wildcard y el area en 
la que pertenecen. 
 
Configuración en R3. 
 
R3(config)#router ospf 1 
R3(config-router)#router-id 3.3.3.3R3(config-router)#network 150.20.15.0 0.0.0.255 
area 150 
R3(config-router)#network 150.20.20.0 0.0.0.255 area 150 
R3(config-router)#network 80.50.42.0 0.0.0.255 area 150 
R3(config-router)# 
 
En este paso se procede a agregar al protocolo OSPF las direcciones de red 
asocidadas a los puertos seriales, asignandoles su respectiva wildcard y el area en 
la que pertenecen. 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 51. 
 




R5(config-if)#ip add 180.5.0.1 255.255.252.0 
R5(config-if)#description Loopback 0 
R5(config-if)#exit 
R5(config)#interface lo1 
R5(config-if)#ip add 180.5.40.1 255.255.252.0 
R5(config-if)#description Loopback 1 
R5(config-if)#exit 
R5(config)#interface lo2 
R5(config-if)#ip add 180.5.44.1 255.255.252.0 
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R5(config-if)#description Loopback 2 
R5(config-if)#exit 
R5(config)#interface lo3 loopback y se activa 
R5(config-if)#ip add 180.5.48.1 255.255.252.0 
R5(config-if)#description Loopback 3 
R5(config-if)#exit 
R5(config)# 
R5(config)#router eigrp 51 
R5(config-router)#network 180.5.0.0 0.0.3.255 
R5(config-router)#network 180.5.40.0 0.0.3.255 
R5(config-router)#network 180.5.44.0 0.0.3.255 
R5(config-router)#network 180.5.48.0 0.0.3.255 
R5(config-router)#network 80.50.30.0 0.0.0.255 
R5(config-router)#exit 
 
En este paso, se procede a crear todas interfaces loopback a partir de la asignación 
de direcciones 180.5.0.0/22 y se configuran esas interfaces para participar en el 
Sistema Autónomo EIGRP 51.. Se agregan las redes al protocolo con su respectiva 
wildcard. 
 
Configuración en R4. 
 
R4#configure terminal 
R4(config)#router eigrp 51 
R4(config-router)#network 80.50.30.0 0.0.0.255 
R4(config-router)#network 80.50.42.0 0.0.0.255 
R4(config-router)# 
 
En este paso se procede a agregar al protocolo EIGRP las direcciones de red 

















4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
 
 
Figura 2. Utilización del show ip route para ver las rutas aprendidas en R3. 
Lo que hace esta parte es asignar la red loopback al protocolo OSPF en el R1, de 
modo que a través de la configuración de otros enrutadores, puedas entender esta 
asignación, de modo que cuando ejecutes show ip route en R3, mostrará que la ruta 
tiene asignado en la adyacencia de R1. 
 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 
T1 y 20,000 microsegundos de retardo. 
 
Configuración en R3. 
 
R3#configure terminal 
Enter configuration commands, one per line.  End with CNTL/Z. 
R3(config)#router ospf 1 




R3(config)#router eigrp 51 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 255 1500 
R3(config-router)#exit 
R3(config)# 
R3(config)#router eigrp 51 
R3(config-router)#network 80.50.42.0 0.0.0.255 
R3(config-router)#exit 
 
En este punto, se procede a realizar la configuración en R3 para redistribuir las rutas 
EIGRP en OSPF usando el costo de 80000 y luego se realiza el proceso de 
redistribución para las rutas OSPF en EIGRP usando un ancho de banda T1 y 
20,000 microsegundos de retardo. 
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
 
 
Figura 3. Verificación de la redistribución en R1 
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En esta figura, se demuestra el aprendizaje y la redistribución de EIGRP en OSPF, 
que enumera las redes de bucle invertido que están asignadas en R5 y aparecen 
en la tabla de enrutamiento de R1. 
 
 
Figura 4. Verificación de la redistribución en R5 
Finalmente, en esta figura se evidencia el aprendizaje y la redistribución de OSPF 
en EIGRP, donde se listan las redes Loopback que fueron adjudicadas en R1 y que 
se presentan en la tabla de enrutameinto de R5. 
 
Se realizan pruebas de conexión entre las interfaces Loopback de R1 con R5 y 

















Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte del 
escenario propuesto. 
 
Topología de red 
 
Figura 7. Topología del escenario 2. 
 
Parte 1: Configurar la red de acuerdo con las especificaciones.  
 









































Se aplica el comando para apagar las interfaces Ethernet en el switch. 
 
b. Asignar un nombre a cada switch acorde con el escenario establecido. 
 
En este punto, se procede a realizar la asignación del nombre de host a cada uno 
de los dispositivos que hacen parte de la topología. Como es trabajado con gns3, al 





























c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama. 
 
En este punto, primero, se procede a realizar la conexión entre DLS1 y DLS2, para 
ello se utiliza un Etherchannel de capa 3 que utilice LACP, estas conexiones al 
realizarse capa 3, se desactiva la capa 2 y permite asignar una dirección IP a cada 
extremo de la conexión. 
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. 












DLS1(config-if)#channel-group 12 mode on 
DLS1(config-if)#no shutdown 
DLS1(config-if)#exit 
DLS1(config)#interface port-channel 12 

















DLS2(config-if)#channel-group 12 mode on 
DLS2(config-if)#no shutdown 
DLS2(config-if)#exit 
DLS2(config)#interface port-channel 12 





2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
En esta parte, se realiza primero un rango con las dos interfaces a las que se realiza 
el tipo de puerto LACP, se encapsula el puerto con una encapsulación dot1q, se 






DLS1(config)#interface range e0/2-3 
DLS1(config-if-range)#switchport trunk  encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 








DLS2(config)#interface range e0/2-3 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk  










ALS1(config)#interface range e0/2-3 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 







ALS2(config)#interface range e0/2-3 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 





3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
En esta parte, se realiza primero un rango con las dos interfaces a las que se realiza 
el tipo de puerto PAgP, se encapsula el puerto con una encapsulación dot1q, se 






DLS1(config)#interface range e1/0-1 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 




DLS1(config-if)#switchport trunk encapsulation dot1q 











DLS2(config)#interface range e1/0-1 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 




DLS2(config-if)#switchport trunk encapsulation dot1q 







ALS1(config)#interface range e1/0-1 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 




ALS1(config-if)#switchport trunk encapsulation dot1q 







ALS2(config)#interface range e1/0-1 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 




ALS2(config-if)#switchport trunk encapsulation dot1q 






4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa. 
 
En este punto, los puertos troncales son asignados a la VLAN 500 y se configura 





DLS1(config)#interface range e0/2-3, e1/0-1 
DLS1(config-if-range)#switchport trunk native vlan 500 
DLS1(config-if-range)#exit 
DLS1(config)#interface po1 
DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
DLS1(config)#interface po4 






DLS2(config)#interface range e0/2-3, e1/0-1 
DLS2(config-if-range)#switchport trunk native vlan 500 
DLS2(config-if-range)# 
DLS2(config)#interface po2 
DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)# 
DLS2(config)#interface po3 






ALS1(config)#interface range e0/2-3, e1/0-1 
ALS1(config-if-range)#switchport trunk native vlan 500 
ALS1(config-if-range)#exit 
ALS1(config)#interface po1 
ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit 
ALS1(config)#interface po3 








ALS2(config)#interface range e0/2-3, e1/0-1 
ALS2(config-if-range)#switchport trunk native vlan 500 
ALS2(config-if-range)#exit 
ALS2(config)#interface po2 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit  
ALS2(config)#interface po4 
ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3 
 
En este punto, se procede a configurar tres de los cuatro dispositivos para que 
utilicen VTP en su versión 3, para ello se debe primeramente, configurar el nombre 
de dominio y su respectiva contraseña, asignar el servidor como primario y los 
demás como clientes. 
 





DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp password ccnp321  






ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp password ccnp321 






ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp password ccnp321 









DLS1(config)#vtp domain server 
DLS1(config)# 
 












ALS2(config)#vtp mode client 
ALS2(config)# 
 
e. Configurar en el servidor principal las siguientes VLAN: 
 
Número de VLAN Nombre de VLAN Número de VLAN Nombre de VLAN 
600  NATIVA  420  PROVEEDORES  
15  ADMON  100  SEGUROS  
240  CLIENTES  1050  VENTAS  
1112  MULTIMEDIA  3550  PERSONAL  
Tabla 1. Configuraciones en el servidor principal de acuerdo a las vlans descritas. 
 
Se procede a configurar el servidor principal como primario, se crea la vlan, se 



































f. En DLS1, suspender la VLAN 420. 
 










g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1. 
 
Ahora, se procede a configurar DLS2 como transparente VTP haciendo uso de la 





DLS2(config)#vtp version 2 





























h. Suspender VLAN 420 en DLS2. 
 










i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
 
En este punto, se procede a crear una vlan con su respectivo nombre y se 
deshabilita para que no esté disponible en cualquier otro switch de la red. Para ello, 
se procede a incluir la vlan como excepción en las vlans que son enviadas a través 










DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
DLS2(config)#interface po3 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
 
j. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 1050, 
1112 y 3550 y como  raíz secundaria para las VLAN 100 y 240. 
 
Se configura en DLS1 como spanning tree root a las vlans estipuladas en el punto, 





DLS1(config)#spanning-tree vlan 1,12,420,600,1050,1112,3550 root primary 
DLS1(config)#spanning-tree vlan 100,240 root secondary 
DLS1(config)#exit 
DLS1# 
k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como una 
raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550. 
 
Se configura en DLS2 como spanning tree root a las vlans estipuladas en el punto, 





DLS2(config)#spanning-tree vlan 100,240 root primary 




l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos. 
 
En este punto se procede a asignar los puertos como troncales, esto asegura que 

























































m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3550 15, 1050 100, 1050 240 
Interfaz 
Fa0/15 
1112 1112 1112 1112 
Interaces 
Fa0/16-18 
 567   
Tabla 2. Asignación de VLAN a las respectivas interfaces de los switches. 
 
Las interfaces asignadas en la tabla, son configuradas como puertos de acceso y 






DLS1(config-if)#switchport mode access 




DLS1(config-if)#switchport mode access 








DLS2(config-if)#switchport mode access  
DLS2(config-if)#switchport access vlan 15 






DLS2 (config)#interface fa0/15 
DLS2 (config-if)#switchport mode access 
DLS2 (config-if)#switchport access vlan 1112 
DLS2 (config-if)#no shutdown 
DLS2 (config-if)#exit 
DLS2(config)# 
DLS2(config)#interface range fa0/16-18 
DLS2(config-if)#switchport mode access 








ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 100 





ALS1(config-if)#switchport mode access 









ALS2(config-if)#switchport mode access 





ALS2(config-if)#switchport mode access 






Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la asignación 






















































Figura 15. Comprobación de las interfaces troncales en ALS2. 
 
 
















Figura 17. Comprobación del Etherchannel en cada uno de los enlaces de ALS1. 
 
 























Se concluye con la comprensión de las implementaciones y configuraciones que 
son aplicables a la red y que esté soportada por OSPF e EIGRP, asignando una 
redistribución entre los protocolos y aprendizaje automatico de las demás redes 
asociadas al area en OSPF y la métrica predefinida para EIGRP 
 
El desarrollo de este trabajo permite reforzar los demás conocimientos adquiridos a 
través de la realización de los laboratorios durante el transcurso activo del curso y 
la solución de las lecciones evaluativas en el entorno de cisco (Netacad). 
 
Se cumplió con los objetivos del trabajo de manera satisfactoria. Finalmente, con la 
realización de esta práctica se complementaron los conocimientos adquiridos en el 
transcurso del diplomado y asegura un nivel de compromiso por complementar este 
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