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ON THE MEAN VALUE PROPERTY
OF FRACTIONAL HARMONIC FUNCTIONS
CLAUDIA BUCUR, SERENA DIPIERRO, AND ENRICO VALDINOCI
Abstract. As well known, harmonic functions satisfy the mean value property, i.e. the
average of such a function over a ball is equal to its value at the center. This fact naturally
raises the question on whether this is a feature characterizing only balls, namely, is a set,
for which all harmonic functions satisfy the mean value property, necessarily a ball?
This question was investigated by several authors, including Bernard Epstein [Proc.
Amer. Math. Soc., 1962], Bernard Epstein and Menahem Max Schiffer [J. Anal. Math.,
1965], Myron Goldstein and Wellington H. Ow [Proc. Amer. Math. Soc., 1971], who
obtained a positive answer to this question under suitable additional assumptions.
The problem was finally elegantly, completely and positively settled by Ülkü Kuran
[Bull. London Math. Soc., 1972], with an artful use of elementary techniques.
This classical problem has been recently fleshed out by Giovanni Cupini, Nicola Fusco,
Ermanno Lanconelli and Xiao Zhong [J. Anal. Math., in press] who proved a quantitative
stability result for the mean value formula, showing that a suitable “mean value gap”
(measuring the normalized difference between the average of harmonic functions on a
given set and their pointwise value) is bounded from below by the Lebesgue measure of
the “gap” between the set and the ball (and, consequently, by the Fraenkel asymmetry of
the set). That is, if a domain “almost” satisfies the mean value property for all harmonic
functions, then that domain is “almost” a ball.
The goal of this note is to investigate some nonlocal counterparts of these results. Some
of our arguments rely on fractional potential theory, others on purely nonlocal properties,
with no classical counterpart, such as the fact that “all functions are locally fractional
harmonic up to a small error”.
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1. Introduction
1.1. A fractional version of inverse mean value properties. A classical question,
dating back to the works [26, 27, 29], is to determine under which conditions a domain,
providing a mean value property for every harmonic function, needs to be necessarily a
ball.
More precisely, it is well known that if u is harmonic in a domain, then u satisfies the
mean value property on every ball compactly contained in that domain. Precisely, say the
closure of a ball Br (centered at the origin) is contained in the domain, then
u(0) = −
∫
Br
u(y) dy,
where, as usual, the “dashed” integral symbol stands for the average.
The mean value property is certainly remarkable and of great importance in the classical
theory of harmonic functions. A natural question is to consider an “inverse problem” and
try to classify all domains for which a mean value formula can hold: namely, if Ω is a given
domain of Rn containing the origin and with the property that
(1.1) u(0) = −
∫
Ω
u(y) dy
for all functions u that are harmonic in Ω, is it possible to say anything about Ω? That is,
how “special” are the domains satisfying (1.1)?
This problem was definitely settled by Ülkü Kuran in [33], who established, with a concise
and very elegant proof, that if Ω is a bounded domain, containing the origin, such that (1.1)
holds for every harmonic, integrable function u in Ω, then Ω is a ball centered at the origin.
As a matter of fact, the work in [33] was the climax of a rather intense research in the
sixties and seventies, that started with [26], in which the classification result for domains
satisfying (1.1) was obtained under the additional assumption that Ω was simply connected.
The simple connectivity assumption was later replaced in [27] by the hypothesis that the
complement of Ω possesses a nonempty interior. Also, in [29] the classification result was
obtained for planar domains with at least one boundary component which is a continuum.
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Interestingly, not only the result in [33] completed the previous works in [26,27,29], but it
also presented an elementary1 approach to the question based on the Poisson Kernel of the
ball.
Besides its theoretical interest, the result in [33] has also natural consequences in game
theory, since the expected payoff of a random walk with prizes placed at the boundary of
a domain is clearly related to harmonic functions, and thus the mean value property of
harmonic functions in this context translates into the possibility of exchanging the average
expected payoff in a given region with the pointwise expected payoff calculated at a special
point of that region, concretely, the center of the ball (and Kuran’s result states that this
reduction is not possible either with other regions, or with other points of the ball).
We also remark that, denoting by Hn−1 the (n − 1)-dimensional Hausdorff measure, an
interesting variant of Kuran’s result is as follows: if Ω is a given domain of Rn, containing
the origin and with the property that
(1.2) u(0) = −
∫
∂Ω
u(y) dHn−1(y)
for all functions u that are harmonic in Ω, then Ω is necessarily a ball: this was proved in
Theorem III.2 of [39] (see also [5, 25, 40]). Interestingly, the condition in (1.2) can also be
classically dealt with “dual” formulations involving a prescription on the normal derivative
of the Green function of Ω (see Theorem III.1 in [39], Section 7 in [37], and the references
therein). Related results are contained in [3, 4]. See also [38] for a classical survey on the
spherical and volume averages of harmonic functions.
In this paper we begin to investigate some possible fractional counterparts of these clas-
sical results. Precisely, we plan to answer this question: if the value of any fractional
harmonic function at a given point equals a suitable fractional mean value on a domain, is
that domain the ball centered at the given point? We will then focus on some quantitative
versions of this question in terms of different possible “gap” functions.
These results are somehow reminiscent of the classical mean value formula and of Kuran-
type problems, and we address two types of nonlocal results. A first proposal regards the
well-known fractional mean value formula on the ball. Our result in Theorem 1.1 relies
on this special measure, which is endowed with extra information linked to the spherical
behavior. In this sense, the analysis appears somewhat more specialized than in the classical
case, where the Lebesgue measure is used instead.
1For completeness, let us briefly recall the proof in [33]: up to a dilation, we can suppose that B1 ⊂ Ω,
with x˜ ∈ (∂Ω) ∩ (∂B1). Then, let
h(x) :=
|x|2 − 1
|x− x˜|n + 1.
Since h(0) = 0, h ≥ 1 in Rn \ B1, and h is harmonic in Rn \ {x˜}, using (1.1) twice (once for Ω and once
for B1), it follows that
0 = |Ω|h(0) =
∫
Ω
h(y) dy =
∫
B1
h(y) dy +
∫
Ω\B1
h(y) dy
= |B1|h(0) +
∫
Ω\B1
h(y) dy =
∫
Ω\B1
h(y) dy ≥ |Ω \B1|,
therefore |Ω \B1| = 0 and thus Ω = B1.
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In a second result given in Theorem 1.6, we consider a different problem, in which the
measure in the mean value formula is instead modeled on the Poisson kernel (that is, the
density function of the fractional harmonic measure). In this setting, we provide partial
results related to whether the limit behavior of the Poisson kernel at boundary points is a
constant.
Some of our proofs deeply rely on the potential theory of fractional operators, as devel-
oped in [8–15,20,21,30]. Other proofs take advantage of the particular structure of nonlocal
equations, in particular we exploit the main result of [24]: any smooth function locally ap-
proximates a fractional harmonic function. In this way, we construct a fractional harmonic
function with the desired properties (that plays the role that the Poisson kernel played in
the proof of Kuran, see footnote at page 3). We think that this is a nice example of how,
in some occasions, the nonlocal setting provides a technical and conceptual simplification
with respect to the classical case.
In terms of motivation and application of fractional mean value formulas, we also mention
that a fractional version of the expected payoff game with Lévy processes in a given domain
and prizes set in the complement of the domain are described in detail, for instance, in
Chapter 2.2 of [17].
To state our fractional versions of inverse mean value properties, we introduce some no-
tations and preliminary notions. Here and in the rest of the paper Ω ⊂ Rn is a bounded
open set and s ∈ (0, 1) is a fixed number. Moreover, as customary, we use the nota-
tion CΩ := Rn \ Ω.
We recall that a function u : Rn → R (say, for simplicity, sufficiently smooth in a given
domain Ω ⊂ Rn), satisfying ∫
Rn
|u(y)|
1 + |y|n+2s dy < +∞
is s-harmonic in Ω if
(−∆)su = 0 in Ω,
where
(−∆)su(x) := P.V.
∫
Rn
u(x)− u(x− y)
|y|n+2s dy
is the fractional Laplace operator (see, for instance, [2, 17, 34]). It is known, as in the
classical case, that a function u is s-harmonic in Ω if and only if u possesses the following
mean value property:
(1.3) u(0) = c(n, s)
∫
CBr
r2s u(y)
(|y|2 − r2)s|y|n dy,
for any r > 0 such that Br ⊂⊂ Ω (see [1, Theorem 2.1], [16, Lemma A.6] or [36, Chapter
1.6]). Here, the notation c(n, s) stands for a positive, normalizing constant. In particular,
taking u := 1 in (1.3) and setting
(1.4) dµr(y) :=
c(n, s) r2s dy
(|y|2 − r2)s|y|n ,
then µr is a measure on CBr, with
(1.5) µr(CBr) = 1.
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In this framework, we can write (1.3) in the form
(1.6) u(0) =
∫
CBr
u(y) dµr(y) =
1
µr(CBr)
∫
CBr
u(y) dµr(y),
for any r > 0 such that
(1.7) Br ⊂⊂ Ω.
As a matter of fact, if in addition u ∈ C(Rn), then (1.7) can be replaced by the weaker
condition that
(1.8) Br ⊂ Ω,
see Lemma A.1 in Appendix A.
We now discuss a suitable inverse problem for (1.6). To state it, we define
(1.9) Hs(Ω) :=
{
u ∈ C(Rn) s.t.
∫
Rn
|u(y)|
1 + |y|n+2s dy < +∞ and (−∆)
su = 0 in Ω
}
.
In this setting, we have the following result.
Theorem 1.1. Let Ω ⊂ Rn be a bounded open set, containing the origin, and define
(1.10) r := dist(0, ∂Ω).
Suppose that
(1.11) u(0) =
1
µr(CΩ)
∫
CΩ
u(y) dµr(y)
for all functions u ∈ Hs(Ω).
Then
Ω = Br.
In short, Theorem 1.1 says that if Ω satisfies a fractional mean value property (com-
pare (1.6) and (1.11)) with respect to a suitable measure, then Ω is necessarily a ball. Two
proofs of Theorem 1.1 are provided in Section 2.1, using both a typically nonlocal and a
potential theoretic approach.
We point out that if r is as in (1.10), then (1.8) is satisfied (but (1.7) does not hold, and
this makes the result in Lemma A.1 technically important for our goals).
On the one hand, we can consider the setting in (1.11) as a nonlocal transposition of that
in (1.2), in which the classical averages along the boundary of the domain (corresponding
to classical Dirichlet conditions) are replaced by suitable fractional averages in the exterior
of the domain (corresponding to fractional Dirichlet conditions, which are indeed external,
and not boundary, prescriptions). On the other hand, we stress that the special role played
by the fractional harmonic mean formulas here is quite different than in the classical case,
in which the surface measure on ∂Ω is not the restriction of the surface measure on ∂Br
to ∂Ω.
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We remark that the situation in Theorem 1.1 would be completely different if one re-
placed (1.11) with a similar formula holding for a suitable measure µ, of the type
u(0) =
∫
CΩ
u(y) dµ(y).
Indeed, this problems is structurally very different from the setting in (1.11), since it is re-
lated to the “balayage” problems for fractional harmonic functions and hold true by taking µ
as the fractional harmonic measure (see e.g. [36, formula (4.5.9) and Theorem 4.16], [10,
Lemma 17], [35, Theorem 7.2], [7, Section 2.2], [18, Remark 3.1], and also [44] and the
references therein). The fractional harmonic measure µ is related to the Poisson kernel and
has also a probabilistic interpretation, being the distribution of a Lévy process started at
the origin and stopped when exiting the domain Ω. In general, these considerations high-
light the importance of carefully choosing the measure µr in (1.11) if one is interested in
classification results for the domain Ω, which would not be valid for other types of measures
(e.g., for the fractional harmonic measure).
Other lines of investigation related to harmonic measures and more generally to averages
of subharmonic and superharmonic functions with respect to different measures, are linked
to the notion of Jensen measures, see e.g. [22,41,42]. For other type of classification results
concerning different averages, see [28], and also [6, 32,39].
The proof of Theorem 1.1 is contained in Section 2.1.
1.2. Stability results for the fractional mean value property. Another natural de-
velopment is to establish a quantitative version of Theorem 1.1 in view of the stability
results in [23, Theorem 1.1] for the classical case. We plan to understand whether the
fact that every s-harmonic function is “close” to its mean value on a domain implies that
the domain is necessarily “close” to being a ball, or vice-versa, if the “distance” between
the pointwise value of an s-harmonic functions and its mean value on a domain remains
bounded away from zero, unless the domain is a ball.
To this end, we introduce several notions of “gaps”, which in turn will provide structurally
different results. We consider Ω ⊂ Rn to be a bounded and open set containing the origin,
and we denote r as in (1.10) and µr as in (1.4). Taking inspiration from in [23, formula (1.2)],
we define the rescaled fractional Gauss mean value gap
(1.12) Gr(Ω) := sup
u∈Hs(Ω)
∣∣∣∣u(0)− 1µr(CΩ)
∫
CΩ
u(y) dµr(y)
∣∣∣∣∫
CBr
|u(y)| dµr(y)
.
In light of (1.6), we know that balls make the fractional Gauss mean value gap vanish.
We prove that, conversely, all other sets produce significant gaps, and it is impossible to
make Gr(Ω) smaller than a universal threshold, unless Ω is a ball. We state the precise
quantitative result in the next theorem.
Theorem 1.2. It holds that Gr(Br) = 0, and that Gr(Ω) ≥ 1 for all Ω such that 0 ∈ Ω,
dist(0, ∂Ω) = r and Ω \Br 6= ∅.
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As a variation of the gap in (1.12), one can consider the quantity
G∗r(Ω) := sup
u∈Hs(Ω)
∣∣∣∣u(0)− 1µr(CΩ)
∫
CΩ
u(y) dµr(y)
∣∣∣∣∣∣∣∣∫CBr u(y) dµr(y)
∣∣∣∣ .
We observe that Gr(Ω) ≤ G∗r(Ω), hence G∗r(Ω) ≥ 1 whenever Ω \ Br 6= ∅, in light of
Theorem 1.2. We can sharpen this estimate and prove that G∗r(Ω) can become arbitrarily
large.
Theorem 1.3. Let r > 0 and let Ur be the family of bounded open sets Ω, with C∞ boundary
such that 0 ∈ Ω and dist(0, ∂Ω) = r. Then G∗r(Br) = 0 and
(1.13) sup
Ω∈Ur
G∗r(Ω) = +∞.
As a third fractional gap, we consider
(1.14) Gr(Ω) := sup
u∈Hs(Ω)
‖u‖L∞(Ω)≤1
∣∣∣∣µr(CΩ)u(0)− ∫CΩ u(y) dµr(y)
∣∣∣∣.
Differently from the previous gaps, Gr(Ω) comprises a precise information with respect
to µr(Ω \ Br), namely small values of Gr(Ω) correspond to small values of µr(Ω \ Br), and
viceversa a small value of µr(Ω \ Br) produces a small Gr(Ω). The precise result is the
following.
Theorem 1.4. There exists a universal number C > 0, such that
Gr(Ω) ∈
[
µr(Ω \Br)
C
, Cµr(Ω \Br)
]
.
The proofs of these different stability theorems are the content of Section 2.2.
1.3. A fractional inverse mean value property involving a Poisson-like kernel.
We now investigate a different approach to the inverse of fractional mean value properties,
by considering a family of kernels modeled on the fractional Poisson kernel. This family
of kernels is parameterized by the set Ω; the kernels take into account the distance with
respect to the boundary of Ω, in a way that mimics the weight provided in the Poisson
kernel (depending on the distance to the boundary of the domain). The reader can find in
Appendix B some notes on the Poisson kernel.
In the forthcoming results, we consider only sets Ω with C1,1 boundary, to fall within the
cases studied in [19]. We will also use the following notation for boundary limit: given a
function f and a point p ∈ ∂Ω, we write that
(1.15) limq∈CΩ
q→p
f(q) = `
if all the sequences accessing the boundary point in the exterior normal direction approach
the value `, that is
lim
t→0+
f(p+ tν(p)) = `,
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being ν(p) the external normal of Ω at p (other notions of non-normal limits may be
considered as well, see e.g. Theorem 3.2 in [13]).
We consider a function F : (0,∞)× (0,∞)→ R+, and let FΩ : CΩ→ R+ be such that
(1.16) FΩ(y) := c(Ω) F (|y|, dist(y, ∂Ω)) ,
where
(1.17) c(Ω) :=
∫
CΩ
FΩ(y) dy.
As a concrete example of the setting in (1.16), one could take
(1.18) FΩ(y) :=
c(n, s)
|y|n (dist(y, ∂Ω))s (2 + dist(y, ∂Ω))s ,
with c(n, s) as in (1.4) and (1.5). We observe that the choice in (1.18) is consistent with
the Poisson kernel on the ball: namely, if y ∈ CB1, then dist(y, ∂B1) = |y| − 1, whence,
in CB1,
(1.19) FB1(y) =
c(n, s)
|y|n (dist(y, ∂B1))s (2 + dist(y, ∂B1))s = c(n, s)|y|n (|y|2 − 1)s = PB1(0, y),
thanks to (B.2).
In the framework described in (1.16) we have the following result.
Theorem 1.5. Let Ω ⊂ Rn be an open set with C1,1 boundary, containing the origin, such
that
dist(0, ∂Ω) = 1,
and let p ∈ ∂Ω ∩ ∂B1. Let FΩ : CΩ→ R+ be as in (1.16) and assume that
(1.20) lim
q∈CΩ
q→p
1
c(Ω)
FΩ(q)|q|n (dist(q, ∂Ω))s = c(n, s)
2s
.
Suppose that
(1.21) u(0) =
1
c(Ω)
∫
CΩ
u(y)FΩ(y) dy
for all functions u ∈ Hs(Ω). Then
Ω = B1.
We make a few remarks on Theorem 1.5. It is well known (see (B.1)) that every s-
harmonic function in Ω is uniquely determined by PΩ, the Poisson kernel in that domain.
Basically (and we make this rigorous in the proof of Theorem 1.5), (1.21) is equivalent to
asking for all q ∈ CΩ that
(1.22) PΩ(0, q) c(Ω) = FΩ(q).
Then (1.20) translates into
(1.23) lim
q∈CΩ
q→p
PΩ(0, q)|q|n (dist(q, ∂Ω))s = c(n, s)
2s
.
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Furthermore, recalling the explicit formula for the Poisson kernel on the ball in (B.2), we
have that
lim
q∈CΩ
q→p
PB1(0, q)|q|n (dist(q, ∂B1))s =
c(n, s)
2s
,
hence we can rewrite (1.23) as
(1.24) limq∈CΩ
q→p
PΩ(0, q)|q|n (dist(q, ∂Ω))s = lim
q∈CΩ
q→p
PB1(0, q)|q|n (dist(q, ∂B1))s .
In view of these observations, we can deduce Theorem 1.5 from the following result:
Theorem 1.6. If Ω ⊂ Rn is an open set with C1,1 boundary, containing the origin,
with dist(0, ∂Ω) = 1 and p ∈ ∂Ω ∩ ∂B1, such that
(1.25) lim
q∈CΩ
q→p
PΩ(0, q) |q|n
(
dist(q, ∂Ω)
)s
=
c(n, s)
2s
,
then Ω = B1.
We point out that, in general, it may happen that
(1.26) limq∈CΩ
q→∂Ω
PΩ(0, q)|q|n (dist(q, ∂Ω))s = C(n, s,Ω),
i.e. the limit towards any point of the boundary may be a constant (depending on Ω),
without Ω being necessarily the unit ball centered at the origin: for example, given R > 1
and x0 ∈ ∂BR−1, we consider the domain Ω := BR(x0). Notice that 0 ∈ BR(x0) and
that dist(0, ∂BR(x0)) = R− |x0| = 1. However, given p ∈ ∂BR(x0), taking qt := p+ t(p−x0)|p−x0| ,
we have that
lim
t→0+
PBR(x0)(0, qt) |qt|n
(
dist(qt, ∂BR(x0))
)s
= lim
t→0+
c(n, s) ts (R2 − |x0|2)s
(|qt − x0|2 −R2)s = limt→0+
c(n, s) ts (2R− 1)s
((R + t)2 −R2)s
=
c(n, s) (2R− 1)s
2sRs
,
hence this limit is the same for all p ∈ ∂BR(x0).
It would be interesting to further investigate the geometric implications of condition (1.26),
to relate boundary limits to geometric properties of the domain and to classify all the
domains for which (1.26) holds true. Also, it would be nice to investigate the specific
role played by the Euclidean norm and understand the case of different norms, including
anisotropic situations and Minkowski norms induced by a convex domain.
Concerning the quantity c(Ω) in (1.17) and the setting in (1.18), we have the next result.
Lemma 1.7. Let Ω be a bounded domain with C1,1 boundary such that dist(0, ∂Ω) = 1
and Ω ⊆ BR, and let FΩ be as in (1.18). Suppose that (1.21) holds true for all functions u ∈
Hs(Ω).
Then
(1.27) c(Ω) ∈
[
1
R2s
, 1
]
.
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Moreover,
(1.28) c(Ω) = 1 if and only if Ω = B1.
It is also interesting to observe that the limit in (1.26) always exists if the domain is C1,1.
Theorem 1.8. Let Ω ⊂ Rn be an open set with C1,1 boundary, with p ∈ ∂Ω and let x0 ∈ Ω.
Then, the limit
lim
t→0+
PΩ(x0, p+ tν(p))
(
dist(p+ tν(p), ∂Ω)
)s
exists and it is finite.
The proofs of Theorems 1.5, 1.6, 1.8 and of Lemma 1.7 are contained in Section 2.3.
2. Proofs of the main results
In this section, we provide the proofs of the main results of this note, together with other
auxiliary results.
2.1. Proof of Theorem 1.1.
Proof of Theorem 1.1. We argue towards a contradiction, assuming that Ω\Br 6= ∅. Then,
let p ∈ Ω \ Br. Since Ω is open, there exists ρ > 0 such that Bρ(p) ⊂ Ω. Furthermore, one
sees that, since p 6∈ Br, it holds that Bρ(p) \Br 6= ∅. These observations give that
∅ 6= Bρ(p) \Br ⊂ Ω \Br,
and therefore, by (1.4),
(2.1) µr(Ω \Br) > 0.
Moreover, according to (1.6) and (1.11), for any u ∈ Hs(Ω) with u(0) = 0 we have that
(2.2)
0 = µr(CΩ)u(0) =
∫
CΩ
u(y) dµr(y) =
∫
CBr
u(y) dµr(y)−
∫
Ω\Br
u(y) dµr(y)
= µr(CBr)u(0)−
∫
Ω\Br
u(y) dµr(y) = −
∫
Ω\Br
u(y) dµr(y).
Now, for every x ∈ Rn we let f(x) := |x|2, and we define
R := max
y∈Ω
|y|.
We also consider ε > 0 suitably small, possibly in dependence of r. For concreteness, we
take
ε :=
r2
4
.
We exploit Theorem 1.1 in [24] for this ε to obtain the existence of a function fr,R ∈ Cs0(Rn)
such that
(−∆)sfr,R = 0 in BR,
and ‖fr,R − f‖L∞(BR) ≤ ε =
r2
4
.
Then, we define
(2.3) u?(x) := −fr,R(x) + fr,R(0).
ON THE MEAN VALUE PROPERTY OF FRACTIONAL HARMONIC FUNCTIONS 11
We remark that, for all x ∈ BR,
u?(x) = − fr,R(x) + f(x) + fr,R(0)− f(0)− f(x) + f(0)
≤ − f(x) + f(0) + |f(x)− fr,R(x)|+ |fr,R(0)− f(0)|
≤ − |x|2 + r
2
2
.
Hence
−u?(x) ≥ |x|2 − r
2
2
≥ r
2
2
for all x ∈ BR \Br.
Since Ω ⊂ BR, it follows from this and (2.1) that
(2.4)
∫
Ω\Br
−u?(y) dµr(y) ≥ r
2
2
µr(Ω \Br) > 0.
We also point out that u?(0) = 0 and (−∆)su?(x) = (−∆)sfr,R(x) = 0 for all x ∈ BR,
consequently u? ∈ Hs(BR) ⊂ Hs(Ω).
Hence, we can exploit (2.2) with u := u?, obtaining a contradiction with (2.4). 
Now we present a structurally different proof of Theorem 1.1 based on fractional potential
theory. This proof is based on the following idea: if we assume that Ω has C1,1 boundary,
using (B.1) and (B.2), we obtain∫
CΩ
u(y)
(
PBr(0, y)
µr(CΩ) − PΩ(0, y)
)
dy = 0,
and this holds for any u ∈ C∞0 (CΩ). These considerations give that
(2.5)
PBr(0, y)
µr(CΩ) = PΩ(0, y)
almost everywhere in CΩ. The thesis of Theorem 1.1 is therefore equivalent to proving
that (2.5) holds if and only if Ω = Br. The proof of this claim is carried out reasoning
by contradiction. Intuitively, looking at (2.5), the contradiction is obtained by choosing a
point p∗ ∈ ∂Ω, and p∗ /∈ ∂B1 and taking the limit for y ∈ CΩ to p∗: the left-hand side term
will tend to infinity, whereas the right-hand side gives a finite value.
We note that in the proof we exploit an approximation argument in order to deal with
general domains. The detailed exposition follows hereafter.
Potential theory proof of Theorem 1.1. We argue by contradiction and suppose that Ω \Br
is nontrivial. Then, by sliding a ball inside Ω \ Br, we can find a ball B∗ ⊂ Ω \ Br
with (∂B∗) ∩ ((∂Ω) \ Br) 6= ∅, see Figure 1. In this way, we can consider a point p∗ ∈
(∂B∗) ∩ ((∂Ω) \ Br). We also take a sequence pj ∈ CΩ such that pj → p∗ as j → +∞. We
define $ := Br ∪B∗.
The main idea now is to consider, as a test for our contradiction, a harmonic function in$
formally corresponding to a Dirac mass at pj. On the one hand, this function will reproduce
the Poisson kernel P$(·, pj) (as described in Appendix B), which diverges as pj → p∗; on
the other hand, the corresponding average in (1.11) would converge to a finite value, thus
providing the desired contradiction.
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Figure 1. What happens if Ω \Br 6= ∅.
The details of the technical argument go as follows. We take ϕk,pj as in (B.4) and
thus uk,pj as in (B.6). Given j, we always suppose that k is large, possibly in dependence
of j, such that B1/k(pj) lies well outside Ω, that is
(2.6) B1/k(pj) ⊂ CΩ.
Also, given δ > 0, we take a smooth bounded open set Ω(δ) that contains Ω and such that
all points of Ω(δ) have distance less than δ from Ω.
In view of (2.6), we can take δ sufficiently small (possibly in dependence of k and j),
such that
(2.7) B1/k(pj) ⊂ CΩ(δ).
We take uk,pj ,δ to be the fractional harmonic function coinciding with ϕk,pj outside Ω(δ).
We claim that
(2.8) uk,pj ,δ ≥ uk,pj .
For this, we observe that uk,pj ,δ ≥ 0, by Maximum Principle. Hence, since uk,pj = ϕk,pj = 0
in (C$) ∩ (CB1/k(pj)), it follows that (2.8) holds true at least in (C$) ∩ (CB1/k(pj)) ⊇
(C$) ∩ Ω(δ).
This, and the fact that (2.8) holds true by construction in CΩ(δ), gives that (2.8) holds
in C$. On the other hand, both uk,pj ,δ and uk,pj are s-harmonic in $, hence (2.8) follows
from the Maximum Principle.
Now we claim that
(2.9) lim
δ→0
∫
CΩ
uk,pj ,δ(y) dµr(y) =
∫
CΩ
ϕk,pj(y) dµr(y).
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To this end, we observe that the image of ϕk,pj is [0, k], and therefore also the image of uk,pj ,δ
is [0, k], by Maximum Principle. Then, since∫
CΩ
uk,pj ,δ(y) dµr(y)
=
∫
CΩ(δ)
uk,pj ,δ(y) dµr(y) +
∫
Ω(δ)\Ω
uk,pj ,δ(y) dµr(y)
=
∫
CΩ(δ)
ϕk,pj(y) dµr(y) +
∫
Ω(δ)\Ω
uk,pj ,δ(y) dµr(y),
one obtains (2.9) by taking the limit.
Therefore, in light of (1.11), (2.8) and (2.9),
uk,pj(0) ≤ lim
δ→0
uk,pj ,δ(0) = lim
δ→0
1
µr(CΩ)
∫
CΩ
uk,pj ,δ(y) dµr(y)
=
1
µr(CΩ)
∫
CΩ
ϕk,pj(y) dµr(y).
Hence, observing that 0 ∈ Br ⊂ $, taking limits as k → +∞, and recalling Lemmata B.2
and B.3,
P$(0, pj) = lim
k→+∞
uk,pj(0) ≤ lim
k→+∞
1
µr(CΩ)
∫
CΩ
ϕk,pj(y) dµr(y)
=
c(n, s) r2s
µr(CΩ) (|pj|2 − r2)s|pj|n .
(2.10)
Now, we take limits as j → +∞. To this end, we exploit Theorem 2.13 in [19], that provides
a suitable c := c(n, s,$) > 0 such that
P$(0, pj) ≥
c
(
dist(0, ∂$)
)s(
dist(pj, ∂$)
)s (
1 + dist(pj, ∂$)
)s |pj|n .
Hence, since pj → p∗ ∈ ∂B∗ ⊆ ∂$, and consequently dist(pj, ∂$) → 0 as j → +∞, we
obtain that
(2.11) lim
j→+∞
P$(0, pj) = +∞.
Plugging this information into (2.10), we conclude that
(2.12) +∞ = lim
j→+∞
c(n, s) r2s
µr(CΩ) (|pj|2 − r2)s|pj|n =
c(n, s) r2s
µr(CΩ) (|p∗|2 − r2)s|p∗|n .
But
(2.13)
1
(|p∗|2 − r2)s|p∗|n < +∞,
since p∗ ∈ Rn \ Br. From (2.12) and (2.13) a contradiction plainly follows, and thus the
claim in Theorem 1.1 is established. 
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Interestingly, we point out that the proofs of Theorem 1.1 presented here hold true in
a greater generality and they remain valid, with only notation modifications, in the case
in which the measure µr(·) is replaced by a family of measure µ(·;U), possibly varying for
every open set U containing Br and which satisfy the following structural properties:
• the restriction of µ(·;U) to CBr is absolutely continuous with respect to the Lebesgue
measure,
• µ(·, Br) = µr(·),
• µ(A;U) ≤ µr(A) for all A ⊆ CBr.
In this framework, the second assumption is mainly needed to guarantee that the ball
satisfies the mean value property with respect to µ(·, Br) (without it, the result has to
allow the possibility that no set satisfies such a mean value property).
2.2. Mean value gaps: Proofs of Theorems 1.2, 1.3, 1.4.
Proof of Theorem 1.2. The fact that Gr(Br) = 0 follows from (1.6), hence we focus on
proving that Gr(Ω) ≥ 1 otherwise. The proof is a quantitative refinement of the potential
theoretic argument presented on page 11. We assume that Ω \ Br 6= ∅ and then we put
ourselves in the setting of Figure 1: namely, we consider a ball B∗ ⊂ Ω \ Br with (∂B∗) ∩
((∂Ω)\Br) 6= ∅, a point p∗ ∈ (∂B∗)∩((∂Ω)\Br), and a sequence pj ∈ CΩ such that pj → p∗
as j → +∞, thus defining $ := Br ∪B∗.
We take ϕk,pj as in (B.4) and uk,pj as in (B.6).
In this way, by (1.12),
(2.14) Gr(Ω) ≥
∣∣∣∣uk,pj(0)− 1µr(CΩ)
∫
CΩ
uk,pj(y) dµr(y)
∣∣∣∣∫
CBr
|uk,pj(y)| dµr(y)
.
By Lemma B.2, we know that
(2.15) lim
k→+∞
uk,pj(0) = P$(0, pj).
Also, by Lemma B.3,
(2.16) lim
k→+∞
∫
CΩ
uk,pj(y)
(|y|2 − r2)s|y|n dy = limk→+∞
∫
CΩ
ϕk,pj(y)
(|y|2 − r2)s|y|n dy =
1
(|pj|2 − r2)s|pj|n .
Furthermore, since ϕk,pj ≥ 0, it follows from (B.6) that uk,pj ≥ 0. This observation and (1.6)
give that
uk,pj(0) =
∫
CBr
uk,pj(y) dµr(y) =
∫
CBr
|uk,pj(y)| dµr(y).
As a consequence, by (2.15),
P$(0, pj) = lim
k→+∞
∫
CBr
|uk,pj(y)| dµr(y).
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Then, we insert this, (2.15) and (2.16) into (2.14) after taking the limits as k → +∞, and
we find that
Gr(Ω) ≥
∣∣∣∣P$(0, pj)− c(n, s)r2sµr(CΩ) (|pj|2 − r2)s|pj|n
∣∣∣∣
P$(0, pj)
≥
P$(0, pj)− c(n, s)r
2s
µr(CΩ) (|pj|2 − r2)s|pj|n
P$(0, pj)
.
Then, taking the limit as j → +∞, it follows from (2.11) and (2.13) that Gr(Ω) ≥ 1. 
Now we will use the result in [24] to prove Theorem 1.3.
Proof of Theorem 1.3. We point out that G∗r(Br) = 0, as a consequence of (1.6), hence
we focus on the proof of (1.13). For this, the argument that we use here is a suitable
modification and quantification of the one in the proof of Theorem 1.1 presented on page 10,
combined with some rescaling methods.
We denote
(2.17) Ωr :=
Ω
r
and ur(x) := u(rx).
We take R so large that Ω ⊂ BR, and consequently
B1 ⊂ Ωr ⊂ BR/r.
Moreover, in view of (1.9), we remark that
u ∈ Hs(Ω) if and only if ur ∈ Hs(Ωr).
Furthermore, for every Ω′ which contains Br, by (1.4), and using the substitution z := y/r,
we see that ∫
CΩ′
u(y) dµr(y) = c(n, s) r
2s
∫
CΩ′
u(y) dy
(|y|2 − r2)s|y|n
= c(n, s)
∫
CΩ′r
u(rz) dz
(|z|2 − 1)s|z|n =
∫
CΩ′r
ur(z) dµ1(z),
(2.18)
where the notation in (2.17) has been used for Ω′ as well.
In particular, taking Ω′ := Br in (2.18),
(2.19)
∫
CBr
u(y) dµr(y) =
∫
CB1
ur(z) dµ1(z).
Also, taking u := 1 in (2.18),
µr(CΩ′) = µ1(CΩ′r).
This, for Ω′ := Ω gives
(2.20) µr(CΩ) = µ1(CΩr).
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Making use of this, (1.6), (2.18) and (2.19), we get that
u(0)− 1
µr(CΩ)
∫
CΩ
u(y) dµr(y)∫
CBr
u(y) dµr(y)
=
ur(0)− 1
µ1(CΩr)
∫
CΩr
ur(y) dµ1(y)∫
CB1
ur(y) dµ1(y)
=
∫
CB1
ur(y) dµ1(y)− 1
µ1(CΩr)
∫
CΩr
ur(y) dµ1(y)∫
CB1
ur(y) dµ1(y)
= 1−
∫
CΩr
ur(y) dµ1(y)
µ1(CΩr)
∫
CB1
ur(y) dµ1(y)
.
This gives that
(2.21) G∗r(Ω) ≥ sup
v∈Hs(Ωr)
∣∣∣∣∣∣∣∣1−
∫
CΩr
v(y) dµ1(y)
µ1(CΩr)
∫
CB1
v(y) dµ1(y)
∣∣∣∣∣∣∣∣ .
Now, we take f ∈ C∞(Rn, [0, 1]) with
f(x) =
{
1 in B1/2 ∪ CB2R/r,
0 in BR/r \B1.
We let ε > 0 be sufficiently small and we exploit Theorem 1.1 in [24] and see that there
exists fR/r ∈ Cs0(Rn) such that
(−∆)sfR/r = 0 in B3R/r,
and ‖fR/r − f‖L∞(B3R/r) ≤ ε.
In particular, we have that
‖fR/r‖L∞(Ωr\B1) ≤ ‖fR/r‖L∞(BR/r\B1) = ‖fR/r − f‖L∞(BR/r\B1) ≤ ε,
whence ∫
CB1
fR/r(y) dµ1(y) =
∫
CΩr
fR/r(y) dµ1(y) +
∫
Ωr\B1
fR/r(y) dµ1(y)
≤
∫
CΩr
fR/r(y) dµ1(y) + εµ1(Ωr \B1) ≤
∫
CΩr
fR/r(y) dµ1(y) + ε,
(2.22)
thanks to (1.5).
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Notice also that fR/r ∈ Hs(BR/r) ⊆ Hs(Ωr). As a consequence of this, (1.6), (2.21)
and (2.22), we see that
G∗r(Ω) ≥
∫
CΩr
fR/r(y) dµ1(y)
µ1(CΩr)
∫
CB1
fR/r(y) dµ1(y)
− 1
≥ 1
µ1(CΩr) −
ε
µ1(CΩr)
∫
CB1
fR/r(y) dµ1(y)
− 1
=
1
µ1(CΩr) −
ε
µ1(CΩr) fR/r(0) − 1.
(2.23)
Since
fR/r(0) ≥ f(0)− |fR/r(0)− f(0)| ≥ f(0)− ε = 1− ε ≥ 1
2
,
as long as ε is small enough, we deduce from (2.23) that
G∗r(Ω) ≥
1
µ1(CΩr) −
2ε
µ1(CΩr) − 1.
Hence, taking ε as small as we wish, and recalling (2.20), we obtain that
(2.24) G∗r(Ω) ≥
1
µr(CΩ) − 1.
Now, for any δ > 0 we can consider a smooth domain Ω(δ) such that(
Br ∪ {|xn| ≥ 2δ}
) ∩B1/δ ⊆ Ω(δ) ⊆ (Br ∪ {|xn| ≥ δ}) ∩B2/δ.
Then, we have that
µr(CΩ(δ)) ≤ µr
((
(CBr) ∩ {|xn| < 2δ}
) ∪ (CB1/δ))
≤ µr
(
(CBr) ∩ {|xn| < 2δ}
)
+ µr
(CB1/δ)
≤ c(n, s) r2s
[∫
(CBr)∩{|yn|<2δ}
dy
(|y|2 − r2)s|y|n +
∫
CB1/δ
dy
(|y|2 − r2)s|y|n
]
,
which is infinitesimal as δ → 0.
Using this information and (2.24), we obtain
lim
δ→0
G∗r(Ω
(δ)) ≥ 1
µr(CΩ(δ)) − 1 = +∞,
thus establishing (1.13). 
Now we consider the fractional gap defined in (1.14) and we show that it reproduces pre-
cisely the excess of Ω with respect to Br, measured in terms of µr, thus proving Theorem 1.4.
To do this, we use once more the result in [24].
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Proof of Theorem 1.4. Let u ∈ Hs(Ω) with |u| ≤ 1 in Ω. By (1.6) and (1.5),∣∣∣∣µr(CΩ)u(0)− ∫CΩ u(y) dµr(y)
∣∣∣∣
=
∣∣∣∣ µr(CΩ)µr(CBr)
∫
CBr
u(y) dµr(y)−
∫
CΩ
u(y) dµr(y)
∣∣∣∣
≤
∣∣∣∣ µr(CΩ)µr(CBr) − 1
∣∣∣∣ ∣∣∣∣ ∫CBr u(y) dµr(y)
∣∣∣∣+ ∫
Ω\Br
|u(y)| dµr(y)
≤
∣∣∣∣ µr(CΩ)µr(CBr) − 1
∣∣∣∣µr(CBr) |u(0)|+ µr(Ω \Br)
=
(
µr(CBr)− µr(CΩ)
) |u(0)|+ µr(Ω \Br)
≤ 2µr(Ω \Br).
(2.25)
Now, we take R > 0 large enough such that Ω ⊂ BR. Given δ ∈ (0, r), we take fδ ∈
C∞(Rn, [0, 1/2]) be such that fδ = 0 in Br−δ and fδ = 1/2 in CBr. Fixed ε > 0, we exploit
Theorem 1.1 in [24]: in this way, we find a function fδ,ε,R such that fδ,ε,R ∈ Hs(BR) ⊆ Hs(Ω)
and
‖fδ,ε,R − fδ‖L∞(BR) ≤ ε.
Notice that, for every x ∈ Ω ⊂ BR, we have that
|fδ,ε,R(x)| ≤ |fδ(x)|+ |fδ,ε,R(x)− fδ(x)| ≤ 1
2
+ ε ≤ 1,
as long as ε is sufficiently small, and thus fδ,ε,R is an admissible function as a competitor
for the supremum in (1.14). Then, by (1.6) and (1.5),
Gr(Ω) ≥
∣∣∣∣µr(CΩ) fδ,ε,R(0)− ∫CΩ fδ,ε,R(y) dµr(y)
∣∣∣∣
=
∣∣∣∣µr(CΩ) fδ,ε,R(0)− [∫CBr fδ,ε,R(y) dµr(y)−
∫
Ω\Br
fδ,ε,R(y) dµr(y)
] ∣∣∣∣
=
∣∣∣∣µr(CΩ) fδ,ε,R(0)− [µr(CBr) fδ,ε,R(0)− ∫
Ω\Br
fδ,ε,R(y) dµr(y)
] ∣∣∣∣
=
∣∣∣∣(µr(CΩ)− µr(CBr))fδ,ε,R(0) + ∫
Ω\Br
fδ,ε,R(y) dµr(y)
∣∣∣∣
=
∣∣∣∣− µr(Ω \Br) fδ,ε,R(0) + ∫
Ω\Br
fδ,ε,R(y) dµr(y)
∣∣∣∣
≥
∫
Ω\Br
fδ,ε,R(y) dµr(y)− µr(Ω \Br) fδ,ε,R(0)
≥
∫
Ω\Br
(
fδ(y)− ε
)
dµr(y)− µr(Ω \Br)
(
fδ(0) + ε
)
=
(
1
2
− ε
)
µr(Ω \Br)− εµr(Ω \Br).
ON THE MEAN VALUE PROPERTY OF FRACTIONAL HARMONIC FUNCTIONS 19
For this reason, by sending ε→ 0, we discover that
Gr(Ω) ≥ µr(Ω \Br)
2
.
This and (2.25) yield the desired result. 
2.3. Poisson-like measures: Proofs of Theorems 1.5, 1.6, 1.8. We start this section
by providing the proof of the spherical classification result in Theorem 1.6.
Proof of Theorem 1.6. Given q ∈ CΩ, we define v(x) = PΩ(x, q) − PB1(x, q) and we know
by Lemma B.4 that 
(−∆)sv(x) = 0 for every x ∈ B1,
v(x) = 0 for every x ∈ CΩ,
v(x) = PΩ(x, q) for every x ∈ Ω \B1.
As a consequence,
v(x) =
∫
CB1
v(y)PB1(x, y) dy =
∫
Ω\B1
PΩ(y, q)PB1(x, y) dy
thereby
PΩ(x, q) = PB1(x, q) +
∫
Ω\B1
PΩ(y, q)PB1(x, y) dy.
For x = 0, we thus have
PΩ(0, q)− PB1(0, q) =
∫
Ω\B1
PΩ(y, q)PB1(0, y) dy.
We consider a sequence qj ∈ CΩ such that qj → p as j → +∞. Up to taking j large enough,
we have that dist(qj, ∂Ω) = dist(qj, ∂B1). Accordingly, using (B.2) we have that
lim
j→+∞
PB1(0, qj) |qj|n
(
dist(qj, ∂B1)
)s
=
c(n, s)
2s
hence, in light of (1.25), we obtain
(2.26)
0 = lim
j→+∞
(
PΩ(0, qj)− PB1(0, qj)
)|qj|n(dist(qj, ∂Ω))s
=
∫
Ω\B1
PΩ(y, qj)PB1(0, y) dy |qj|n
(
dist(qj, ∂Ω)
)s
.
Our goal is now to show that
Ω \B1 = ∅.
To this end, we argue by contradiction and we suppose that Ω \B1 6= ∅. In particular, we
can find x¯ ∈ Ω \B1 and ρ small such that Bρ(x¯) ⊂ Ω \B1 and such that
y ∈ Bρ/2(x¯), hence dist(y, ∂Ω) ≥ ρ
2
.
Moreover, by Lemma 2.13 in [19], for each y ∈ Ω,
PΩ(y, qj) ≥
c(Ω)
(
dist(y, ∂Ω)
)s
|y − qj|n
(
dist(qj, ∂Ω)
)s (
1 + c¯(Ω)dist(qj, ∂Ω)
)s
,
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for suitable c(Ω), c¯(Ω) > 0, wherefore∫
Ω\B1
PΩ(y, qj)PB1(0, y) dy
(
dist(qj, ∂Ω)
)s
≥
∫
Ω\B1
c(Ω)
(
dist(y, ∂Ω)
)s
|y − qj|n
(
1 + c¯(Ω) dist(qj, ∂Ω)
)s PB1(0, y) dy
≥
∫
Bρ/2(x¯)
c(Ω)
(
ρ/2
)s
|y − qj|n
(
1 + c¯(Ω) dist(qj, ∂Ω)
)s PB1(0, y) dy.
This leads to
lim
j→+∞
∫
Ω\B1
PΩ(y, qj)PB1(0, y) dy
(
dist(qj, ∂Ω)
)s
≥
∫
Bρ/2(x¯)
c(Ω)
(
ρ/2
)s
|y − p|n PB1(0, y) dy
=
∫
Bρ/2(x¯)
c(Ω) c(n, s)
(
ρ/2
)s
|y − p|n (|y|2 − 1)s|y|n dy > 0.
This is in contradiction with (2.26), and so it proves that Ω \ B1 = ∅. Therefore Ω = B1,
hence the proof of Theorem 1.6 is complete. 
Having completed the proof of Theorem 1.6, we use this result to prove Theorem 1.5, via
the following argument:
Proof of Theorem 1.5. We observe, thanks to (B.1), that for any u ∈ Hs(Ω)
u(0) =
∫
CΩ
u(y)PΩ(0, y) dy.
Putting this together with (1.21), we get∫
CΩ
u(y)
(
PΩ(0, y)− FΩ(y)
c(Ω)
)
dy = 0.
In particular, we can take u to be s-harmonic in Ω, with u = φ in CΩ, for any φ ∈ C∞0 (CΩ),
thus obtaining ∫
CΩ
φ(y)
(
PΩ(0, y)− FΩ(y)
c(Ω)
)
dy = 0.
This implies that
(2.27)
FΩ(y)
c(Ω)
= PΩ(0, y) a.e. in CΩ.
Using (1.20), we get that
lim
q∈CΩ
q→p
PΩ(0, q)|q|n dists(q, ∂Ω) = c(n, s)
2s
.
This gives that condition (1.25) is satisfied and then the assumptions of Theorem 1.6 are
fulfilled, thus allowing us to conclude that Ω = B1. 
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We use the analysis developed in this section to give the proof of Lemma 1.7.
Proof of Lemma 1.7. By Lemma B.4, we know that, for all q ∈ CΩ,
PB1(0, q) ≤ PΩ(0, q).
Using this, (1.18), (1.19) and (2.27) (which holds, as a consequence of (1.21)), we see that
c(n, s)
|q|n (dist(q, ∂B1))s (dist(q, ∂B1) + 2)s = PB1(0, q) ≤ PΩ(0, q)
=
FΩ(q)
c(Ω)
=
c(n, s)
c(Ω)|q|n (dist(q, ∂Ω))s (2 + dist(q, ∂Ω))s .
(2.28)
This gives that
(2.29) c(Ω) ≤ (dist(q, ∂B1))
s (dist(q, ∂B1) + 2)
s
(dist(q, ∂Ω))s (dist(q, ∂Ω) + 2)s
.
Now, we take p ∈ (∂Ω) ∩ (∂B1) and, for small t > 0, we consider qt := (1 + t)p ∈ CΩ.
We observe that, for small t, dist(qt, ∂Ω) = dist(qt, ∂B1) and hence, in view of (2.29), we
deduce that
c(Ω) ≤ lim
t→0+
(dist(qt, ∂B1))
s (dist(qt, ∂B1) + 2)
s
(dist(qt, ∂Ω))
s (dist(qt, ∂Ω) + 2)
s = 1.
Using instead that Ω ⊆ BR, and thus PBR(0, q) ≥ PΩ(0, q) for all q ∈ CBR, we obtain
that c(Ω) ≥ R−2s, and we can conclude the desired claim in (1.27).
To prove (1.28), we notice that if Ω = B1, then the “≤” in (2.28) reduces to “=”.
Therefore c(B1) = 1, which is one implication of (1.28).
Now, to prove the other implication of (1.28), we assume c(Ω) = 1 and we aim at proving
that Ω = B1. With this assumption, we have from (2.28) that
PΩ(0, q) =
c(n, s)
c(Ω)|q|n (dist(q, ∂Ω))s (2 + dist(q, ∂Ω))s = c(n, s)|q|n (dist(q, ∂Ω))s (2 + dist(q, ∂Ω))s .
Hence, taking p and qt as above,
lim
t→0+
PΩ(0, qt) |qt|n
(
dist(qt, ∂Ω)
)s
= lim
t→0+
c(n, s)(
2 + dist(qt, ∂Ω)
)s = c(n, s)
2s
.
This gives that (1.25) is satisfied, and therefore, by Theorem 1.6, we obtain that Ω = B1,
as desired. 
Now we deal with the proof of Theorem 1.8. For this, we drew inspiration from a method
developed in a different framework in [13] (see in particular Theorem 3.2 there). As a first
step towards the proof of Theorem 1.8, we obtain some uniform bounds on the Poisson
kernel.
Lemma 2.1. Let Ω ⊂ Rn be an open set with C1,1 boundary, with p ∈ ∂Ω and let x¯ ∈ Ω.
Let also xint, xext ∈ Rn and rint, rext > 0 be such that
(2.30) Brint(xint) ⊆ Ω ⊆ CBrext(xext),
with
(2.31) p ∈ (∂Brint(xint)) ∩ (∂Brext(xext)).
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Then,
c(n, s)
2s rsint |x¯− p|n
(
2rintν(p) · (p− x¯)− |x¯− p|2
)s ≤ lim inf
t→0+
PΩ(x¯, p+ tν(p)) t
s
≤ lim sup
t→0+
PΩ(x¯, p+ tν(p)) t
s ≤ c(n, s)
2s rsext |x¯− p|n
(
2rextν(p) · (p− x¯) + |x¯− p|2
)s
.
Proof. By (2.30) and Lemma B.4, for all y ∈ Brext(xext),
PBrint (xint)(x¯, y) ≤ PΩ(x¯, y) ≤ PCBrext (xext)(x¯, y),
and therefore, by (B.2)
c(n, s)
|x¯− y|n
(
r2int − |x¯− xint|2
|y − xint|2 − r2int
)s
≤ PΩ(x¯, y) ≤ c(n, s)|x¯− y|n
( |x¯− xext|2 − r2ext
r2ext − |y − xext|2
)s
.
In particular, taking t > 0 suitably small and y := p+ tν(p),
c(n, s) ts
|x¯− p− tν(p)|n
(
r2int − |x¯− xint|2
|p+ tν(p)− xint|2 − r2int
)s
≤ PΩ(x¯, p+ tν(p)) ts
≤ c(n, s) t
s
|x¯− p− tν(p)|n
( |x¯− xext|2 − r2ext
r2ext − |p+ tν(p)− xext|2
)s
.
(2.32)
In light of (2.31), we point out that |p+tν(p)−xint| = rint +t and |p+tν(p)−xext| = rext−t.
Consequently,
|p+ tν(p)− xint|2 − r2int = 2rint t+ t2
and r2ext − |p+ tν(p)− xext|2 = 2rext t− t2.
This and (2.32) yield that
c(n, s)
|x¯− p− tν(p)|n
(
r2int − |x¯− xint|2
2rint + t
)s
≤ PΩ(x¯, p+ tν(p)) ts
≤ c(n, s)|x¯− p− tν(p)|n
( |x¯− xext|2 − r2ext
2rext − t
)s
,
from which we obtain that
c(n, s)
2s rsint |x¯− p|n
(
r2int − |x¯− xint|2
)s ≤ lim inf
t→0+
PΩ(x¯, p+ tν(p)) t
s
≤ lim sup
t→0+
PΩ(x¯, p+ tν(p)) t
s ≤ c(n, s)
2s rsext |x¯− p|n
(|x¯− xext|2 − r2ext)s .(2.33)
We also remark that
xint = p− rintν(p) and xext = p+ rextν(p),
consequently
r2int − |x¯− xint|2 = r2int − |x¯− p+ rintν(p)|2 = −|x¯− p|2 − 2rintν(p) · (x¯− p)
and |x¯− xext|2 − r2ext = |x¯− p− rextν(p)|2 − r2ext = |x¯− p|2 − 2rextν(p) · (x¯− p).
Plugging this information into (2.33) we obtain the desired result. 
With this, we can now complete the proof of Theorem 1.8.
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Proof of Theorem 1.8. Let η ∈ (0, 1) be as small as we wish in what follows. We consider
interior and exterior tangent balls at p, as in (2.30) and (2.31), and we define x¯η := ηxint +
(1− η)p.
Let also
Ψ(t) := PΩ(x0, p+ tν(p))
(
dist(p+ tν(p), ∂Ω)
)s
= PΩ(x0, p+ tν(p)) t
s.
We define
Φ(t, η) := PΩ(x¯η, p+ tν(p)) t
s
and we see that
(2.34) Ψ(t) =
PΩ(x0, p+ tν(p))
PΩ(x¯η, p+ tν(p))
Φ(t, η).
We recall the notion of Martin kernel based at x0, see e.g. [14, Theorems 2 and 3] or [31,
Theorem 4.3] (see also [21] and the references therein for a comprehensive treatment of
Martin kernels): in this setting, for every x ∈ Ω, p ∈ ∂Ω, we can write that
Mx0Ω (x, p) = limy→p
PΩ(x, y)
PΩ(x0, y)
.
This and (2.34) give that
lim sup
t→0+
Ψ(t) =
1
Mx0Ω (x¯η, p)
lim sup
t→0+
Φ(t, η)
and lim inf
t→0+
Ψ(t) =
1
Mx0Ω (x¯η, p)
lim inf
t→0+
Φ(t, η).
From this and in light of Lemma 2.1,
lim sup
t→0+
Ψ(t)
lim inf
t→0+
Ψ(t)
=
lim sup
t→0+
Φ(t, η)
lim inf
t→0+
Φ(t, η)
≤
c(n, s)
2s rsext |x¯η − p|n
(
2rextν(p) · (p− x¯η) + |x¯η − p|2
)s
c(n, s)
2s rsint |x¯η − p|n
(
2rintν(p) · (p− x¯η)− |x¯η − p|2
)s
=
rsint (2ηrextν(p) · (p− xint) + |η(p− xint)|2)s
rsext (2ηrintν(p) · (p− xint)− |η(p− xint)|2)s
=
rsint (2rextν(p) · (p− xint) + η|(p− xint)|2)s
rsext (2rintν(p) · (p− xint)− η|(p− xint)|2)s
.
Consequently, by sending η → 0+,
lim sup
t→0+
Ψ(t)
lim inf
t→0+
Ψ(t)
≤ r
s
int (2rextν(p) · (p− xint))s
rsext (2rintν(p) · (p− xint))s
= 1,
yielding the desired result. 
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Appendix A. A note on the fractional mean value formula on balls
In this appendix, we present an auxiliary result that shows that continuous functions that
are s-harmonic in a given domain satisfy the mean value formula for every ball contained
in the domain (and not only for the balls that are compactly contained in the domain). For
this end, we recall definition (1.9).
Lemma A.1. Assume that u ∈ Hs(Ω) and suppose that Br ⊂ Ω. Then (1.3) holds true.
Proof. Let ρ ∈ ( r
2
, r
)
. Then Bρ ⊂⊂ Br ⊂ Ω. Therefore, in view of (1.7), we can em-
ploy (1.3) with respect to the ball Bρ, hence
(A.1) u(0) = c(n, s)
∫
CBρ
ρ2s u(y)
(|y|2 − ρ2)s|y|n dy.
Furthermore, if R ≥ 2r and y ∈ CBR, we have that
|y|2 − ρ2 = (|y|+ ρ)(|y| − ρ) ≥ |y|
( |y|
2
+
R
2
− ρ
)
≥ |y|
2
2
.
As a result, given any ε ∈ (0, 1), taking a suitable R ≥ 2r, to be chosen sufficiently large,
possibly in dependence of ε, u, r, n and s, but independent of ρ, and exploiting (1.9), we
see that
c(n, s)
∣∣∣∣∫CBR ρ
2s u(y)
(|y|2 − ρ2)s|y|n dy
∣∣∣∣ ≤ 2s c(n, s) ∫CBR r
2s |u(y)|
|y|n+2s dy ≤ ε,
and similarly
c(n, s)
∣∣∣∣∫CBR r
2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣ ≤ ε.
This and (A.1) give that∣∣∣∣u(0)− c(n, s) ∫CBr r
2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣
=
∣∣∣∣∣c(n, s)
∫
CBρ
ρ2s u(y)
(|y|2 − ρ2)s|y|n dy − c(n, s)
∫
CBr
r2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣∣
≤ 2ε+ c(n, s)
∣∣∣∣∣
∫
BR\Bρ
ρ2s u(y)
(|y|2 − ρ2)s|y|n dy −
∫
BR\Br
r2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣∣ .
Hence, after the change of variable z := ry/ρ in one integral, we obtain that∣∣∣∣u(0)− c(n, s) ∫CBr r
2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣
≤ 2ε+ c(n, s)
∣∣∣∣∣
∫
BRr/ρ\Br
r2s u(ρz/r)
(|z|2 − r2)s|z|n dz −
∫
BR\Br
r2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣∣ .
(A.2)
Moreover, since u is continuous, we have that
χBRr/ρ\Br(z)
r2s |u(ρz/r)|
(|z|2 − r2)s|z|n ≤
r2s ‖u‖L∞(BR)
(|z|2 − r2)s|z|n ∈ L
1(Rn).
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Consequently, by the Dominated Convergence Theorem and the continuity of u, we can
take the limit as ρ↗ r in (A.2), with ε fixed, concluding that∣∣∣∣u(0)− c(n, s) ∫CBr r
2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣
≤ 2ε+ c(n, s)
∣∣∣∣∫
BR\Br
r2s u(z)
(|z|2 − r2)s|z|n dz −
∫
BR\Br
r2s u(y)
(|y|2 − r2)s|y|n dy
∣∣∣∣
= 2ε.
Since ε can now be taken arbitrarily small, we conclude that
u(0) = c(n, s)
∫
CBr
r2s u(y)
(|y|2 − r2)s|y|n dy,
as desired. 
Appendix B. Summary of potential theory
We collect here some ancillary results needed for the potential theoretic proofs of our main
results. For comprehensive treatments of fractional potential theory, see e.g. [8–15,20,21,30]
and the references therein.
In this appendix, we will always denote by $ a bounded open set with smooth (say, C1,1)
boundary. We will also denote by P$ the fractional Poisson Kernel of $, see e.g. Theorem
2.1 of [19]: in this way, if u is s-harmonic in $ and u = u¯ outside $, we have that
(B.1) u(x) =
∫
Rn\$
u¯(y)P$(x, y) dy for all x ∈ $.
We recall that the fractional Poisson kernel on the ball BR(x0) is defined for all x ∈ BR(x0)
and y ∈ CBR(x0) as
(B.2) PBR(x0)(x, y) =
c(n, s)(R2 − |x− x0|2)s
(|y − x0|2 −R2)s)|x− y|n .
We also recall some basic properties of the fractional Poisson Kernel.
Lemma B.1. For each x ∈ $, the function Rn \$ 3 y 7→ P$(x, y) is continuous.
Proof. Up to a translation, we suppose that 0 6∈ $, say Bρ ⊂ Rn \$ for some ρ > 0, and
we prove continuity at 0. For this, we take a sequence yj converging to 0 as j → +∞ and
we call G$ the Green function of $. In this way, see e.g. page 231 of [19], we can write (up
to a constant depending on n and s, that we omit for simplicity) that for y ∈ C$, x ∈ $,
(B.3) P$(x, y) =
∫
$
G$(x, z)
|y − z|n+2s dz.
Then, for every z ∈ $,
|yj − z| ≥ |z| − |yj| ≥ ρ− |yj| ≥ ρ
2
,
as long as j is large enough, and accordingly
|G$(x, z)|
|yj − z|n+2s ≤
|G$(x, z)|
(ρ/2)n+2s
∈ L1($).
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This, (B.3) and the Dominated Convergence Theorem yield that
lim
j→+∞
P$(x, yj) = lim
j→+∞
∫
$
G$(x, z)
|yj − z|n+2s dz =
∫
$
G$(x, z)
|z|n+2s dz = P$(x, 0),
as desired. 
Now we take p ∈ Rn \$ and ϕ ∈ C∞0 (B1, [0, 1]), with ϕ even and∫
Rn
ϕ(x) dx = 1.
For each k ∈ N, we define
(B.4) ϕk,p(x) := knϕ (k(x− p)) = knϕ (k(p− x)) .
We also take uk,p such that
(B.5)
{
(−∆)suk,p = 0 in $,
uk,p = ϕk,p in Rn \$.
In view of (B.1), for every x ∈ $,
(B.6) uk,p(x) =
∫
Rn\$
ϕk,p(y)P$(x, y) dy.
In the next result, we prove that uk,p provides a pointwise approximation of the Poisson
Kernel.
Lemma B.2. For every x ∈ $,
lim
k→+∞
uk,p(x) = P$(x, p).
Proof. Up to a translation, we can suppose that p = 0. Then, using the symbol “∗” to
denote the convolution for the given x ∈ $, from Lemma B.1, (B.6) and the theory of
approximation of the identity (see e.g. Theorem 9.9 in [43]),
lim
k→+∞
uk,0(x) = lim
k→+∞
∫
Rn\$
ϕk,0(y)P$(x, y) dy = lim
k→+∞
ϕk,0 ∗ P$(x, ·) = P$(x, 0),
as desired. 
The approximation of the identity method inside an averaged formula produces instead
the following result:
Lemma B.3. Assume that |p| > r. Then,
lim
k→+∞
∫
CΩ
ϕk,p(y)
(|y|2 − r2)s|y|n dy =
1
(|p|2 − r2)s|p|n .
Proof. We define
Ψ(x) :=
χCΩ(x)
(|x|2 − r2)s|x|n
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and we remark that Ψ is continuous at p (since |p| > r). Consequently, by the theory of
approximation of the identity (see e.g. Theorem 9.9 in [43]),
lim
k→+∞
∫
CΩ
ϕk,p(y)
(|y|2 − r2)s|y|n dy = limk→+∞
∫
Rn
knϕ (k(p− y)) Ψ(y) dy
= lim
k→+∞
∫
Rn
knϕ(kz) Ψ(p− z) dy = lim
k→+∞
(ϕk,0 ∗Ψ)(p) = Ψ(p),
which yields the desired result. 
The next result recalls the monotonicity properties of the Poisson kernel with respect to
set inclusion.
Lemma B.4. Let $1 ⊆ $2. Then,
(B.7) P$1(x, y) ≤ P$2(x, y) for all x ∈ $1 and y ∈ C$2.
Moreover, given y ∈ C$2, the function Rn 3 x 7→ v(x) := P$2(x, y)− P$1(x, y) satisfies
(B.8)

(−∆)sv(x) = 0 for every x ∈ $1,
v(x) = 0 for every x ∈ C$2,
v(x) = P$2(x, y) for every x ∈ $2 \$1.
Proof. Let y ∈ (C$2) ⊆ (C$1). Since, for all i ∈ {1, 2},{
(−∆)sP$i(x, y) = 0 if x ∈ $i,
P$i(x, y) = δy(x) if x ∈ C$i,
the claim in (B.8) follows by subtraction.
From (B.8), it also follows that v ≥ 0 in C$1, and thus, for every x ∈ $1,
v(x) =
∫
C$1
v(y)P$1(x, y) dy ≥ 0,
that gives (B.7). 
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