This paper develops a fast, simple algorithm for locating one or more perfectly insulating, pair-wise disjoint, linear cracks in a homogeneous two-dimensional electrical conductor, using flux-potential boundary measurements. We also explore the issue of what types boundary inputs yield the most stable images.
Introduction
Impedance imaging has received a great deal of attention from the mathematical community in recent years, and in particular the development of fast, stable algorithms for specific subclasses of the general problem are of continuing interest. One such subclass of problems consists of imaging cracks in an otherwise homogeneous electrical conductor.
The problem was first considered in [9] , in which the authors prove a uniqueness result for the problem. Specifically, they show that any perfectly insulating or conductive crack in a two-dimensional region with real-analytic background conductivity can be uniquely determined using measured boundary potentials (Dirichlet data) corresponding to two input current fluxes (Neumann data) of a certain form. They also show that in general, one input current flux may not suffice. The papers [1] and [10] show, independently, that two appropriate input-flux/boundary-potential pairs suffice to identify any finite collection of cracks. In [14] the authors propose a computational algorithm for recovering line-segment crack from boundary data, and consider the issue of which types of input current fluxes yield the most stable estimates. In [11] the algorithm is demonstrated to be effective on experimentally collected data. The algorithm was extended to the multiple crack case in [7] . See [8] for a more thorough review of the many theoretical and numerical results on the problem of crack identification.
Our purpose in this paper is to develop another approach to imaging cracks, one that is especially suitable for imaging multiple cracks in a bounded domain. The method is fast, accurate, and conceptually quite simple. It also has the advantage that, unlike most prior approaches, one need not guess at the number of cracks present, but rather the method gives quantitative information about the number of cracks contained in the region (the issue of estimating the number of cracks present has also been consider in [3] ). Our method has many similarities to those developed to image small inhomogeneities in a domain with known reference conductivity; see, for example, [2] . We also address the issue of which types of input fluxes provide optimal sensitivity and resolution for imaging cracks.
Section 2 below contains a careful statement of the forward problem. In Section 3 we state a technical result, Lemma 1, upon which our inversion procedure is based. In Section 4 we explain the inversion algorithm, provide many computational examples, and discuss what types of input flux provide maximum resolution and stability. The proof of Lemma 1 is contained in Section 5.
The Forward Problem
Let Ω be a bounded region in R 2 with suitably smooth boundary ∂Ω. We suppose that Ω contains a collection Σ = ∪ n j=1 σ j of cracks σ j . Each crack is assumed to be a line segment, with the cracks pairwise disjoint and a non-zero distance from ∂Ω. Let u(x, y) denote the electric potential induced in Ω \ Σ by an input current flux g applied to ∂Ω, where ∂Ω g ds = 0. After suitable rescaling we assume that u satisfies
where n is an outward unit normal vector field on ∂Ω or a consistently oriented unit normal on each crack σ j , as appropriate. Equation ( (∂Ω), provided we add the normalization ∂Ω u ds = 0.
The solution u is smooth away from the crack tips, but in general has a jump discontinuity across each crack. Let us denote one side of each crack as the "+" side, into which n points, and the other as the "−" side. Let u . Standard elliptic regularity theory shows that [u] is continuous (indeed, smooth) along any given crack and tapers to zero at the crack endpoints, typically with square root singularities at the crack tips.
The inverse problem of interest is to identify Σ from one or more pairs of Cauchy data (g, u| ∂Ω ). A number of identification and stability results have been obtained for this problem. In particular we note that two input current fluxes (of a specific form) and induced potentials serve to uniquely determine Σ, even when the cracks are not line segments; see [1] or [10] .
In what follows we use z * j , j = 1 to n, to denote the center of each crack and θ j for the angle of the jth crack with respect to the horizontal axis. Our results for the inverse problem are based on an asymptotic expansion involving the lengths of the cracks, and so we assume that the jth crack has length L j for some constant L j , where > 0 is used as the common length scale for the cracks.
Asymptotic Representation of the Forward Solution
) denote a harmonic function on Ω with suitably smooth boundary data. A straightforward application of the divergence theorem shows that
The functional RG(v) is sometimes called the "reciprocity gap" functional (see [5] If we have n cracks σ j with centers z * j contained in Ω, normals n j , and lengths L j , j = 1 to n, then (since v is smooth in Ω) the Mean Value Theorem yields
on each crack σ j , where
The constant C can be taken to be independent of the cracks provided all cracks lie in some compact subset of Ω (which is the case for sufficiently small). From equations (4) and (5) we find that
where
In the Section 5 we prove the following Lemma.
Lemma 1 Let u denote the solution to the boundary value problem (1)-(3)
for line segment cracks σ j , j = 1 to j = n, with centers z * j , normal vectors n j and lengths
for all in some neighborhood of zero, where u 0 denotes a harmonic function on Ω with Neumann data g and O(
3 ) denotes a quantity with |O(
for some x * ∈ σ j , and so from Lemma 1 we have
which with equation (6) yields an asymptotic relation in for RG (v) 
where O( 3 ) denotes a quantity with |O(
, where C is independent of the L j .
Note that by Lemma 1 the leading terms in RG(v) which involve J j will be O( 2 ). The core of our reconstruction procedure consists in deducing z * j , n j , and J j from knowledge of RG(v) (after dropping the O( 3 ) terms) for a certain class of test functions v. The value of z * j gives us the center of σ j , while knowledge of n j specifies the angle. Finally, we can use Lemma 1 to approximate the length of each crack from J j , provided the cracks are sufficiently short.
Reconstruction of Cracks
In this section we will examine the use of Theorem 2 and Lemma 1 for the estimation of one or more cracks from one or more pairs of Cauchy data on ∂Ω, as well as the types of input fluxes that will yield the most stable estimates. We begin by showing how to recover a single crack, then examine optimal input fluxes for stable imaging, and finally the recovery of multiple cracks. We also provide a quantitative method for estimating the number of cracks actually present.
For solving the forward problem (to generate test data for use in our inversions) we convert the PDE (1)-(3) into a system of integral equations supported on ∂Ω and Σ, which is then solved using Nyström's method. The solutions are accurate to at least 4 significant figures, based on comparison to closed form solutions.
Let us consider complex-valued test functions of the form
where η ∈ C; the function v is harmonic for any choice of η. Inserting this test function into RG(v) and dropping the O( 3 ) terms in Theorem 2 yields
where n =< n j 1 , n j 2 > on the jth crack, and n
We will consider RG(v) as a function of η, and in fact define a function φ(η) = −iRG(η)/η so that we have
where A j = J j e iθ j . Note that we can compute φ(η) for any complex number η; our goal is to use φ(η) to recover the z * j and A j (hence J j and θ j ). From this we can use Lemma 1 to estimate the length of each crack.
It is important to note that we can easily compute the derivatives of φ(η) with respect to η to any order, as
which does NOT involve differentiating the boundary data, but merely the test functions involved in computing RG(η).
Single Crack Reconstruction
Consider a single crack with center z * , angle θ, length L, for which equation (8) becomes
For any given η 0 we can recover z * from φ (η 0 )/φ(η 0 ) = z * ; we can then find A as A = φ(η 0 )e −η 0 z * , from which we find θ = arg(A) and (via Lemma 1)
(note that n is known once we know θ). The entire computation requires the evaluation of just two integrals over ∂Ω.
Example 1: Single Crack Reconstruction; Choice of η 0
For this example we take Ω to be the unit disk in R 2 and the flux on ∂Ω to be g(t) = sin(t), with ∂Ω parameterized as (cos(t), sin(t)), 0 ≤ t < 2π. The function u is computed at 50 equi-spaced points on the boundary of the disk. The corresponding harmonic function is u 0 (x) = x 2 . We consider a single crack σ with center (0.432, 0.472), of length 0.3 at an angle of 0.5 radians with respect to horizontal. In the reconstruction procedure outlined above we have a choice for the value of η 0 . The table below shows the reconstructed crack parameters for several choices of η 0 , all of which are quite accurate: However, it is worth noting that the choice of η 0 does in fact have some bearing on the stability of the computation, especially in the presence of noise. In general one expects that the boundary measurements of u on ∂Ω nearest the crack contain the "most" information, and so it should be expected that a choice of η 0 which weights this portion of the Dirichlet data for u more heavily in equation (7) will result in a more stable estimate. As an example, consider a crack with center z * . Let us choose η 0 of some specified magnitude B so that the test function v(
in equation (7) attains its maximum magnitude on ∂Ω at that point on ∂Ω closest to z * . If Ω is the unit disk then a simple computation shows that the optimal choice is η 0 = B |z * |z * (while η 0 = − B |z * |z * is the worst). This is illustrated by the data in the table below, which uses the same crack as above but in which normally distributed random noise has been to the potential data, with standard deviation equal to 10 percent of the maximum value of u − u 0 (the relevant "signal strength") on the boundary of the disk-a relatively large amount of noise for impedance imaging. In this case, since z * = 0.432 + 0.472i, we expect (from the 6 choices for η 0 below) that η 0 = 1 − i will give the best results (since 1 − i is most Of course in reality we don't know z * a priori, but as soon as we have an estimate of z * based on a suboptimal choice for η 0 , we can use the estimate to choose a new η 0 and compute a refined estimate of the crack parameters.
Optimal Input Flux
Equations (10) and (9) make it clear that the magnitude of the jump integral J = σ [u] ds, and in particular the quantity ∇u 0 (z * )·n determines one's ability to detect and image cracks-for a single crack, the magnitude of ∇u 0 (z * ) · n should be as large as possible, for given constraints on the input current g. In this subsection we make a brief examination of what types of input currents are optimal for finding a single crack (the results are also applicable to multiple cracks), especially in light of Lemma 1. Indeed, it is clear from Lemma 1 that we should choose a flux g which makes ∇u 0 (z * ) parallel to n on a single crack σ. Of course, if the crack σ is unknown this is impossible-we envision rather an iterative scheme, in which partial knowledge of σ is used to design a flux g which gives more stable images (similar to the scheme used in [7] ). We illustrate such a procedure in examples below.
To avoid confusion in what follows we will use the notation n σ to denote the normal on the crack and simply n to refer to a unit outward normal on ∂Ω.
Of central concern is the class of functions in which the flux g is allowed to lie. We consider two cases: g ∈ L
2
(∂Ω) and the case in which g consists of the sum of an L 1 (∂Ω) function and a finite number of delta functions. The latter choice allows a wider range of physically reasonable fluxes.
Let N (x, y) denote the Neumann kernel for the boundary value problem u 0 = 0 on Ω with ln |x − y| and N 0 is smooth). For x ∈ Ω the harmonic function u 0 on Ω with Neumann data
We may differentiate under the integral to deduce that
We seek to maximize (or minimize) the quantity
as a functional of g, subject to constraints which depend upon the function space in which g lies.
For the case g ∈ L

2
(∂Ω) it is natural to impose ∂Ω g 2 ds ≤ M for some constant M , which we take to be 1. To find the optimal flux g we thus obtain a straightforward and well-posed problem in the calculus of variations,
A standard argument shows that the optimal g ∈ L
(∂Ω) is of the form
, y) ds y = 0 and
(either the plus or minus sign can be taken). The function g specified by equation (14) 
subject to constraints
where this last constraint is the natural way to limit the total input current.
For notational simplicity, set ψ(
, y)). Let M = max y∈∂Ω ψ(y) and suppose that this maximum occurs at y = y M ; similarly, let m = min y∈∂Ω ψ(y) with the minimum at y = y m ; whether y m or y M is unique is irrelevant.
Claim: The optimal g is given by g = (17) forces r 1 + r 2 + r 3 + r 4 = 1, from which we conclude that r 1 + r 3 = r 2 + r 4 = 1/2. It is also immediate that
Adding the above inequalities and using r 1 + r 3 = r 2 + r 4 = 1/2 yields
which proves the claim.
As a simple illustration, let σ be a crack in the unit disk with center at (0.1, 0.6), length 0.3, at angle π/4. Let the boundary of the disk be parameterized as (cos(t), sin(t)), 0 ≤ t < 2π. We consider three different fluxes, all scaled so that ∂Ω |g(t)| dt = 1. Using the input flux g(t) = sin(t)/4 induces a jump J = 0.01288 over σ. The optimal L 2 (∂Ω) input flux induces a jump J = 0.02655, and the optimal delta function flux g(t) = 
Generalization to Multiple Cracks
An algorithm for locating n line segment cracks was given in [4] by Bryan and Vogelius, using a Newton-like method. However, the algorithm relied on solving many boundary value problems at each iteration. Moreover, the algorithm needed multiple input fluxes (one for each tentative crack) and also required one to make an a priori guess at the number of cracks present, with a somewhat ad hoc procedure for adaptively estimating the number of cracks (some work has been done on more quantitative procedures for estimating the number of cracks present; see [3] ).
We consider an algorithm for multiple crack reconstructions based on equation (8) , which can use only a single input flux, although multiple input fluxes are easily accommodated. We also show how one can quantitatively, to good approximation, determine precisely how many cracks are present inside Ω. No forward solves of the boundary value problem are required.
As previously noted, for a given input flux g and measured Dirichlet data we can evaluate φ(η) and the derivatives φ (k) (η) of any order with relative stability. We will exploit this fact to estimate the (finite) number of terms present in the sum on the right in equation (8) , and then to identity the crack centers z * j and the coefficients A j . We then use equation (10) to determine the length of each crack, as well as the crack angles.
The identification of a sum of exponentials like that in equation (8) often occurs in signal processing and filter design. A classical procedure for identifying the z * j and A j is given by Prony's Method, in which one evaluates φ(η) at integers k (or any points η = z 1 + kz 2 for complex numbers z 1 , z 2 ). Many variations and improved versions have been given; see, for example, [12] .
We instead exploit our ability to stably compute the derivatives of φ(η). Note that the function φ(η) defined by equation (8) satisfies the ordinary differential equation
where the c j are defined by the characteristic polynomial for the ODE (18)
We can identify the coefficients c j as follows: Choose points η 1 , . . . , η N with N ≥ n and evaluate φ (18) we then obtain a (possibly over-determined) system of N linear equations in n unknowns, the c j for 0 ≤ j ≤ n − 1. From this information we can recover the c j , provided the η k are chosen appropriately. We can then recover the z * j by finding the roots of p(x). Finally, we obtain the coefficients A j by solving the (possibly over-determined) linear system 1 ≤ k ≤ N , whereφ denotes the value of φ computed from the measured boundary data. We then use equation (10) (with A = A j ) to compute the length of each crack, and take θ j = arg(A j ) to estimate the crack angle.
We can actually estimate the number of cracks present as follows. Let n 1 ≥ n be a bound on the number of cracks in Ω. If we take N ≥ n 1 and use 
(η k ), and M is the N by n 1 matrix
If in fact only n ≤ n 1 cracks are present then it's easy to see that M will have rank n (up to approximation error, assuming noiseless data, of course).
Example 2: Multiple Crack Reconstruction from a Single Flux
As an illustration of how one can determine number of cracks present and reconstruct them via the above procedure, consider the following example in which Ω is the unit disk, the input flux is g(t) = sin(t) with 0 ≤ t < 2π as above. We solve the boundary value problem (1)- (3) We should note that if one mis-estimates the number of cracks-in particular, over-estimates-the algorithm still performs well. In the above example, if we attempt to recover four or more cracks from the data we obtain essentially the same estimate as above, but with very short additional cracks (almost invisible in the figure, which we omit). Underestimating the number of cracks results in a more objectionable "averaging" of the cracks. It thus seems appropriate to error on the side of overestimating the number of cracks.
Example 3: Multiple Crack Reconstruction with Multiple Input Fluxes; Noisy Data
The algorithm outlined above is easily adapted to multiple input fluxes. Specifically, let p different input fluxes g 1 , . . . , g p be applied, and let φ m , 1 ≤ m ≤ p, denote the functions defined by equations (7)- (8) 
T denote the matrix which governs the "stacked" system
If there are truly n cracks present then as before the matrix M should (up to approximation and data error) have rank n. As before, we can solve for the coefficients c 0 , . . . , c n−1 and find the roots z * j to equation (19) to locate the crack centers.
After locating the crack centers we can then use any of the p systems defined by equation (20) to recover the A j (which differ for each input flux), and then use equation (10) to estimate the length of the jth crack, and arg(A j ) to estimate the crack angle. In estimating the length and angle of the jth crack, we choose that input flux which yields the largest value of A j on the jth crack, since as discussed in section 4.2, this should yield the most stable estimates.
As an example we again take Ω as the unit circle, two input fluxes, g 1 (t) = sin(t) and g 2 (t) = cos(t), and five cracks with parameters as listed below: data: We again threshold at 5 percent of the maximum singular value, which yields an estimate of five cracks. So far as estimating the number of cracks, the procedure seems relatively robust against reasonable amounts of noise.
Below is a picture of the resulting estimated and true cracks based on the noisy data and using the algorithm outlined above.
To illustrate the advantages of using the optimal input current fluxes, we now use the tentative estimates of the crack locations above to compute the optimal L 2 flux as per section 4.2 for each of the five cracks. We then use all five of the input fluxes to recover the cracks as outlined above (introducing the same level of noise into the measured Dirichlet data). Below is a picture of the resulting estimated and true cracks based on the noisy data using all five optimal L 
Relating Crack Length and Jump Integral
The goal of this section is to prove Lemma 1. In what follows we use u 0 to denote the harmonic function on the "uncracked" domain Ω with Neumann data g and ∂Ω u 0 ds = 0, while u denotes the solution to (1)-(3).
For the moment we assume that Ω contains a single linear crack σ. After translation and rotation we may suppose that Ω contains a neighborhood of the origin and that the crack σ lies inside of Ω on the interval (0, ) on the x-axis for some > 0. Let the unit normal vector to σ be given by n σ = (0, 1). We let Γ(x) = 1 2π
log(|x|) (where x = (x 1 , x 2 )) denote the Green's Function for the Laplacian operator in R 2 .
Formulation as an Integral Equation
We shall first approximate the function u as a perturbation of u 0 , in the form u ≈ũ := u 0 + v, where we take v(x) to be of the form 
We determine the v by choosing ψ(s) so that
on σ, which in light of equation (22) leads to the integral equation
for 0 < x < . Our goal is to find a suitable function ψ that solves equation (23), and so we will have ∂ũ ∂x 2 = 0 on σ. Note however thatũ will not have the correct Neumann data on ∂Ω, but as shown below, it will be "close enough."
In what follows we will write σ when we need to emphasize the crack's dependence on . The function u 0 is smooth near σ and so we have
where z * = /2 is the midpoint of σ , q(x 1 ) denotes some number between z * and x 1 , and R(x 1 ) = (
(q(x 1 ), 0). Note that R, as well as its derivative, can be bounded in terms of g L 2 (∂Ω) .
The solution ψ(t) to equation (23) that we require can be expressed as ψ(t) = −2π
with r(x) = R/(∂u 0 (z * )/∂x 2 ), provided that z * is not a critical point for u 0 . The following theorem, although not the strongest possible, is more than sufficient for our purposes. 
has a unique solution φ of the form
which is continuous on [0, 1], twice continuously-differentiable on (0, 1), with φ integrable on (0, 1) and
Note that for such a function the principle value integral will exist for each s ∈ (0, 1) since φ is continuously differentiable.
To prove the Lemma we cast equation (25) into an alternate form. We proceed as in section 9.5.2 of [13] : Integrate both sides of equation (25) in s from s = 0 to s = x to obtain
for a constant C 1 = 1 0 ln(2s)φ (s) ds, where the legitimacy of the integration and swapping of order is justified by equation (9.12) and Lemma 9.1 in [13] , and the constant C 1 may be considered arbitrary. Any solution to equation (25) with the stated regularity satisfies equation (26). Conversely, as shown in that text (again, section 9.5.2) any solution to (26) also satisfies (25). Now integrate by parts on the left in equation (26) to transfer the derivative off of φ, taking care to interpret the resulting principal value terms correctly (briefly, split the integral into pieces over intervals (0, x − ) and (x + , 1), integrate by parts on each, then take the limit as → 0) and use φ(0) = φ(1) = 0 to obtain
Any solution to equation (27) necessarily satisfies equation (26), provided φ has the required regularity.
Again employ the technique which lead to equation (26), integrate both sides of equation (27) in x from x = 0 to x = y to obtain
in which C 2 may be considered a second arbitrary constant at our disposal. The same reasoning which showed the equivalence of equations (25) and (26) also shows the equivalence of equations (27) and (28). We will show that equation (28), and hence equation (25), possesses a unique solution with the required regularity and φ(0) = φ(1) = 0.
As in [13] we make the (invertible) substitution y = cos (28) and obtain
for 0 < σ < π, whereφ(θ) = 
By using cos 2 (σ/2) = (1 + cos(σ))/2 we obtain
Equation (29) can thus be written
where K denotes the integral operator on the left side of equation (29) 
We will show that for any given choice of C 1 and C 2 equation ( To see this, note that the operator K is compact and self-adjoint on L 2 (0, π), with eigenvalues µ 0 = π ln(2), µ n = π/n for n ≥ 1, and orthonormal eigenfunctions φ 0 (σ) = 1/ √ π, φ n (σ) = 2/π cos(nσ) for n ≥ 1 (see [13] , section 9.5.2). The unique L 2 (0, π) solution to equation (30) is thus given bŷ
inner product, provided the last sum on the right
We now show that this is true, and that in fact the sum on the right in (32) actually represents a C 2 (0, π) function. With G as defined by equation (31) repeated integration by parts (taking derivatives off of sin(nσ) or cos(nσ), putting derivatives on G) shows that
(σ) dσ since all endpoint terms at σ = 0 and σ = π in each integration by parts fortuitously vanish. The function G (5) (which involves derivatives of f up the third order) is in L 2 (0, π), so that we find
, sin(nσ)), and so n d 2 n < ∞. As a result the sum Use σ = 2 arccos( √ y) to obtain
Note that cos(2 arccos( √ y)) = 2y − 1 and cos(4 arccos( √ y)) = 8y 
where T n denotes the nth Chebyshev polynomial of the first kind, which can be defined by T n (x) = cos(2n arccos( (x + 1)/2)) (easily derived from the well-known formula T n (x) = cos(n arccos(x)) and the half-angle formula). Althoughφ is in L 2 (0, π), this does not guarantee that φ(y) lies in L 2 (0, 1). However, the latter is indeed guaranteed if the constants c 1 and c 2 (or equivalently, C 1 and C 2 ) are chosen correctly, as shown below.
Before proceeding, note that the Chebyshev polynomials satisfy the conditions sup −1≤x≤1 |T n (x)| = 1 and sup −1≤x≤1 |T n (x)| = n 2 . Moreover, since
, sin(kσ)) and G (5) can be bounded in terms of f C 3 , we have |d k | ≤ C f C 3 for some constant C and all k. From (34) 
and similarly
for 0 < y < 1.
If we choose C 1 and C 2 in equation (28) as (1) From this and estimates (35), (36), we have
One can similarly obtain a bound r(y) ≤ C f C 3 (1 − y), so that in fact r(y) ≤ C f C 3 (y − y 2 ) for 0 < y < 1. Combining this with (38) provides a bound ψ 1 (y) ≤ C f C 3 √ y − y 2 , and in particular shows that φ is continuous
The estimate on r(y) also makes it simple to check that φ (y) is integrable on (0, 1) which completes the proof of Lemma 3. 2.
Remark: A simple change of variables in the integral equation of Lemma 3 shows that the integral equation
Proof of Lemma 1
The following Lemma will be useful.
Lemma 4
Let Ω be a bounded region in R 
where C is independent of > 0 for all sufficiently small .
Proof:
The proof is really quite standard-the only twist is the independence of C from . In what follows we will use the notation Σ when we need to emphasize the dependence of Σ on the scale parameter .
An application of the divergence theorem shows that
We also have, from standard trace estimates,
, where in the latter case we can clearly take C independent of for all sufficiently small > 0 (since the crack σ 1 j of length 1 L j is contained in the crack σ 2 j of length 2 L j for 1 < 2 , for fixed z * j and θ j ). From equation (40) we may then conclude that
with C independent of , and all h j .
Finally, we use the Poincaré inequality
(making use of ∂Ω φ ds = 0) where C 2 can be taken independent of > 0 for sufficiently small . To prove that C 2 in the estimate (42) can indeed be taken independently of , note that the smallest eigenvalue for the Laplacian with boundary conditions
(Ω) where we interpret the integrals over Ω by extending ∇φ or φ by zero to all of Ω. Since V ( 1 ) ⊂ V ( 2 ) for 1 < 2 , we clearly have λ 1 ≥ λ 2 for 1 < 2 . Fix 0 > 0 so that Σ 0 ⊂ Ω and so for all < 0 we have λ ≥ λ 0 . It then follows that for φ ∈ V ( ) we have
A bit of rearrangement gives
which shows inequality (42).
Combining equations (41) and (42) proves Lemma 4. 2.
Note that standard trace estimates also yield
with C independent of .
To prove Lemma 1, consider any single crack σ ∈ Σ with center z * , length L, and angle θ. After translation and rotation we may assume that z * is the origin and that the crack σ spans the interval (− L/2, L/2) along the x 1 axis. Note that on the crack 
where |x − σ j | denotes the distance from x to σ j ; the constant C can be taken independently of the crack.
Consider the approximation to u given byũ 1 := u 0 + v with
The function v (and henceũ 1 ) is harmonic on Ω \ Σ. Also note that where as above, we may take C independent of as per the remarks after equation (40).
We then have 
Combining equations (49) and (50) proves Lemma 1.
