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Composite pulses are essential for universal manipulation of singlet-triplet spin qubits. In the
absence of noise, they are required to perform arbitrary single-qubit operations due to the special
control constraint of a singlet-triplet qubits; while in a noisy environment, more complicated se-
quences have been developed to dynamically correct the error. Tailoring these sequences typically
requires numerically solving a set of nonlinear equations. Here we demonstrate that these pulse
sequences can be generated by a well-trained, double-layer neural network. For sequences designed
for the noise-free case, the trained neural network is capable of producing almost exactly the same
pulses known in the literature. For more complicated noise-correcting sequences, the neural network
produces pulses with slightly different line-shapes, but the robustness against noises remains compa-
rable. These results indicate that the neural network can be a judicious and powerful alternative to
existing techniques, in developing pulse sequences for universal fault-tolerant quantum computation.
I. INTRODUCTION
High-precision manipulation of quantum-mechanical
systems is key to the realization of quantum computa-
tion, a next-generation technology promised to be much
more powerful than present-day computing devices [1].
Worldwide efforts have been devoted to engineering var-
ious physical systems as prototype quantum computers
in laboratories. Among them, spin qubits in semiconduc-
tor quantum dots represent a promising direction, due to
the long coherence time and high control fidelities [2–
9], as well as the scalability [10]. While different types
of spin qubits have been theoretically proposed [11–14]
and experimentally demonstrated [2–9, 15], the singlet-
triplet qubit is one of the most studied systems, since
it is the most accessible spin qubit that can be con-
trolled solely by electrostatic means [2, 5, 16–20]. In
particular, arbitrary rotations around the Bloch sphere
can be achieved by combinations of z-axis rotations, con-
trolled via the Heisenberg exchange interaction [2], and
x-axis rotations, generated from an inhomogeneous Zee-
man field [15–17, 19, 21].
Decoherence of a spin qubit occurs through two main
channels: the nuclear (or Overhauser) noise [22, 23], and
the charge noise [24–26]. The nuclear noise stems from
the hyperfine interaction between the qubit and the sur-
rounding nuclear spin bath. The charge noise originates
from impurities near the quantum dots, where electrons
can hop on and off randomly, shifting the energy lev-
els of the quantum dot system and subsequently causing
control inaccuracy. Some of these errors are being ad-
dressed by various techniques including the dynamical
∗Electronic address: x.wang@cityu.edu.hk
Hamiltonian estimation [27], the use of isotope-enriched
silicon substrates [7, 28, 29], and resonant gating near cer-
tain “sweet spots” of the energy spectrum [30–33]. Al-
ternatively, dynamically-corrected gates [34–40] can be
employed instead: they are effective for reducing both
nuclear and charge noises, and can be extended to a
range of platforms. Inspired by the dynamical decou-
pling technique, which has been very successful in NMR
quantum control [41], the key feature of dynamically cor-
rected gates is the self-compensation of noise: control
sequences are tailored such that the errors accumulated
during different stages of control acquire different signs
and eventually get canceled out to the leading order.
The physical constraints in controlling a singlet-triplet
qubit are as follows. One is only allowed to externally
control the rotation around the z-axis. As the exchange
interaction can neither change sign nor become arbi-
trarily large, the direction and rotating speed are lim-
ited. These constriants make traditional dynamically-
corrected gates developed for NMR inapplicable and ne-
cessitates the development of control protocols specifi-
cally for singlet-triplet qubits. In this context, a family
of dynamically corrected gates called supcode has been
proposed [37]. In a series of papers, we have developed
control sequences resilient to both Overhauser and charge
noise, for single and two-qubit operations [42–44]. These
pulses represent theoretical control protocols that would
allow for universal manipulation of singlet-triplet qubits
[45] resistant to noises in the leading order. However,
constructing the pulse sequences is resource-consuming,
which typically requires a multi-dimensional search for
real and positive solutions to a set of coupled non-linear
equations.
Born from artificial intelligence, machine learning is
essentially a set of techniques allowing analyses of enor-
mous amount of data beyond the ability of human being
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2or any enumerative methods previously imagined. It is
now among the most active research fields across all sci-
ences [46–48]. In recent years, machine learning has been
vastly successful in solving problems in various aspects of
physics. In cosmological and astro-physics, it has been
the workhorse to analyze gravitational waves [49, 50]. In
condensed matter, material and quantum physics [51],
it has been successfully applied to material design [52],
turbulent dynamics [53], Hamiltonian learning [54, 55],
many-body physics [56–64], classical [65] and quantum
phase transitions [66–68], and classification of quantum
states [69–71]. While its full power on quantum con-
trol is yet to be revealed, in this work we are going to
demonstrate that the dynamically corrected gates can be
reliably constructed by training neural networks.
The remainder of the paper is organized as follows. In
Sec. II we present the model used in this work. After that,
we show our results in Sec. III. Results for pulses without
noise correction are presented in Sec. III A, and those for
noise-compensating pulses are shown in Sec. III B. We
conclude in Sec. IV. In Appendix A, we give a brief in-
troduction on the neural network and supervised learning
method.
II. MODEL
A singlet-triplet qubit, hosted by double quantum dots,
is encoded in the Sz = 0 subspace of two-spin states. The
computational bases are |0〉 = |T0〉 = (|↑↓〉 + |↓↑〉)/
√
2
and |1〉 = |S〉 = (|↑↓〉 − |↓↑〉) /√2 [2, 37, 42, 43]. Under
these bases, the control Hamiltonian can be written as
H(t) =
J(t)
2
σz +
h
2
σx. (1)
Here, h is the magnetic field gradient across the double
quantum dots, constituting the x rotation around the
Bloch sphere. The exchange interaction J(t) is associated
with the z rotation. Nevertheless, there are technical dif-
ficulties in varying h during runtime, which means that
the sole controllable parameter is the z-rotation rate—
determined by the amplitude of J—which is then con-
strained by the energy level structure of the system to
be non-negative. These special constraints have inspired
construction of composite pulses in order to accomplish
universal gates, with or without correction to environ-
mental noises [37, 42, 43]. While constructing the com-
posite pulses, the noise is assumed to be static, i.e. the
nuclear noise adds an unknown term δh so that h →
h+ δh, and the charge noise causes J(t)→ J(t) + δJ(t)
while δJ is represented as δJ(t) = J ′[ε(t)]δε where ε is
the detuning [2]. The composite pulse sequences cancel
both channels of noise to the leading order, and is only
dependent on the desired rotation but not on the ampli-
tude of noise. The composite pulses are then numerically
testified using randomized benchmarking simulations and
are found to work reasonably well with noise that con-
(a)
(b)
FIG. 1: (a) The Bloch sphere showing α, β and θ and the
Cartesian coordinates. (b) Schematics of the neural network,
along with the input {α, β, θ}, the output {φa, φb, φc} and the
constructed composite pulse sequence. The neural network
contains two layers with Nn neurons each. t is an arbitrary
time unit.
centrates on low frequencies [43, 72, 73].
In this work, we explore the possibility of construct-
ing composite pulses by supervised machine learning
[74]. We first construct pulse sequences that are not im-
mune to noises (usually called “uncorrected” or “na¨ıve”
ones [37, 42, 43]), and then proceed to robust (“cor-
rected”) ones. Supervised machine learning requires a
large amount of data as input, with which the various
parameters (weights, biases) of the neural network is op-
timized, making the network capable of predicting the
outcome from inputs that are not part of the training
sets [75]. More details on supervised learning are pro-
vided in Appendix A.
III. RESULTS
A. Pulses without noise correction
Even without noise correction, composite pulses are
necessary for performing arbitrary rotations on the Bloch
sphere, as the elementary rotations of a singlet-triplet
qubit cover only the x and z axes. Arbitrary rotations
must be decomposed into a sequence of such rotations,
3e.g. the x-z-x decomposition [1, 43]:
R(rˆ, θ) = eiχR(xˆ, φa)R(zˆ, φb)R(xˆ, φc), (2)
where rˆ is defined by a polar angle α and an azimuth
angle β (rˆ = cosα sinβ iˆ + sinα sinβ jˆ + cosβ kˆ) [cf.
Fig. 1(a)], φa,b,c are auxiliary angles depending on the
desired rotation, and χ is an unimportant overall phase.
In practice the magnetic field gradient cannot be turned
on and off during a given gate operation; the z rotations
must be further broken down [1, 43, 73, 76]. For example,
with the Hadamard-x-Hadamard sequence [1] R(zˆ, φ) =
−R(xˆ + zˆ, pi)R(xˆ, φ)R(xˆ + zˆ, pi), Eq. (2) becomes a five-
piece composite pulse [43],
R(rˆ, θ) =
eiχR(xˆ,φa)R(xˆ+ zˆ, pi)R(xˆ, φb)R(xˆ+ zˆ, pi)R(xˆ, φc).
(3)
The problem at hand is therefore to generate composite
pulse sequence uniquely determined by {φa, φb, φc} from
the desired rotation R(rˆ, θ).
Here, the input {α, β, θ} and the output {φa, φb, φc}
are mathematically related by a set of non-linear equa-
tions as follows:
cos
θ
2
− i cosβ sin θ
2
= − cos φb
2
cos
φa + φc
2
+ i sin
φb
2
cos
φa − φc
2
, (4a)
(−i cosα− sinα) sinβ sin θ
2
= − sin φb
2
sin
φa − φc
2
+ i cos
φb
2
sin
φa + φc
2
, (4b)
(−i cosα+ sinα) sinβ sin θ
2
= sin
φb
2
sin
φa − φc
2
+ i cos
φb
2
sin
φa + φc
2
. (4c)
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FIG. 2: Comparison of composite pulses predicted
by the neural network and the known result for
{α, β, θ}={−pi/4, 2pi/3, pi/2}. Panel (a) shows the en-
tire pulse sequence and panel (b) is a zoom-in for the range
8 ≤ ht ≤ 12. The black solid lines show the known results,
while the predictions from the network after Ne = 10 and
Ne = 200 epochs are shown as blue/gray dash-dotted lines
and red/gray dashed lines, respectively. Nn = 100.
We are going to use a neural network to solve the prob-
lem. A schematics of the neural network together with
the input, output and the five-piece composite pulse are
shown in Fig. 1(b) (more details on the neural network
are presented in Appendix A). Note that we use t to de-
note an arbitrary time unit throughout this paper.
Our neural network contains two layers with Nn neu-
rons each; the value of Nn is adjusted during the learning
process to generate optimal results. The training set is
obtained as follows: 80 points are chosen non-uniformly
for α ∈ [−pi, 0], excluding the following points due to dis-
continuity: α = −pi,−3pi/4,−pi/2,−pi/4, 0. To compen-
sate this exclusion, training data are chosen more densely
in the neighborhood of these points. On the other hand,
data points are taken uniformly in sampling β and θ,
where we have chosen 20 points for β ∈ [0, pi] and 40
points for θ ∈ [0, 2pi]. (In this work, such sampling of the
data points is sufficient for training the neural network.
Alternative schemes of sampling, e.g. sampling over cosα
may also provide reasonably good training.) The train-
ing data set therefore contains 80 × 20 × 40 = 64000
entries in total, and for each of them {φa, φb, φc} are cal-
culated. These 64000 data points form our training set,
which are then used to train the neural network for Ne
epochs [75]. In practice, we have found that a learning
rate [75] of 0.005 works best for our problem, and we will
stick to it for all results presented in this paper. A list
of default parameters of the neural network used in this
work is presented in Table I (see also Appendix A for the
meaning of the parameters). Predictions from the net-
work are then compared to known results to benchmark
its performance.
Figure 2 shows a representative result for α = −pi/4,
β = 2pi/3, θ = pi/2, with panel (b) a zoomed-in version
of panel (a). The black lines show the known results
obtained by solving the non-linear equations, while the
predictions from the neural network after Ne = 10 and
Ne = 200 epochs are shown as blue/gray dash-dotted
4TABLE I: Default parameters of the neural network.
Number of layers 2
Number of neurons in each layer Nn 100
Size of the training data set Ntr 64000
Size of a data bin Nb 1
Number of training epochs Ne 500
Activation function f(z) tanh(z)
Learning rate η 0.005
lines and red/gray dashed lines, respectively. We see that
after 10 epochs, the prediction from the neural network
is already very close to the known result, with the differ-
ence only visible in the zoomed-in panel (b). After 200
epochs of training, the prediction from the neural net-
work becomes essentially identical to the known result,
demonstrating that the network is well trained and can
make judicious predictions.
To further investigate the performance of the neural
network, we define the gate error as
∆ ≡ 1− |〈ψi|V †U |ψi〉|2, (5)
where V is the desired operation, U is the operator for
the actual evolution, and their overlap is averaged over
initial states ψi distributed uniformly around the Bloch
sphere. We plot ∆ as functions of various parameters
in Fig. 3. Fig. 3(a), (c) and (e) show ∆ as functions
of α, β and θ respectively with remaining angles fixed
as indicated. The blue/gray dash-dotted lines, red/gray
dashed lines and the black solid lines show the results for
Ne = 10, 50 and 200 respectively. It is clear that after
Ne = 10 epochs, the error is still large, at the order of
about a few percent. However, after Ne = 50 epochs the
error are suppressed below 1%, and Ne = 200 epochs are
sufficient to reduce the error to about 10−4. Nevertheless,
for certain special angles such as α = −pi/2 (the “singu-
lar” point) as indicated in Fig. 3(a), the neural network
would fail to predict the correct sequence. For small Ne,
the failure seems to cover a small neighborhood around
the singular point, but as Ne is increased to 200 such
failure is well confined at the singular point alone. While
the reason why this happens is not fully understood, we
suspect this originates from the discontinuity of relevant
solutions to the non-linear equations.
The right column of Fig. 3 shows the gate error av-
eraged over their respective angles, as functions of the
number of epochs Ne for three different values of Nn as
indicated. We see that increasing the number of neu-
rons has a significant impact on the learning process: for
Nn = 10 the gate error saturates at about 1% after suf-
ficient training, and this value drops substantially as Nn
is increased. For Nn = 100, the best gate error is lower
than 10−4 for 〈∆〉β and 〈∆〉θ, and is about 10−3 for 〈∆〉α
due to the singularity at α = −pi/2. These results suggest
that Nn = 100 neurons per layer is sufficient to produce
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FIG. 3: The gate error ∆ for sequences generated by the
neural network. (a) ∆ v.s. α with other parameters fixed at
β = 1 rad and θ = 2 rad. (b) The gate error averaged for
α ∈ [−pi, 0], 〈∆〉α as a function of the number of epochs. (c)
∆ v.s. β with other parameters fixed at α = −1 rad and
θ = 2 rad. (d) The gate error averaged for β ∈ [0, pi], 〈∆〉β as
a function of the number of epochs. (e) ∆ v.s. θ with other
parameters fixed at α = −1 rad and β = 1 rad. (f) The gate
error averaged for θ ∈ [0, 2pi], 〈∆〉θ as a function of the number
of epochs. For (a), (c), (e), the blue/gray dash-dotted lines,
red/gray dashed lines and the black solid lines show results
generated by Ne = 10, 50 and 200 epochs respectively, from
a neural network with Nn = 100. The average gate errors for
the three curves in each panel are shown in their correspond-
ing right column panels as stars with the same color. For (b),
(d), (f), the orange dash-dotted lines, magenta dashed lines
and purple solid lines represent results from neural networks
with Nn = 10, 20 and 100, respectively. We note that the sets
of parameters used in this figure are not in the training set.
composite pulses with errors less than the fault-tolerant
threshold, with the exception of singular points.
B. Noise-correcting pulses
Next, we proceed to composite pulse sequences that
can correct hyperfine and charge noise in a singlet-triplet
qubit. The basic idea of supcode is to invoke the self-
compensation of noise: we first apply a “na¨ıve rotation”,
which is not immune to noise; then we supplement it
by a lengthy identity which is carefully engineered such
that the errors arising from the identity would exactly
cancel those derived in the na¨ıve rotation to the leading
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FIG. 4: (a) Schematics of the neural network used, along
with the input {φa, φb, φc}, the output {ji, ϕ6} and the con-
structed composite pulse sequence, which is uniquely deter-
mined by {ji, ϕ6} (i = 0, 1, 3, 5, 6). The neural network con-
tains two layers with Nn neurons each. (b) Comparison of
robust composite pulse sequences for a rotation defined by
{φa, φb, φc} = {0, pi, pi}. Black solid line: the known sequence
correcting noise. Blue/gray dash-dotted line: the result gener-
ated by the neural network after Ne = 100 epochs of training.
Red/gray dashed line: the result generated after Ne = 500
epochs of training.
order, thereby achieving noise-robustness for the entire
sequence. Such robustness of the “corrected sequence” is
therefore accomplished at a cost of a prolonged gate time.
For a general rotation already decomposed as Eq. 2, the
corrected sequence is
U(0, φa)U(1, pi)U(j6, pi − ϕ6)U(j5, pi)U(j4 = 0, pi)
× U(j3, pi)U(j2 = 0, pi)U(j1, pi)U(j0, 4pi)U(j1, pi)
× U(j2 = 0, pi)U(j3, pi)U(j4 = 0, pi)U(j5, pi)
× U(j6, pi + ϕ6)U(0, φb)U(1, pi)U(0, φc),
(6)
which is uniquely determined by five exchange parame-
ters j0, j1, j3, j5, j6, and one angular parameter ϕ6 (cf.
Eq. (32) in Ref. 43). The problem then boils down to one
with input {φa, φb, φc} and output {j0, j1, j3, j5, j6, ϕ6}.
Here, the evolution operator for a “single-piece” control
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FIG. 5: Comparison of the pulse profiles and gate error of
the na¨ıve and corrected sequences. Left column (a), (c), (e):
results for a rotation defined by α = −1 rad, β = 2 rad, and
θ = 1 rad; right column (b), (d), (f): results for a rotation de-
fined by α = −2 rad, β = 2 rad, and θ = 2 rad. (a), (b): Com-
parison of na¨ıve and corrected pulse sequences. Na¨ıve pulse
sequences as predicted by the neural network are shown as
the black dashed line (“uncorrected”) and the corrected ones
generated by the network are shown as red/gray dash-dotted
lines (“corrected”). The known corrected pulse sequences are
shown as the blue/gray solid lines (“known (corrected)”). (c),
(d): Comparison of the gate errors as functions of the charge
noise (δ) with the nuclear noise set to zero. (e), (f): Compar-
ison of the gate errors as functions of the nuclear noise (δh)
with the charge noise set to zero. Parameters: Nn = 100. For
results shown in the left column, Ne = 200; and Ne = 500 for
those shown in the right column.
is
U (J, φ) ≡ exp
[
−i
(
h+ δh
2
σx +
J + δJ
2
σz
)
φ√
h2 + J2
]
,
(7)
with h = 1 as the energy unit. Fig. 4(a) shows a schemat-
ics of this setup.
We use the same 64000 rotations as in the previ-
ous part as the training data, with {φa, φb, φc} (with
2pi subtracted as appropriate) as inputs and calculated
{j0, j1, j3, j5, j6, ϕ6} as outputs. Technically it is easier to
train the neural network if all the angles are normalized
by 2pi and the exchange parameters by Jmax, a maxi-
mum value found in the sequence. Fig. 4(b) compares
6the robust composite pulse sequence generated by the
neural network to the known one, for a rotation defined
by {φa, φb, φc} = {0, pi, pi}. Black solid line shows the
known sequence. After Ne = 100 epochs of training, the
neural network is able to predict the basic shape of the
pulse sequence as shown by the blue/gray dash-dotted
line. After Ne = 500 epochs, the pulse sequence gener-
ated by the neural network is already very close to the
known one, with only small differences, as seen from the
red/gray dashed line. Despite these small differences, the
performance in correcting noise of the pulse sequences
generated by the neural network is about the same as
compared to those found in the literature, as shall be
demonstrated immediately below.
In order to reveal the robustness of the pulse sequences
generated by the neural network, we compare the cor-
responding gate error as functions of the charge noise
and the nuclear noise in Fig. 5. The left column [pan-
els (a), (c), (e)] shows results for a rotation defined by
α = −1 rad, β = 2 rad, and θ = 1 rad, while the
right column [panels (b), (d), (f)] shows those defined
by α = −2 rad, β = 2 rad, and θ = 2 rad. Three
kinds of pulse sequences are compared: the na¨ıve se-
quence (“uncorrected”, black dashed lines) generated by
the neural network, the corrected sequence (“corrected”,
red/gray dash-dotted lines) generated by the network,
and the theoretically known corrected sequence (“known
(corrected)”, blue/gray solid lines). Their pulse profiles
are compared in panels (a) and (b). In Fig. 5(c) and (d),
we set the nuclear noise as zero and plot the dependence
of the gate error of the three kind of sequences on the
charge noise δ. We see that while the results for the
corrected sequences generated by the neural network do
not exactly match those for the known sequences, the
two sets are very similar. In Fig. 5(c), large deviation
only occurs for ∆ < 10−4, which is not important for the
purpose of quantum error-correction. Similar conclusions
may be drawn from Fig. 5(e) and (f), where the gate er-
ror as functions of the nuclear noise δh with the charge
noise fixed to zero are shown. Therefore, the neural net-
work has demonstrated its excellent power in generating
composite pulse sequences for operation of a spin qubit,
either uncorrected or corrected against noise.
We note that the training of the neural network typi-
cally takes a long time (and in this case, about 20 to 30
hours on a 3.1GHz CPU with 8 GB memory). However,
once it is trained, it is much more efficient than the orig-
inal method of finding real and non-negative solutions to
a set of nonlinear equations because an output is gener-
ated straight from the network while the solution-finding
usually requires multiple iterations. For a typical data
point we have, it takes ∼ 0.01 sec for the neural network
to generate a solution, and ∼ 4 sec for the traditional
method of solving nonlinear equations.
IV. CONCLUSION
In conclusion, we have demonstrated that the com-
posite pulse sequences theoretically proposed for operat-
ing a spin qubit, with or without noise robustness, can
be generated by a trained neural network. While sim-
ple composite pulse sequences can be implemented ex-
perimentally, the more complicated error-correcting se-
quences as used here are still too complicated to be re-
alized, so it would be difficult to observe the difference
in performances between the theoretically proposed se-
quences and those generated by neural networks. More-
over, systematic errors in performing quantum control
can be significant, but these have not been considered in
the present theoretical framework. We hope further de-
velopment at the interface of machine learning and the
robust quantum control can simplify the pulse sequences
so they are easier to implement, and can include more re-
alistic error sources so they perform better when realized
in experiments. We believe we are only at the beginning
of revealing the full power of machine learning in control-
ling quantum systems, and hope that our results would
inspire further research in applying the machine learning
technique to quantum control of spin qubits.
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Appendix A: A brief introduction of the neural
network and supervised learning
In this section we give a very brief introduction of the
neural network and supervised learning. This section
largely follows [75].
Fig. 6 shows a schematic diagram of a double-layer
neural network. Each neuron carries a “bias” and a set
of “weights”, which are used to calculate its outputs to
the next layer with the inputs from the previous layer.
The output of the jth neuron in the lth layer (also called
the “activation”), alj , is related to the inputs from the
kth neuron in the previous layer, al−1k , by
alj = f
(∑
k
wljka
l−1
k + b
l
j
)
, (A1)
where wljk is the weight of the j
th neuron in the lth layer
corresponding to the input from the kth neuron in the (l−
1)th layer (typically confined between 0 and 1), blj is the
bias of the jth neuron in the lth layer. For the convenience
of later discussions, we define a “weighted input” zlj =
7FIG. 6: Schematics of a double-layer neural network. We call
the inputs “layer 1”, the two layers of neurons “layer 2” (left)
and “layer 3” (right), and the outputs “layer 4”.
FIG. 7: Schematics of supervised learning. We start with a
training set with different data entries represented by differ-
ent colors. In an epoch of training, the training set is first
shuffled, and every Nb entries are combined (averaged) into
data bins. These data are fed to the neural network so that
it can adjust weights and bias with the known inputs and
outputs. Then the training set is shuffled, re-binned again
and another epoch of training is exercised. One repeats this
process until the predicted outputs agree with known ones to
satisfactory levels.
∑
k w
l
jka
l−1
k + b
l
j so that a
l
j = f(z
l
j). Here, f(z) is the
“activation function” dependent on the specific type of
neurons chosen.
In the simplest case, we could take the neurons as “per-
ceptrons”, i.e. f(z) = Θ(z), where Θ(z) is the Heaviside
step function giving 1 for x > 0 and 0 otherwise. In this
case, the neuron is more likely to “fire” (i.e. f(z) = 1)
when it has a positive bias or when the inputs from the
previous layer are mostly positive. In this work, we use
the “tan-sigmoid” neurons, i.e f(z) = tanh(z). This kind
of “smoothed-out” step function turns out to be the key
for the network to efficiently learn.
During the course of supervised learning, a neural net-
work “learns” from a set of data with known inputs and
outputs (“supervised”). A properly trained network is
vested with power to predict unknown outputs from some
given inputs. The learning process is essentially one that
keeps modifying the weights and bias of all neurons such
that the prediction from the network fits the training set
best.
Fig. 7 shows schematically one epoch of training for a
general problem. We start with a training set with Ntr
different data entries represented by different colors. The
training set is first shuffled so that data are randomly re-
ordered. Then, every Nb entries are combined into data
bins, i.e. the average inputs and outputs of all data in a
bin are used to train the network. Nb is therefore called
the bin size. For our specific problem of generating com-
posite pulse sequences, we have chosen Nb = 1 as there
is essentially no noise in the training data. Nevertheless,
re-binning is commonly performed for other problems in-
volving noises in the training data because too many data
points with fluctuations lead to “overfitting” so that the
network confuses itself with noisy details of the data.
Averaging data in a bin will smooth out the fluctuations,
facilitating the learning process.
These Ntr/Nb data points are then fed to the neural
network. The neural network first makes a prediction of
outputs from known inputs in these data. Then, these
predictions are compared to the known outputs and the
differences are “back-propagated” throughout the net-
work to modify the weights and bias of various neu-
rons with the hope that it fits the data better in the
next epoch. To understand the back-propagation algo-
rithm, we define a cost function for one training example
x (which has a quadratic form) as
Cx =
1
2
∑
j
(
yj − aLj
)2
, (A2)
where yj is the desired (known) output on the j
th neuron
in the output (last) layer, L denotes the total number of
layers in the network so aLj is the actual output at the
same place. The cost function for the entire training data
set is an average over all training examples:
C =
1
Ntr
∑
x
Cx. (A3)
The goal of the back-propagation is to find partial deriva-
tives (gradients) ∂C/∂wljk and ∂C/∂bj so that the neu-
rons know how their weights and biases are to be modified
in order to fit the data better, reducing the cost function.
Using the weighted input defined above, we define a more
accessible “error” δlj of the j
th neuron in the lth layer as
δlj ≡
∂C
∂zlj
, (A4)
and one may readily find that ∂C/∂bj = δ
l
j and
∂C/∂wljk = a
l−1
k δ
l
j .
The remaining task is to find δlj . We start with the
8output layer, where
δLj =
∂C
∂zLj
=
∑
k
∂C
∂aLk
∂aLk
∂zLj
. (A5)
Here, ∂aLk /∂z
L
j must be nonzero only if k = j. So
Eq. (A5) can be rewritten as
δLj =
∂C
∂aLj
∂aLj
∂zLj
=
∂C
∂aLj
f ′(zLj ). (A6)
Note that either of the two terms in the r.h.s. of Eq. (A6)
can be easily obtained.
We now “back-propagate” the error to previous layers,
i.e. we are going to relate δlj to δ
l+1
j . Note that
δlj =
∂C
∂zlj
=
∑
k
∂C
∂zl+1k
∂zl+1k
∂zlj
=
∑
k
δl+1k
∂zl+1k
∂zlj
. (A7)
We also have
zl+1k =
∑
j
wl+1kj f(z
l
j) + b
l+1
k (A8)
so
∂zl+1k
∂zlj
= wl+1kj f
′(zlj). (A9)
Combining Eqs. (A7) and (A9), we have
δlj = f
′(zlj)
∑
k
wl+1kj δ
l+1
k . (A10)
Eqs. (A6) and (A10) are sufficient to find all δlj , with
which the partial derivatives of the cost function with
respect to the weights and biases can be obtained and
consequently the network can be updated.
We note that this is essentially a gradient descent
method and one has to maintain relatively small steps
of change by discounting the change to the parameters,
namely
wljk → w˜ljk = wljk − η∂C/∂wljk, (A11a)
bj → b˜j = bj − η∂C/∂bj . (A11b)
Here, the discount is called the “learning rate”, denoted
by η. When η is too small the network learns slowly,
but if η is too large the updating to the network be-
comes unstable. In order to achieve satisfactory training
results, an appropriate η should be chosen. After the
back-propagation process is done, an epoch is finished
and one starts another epoch by reshuffling the training
set.
Figure 8 shows the learning process in a training using
gates that are not immune to noise. The three panels
show the average gate errors for different angles, 〈∆〉α,
〈∆〉β , and 〈∆〉θ v.s. number of epochs Ne respectively.
In all cases, the errors are large at the beginning of the
training (small Ne). As Ne increases, the errors drop.
One may then declare that the network is trained once
the error is consistently below certain threshold. Fig. 8
also gives data for different learning rates. One may
expect that for a large learning rate, the error drops
quickly but there may be more fluctuations since the
back-propagation of the output mismatch may be large
enough to bring the network away from a local minimum
in the parameter space, while for a small learning rate, a
steady but possibly slow drop to a desired precision is ex-
pected. However, the results are not always the case since
the training process involves many random factors. One
should just choose a learning rate which gives the best
compromise between the resource cost and the training
quality desired. Other parameters of the network, e.g.
the number of neurons in each layer Nn and the bin size
are determined with similar considerations.
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