Recently proposed Multi-weight vector projection support vector machines (MVSVM) is an outstanding algorithm for binary classification. However, it measuring distance in the objective function by squared L2-norm, which is easy to find that the impact of outliers is exaggerated. To alleviate this, we propose an effective algorithm, termed as Robust MVSVM based on the L1-norm distance (L1-MVSVM). The distance in the objective of L1-MVSVM is measured by L1-norm. Besides, we design a powerful iterative algorithm to solve the optimal problem of L1-norm, whose convergence is theoretically ensured. Finally, the effectiveness of L1-MVSVM has been verified through extensive experiments.
Introduction
In the last two decades, Support vector machine (SVM) has gained a great deal of attention due to its great generalization ability, which has been a powerful classification method in the machine learning [1] . For binary classification, a new approach to SVM classification named Generalized eigenvalue proximal support vector machine (GEPSVM) [2] is proposed by Wild and Mangasarian wherein each of two data sets to one of two distinct planes that are not parallel to each other. The unique characteristic of GEPSVM leads to lower computational complexity and outstanding classification performance, especially in the XOR problem, GEPSVM has a huge advantage than SVM. Following the GEPSVM, so many researchers have improved on GEPSVM in various aspects. Guarracino et al. proposed Regularized general eigenvalue classifier (ReGEC) [3] . Ye proposed Multi-weight Vector Projection Support Vector Machines (MVSVM) [4] [5] . GEPSVM and its improvement algorithms always sensitive to the outliers or noises, because the model adopts L2-norm operation distance criterion. In recent years, many papers exposed that L1-norm distance have fine robust to the outliers and noises [6] [7] [8] [9] . In document [9] , Kwak first time introduced L1-norm distance into PCA. Then, L1-norm distance was used to discriminant criteria LDA feature extraction. Based on the L1-norm distance, Li proposed the robust L1-NPSVM [8] , which adopt L1-norm distance in GEPSVM instead of square L2-norm operation distance criterion. L1-norm distance criterion guarantee the GEPSVM is robust to the outliers or noises.
We consider a binary classification problem in an n-dimensional space. We suppose that we have m binary training sets, which are indicated as   In this document, we will pursue research in overcoming the non-robustness of the MVSVM about outliers. The convergence of algorithm has been theoretically proved by us. Finally, effectiveness has been verified through experimental results.
MVSVM
Like GEPSVM, MVSVM has two eigenvalue formulations. But MVSVM is different from GEPSVM in spirit. Instead of aiming to finding the specific planes, MVSVM aims to find the weight-vector projections 1 w and 2 w for the respective class. MVSVM can fast complete the computation and simultaneously handle the complex Exclusive Or (XOR) problems well. The optimization criteria of MVSVM are given by:
is the mean vector of positive samples and
is the mean vector of negative samples. 1
is the divergence matrix of the positive samples. is the divergence matrix of the negative samples.
is the inter-class divergence matrix. We can rewrite the problem (1) and (2) as: (4) Where  is a free trade-off parameter. According to the above criteria, MVSVM can find two optimal weight-vector projections (each for a particular class), such that each of two data sets are closest to one of two class means and meanwhile the points sharing different labels are separated as far as possible.
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Tradition MVSVM model:
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w B e μ Be μ w w μ μ μ μ w (6) Problem (5) and (6) have the same form, so we use problem (5) as an example to solve. 
We adopt L1-norm to replace the L2-norm in problem (7), (9) We should note that the change of 1 w does not lead to changes of the objective value of the original problem.
We convert the problem (9) to a maximization problem with equality constraints 
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Now, we will give general form of result of problem (15). Construct the LaGrange function of problem (15): 
Finally, we get:
(19) Similarly, the same way is applied to the problem (6): 
Conclusions
In this paper, we have proposed MVSVM based on the L1-norm distance for binary classification, term as L1-MVSVM. In contrast with MVSVM, the application of L1-norm distance makes L1-MVSVM more robust to outliers and improves the flexibility of the model. Further, we design a valid iterative algorithm to solve the optimal problem of L1-norm, which is easy to implement and its convergence to a logical partial optimum is theoretically ensured. To sum up, L1-MVSVM has a better classification performance than MVSVM, GEPSVM and L1-NPSVM, the effectiveness of L1-MVSVM is proved by extensive experiments.
