In this paper, by using Sadovskii fixed point theorem, we study the existence of solutions and periodic solutions for a class of abstract neutral functional evolution equations with infinite delay. An example is presented in the end to show the applications of the obtained results.
Introduction
In this paper, we will investigate the existence of solutions and periodic solutions for the following abstract neutral functional evolution equation with unbounded delay:
(t) + F (t, x t ) + A(t)x(t) = G(t, x t ), 0 t a,
where x(·) takes values in a Banach space X, the family {A(t): 0 t a} of unbounded linear operators generates a linear evolution operator, and F, G : [0, a] → B are appropriate functions, B is the phase space to be specified later. There has been an increasing interest in the study of semilinear evolution equations of form (1.1), such as existence and asymptotic behavior of solutions (mild solutions, strong solutions and classical solutions), and existence of (almost) periodic solutions, etc. Here we only mention the work of Travis and Webb [19] , Fitzgibbon [3] , Rankin III [15] and Hussain [11] for the case of finite delay, and Henriquez [7] for the case of infinite delay. In [8, 9] Hernandez and Henriquez have extended the problem studied in [7] to neutral equations and established the corresponding existence results of solutions and periodic solutions. In their work, A(t) = −A and A generates an analytic semigroup so that the theory of fractional power has been used effectively there. However, their results clearly cannot apply to Eq. (1.1) with A(t) is non-autonomous which is a more general and maybe more important case. The purpose of the present note is to extend and develop the work in [8, 9] , that is, we will discuss the existence and regularity of solutions and the existence of periodic solutions for Eq. (1.1).
The obtained results will also improve the main results in [3, 12, 15] . The whole article contains six sections. We firstly introduce some preliminaries about the linear evolution operator in Section 2. In Section 3 we discuss the existence and uniqueness of mild solutions by Sadovskii fixed point theorem, here the function G verifies Carathedory conditions, rather than continuity as in [8, 9] , so the absolute continuity of Lebesgue integral (see inequality (3.4) ) and Lebesgue dominated convergence theorem (in the sense of Bocher) are used. The regularity of solutions is considered in Section 4, the methods and results are far different from that of paper [8] . The existence of periodic solutions is arranged in Section 5, the main tool is also the Sadovskii fixed point theorem and particularly we show in this section that the local strict boundedness of solutions implies the existence of periodic solutions for Eq. (1.1) with B = C g , this result reveals in some sense the relationship between boundedness and periodicity of solutions and improves greatly the main results in paper [12] . Finally, an example is presented in Section 6 to show the applications of our obtained results.
Preliminaries
Throughout this paper X will be a Banach space with norm · . For the family {A(t): 0 t a} of linear operators, we impose on the following restrictions:
(B 1 ) the domain D(A) of {A(t): 0 t a} is dense in X and independent of t, A(t) is closed linear operator; (B 2 ) for each t ∈ [0, a], the resolvent R(λ, A(t)) exists for all λ with Re λ 0 and there exists
(B 4 ) for each t ∈ [0, a] and some λ ∈ ρ(A(t)), the resolvent set of A(t), the resolvent R(λ, A(t)), is a compact operator.
Then the family {A(t): 0 t a} generates a unique linear evolution operator U(t, s), 0 s t a, satisfying the following properties:
(a) U(t, s) ∈ L(X), the space of bounded linear transformations on X, whenever 0 s t a and for each x ∈ X, the mapping (t, s) → U(t, s)x is continuous;
ds is Hölder continuous with any exponent 0 < γ < 1.
Condition (B 4 ) ensures the generated evolution operator satisfies (d) (see [3, Proposition 2.1]). For more details about the above preliminaries, we refer to [4, 14, 18] .
The following proposition which will be used in Section 3 is well known: To study Eq. (1.1), we assume that the histories
, belong to some abstract phase space B, which is defined axiomatically. In this article, we will employ an axiomatic definition of the phase space B introduced by Hale and Kato [6] and follow the terminology used in [10] and [5] . Thus, B will be a linear space of functions mapping (−∞, 0] into X endowed with a seminorm · B . We will assume that B satisfies the following axioms:
(A) If x : (−∞, σ + a) → X, a > 0, is continuous on [σ, σ + a) and x σ ∈ B, then for every t ∈ [σ, σ + a) the following conditions hold:
(B) The space B is complete.
We will denote byB the quotient Banach space B/ · B and if φ ∈ B we writeφ for the coset determined by φ. Now we give the basic assumptions for Eq. (1.1). Let Ω ⊂ B is an open set.
is a continuous function, and there exists L > 0 such that the function A(t)F satisfies:
for any 0 t, s 1 , s 2 a, φ 1 , φ 2 ∈ Ω, and the inequality
holds, where 
The last two terms are integrals in sense of Bocher (see [13] ). It will be seen later that this definition is reasonable for system (1.1). 
Existence of mild solutions
, then, having fixed > 0 small enough, from the continuity of functions F (·,·), K(t), t → y t , the compactness of the set {F (t, y t ): 0 t b 1 }, and the absolute continuity of Lebesgue integral, it follows that there exists a constant b φ , 0 < b φ < b 1 , for which the following hold:
for all 0 t b φ . Define the set
then S(ρ) is a non-empty bounded, closed and convex subset of C([0, b φ ]; X). For each z ∈ S(ρ), we denote byz the function defined bȳ
If x(·) satisfies (2.3), we can decompose it as x(t) = z(t) + y(t), 0 t b φ , which implies x t =z t + y t for every 0 t b φ and the function z(·) satisfies
Let P , P 1 , P 2 be the operators on S(ρ) defined by
U (t, s)A(s)F (s,z s + y s ) ds
+ t 0 U(t, s)G(s,z s + y s ) ds, (P 1 z)(t) = U(t, 0)F (0, φ) − F (t,z t + y t ) + t 0
and
Obviously, the assertion that Eq. (1.1) admits a mild solution is equivalent to P = P 1 + P 2 has a fixed point. Next we will prove that P has a fixed point by using Sadovskii fixed point theorem [16] . For this purpose, we will show that P maps S(ρ) into itself and P 1 verifies a contraction condition while P 2 is a completely continuous operator. Initially, we see that if z(t) ∈ S(ρ) thenz t + y t ∈ B r (φ) for all 0 t b φ . In fact, axiom (A) of the phase space yields that
To show that P maps S(ρ) into S(ρ), let z ∈ S(ρ), we have that
t) A(t)F (0, φ) − A(t)F (t, y t ) + U(t, 0) − I F (t, y t ) + A −1 (t) A(t)F (t, y t ) − A(t)F (t,z t + y t )
then from condition (H 1 ) and (3.1), (3.2) it follows that
Thus by (3.3) and (3.4) we derive that
U (t, s)A(s)F (s,z s + y s ) ds
Hence P maps S(ρ) into itself. Now we prove that P 1 is a contraction map. We take z 1 , z 2 ∈ S(ρ), then for each t ∈ [0, b φ ] and by axiom (A)(iii) and (2.1), (3.5), we have
where
and so P 1 is a contraction.
To prove that P 2 is a completely continuous operator, first we show that P 2 is continuous on
then by the dominated convergence theorem we have
i.e. P 2 is continuous.
Next we prove that the family {P 2 z: z ∈ S(ρ)} is a family of equicontinuous functions. To do this, let 0 < t 1 < t 2 b φ , 0 < < t 1 , then
Noting that g ρK b φ +N ∈ L 1 , we see (P 2 z)(t 2 ) − (P 2 z)(t 1 ) tends to zero independently of z ∈ S(ρ) as t 2 − t 1 → 0 with sufficiently small in virtue of Proposition 2.1. Hence, P 2 maps S(ρ) into a family of equicontinuous functions.
It remains to prove that
Obviously it is true in the case t = 0. Let 0 < t b φ be fixed, 0 < < t, for z ∈ S(ρ), we define
Using the estimation for G(s,z s + y s ) as above and by the compactness of U(t, s), t − s > 0, we obtain V (t) = {(P 2, z)(t): z ∈ S(ρ)} is relatively compact in X for every , 0 < < t. Moreover, for every z ∈ S(ρ), we have
Therefore there are relatively compact sets arbitrarily near to the set V (t) = {(P 2 z)(t): z ∈ S(ρ)}, hence the set V (t) is also relative compact in X.
Thus, by Arzela-Ascoli theorem P 2 is a completely continuous operator. These arguments enable us to conclude that P = P 1 + P 2 is a condensing map on S(ρ), and by the fixed point theorem of Sadovskii there exists a fixed point z(·) for P on S(ρ), which implies Eq. (1.1) admits a mild solution on (−∞, b φ ]. Then the proof is completed. 2
We can easily prove the following result on uniqueness of solutions: 
for all 0 t a, and
The extension of solutions to Eq. (1.1) can also be obtained by standard arguments. Here we only state the result as a proposition, the proof is very similar to that in paper [7] . 
Existence of strict solutions
In this section, we discuss the regularity of mild solutions for Eq. (1.1), that is, we will provide conditions which allow the differentiation of solutions of the integral equations of form (2.3). For this purpose we need some additional properties of the phase space B. Let BC be the set of bounded and continuous functions mapping (−∞, 0] into X, and C 00 its subset consisting of functions with compact support. If B also satisfies the additional axiom (C): 
It follows from property (h) (see Section 2) that p(t) and q(t) are both Hölder continuous on 
φ) + p (t) + q (t) = −A(t)U (t, 0) φ(0) + F (0, φ) + A(t)F (t, x t ) − A(t)p(t) + G(t, x t ) − A(t)q(t) = −A(t)x(t) + G(t, x t ).
This shows that x(·) is a strict solution of the Cauchy problem (1.1). Thus the proof is completed. 2
Existence of periodic solutions
In this section, we study the existence of periodic solutions for Eq. (1.1). For this purpose we require that {A(t): t ∈ [0, ∞)} satisfy (B 1 ) through (B 4 ) on [0, ∞) and we need to make the following assumption:
Assumption (A, F , G). System (1.1) is ω-periodic, that is, for a constant ω > 0, there hold A(t + ω) = A(t), F (t + ω, φ) = F (t, φ), and G(t + ω, φ) = G(t, φ), for t 0, φ ∈ Ω.
Throughout this section, we will always impose this assumption on Eq. (1.1) and suppose that for each φ ∈ Ω the system has a unique mild solution on (−∞, ∞). As in [9] , the basic techniques of proving the existence of periodic solutions is applying the properties of Kuratowski's measure of non-compactness and Sadovskii fixed point theorem on Poincaré operator P ω . For Kuratowski's measure of non-compactness α(·) and its properties we refer to [2] . Now we define Poincaré operator P ω along the solution such that for the unique solution x(·, φ) of Eq. (1.1) at the initial moment 0 and the initial function φ ∈ E for some E ⊂ Ω,
i.e. (P ω φ)(s) = x ω (s, φ), for s 0. It is easy to verify that if x ω (·, φ) = φ, namely, the operator P ω has a fixed point φ, then x(·, φ) is an ω-periodic solution to Eq. (1.1), since (1.1) is ω-periodic, the solution is unique, and the periodicity of A(t) implies that U(t + ω, s + ω) = U(t, s) (see [1] ). Therefore, the problem of examining the existence of periodic solution for Eq. (1.1) lies in finding a fixed point for Poincaré operator P ω . We start this work with proving the following proposition, which will play an essential role in the sequel. 
Then the map P ω : E → B, φ → x ω (·, φ) is continuous.
Before proving this proposition, we introduce some notations that will be adopted throughout this section. Let D ⊂ E be bounded, 0 σ 1 < σ 2 ω, σ ∈ [0, ω], we define the following sets of continuous functions:
U (t, s)A(s)F s, x s (·, φ) ds
Proof of Proposition 5.1. We first prove the fact that
for any D ⊂ E. From the expression of the mild solutions, it is clear that
and so the properties of measure α(·) yield that
Hence it is sufficient to show that α( 
m. Now we are going to estimate diam({F (t, x t (·, φ))|
hence,
Thus we obtain that
Consequently, since d 1 and d 2 can be chosen arbitrarily close to α(D[0, ω]) and α(D), we obtain that
Combining (5.1) with (5.2), we derive that
Now we are ready to prove the continuity of P ω . Suppose φ ∈ E is given and {φ n } ∞ 1 ⊂ E is a sequence convergent to φ. Clearly, {φ n : n ∈ N } and {φ n (0): n ∈ N } are relatively compact in B and X, respectively. We can show that {x(·, φ n )| [0,ω] : n ∈ N } is also relatively compact in
However, α({φ n : n ∈ N }) = 0, and since {φ n : n ∈ N } and {φ n (0): n ∈ N } are relatively compact, from which we see without difficulty that α(
. If {ψ n } is a subsequence of {φ n }, then there is a subsequence {x(·, ψ n k )} of {x(·, ψ n )} which converges to some function u(·) ∈ C([0, ω]; X). Next we also denote by u(·) the function defined by u(θ ) = φ(θ), θ 0. From hypotheses (ii) and the axioms of phase space we obtain that x s (·, ψ n k ) → u s as k → ∞ and u s ∈ Ω for all 0 s ω. Since {x s (·, ψ n k ): 0 s ω, k ∈ N } is a bounded subset of Ω, using Lebesgue dominated convergence theorem, we obtain that u(·) = x(·, φ) which implies that P ω ψ n k → P ω φ, as k → ∞. This proves P ω is a continuous map as {ψ n } is an arbitrary subsequence of {φ n }. 2
The main result of this section is:
Theorem 5.2. Suppose that (i) assumption (A, F, G) holds; (ii) the assumptions of Proposition 5.1 are fulfilled with E ( Ω) a bounded, closed and convex set, and P ω (E) E;
Proof. From Proposition 5.1, we know that the map P ω : E → E is continuous. So there exists an induced mapP ω :Ē →Ē which satisfies the conditionP ω (φ) = P ω (φ), for everyφ ∈Ē and for every φ ∈φ. We will show thatP ω is a condensing map. Because for each subset C ofĒ, there is a D E such that C =D and α(C) = α(D), it is sufficient to estimate the value α(P ω (D)) for each D E with α(D) > 0. By [17, Theorem 2.1], we know that for 0 < σ < ω,
Then we have 
Moreover, the following estimates hold:
for 0 t σ , and
for σ t ω. Then, using the same techniques as in the proof of Proposition 5.1 we conclude that
Then by (5.5) and (5.6), we get
Thus, it follows from (5.4) that
where C is a constant independent of L. This shows, by condition (iii), thatP ω is a condensing map for L sufficiently small. Consequently, from Sadovskii fixed point theorem, we conclude that P ω has a fixed point in E and then Eq. 
In fact, we have
Thus, without any difficulty we see that, in this case, (Note that by (5.7) condition (ii) follows from the property of solutions local strict boundedness.) This result reveals in some sense the relationship between boundedness and periodicity of solutions, which has been discussed extensively for other equations with values in finite dimension space such as the well-known Yoshizawa's theorem.
Remark 5.5. Obviously, the main results in [12] follow immediately from Theorems 5.2, 5.4 here.
In the rest of this section, we will present a class of systems such that conditions of Theorem 5.2 or Theorem 5.4 are satisfied. Assume that the evolution operator satisfies additionally that
Suppose that Assumption (A, F, G) and the conditions of Theorem 3.1 hold. And Proof. As the proof of the global existence of solutions is similar to that of [9] , we only list the sketch of the proof of the second part. By direct calculation and by using (5.8) and Gronwall lemma, we can easily obtain that
where ), then the set U := cov{x t (·): 0 t mω} is also compact inB. On the other hand, it follows from the property of uniqueness of the solutions that the Poincaré operator P ω is a continuous map. It follows easily that the mapP ω induced by P ω onB also verifies these properties, which implies thatP ω (U ) ⊂ U . Now Schauder's fixed point theorem asserts thatP ω has a fixed point and, proceeding as in the proof of Theorem 5.2, we conclude that P ω has a fixed point, which implies that Eq. (1.1) has an ω-periodic solution. 2
An example
As an application of Theorems 3.1, 4.3 and Proposition 5.6, we study the following system: Then A(t) generates an evolution operator U(t, s) satisfying assumptions (B 1 )-(B 4 ) (see [4] ) and where T (t) is the compact analytic semigroup generated by the operator −A with Af = −f . Here we take the phase space B = C −γ which corresponds to the space C g with g(s) = e −γ s , where 0 < γ < min{c 1 , c 2 }. We assume that the following conditions hold: Then from (i) and (ii) it is evident that Z 1 and Z 2 are bounded linear operators on C −γ . For example, we establish the assertion for operator Z 1 . We have that Then, from Proposition 5.6, we conclude that System (6.1) admits an ω-periodic solution.
U(t, s) = T (t − s)e

