In this paper we investigate eigenvalues of matrix representations of trees as a means by which one might quantify the shape of a tree. We consider the adjacency matrix, the Laplacian matrix, and the pairwise distance matrix of the tree. We then demonstrate that for any of these choices of matrix the fraction of trees with a unique set of eigenvalues goes to zero as the number of leaves goes to infinity. This implies that the eigenvalues of these matrix representations may not give as much information as might be hoped. We investigate the rate of convergence of the above fraction to zero using numerical methods.
Introduction
Tree shape theory furnishes numerical statistics about the shape of a tree [1] [2] . These statistics can be used to test hypotheses about the processes which formed that tree. These hypotheses may be models of macroevolution or evidence of reconstruction bias. Historically, numerical statistics have described the balance of a tree, which is the degree to which daughter subtrees are the same size. The balance is typically measured by a ad-hoc formulas which are selected for statistical power to distinguish between two different distributions on trees [3] [4] . In this paper we investigate whether a more mathematically natural algebraic approach is possible, based on various matrix representations of the tree. The algebraic properties we consider are the eigenvalues of the Laplacian, adjacency and pairwise distance matrices. We will now describe these matrices and state the main result.
In algebraic graph theory, the basic matrix associated to a graph is the "adjacency matrix" A(G), whose ij entry is one if i and j are connected by an edge, and zero otherwise. Another matrix associated with the graph is the "Laplacian matrix" L(G), which is defined as D(G) − A(G), where D(G) is the diagonal matrix of vertex degrees. Some authors, such as Chung [5] , define the Laplacian to be D(G) −1/2 L(G)D(G) 1/2 . This difference is not relevant to the present paper as we are only considering characteristics of the matrix L which are invariant under similarity transformation.
These matrices and their eigenvalues are familiar objects in the area of spectral graph theory [5] [6] . The eigenvalues of the adjacency matrix tend to contain combinatorial information about the graph, such as bounds on the chromatic number. The eigenvalues of the Laplacian give information of a more geometric flavor, such as the equivalent of the surface area to volume ratio of subgraphs of a graph. The Laplacian eigenvalues also have important connections to the theory of random walks on graphs, and can be used to define the expander graphs, an important class of graphs which have applications in coding theory. Therefore, it would not be too surprising if the these eigenvalues were a convenient way to summarize information about a tree, giving us a nice collection of tree statistics.
Readers familiar with the phylogenetics literature may be more familiar with the pairwise distance matrix [1] [7] . The distance matrix P given a leaf-labeling 1, . . . , n has as its ijth entry the distance of the path between leaf i and j. Any tree leaf-numbered tree uniquely determines a pairwise distance matrix and is uniquely determined by its distance matrix. These matrices have also been extensively studied as discrete metric spaces [8] [9]. Again, it seems possible that the eigenvalues of the pairwise distance matrix could contain quite a lot of information about the tree which could be used to compare trees.
However, we demonstrate below that not only do there exist pairs of trees which have the same eigenvalues as another tree for the adjacency, Laplacian, and distance matrices, it turns out that this is the rule and not the exception as the trees become large. Furthermore, the equivalent statement is true for the adjacency and Laplacian matrices when we consider substantial generalizations of the characteristic polynomial, called immanental polynomials.
To be precise we should state at this point that by "collection of eigenvalues" of a matrix we actually mean the eigenvalues counted with multiplicity; this is known as the spectrum of the matrix. We have not used this term until now to avoid confusion with the spectral analysis of phylogenetic data [10] , which is unrelated. However, as the term is more precise and is quite classical we will use it for the remainder of the paper. We define a "spectral partner" for a tree with respect to a matrix representation to mean a second non-isomorphic tree which has the same spectrum under the given matrix representation. For example the trees in Figure 1 (a) have the same spectrum under the adjacency and Laplacian matrices. This paper will use the phylogenetic rather than graph-theoretic definition of a subtree. That is, a subtree of a given rooted tree is what results from separating an edge from its distal node, which then becomes the root of the subtree. Using this definition we define the "exchange property" for a pair of subtrees T 1 and T 2 with respect to a matrix representation of a tree to mean the property that exchanging T 1 for T 2 as subtrees of a given tree does not change the spectrum for that matrix representation.
Lemma 1
The two trees in Figure 1 (b) have the exchange property with respect to the adjacency and Laplacian matrices. The two trees in Figure 1 (c) have the exchange property with respect to the distance matrix.
Therefore if a tree does not have an algebraic partner then it must not contain any of these trees. This becomes a powerful fact when combined with the following lemma, proven in Section 3.
Lemma 2 Let t n be the number of bifurcating unlabeled rooted trees on n leaves. Let s n be the number of such trees which do not contain a given subtree. Then the fraction s n /t n goes to zero as n goes to infinity.
Combining these two leads to the main proposition:
Proposition 1 Let l n be the number of trees without an algebraic partner with respect to either the adjacency, Laplacian, or pairwise distance matrices. The fraction l n /t n goes to zero as n goes to infinity.
Although these results are new, they build on work of previous authors. First, Wedderburn [11] did the foundational work for the asymptotic estimates of the number of unlabeled rooted bifurcating trees in 1922. Schwenk [12] established the basic methodology used in proving results of this type in 1973. Botti and Merris [13] developed the combinatorial description of the immanantal polynomial which we use here to prove a similar result for graph-theoretic trees (i.e. general acyclic graphs) and the Laplacian and adjacency matrices. This paper represents the first result of this type concerning rooted bifurcating trees, as well as the first examination of the pairwise distance matrix as a tool for tree shape analysis.
Also of interest is the rate of convergence of the fraction in Proposition 1. If it is extremely slow then it is possible that the existence of algebraic partners as described is not practically relevant for the construction of tree shape statistics. We investigate these matters in Section 4.
Cospectral trees
In this section we prove Lemma 1. First we show that the two trees in Figure 1 (b) have the exchange property with respect to the "generalized Laplacian." In this we follow the arguments of Botti and Merris [13] . Then we show that the two trees in Figure 1 (c) have the exchange property with respect to the pairwise distance matrix.
Adjacency and Laplacian matrices
To show that the adjacency and Laplacian spectrum of a tree does not change when exchanging B 2 for B 1 , we will show that the characteristic polynomial does not change. However, we will actually show that a generalization of the characteristic polynomial, the "immanantal polynomial," does not change.
The immanant is a generalization of the determinant. The determinant of a matrix A = (a ij ) is often defined
where sgn(σ) is the "sign" of the transposition σ. It turns out that the sign is just one of a type of functions called "class functions" of the symmetric group. These functions are generated by the "irreducible characters" of the symmetric group, which give an incredible amount of information about the number and types of possible representations of the symmetric group. A representation of the symmetric group is a "homomorphism" map of the symmetric group into the group of matrices under multiplication; the subject of classical representation theory is one of the gems of pure mathematics [14] [15] . Our use of the characters is simply to define the immanant
The immanant was first described by Littlewood and Richardson [16] .
The immanantal polynomial is a generalization of the characteristic polynomial. For concreteness we will fix a means of associating a generalized Laplacian matrix with a tree so that we can speak of the Laplacian immanantal polynomial of a tree without confusion. We define the generalized Laplaciañ L(T ) = yD(T ) + zA(T ) for arbitrary real numbers y and z. This clearly generalizes the above-described adjacency and Laplacian matrices. We define the Laplacian immanental polynomial of a tree T to be
The immanantal polynomial can be described in a simple combinatorial fashion. Define a k-matching to be a set of k disjoint edges of the tree. Let M k (T ) denote the set of matchings on the tree T and N k (T ) be the set of matchings where the chosen edges are not allowed to touch the root. We denote the degree of node i by d i . If p is a matching and i a node, i / ∈ p means that the node i does not contact any of the edges of the matching p. Define
The following lemma is implicit in [13] , and proof is included in the appendix for completeness.
Lemma 3 Let T 1 and T 2 be trees on n leaves. Assume
Then any rooted bifurcating tree with T 1 as a subtree has the same immanantal polynomial as the tree with T 2 substituted. This implies the generalized Laplacian immanantal (and thus spectral) exchange property for T 1 and T 2 .
The trees B 1 and B 2 depicted in Figure 1 (b) are the smallest pair of rooted bifurcating trees satisfying the criteria of this lemma. The verification of this fact was done by computer and the corresponding A k and B k polynomials are available upon request.
Pairwise distance matrices
This section establishes a criterion for the exchange property with respect to the pairwise distance matrix. For the purposes of stating the criterion, we introduce some notation. Let c(M, v, w) denote the matrix M with v and w attached as a row and a column, i.e.
Let 1 denote the vector of ones and p the characteristic polynomial.
Lemma 4 Let H 1 and H 2 be two rooted bifurcating trees with numbered leaves. Let A i be the corresponding pairwise distance matrices, and let v i be the vectors of distances from the root to the leaves using the chosen numbering. H 1 and H 2 have the exchange property with respect to the pairwise distance matrix if
After investigating the structure of the pairwise distance matrices, the proof of this lemma is one simple observation and then determinant expansion by minors. We will first investigate the structure of the distance matrix. Assume we have a tree T 1 which contains H 1 as a subtree. Let T 2 be the same tree with H 2 exchanged for H 1 . For simplicity let us denote by S i the set of leaves of the tree contained in H 1 and by S o the set of leaves not contained in H 1 We first number the leaves of this tree starting with the leaves in S i and the the leaves in S o . We use the same numbering scheme with T 2 , making sure that the corresponding leaves in S i have the same numbers. With this numbering scheme the pairwise distance matrix minus xI will have the block form shown in Figure 2.2 (a) . The submatrix A 1 contains the pairwise distances for nodes within T 1 , H 1 contains the distances between leaves in S i and S o , and B contains the pairwise distances within S o . The figure highlights the first row and column containing elements of B; the first row underneath A will be called r 0 . Note that the differences between the matrices for T 1 and T 2 are confined to the A i and R i regions.
The main observation is as follows. Pick any row of the matrices below r 0 . The part of these rows below the block A i will be the sum of v i with an integer multiple of 1. This is simply because this row represents the distance of a leaf in S o to the collection of leaves in S i , and these distances are always of the form d(l o , x) + d(x, l i ) for leaves l o ∈ S o and l i ∈ S i . The d(l o , x) term stays constant for the entries of a row, and the d(x, l i ) term gives the entries of v i .
Consider the determinant of this matrix. The above observation implies that by subtracting rows and columns one can obtain the form shown in Figure 2 .2 (b), with the sections 2 and 4 of the matrix being multiples of 1. In this form the two matrices are very similar, only differing only in A i and sectors 1 and 3.
We will now expand the determinant by minors, crossing out four elements at a time, one from each highlighted row and column. First we note, however, that any determinant of the form shown in Figure 2 .2 (c) (with k, n − k, and m − k all strictly greater than zero) is zero. This eliminates many minors. For example, say we "cross out" an element of 1 and an element of 2 for our expansion. If we then choose 3 and 7 for to cross out then we will be in the situation of Figure 2 .2 (c) and the minor will be zero.
It is now a simple matter to check that determinants of the matrices in Figure 2 .2 (b) are equal. This is done via a case-by-case verification. For example, assume that we consider all minors which "cross out" an element of sector 6. By the above logic, we must then cross out an element of sector 8 or 9, and say we choose 9. Now if we choose sectors 7 and 8, then the first hypothesis of the lemma implies equality of the associated minors. If we choose on the other hand 1 and 4, the equality of the sum of those minors is implied by the second hypothesis. The third hypothesis is necessary when we expand in sectors 1,2,3, and 4. These verifications imply the lemma. 
Asymptotics
To establish Proposition 2 we must make asymptotic estimates. Although the work of Schwenk [12] implies that the number of rooted strictly bifurcating trees without a forbidden limb is asymptotically smaller than the space of all graph-theoretic trees, this is not enough. We would like to show that it is asymptotically smaller than the space of all rooted strictly bifurcating trees.
In this we are fortunate: the numbers of each type of tree are the coefficients of some simple generating functions. These generating functions will allow us to compare their respective sizes in a very simple way. The generating function in question seems first to have been discovered by Wedderburn in 1922 [11] . His interest was in enumerating "types of arrangements" in a commutative but nonassociative algebra, such as a 1 (a 2 (a 3 a 4 ) ) or (a 1 a 2 )(a 3 a 4 ); these are identical to rooted bifurcating trees in the "Newick" format [1] .
The generating functions are constructed via some well known recursion relations [1] . If s n represents the number of bifurcating rooted trees of size n, the recursive nature of these structures leads to
These expressions are equivalent to the statement
where s n/2 is set to zero unless n is even. Our generating function is
It will be convenient to use an alternate form of the generating function g(x) = 1 − f (x) which satisfies the identity
We now derive a generating function for the number of trees r n of size n without a forbidden limb of size a. Conveniently, (3) holds with r in place of s for all n except for n = a; in this case one simply adds two to the right hand side of the equation to make up for the fact that r a = s a − 1. The equivalent generating function relation, derived in exactly the same way, is
Taking
The stated goal is to show that the space of bifurcating rooted trees without a forbidden limb is asymptotically smaller than the space of bifurcating rooted trees, i.e. lim n→∞ r n /s n . This follows if we can show that the radius of convergence of the power series g a (x) is larger than the radius of convergence of the power series g(x).
We will use the clever tricks of Wedderburn [11] to investigate these functional equations. The function g(x) decreases from one monotonically with x until it diverges to negative infinity. We know that it cannot converge at an x > 0 such that g(x) = 0; in that case (4) implies the contradiction that g(x 1/2 ) is imaginary. On the other hand if g(x) > 0 then it converges at that x. Therefore the radius of convergence ρ is the value such that lim x→ρ g(x) = 0.
We derive ρ using the generating function relations. Let
x). Iteration of this identity leads to
where the factor 2 appears n times. As ρ < 1 we consider only 0 < x < 1. In this case x to the power 2 n goes to zero as n goes to infinity; g of this quantity tends to one. Therefore
The left hand side of this equation converges [11] . We take the limit of this as x tends to ρ, such that h(x) goes to zero. Define
where as before there are n two's. The above paragraph leads to
Numerically iterating q n converges quickly to the value of ρ −1 calculable by other means [17] [18] .
We are now in position to show that the radius of convergence ρ a for g a is larger than ρ. We can proceed exactly as before with
where
This is bounded above by
taking the limit as x ↑ ρ a leads to
All that remains to be shown is that
which is equal to 1/ρ. Demonstrating this inequality is a small technical lemma whose proof is deferred to the appendix. This implies that ρ a > ρ, and therefore that lim n→∞ r n /s n = 0.
Numerical experiments
Proposition 2 says nothing about the rate of convergence of the fraction. Here we investigate this rate using computation. The characteristic polynomials for the generalized Laplacian were calculated via a doubly-recursive algorithm to enumerate matchings. The characteristic polynomials for the distance matrices were calculated via the Leverrier-Faddeev algorithm [19] . The algorithms were implemented in ocaml [20] and code is available upon request. 56011.00 55931.00 56009.00 Table 1 : The number of trees, the number of spectra for the generalized Laplacian, and the number of spectra for the distance matrix. Table 1 clearly shows that the fraction of trees with unique spectra does not go to zero very quickly. Of course we can't compute this fraction for large numbers of leaves, but we can get some idea of the convergence by using the recursion relation corresponding to the generating function (5). First we plot the number of trees which do not have one of two subtrees of size seventeen as a subtree. This is the actual fraction which is used in Lemma 2 in order to prove Proposition 1 for the generalized Laplacian. Figure 3 shows that this fraction converges extremely slowly. For perspective, note that there are approximately 5.177 × 10 3943 trees with 10,000 leaves. To aid comparison we have included the much more quickly converging number of trees without a pair of subtres of size seven. It is important to note, however, that this is an upper bound on the fraction of trees without a spectral partner. As can be seen in Table 1 , the actual number without a spectral partner goes down considerably more quickly, though still the vast majority of trees of intermediate size should have their own spectra.
In conclusion, we have shown that the fraction of strictly bifurcating rooted trees having a unique spectrum with respect to the adjacency, Laplacian, or pairwise distance matrices goes to zero as the number of leaves goes to infinity. This indicates that the spectra of these matrices cannot perfectly distinguish between trees. However, because the convergence to zero is so slow these spectra may provide useful information. We plan to investigate how much information they contain in a future article. 5 Appendix: Additional proofs
Algebraic partners
First we will prove Lemma 3. We will do so by deriving an expression for the immanantal polynomial in terms of matchings. Readers unfamiliar with the symmetric group can read the necessary background in any introduction to abstract algebra, e.g. [21] . This lemma appears in [13] and is simply included for completeness.
Let M = xI −L(T ) = (m ij ). The immanantal polynomial of a tree with n nodes is
The matrix entries m ij are zero unless i = j or there is an edge from i to j. Because of the acyclic nature of the trees, many terms of the above expression will be zero. Indeed, imagine that σ contains a cycle i → j → k → i. The term corresponding to this in (8) must be zero because in a tree one can not have a loop of edges by definition. Therefore we can ignore all σ which have cycles of length 3 or more, and we only need consider products of transpositions i → j → i. Furthermore these transpositions must be disjoint as the product of transpositions sharing an edge is a cycle of length greater than two. Therefore we need only consider products of disjoint transpositions where each transposition exchanges the two vertices of an edge. These transpositions are equivalent to "k-matchings," which is a choice of k disjoint edges. We denote the set of k-matchings by M k (T ). Furthermore, the characters χ don't depend on the labeling of the permutation, they only depend on the "cycle structure." In this case the cycle structure is simply the number of edges chosen and we denote the corresponding value of the irreducible representation χ(C k ). The above considerations lead to
The right hand part of this expression can be recognized as the A k of (1). Let us now create T ′ from T by exchanging a subtree S 1 for another S 2 of the same size. There is a distinguished edge e 0 which connects the rest of T to the root of S 1 .
We now differentiate between two types of matchings: those which contain e 0 and those which do not. If we consider only matchings which do not include e 0 , then A k (S 1 ) = A k (S 2 ) will ensure that these matchings will contribute the same to (8) . If on the other hand we consider matchings which do include e 0 , then the allowed matchings on edges of S 1 are exactly N k (S 1 ), the matchings which cannot touch the root of S 1 . Therefore B k (S 1 ) = B k (S 2 ) ensures that these matchings contribute the same to (8) . This demonstrates the lemma. which clearly converges by the ratio test.
