Abstract. A rational Dyck path of type (m, d) is an increasing unit-step lattice path from (0, 0) to (m, d) ∈ Z 2 that never goes above the diagonal line y = (d/m)x. On the other hand, a positroid of rank d on the ground set [d + m] is a special type of matroid coming from the totally nonnegative Grassmannian. In this paper we describe how to naturally assign a rank d positroid on the ground set [d + m], which we name rational Dyck positroid, to each rational Dyck path of type (m, d). We show that such an assignment is one-to-one. There are several families of combinatorial objects in one-to-one correspondence with the set of positroids. Here we characterize some of these families for the positroids we produce, namely Grassmann necklaces, decorated permutations, L-diagrams, and move-equivalence classes of plabic graphs. Finally, we describe the matroid polytope of a given rational Dyck positroid.
Introduction
For each pair of nonnegative integers (m, d), a rational Dyck path of type (m, d) is a lattice path from (0, 0) to (m, d) whose steps are either horizontal or vertical subject to the restriction that it never goes above the line y = (d/m)x. Figure 1 below depicts a rational Dyck path of type (8, 5) . Note that a rational Dyck path of type (m, m) is just an ordinary Dyck path of length 2m. The number of Dyck paths of length 2m is precisely the m-th Catalan number (many other families of relevant combinatorial objects can also be counted by the Catalan numbers; see [23] A general formula for the rational Catalan numbers (without assuming coprimeness) was first conjectured by Grossman [14] and then proved by Bizley [9] . This general formula is much more involved than the one stated in (1.1), as the next generating function shows:
Cat(nm, nd)x n = exp [2] . For several results and conjectures on (m, d)-cores, the reader can consult [8] and [24] . The classical theory of total positivity, introduced by Gantmacher, Krein, and Schoenberg in the 1930's, has been recently revitalized as a result of the many connections it has with Lusztig's theory of canonical bases for quantum groups (see [17] and references therein). In particular, Lusztig extended the theory of total positivity by introducing the totally nonnegative part of a real flag variety. Consequently, an exploration of the combinatorial structure of the totally nonnegative part of the Grassmannian, denoted here by (Gr d,n ) ≥0 , was initiated by many mathematicians. Motivated by the work of Lusztig and the work of Fomin and Zelevinsky [12] , Postnikov introduced in [20] positroids as matroids represented by elements of (Gr d,n ) ≥0 and showed that they are in bijection with various families of elegant combinatorial objects, including Grassmann necklaces, decorated permutations, L-diagrams, and certain classes of plabic graphs (all of them to be introduced later). Positroids and the totally nonnegative Grassmannian have been the focus of much attention lately as they are connected to many mathematical subjects under active investigation including free probability [4] , soliton solutions to the KP equation [15] , mirror symmetry [18] , and cluster algebras [21] .
Furthermore, positroids and the totally nonnegative part of the Grassmannian have been also intensively studied in physics because of their applications to compute scattering amplitudes in quantum field theory; readers more inclined to physics might want to consult [5] , which comprises many recent results in this direction. More connections to physics, in particular local space-time physics, can be found in [6] and [7] . In addition, a public package called "positroids" was added to Mathematica (see [10] ); it includes several tools to create, compute, and visualize decorated permutations, plabic graphs and further objects related to positroids and relevant to computations of scattering amplitudes. has all its maximal minors nonnegative. We call the positroids represented by matrices likeD rational Dyck positroids. Notice that the zero entries a i,j ofD are separated from the nonzero entries a i,j by a rational Dyck path of type (m, d).
The main purpose of this paper is to study rational Dyck positroids by establishing combinatorial descriptions for some of the objects parameterizing them. In Section 2 we provide the definitions and results we need to formally describe how to produce rational Dyck positroids from rational Dyck paths. In Section 3, a description of the Grassmann necklaces corresponding to rational Dyck positroids is provided. Then, in Section 4, we study the decorated permutations corresponding to rational Dyck positroids, extending the characterization given in [11, Theorem 4.4] . We also prove that the defining assignment of rational Dyck matrices to rational Dyck positroids is a one-to-one correspondence. In Section 5, we describe the L-diagrams parameterizing rational Dyck positroids, which will yield a simple way to know the dimension of the cell of a rational Dyck positroid in the Grassmann cell decomposition of (Gr d,m ) ≥0 . In Section 6, we study the classes of plabic graphs parameterizing rational Dyck positroids. Finally, in Section 7, we provide a description of the matroid polytope of a rational Dyck positroid.
The Positroid Induced by a Rational Dyck Path
In this section we formally define rational Dyck positroids, which are the objects under study here. When there is no risk of ambiguity, we will abuse notation by referring to a rational Dyck path without specifying the copy of R 2 in which it is embedded. Let us assign to each rational Dyck path a special binary matrix. 
As the next lemma reveals, the map φ d,m somehow respects the minors of a given matrix.
The next lemma, which can be immediately argued by induction, is used in the proof of Proposition 2.5. Lemma 2.4. Every squared binary matrix whose zero entries form a Young diagram anchored in the upper-right corner is totally nonnegative.
For a set S and an integer k, we let S k denote the collection consisting of all subsets of S of cardinality k, and we call an element of Let E be a finite set, and let B be a nonempty collection of subsets of E. The pair M = (E, B) is a matroid if for all B, B ∈ B and b ∈ B\B , there exists b ∈ B \B such that (B\{b})∪{b } ∈ B.
The set E is called the ground set of M , while the elements of B are called bases. Any two bases of M have the same cardinality, which we call the rank of M . 
In this case, we say that the matrix A represents the positroid ([m], B).
Example 2.7. The matrix A below has rank 5, and all its maximal minors are nonnegative, so it represents a rank 5 positroid P on the ground set [12] . 
Grassmann Necklaces
We proceed to introduce the first family of combinatorial objects which can be used to parameterize positroids: the Grassmann necklaces. Then we will describe the Grassmann necklaces corresponding to rational Dyck positroids. 
, B) of rank d, one can define the sequence I(M ) = (I 1 , . . . , I n ), where I i is the lexicographically minimal ordered basis of M with respect to the order ≤ i . The sequence I(M ) is a Grassmann necklace of type (d, n) (see [20] ). Moreover, when M is a positroid, we can recover M from I(M ) as we will describe now. For i ∈ [n], consider the partial order i on
is the collection of bases of a positroid
By Theorem 3.2, the map P → I(P ) is a one-to-one correspondence between the set of rank d positroids on the ground set [n] and the set of Grassmann necklaces of type (d, n). For a positroid P , we call I(P ) its corresponding Grassmann necklace.
Example 3.3. Let P be the rank 5 positroid on the ground set [12] introduced in Example 2.7, and let I = I(P ) = (I 1 , . . . , I 12 ) be the Grassmann necklace of type (5, 12) corresponding to P . We can see, for instance, that I 1 = (1, 3, 4, 6, 10) and I 10 = (10, 11, 12, 4, 6).
Let D be a d × m rational Dyck matrix, and set A = (a i,j ) = φ d,m (D). Then we define the set of principal indices I A of A to be
where A i denotes the i-th column of A. In addition, we associate to the matrix A the weight map
(notice that there is at least a nonzero entry in each column of A). For d + 1 ≤ j ≤ d + m, we observe that the number of nonzero entries in the column A j is precisely ω A (j).
We are in a position to describe the Grassmann necklaces corresponding to rational Dyck positroids. We will use this description in Section 7 to describe the matroid polytopes of rational Dyck positroids. 
Proof. The statement (1) is straightforward. Let us check (2) . The lexicographical minimality of I j with respect to the order ≤ j implies that a j i = j + i − 1 for i = 1, . . . , d − j + 1 as the set {A j , . . . , A d } consists of d − j + 1 distinct canonical vectors and so is linearly independent. Also,
to complete the basis I j . Here let us make two observations. If ω A (p i ) ≥ j − 1, then A p i is a linear combination of the columns already chosen. As A i = A p j when p j ≤ i < p j+1 the minimality of I j forces us to complete the basis taking indices in I A . Hence completing I j amounts to collecting the j − 2 minimal elements in I A indexing columns with weights less than j − 1.
The first part of (3) follows similarly to (2); therefore we will only argue that a
To do so we should take in a minimal way some vectors from {A 1 , . . . , A d } to complete I j ; it suffices to take the first
Finally, let us verify (4). Since every column of A is different from the zero vector, a j 1 = j. The fact that a j i = p s+i−1 when i = 2, . . . , t − s + 1 is an immediate consequence of the minimality of I j ; this is because equal columns of A are located consecutively and, for each i ∈ [t], the column A p i is located all the way to the left in the block of identical columns it belongs. The equalities a j d−j+2+i = q i−(t−s) can be argued in the same manner we did in the previous paragraph.
Decorated Permutations
Decorated permutations are generalized permutations that are in natural one-to-one correspondence with positroids. Like Grassmann necklaces, they are combinatorial objects that can be used to parameterize positroids; however, decorated permutations have the extra advantage of offering a more compact parameterization. In this section we characterize the decorated permutations corresponding to rational Dyck positroids. Definition 4.1. A decorated permutation π on n letters is an element π ∈ S n in which fixed points j are marked either "clockwise"(denoted by π(j) = j) or "counterclockwise" (denoted by
Following the next recipe, one can assign a decorated permutation π I to each Grassmann necklace I = (I 1 , . . . , I n ):
(
Moreover, the map I → π I is a bijection from the set of Grassmann necklaces of type (d, n) to the set of decorated permutations of n letters having d weak excedances. Indeed, it is not hard to verify that the map π → (I 1 , . . . , I n ), where
is the inverse of I → π I . The corresponding decorated permutation of a positroid P is π I(P ) , where I(P ) is the corresponding Grassmann necklace of P .
Example 4.2. Let P be the rank 5 positroid on the ground set [12] introduced in Example 2.7, and let I = I(P ) = (I 1 , . . . , I 12 ) be the Grassmann necklace corresponding to P . After computing all the entries of I, we can use the recipe described above to verify that π I is, in fact, a permutation which has disjoint cycle decomposition (1 12 9 2)(3 10 11 7)(4 5) (6 8).
. Let P be the positroid represented by A, and let π be the decorated permutation corresponding to P . Note that if we remove one column from A the resulting matrix still has rank d. Thus, for each i ∈ [d + m] the i-th entry of the Grassmann necklace corresponding to P does not contain i − 1. As a result, π has no fixed points, which implies that it is a standard permutation. The next proposition, whose proof follows mutatis mutandis from that one of [11, Proposition 4.3] , gives an explicit description of the inverse of π. 
A (i − 1). The next proposition generalizes [11, Theorem 4.4] , which states that the disjoint cycle decomposition of π consists of only one full cycle. Proof. Let P be a rational Dyck positroid with decorated permutation π, and let A ∈ φ d,m (D d,m ) be a matrix representing P . It follows from Lemma 4.3 that ω A (i) ≤ ω A (j) provided that π(i) = j and j = 1. Let σ be a nontrivial cycle of length in the disjoint cycle decomposition of π. Notice that σ cannot fix 1; otherwise, 
and the lemma follows. . Showing that β is well defined, i.e., that β(P ) is a rational Dyck path, will be the fundamental part of this proof.
Let P be as in the previous paragraph, and let A ∈ φ d,m (D d,m ) be a matrix representing P . For j = 1, . . . , d + m, set S j = s 1 + · · · + s j , and take j to be the slope of the line determined by the points (0, 0) and S j . As β(P )
After applying some algebraic manipulations to the inequality (4.1), one finds that
Since s k+1 = (1, 0) and
thus, an application of Lemma 4.5 yields
On the other hand, the fact that i k ∈ [d], along with Lemma 4.3, implies that
Now we combine (4.2), (4.3), and (4.4) to obtain
which is a contradiction. Hence β(P ) is indeed a rational Dyck path and, therefore, β is a well-defined function.
To verify that β is a left inverse of α, (1, 0) ). As j < d+m, it follows that i j = 1. Assume first that d j = (1, 0), which means that i j ∈ {d + 1, . . . , d + m}. If π −1 (i j ) = i j + 1, then d j+1 is also a horizontal step by Lemma 4.3. Also, the fact that i j+1 = i j + 1 ∈ {d + 1, . . . , d + m} guarantees that d j+1 is a horizontal step too. On the other hand, if π −1 (i j ) = i j +1 (which means that π −1 (i j ) = ω A (i j )), then d j+1 is vertical by Lemma 4.3. In addition, π The following proposition provides a very simple way to compute the decorated permutation of a given rational Dyck positroid directly from its rational Dyck path. We will omit the proof as it follows with no substantial changes the proof of [ 
Le-diagrams
In this section we describe the L-diagrams corresponding to rational Dyck positroids. These combinatorial objects not only are in bijection with positroids but also encode the dimension of the Grassmann cells containing the positroids they parameterize. (1 12 9 2)(3 10 11 7)(4 5)(6 8) and, therefore, L parameterizes the positroid P introduced in Example 2.7. Let λ be a partition, and let Y λ be the Young diagram associated to λ. We call a pipe dream of shape λ to a tiling of Y λ by elbow joints and crosses . The next lemma yields a method (illustrated in Figure 4 ) to find the decorated permutation π = Φ(L) corresponding to a positroid directly from its L-diagram.
We can compute the decorated permutation π of P as follows.
(1) Replace the pluses in the L-diagram L with elbow joints and the zeros in L with crosses to obtain a pipe dream. (2) Label the steps of the boundary path with 1, . . . , d + m in southwest direction, and then label the edges of the north and west border of Y λ also with 1, . . . , d + m in such a way that labels of opposite border steps coincide. (3) Set π(i) = j if the pipe starting at the step labeled by i in the northwest border ends at the step labeled by j in the boundary path. If π fixes j write π(j) = j (resp., π(j) = j) if j labels a horizontal (resp., vertical) step of the boundary path. Example 5.5. Let P be the rank 5 rational Dyck positroid on the ground set [13] having decorated permutation π = (1 2 13 12 3 11 10 4 9 5 8 7 6). The following picture showing the L-diagram corresponding to P along with its associated pipe dream sheds light upon the recipe described in Lemma 5.3. 
The nonempty matroid strata S M induce a subdivision of Gr d,n , which is known as GelfandSerganova strata. The totally nonnegative Grassmannian (Gr d,n ) ≥0 is defined as the quotient 
where S P is the matroid stratum of P in Gr d,n . Positroid cells are, therefore, naturally indexed by L-diagrams. It is well known that the number of pluses inside each indexing L-diagram equals the dimension of its positroid cell (see [17] and [20] ). The next corollary follows immediately from Proposition 5.4. 
Plabic Graphs
Let us now proceed to characterize the move-equivalence classes of plabic graphs (up to homotopy) corresponding to rational Dyck positroids. With notation as in the above definition, the vertices in the interior of D are called internal vertices of G while the vertices on the boundary of D are called boundary vertices of G. In the context of this paper the boundary vertices of G are always going to be clockwise labeled starting by 1. Also, every plabic graph here is assumed to be leafless (there are no internal vertices of degree one) and without isolated components. For the rest of this section, let G denote a plabic graph with n boundary vertices.
A perfect orientation O of G is a choice of directions for every edge of G in such a way that black vertices have outdegree one and white vertices have indegree one. If G admits a perfect orientation O, we call G perfectly orientable and let G O denote the directed graph on G determined by O. A boundary vertex v of an oriented plabic graph G O is a source (resp., sink ) if v has indegree (resp., outdegree) zero. The set of boundary vertices that are sources (resp., sinks) of G O is denoted by I O (resp.,Ī O ). It is known that any two perfect orientations of the same plabic graph G have source sets of the same size
The type of G is defined to be (d, m). See [20] for more details. The next local transformations will partition the set of plabic graphs into equivalence classes. We will see later that such a set of equivalence classes is in one-to-one correspondence with the set of positroids.
(M1) Square move: If G has a square consisting of four trivalent vertices whose colors alternate, then the colors of these four vertices can be simultaneously switched.
(M2) Unicolored edge contraction/uncontraction: If G contains two adjacent vertices of the same color, then any edge joining these two vertices can be contracted into a single vertex with the same color of the two initial vertices. Conversely, a given vertex of G can be uncontracted into an edge joining vertices of the same color as the given vertex.
(M3) Middle vertex insertion/removal: If G contains a vertex of degree 2, then this vertex can be removed and its incident edges can be glued together. Conversely, a vertex (of any color) can be inserted in the middle of any edge of G.
(R1) Parallel edge reduction: If G contains two trivalent vertices of different colors connected by a pair of parallel edges, then these vertices and edges can be deleted, and the remaining two edges can be glued together.
Two plabic graphs are called move-equivalent if they can be obtained from each other by applying the local transformations (M1), (M2), and (M3); this defines an equivalence relation on the set of plabic graphs. A leafless plabic graph G without isolated components is said to be reduced if (R1) cannot be applied to any plabic graph in the move-equivalence class of G. Any reduced plabic graph is known to be perfectly orientable.
We define π G by setting π G (i) = j if there is a path in G from the boundary vertex i to the boundary vertex j that turns left (resp., right) at any internal black (resp., white) vertex; such a path is said to follow the "rules of the road." If i is fixed by π G , then we mark i clockwise (resp., counterclockwise) whenever the internal vertex of G adjacent to i is black (resp., white). Definition 6.2. For a plabic graph G, the trip π G described above is called the decorated trip permutation of G. ([n], B G ) , where
is a one-to-one correspondence between move-equivalence classes of perfectly orientable plabic graphs of type (d, n) and rank d positroids on the ground set [n].
Example 6.5. Let P be the rank 5 positroid on the ground set [12] introduced in Example 2.7. The following picture shows an oriented plabic graph G O corresponding to P . The perfect orientation O gives the basis I O = {1, 5, 6, 8, 10} of P . We have seen before that the decorated permutation π corresponding to P has disjoint cycle decomposition (1 12 9 2)(3 10 11 7)(4 5)(6 8).
In particular, π(3) = 10, which is indicated by the directed path from 3 to 10 highlighted in the picture; observe that such a path follows the rules of the road. (1) Draw a circle with (0, 0) and (m, d) diametrically opposed, and draw a black (resp., white) vertex in the middle of each vertical (resp., horizontal) step of d. (3) Finally, join consecutive internal vertices in d by segments and ignore the initial rational Dyck path d (see Figure 6 ).
Proof. It follows immediately that the given recipe yields a plabic graph with d + m boundary vertices. To find the type of G d , notice that all internal vertices have degree 3, except the first internal white vertex and the last internal black vertex on d (in northeast direction) which have degree 2. Therefore, using the formula (6.1), one obtains
Thus, the type of
Let us verify now that the graphs in the move-equivalence class of plabic graphs of a rational Dyck positroid are trees. Let G be a plabic graph representing a rational Dyck positroid P of type (d, d + m), and let us check that G is a tree. As any two graphs in the same move-equivalence class of plabic graphs corresponding to P are homotopic, it suffices to assume that G is the representative described in Proposition 6.6. Suppose, by way of contradiction, that G is not a tree, meaning that it has a cycle consisting of the vertices v 1 , . . . , v k for some k ≥ 2. Because every boundary vertex has degree one, each v i must be an internal vertex. By Proposition 6.6, each internal vertex is connected to exactly one boundary vertex, which implies that deg(v i ) ≥ 3 for each i = 1, . . . , k. On the other hand, it immediately follows by Proposition 6.6 that every vertex of G has degree at most 3. Thus, deg(v i ) = 3 for each i = 1, . . . , k. As G is connected the set of internal vertices of G is {v 1 , . . . , v k }, contradicting the fact that G has internal vertices of degree 2, for instance, the black internal vertex adjacent to the boundary vertex 1.
The fact that no graph in the move-equivalence class of the plabic graph described in Proposition 6.6 has an internal cycle immediately implies that (R1) cannot be applied to any of such graphs. Hence the plabic graph described in Proposition 6.6 must be reduced. First, we suppose that for n < d + m the n-th step (going southwest) of d, which is labeled by j n , is vertical. If the (n + 1)-th step of d is also vertical, then π G (j n ) = j n+1 as there is a path in G d from j n to j n+1 following the rules of the road, namely the path going from the boundary vertex j n west to the black internal vertex in the middle of the n-th step of d, turning left to the black internal vertex in the middle of the (n + 1)-th step of d, and turning left to the boundary vertex j n+1 . On the other hand, if the (n + 1)-th step of d is horizontal, then there is also a path from j n to j n+1 following the rules of the road, namely the one going from the boundary vertex j n to the black internal vertex in the middle of the n-th step of d, turning left to the white internal vertex in the middle of the (n + 1)-th step of d, and turning right to the boundary vertex j n+1 , yielding again π G (j n ) = j n+1 . In a similar way we can argue that π G (j n ) = j n+1 when the n-th step of d is horizontal; the verification is left to the reader.
Also notice that the path in G d starting at the boundary vertex labeled by d + 1 must travel in northeast direction through all the internal vertices until it reaches the boundary vertex labeled by 1; this is because every time it visits a black (resp., white) internal vertex it must turn left (resp., right) and this forces the path to avoid the edges incident to the boundary (except the first one and last one). Hence π G (d + 1) = 1 and, therefore, we can conclude that π G is the decorated permutation of the rational Dyck positroid induced by d Example 6.8. Let P be the positroid induced by the rational Dyck path d of type (8, 5) shown in Figure 1 . The following picture illustrates the plabic graph G d corresponding to P described in Proposition 6.6 (on the left) and a minimal bipartite graph in the move-equivalence class of G d (on the right). Figure 6 . The plabic graph of a rank 5 rational Dyck positroid on the ground set [13] and a minimal bipartite plabic graph of its move-equivalence class.
The Polytope of a Rational Dyck Positroid
In this section we characterize the matroid polytope of a rational Dyck positroid. We will do this by refining the description given in [4] of the matroid polytope of a general positroid by a set of inequalities.
The indicator vector of a subset B of [n] is defined to be e B := j∈B e j , where e 1 , . . . , e n are the standard basic vectors of R n . Also, for a subset S of R n , we let conv(S) denote the convex hull of S. When M happens to be a positroid, we call Γ M the positroid polytope of M .
Matroid polytopes have been extensively studied in the literature; see, for example, [13] , [3] and references therein. In particular, the reader will find the next elegant characterization. where all the subindices are taken modulo n.
Our next task consists in refining Proposition 7.3 for those positroids induced by rational Dyck paths; we will accomplish this by detecting redundant inequalities. 
for i ∈ [t]\{1}, (7.9) where m(i) = max{r ∈ [t] | ω A (p r ) ≥ i and r < i}.
Proof. Let I = (I 1 , . . . , I d+m ) be the Grassmann necklace corresponding to P , and let Γ be the polytope determined by (7.4)-(7.9). Take x = (x 1 , . . . , x d+m ) in Γ P . Both (7.4) and (7.5) hold by Proposition 7.3. Besides, taking j ∈ [d] and k = 2 in (7.3), we obtain the inequalities (7.6), while taking j ∈ I A and k = 2 we get the inequalities (7. Now we show that every element x = (x 1 , . . . , x d+m ) ∈ Γ must satisfy (7.1)-(7.3). As (7.1) and (7.2) hold by the definition of Γ, it suffices to verify the inequality (7. . In this case, (7.3) results from adding (7.8) for i = j and k − 2 inequalities (7.7). Now suppose that a j k = r, where 1 < r < j. Then we can obtain (7.3) by adding (7.8) for i = j, k − 3 inequalities (7.7), and (7.9) for the index i such that ω A (p i ) = a j k − 1. Finally, suppose that j ∈ {d + 1, . . . , d + m}. We can always assume that a .3) is the addition of t − s + 1 inequalities (7.7) and (k − 1) − (t − s + 1) inequalities (7.6). Otherwise, there exists a smallest index r in [t] such that a j k > ω A (p r ). Taking i = p r , we observe that (7.3) is obtained from adding i − s inequalities (7.7), the inequality (7.9), and enough inequalities (7.6). Lastly, suppose that a j k > ω A (p s ). In this case it is not hard to see that (7.3) is implied by the addition of (7.9) for i = s and enough inequalities (7.6). 
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