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1. Introduction and preliminaries
The study of non-autonomous and nonlinear difference equations is growing up in the last years, not only as a funda-
mental tool in the discretization of a differential equation, even as a useful model for several economical and population
problems. Interesting examples and mathematical models coupled with the basic theory of this type of equations can be
found in the classical monograph by S. Goldberg [17] and in the more recent books by R.P. Agarwal [1], V. Lakshmikantham
and D. Trigiante [22] and S.N. Elaydi [14].
Recently, many papers devoted to the study of the existence of solution for nonlinear difference problems have ap-
peared. The employed tools are, among others, the method of upper and lower solutions [3–5,11,15,16,23,24], monotone
iterative techniques [9,10,27,28] or variational methods [2,13,25,26]. The dependence on a real parameter has been recently
considered for p-Laplacian equations in [8,12].
Our aim is to obtain existence, multiplicity and nonexistence results for the following fourth order periodic equation
depending on a real parameter{
u(k + 4) + Mu(k) = λg(k) f (u(k))+ c(k), k ∈ {0, . . . , T − 1},
u(i) = u(T + i), i = 0, . . . ,3. (1.1)
Here T is a positive integer, function f can satisfy some kind of singularities and M is a real parameter for which the
related linear equation
u(k + 4) + Mu(k) = 0, k ∈ N; u(i) = u(T + i), i = 0,1,2,3, (1.2)
has only the trivial solution and the related Green’s function has constant sign.
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singular second order difference equations [3,4]. We make special mention to the recent paper [20] in which a regular
discrete fourth order equation depending on a parameter is studied. In that paper, Dirichlet conditions are imposed in the
solution and in the second order forward operator. Our approach follows the classical expansion/contraction Krasnoselskii’s
ﬁxed point theorem. The arguments are in the basis of the ones given in [7] for the second order periodic Hill’s equation
x′′(t) + a(t)x(t) = λg(t) f (x) + c(t), x(0) = x(2π), x′(0) = x′(2π).
Those results continue previous works for particular cases of this equation proved in [6,18,19].
The paper is developed as follows: in Section 2 we make a complete study of Eq. (1.2). On that section we found the
values for which such problem is uniquely solvable and we attain the values of the constant M for which the related
Green’s function has constant sign. In Sections 3 and 4, we deal with the study of the nonlinear problem (1.1). We consider
in Section 3 the case in which the Green’s function is strictly positive and function f is allowed to be singular at u = 0.
Section 4 is devoted to the study of the case in which the Green’s function is non-negative and attains the value zero at
some points on its set of deﬁnition, in this situation no singularities are allowed on function f .
Along the paper, we shall denote by I = {0, . . . , T − 1} and J = {0, . . . , T + 3}.
Moreover, by denoting P as a bounded subset of the integer numbers, given h : P → R we deﬁne
h∗ = min
j∈P
{
h( j)
}
, h∗ = max
j∈P
{
h( j)
}
and ‖h‖ = max
j∈P
{∣∣h( j)∣∣}.
Along the paper we will use the previous notation by considering the interval P as the largest interval of deﬁnition of
the function involved in each case. In general P will be equal to I or J .
2. Study of the Green’s function
This section is devoted to the study of the Green’s function related to the fourth order linear problem (1.2). For such a
problem we say that it is non-resonant when its unique solution is the trivial one.
It is very well known that if problem (1.2) is non-resonant then the non-homogeneous equation
u(k + 4) + Mu(k) = h(k), k ∈ I; u(i) = u(T + i), i = 0,1,2,3, (2.1)
has always a unique solution. Moreover there is a unique function GM : J × I → R for which the unique solution of prob-
lem (2.1) can be written as
u(k) =
T−1∑
j=0
GM(k, j)h( j), k ∈ J . (2.2)
Function GM is the so-called Green’s function related to problem (1.2). This kind of functions represents a very important
role in the development of the existence and approximation theory for differential and difference equations, see [1,6,7,9,10,
18,19] and references therein.
In [9] it is developed a technique that allows us to get the expression of the Green’s function related to the general n-th
order operator with periodic boundary value conditions. Such method gives us the ﬁnding expression by solving an n × n
linear algebraic system.
Concerning our particular problem, one can see in [9, Theorem 5.1] that if problem (2.1) has a unique solution u : J → R,
it is given by the following expression
u(k) =
{∑k−1
j=0 zM(k − j − 1)h( j) +
∑T−1
j=k zM(T + k − j − 1)h( j), if k ∈ I,∑k−1−T
j=0 zM(k − j − 1− T )h( j) +
∑T−1
j=k−T zM(k − j − 1)h( j), if k ∈ J\I,
(2.3)
where zM is the unique solution of the algebraic problem:
z(k + 4) + Mz(k) = 0, k 0, (2.4)
z(i) − z(T + i) = 0, i = 0,1,2, (2.5)
z(3) − z(T + 3) = 1. (2.6)
Moreover (see [9] for details) if h (−h) is a constant sign function on I , then u has the same sign as h (−h) on I if and
only if function zM is non-negative (non-positive) on I .
The rest of this section is devoted to make an exhaustive study of the sign of function zM on the interval I . Such study
is given as a function of the real parameter M .
In a ﬁrst moment we consider m > 0 such that M = −m4.
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zm(k) =mk
(
(−1)k
4m3(−1+ (−1)TmT ) +
1
4m3(1−mT )
+ (m
T cos Tπ/2− 1) sinkπ/2
2m3(1− 2mT cos Tπ/2+m2T ) −
mT sin Tπ/2coskπ/2
2m3(1− 2mT cos Tπ/2+m2T )
)
. (2.7)
As a consequence of the previous expression, we deduce that problem (2.4)–(2.6), with M < 0, has a unique solution if
and only if M = −1.
Now we distinguish some different cases, depending on the even or odd character of T and k.
1. T is even and k is odd.
In this case, the expression (2.7) is rewritten as
zm(k) = m
k−3
2
(
1
1−mT +
mT sin(k − T )π/2− sinkπ/2
1− 2mT cos Tπ/2+m2T
)
. (2.8)
Now, we have four different situations:
(a) If T = 4q + 2 and k = 4p + 1 for some q = 0,1,2 . . . and p = 0,1,2 . . . , we have that Eq. (2.8) remains
zm(k) = m
T+k−3
1−m2T ,
which is negative on I if and only if m > 1 and positive on I for all m ∈ (0,1).
(b) If T = 4q and k = 4p + 1 for some q = 1,2,3 . . . and p = 0,1,2 . . . then zm(k) = 0.
(c) If T = 4q + 2 and k = 4p + 3 for some q = 0,1,2 . . . and p = 0,1,2 . . . , we deduce that
zm(k) = m
k−3
1−m2T ,
and it is clear that z(k) < 0 if and only if m > 1 and z(k) > 0 if and only if m ∈ (0,1).
(d) If T = 4q and k = 4p + 3 for some q = 1,2,3 . . . and p = 0,1,2 . . . then
zm(k) = m
k−3
1−mT ,
and, once again, we obtain that z(k) < 0 if and only if m > 1 and z(k) > 0 if and only if m ∈ (0,1).
2. T and k are both even.
In this case it is not diﬃcult to verify that zm(k) = 0.
3. T is odd and k is even.
In this situation, the expression (2.7) remains as follows
z(k) = m
k−3
2
(
mT
1−m2T +
mT sin(k − T )π/2
m2T + 1
)
. (2.9)
(a) If T = 4q + 1 and k = 4p or T = 4q + 3 and k = 4p + 2 for some q = 0,1,2 . . . and p = 0,1,2 . . . , then
zm(k) = m
3T+k−3
1−m4T .
As consequence z(k) < 0 if and only if m > 1 and z(k) > 0 if and only if m ∈ (0,1).
(b) If T = 4q + 1 and k = 4p + 2 or T = 4q + 3 and k = 4p for some q = 0,1,2 . . . and p = 0,1,2 . . . , we have
zm(k) = m
T+k−3
1−m4T ,
and we attain at the same conclusion as in the previous case.
4. T and k are both odd.
In this situation we have
zm(k) = m
k−3
2
(
1
1−m2T −
sinkπ/2
1+m2T
)
.
(a) If k = 4p + 1 for some p = 0,1,2 . . . we obtain that
zm(k) = m
2T+k−3
1−m4T ,
which gives us that z(k) < 0 if and only if m > 1 and z(k) > 0 if and only if m ∈ (0,1).
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zm(k) = m
k−3
1−m4T ,
and the same conclusion as above is fulﬁlled.
Now we treat the case M = 0.
In this situation problem (2.4)–(2.6) has a unique solution z(k; T ) that follows the expressions:
1. z(k;1) = 1 if k 3, and z(k;1) = 0 for all k 4.
2. z(k;2) = 1 if k = 0,2,4, and z(k;2) = 0 elsewhere.
3. z(k;3) = 1 if k = 0,3, and z(k;3) = 0 in other cases.
4. z(k; T ) = 1 if k = 3 and z(k; T ) = 0 for all k = 3, whenever T  4.
So, we know that function z(k; T ) is non-positive on I for all T  1. Moreover it takes the value zero at some point of I
except in the case T = 1.
To ﬁnish our study, it only remains to consider the case M > 0. In such a case, from Eq. (2.6) we have that if there is
a unique solution of problem (2.4)–(2.6) then it is not identically zero on J . This fact, together with Eq. (2.4) implies that
zM(k0) = 0 for some k0 ∈ {0, . . . ,3} and, in consequence, zM changes sign in each interval of length greater than seven. In
consequence we have that the Green’s function (if it exists) changes sign on J × I for all T > 7.
Denoting by M =m4 > 0, one can verify that the expression of the unique solution of problem (2.4)–(2.6) is given by
zm(k; T ) = m
k−3
2
√
2
(
sin(kπ/4)(1+mT (sin(Tπ/4) − cos(Tπ/4)))
1+m2T − 2mT cos(Tπ/4)
+ cos(kπ/4)(−1+m
T (cos(Tπ/4) + sin(Tπ/4)))
1+m2T − 2mT cos(Tπ/4)
+ cos(3kπ/4)(1+m
T (sin(3Tπ/4) − cos(3Tπ/4)))
1+m2T − 2mT cos(3Tπ/4)
− sin(3kπ/4)(−1+m
T (cos(3Tπ/4) + sin(3Tπ/4)))
1+m2T − 2mT cos(3Tπ/4)
)
.
So we conclude that zm is not well deﬁned if and only if m = 1 and T = 4q for some q = 1,2, . . . .
Moreover, by using this expression, we arrive at the following properties:
1. z(0;1) > 0, z(0;3) > 0, z(0;5) < 0, z(0;7) < 0 and z(0; T ) = 0 for T = 2,4,6.
2. z(1;2) > 0, z(1;3) < 0, z(1;4) = 0, z(1;5) > 0, z(1;6) < 0 and z(1;7) < 0.
3. z(2;4) = z(2;6) = 0 and z(2;7) < 0.
4. z(3;4) > 0, z(3;6) > 0 and z(3;7) > 0.
So, we deduce that function z(k;1) > 0 on I , moreover, if T = 2,4 then z(k; T )  0 on I and it vanishes at some point
in I . In all the other cases function z(k; T ) changes its sign on I .
As a consequence of the previous assertions, we obtain the following conclusions concerning to the Green’s function.
Proposition 2.1. The related Green’s function GM : J × I → R of problem (1.2) satisﬁes the following properties:
1. GM is strictly negative on J × I if and only if T is odd and M < −1.
2. GM is non-positive and not identically zero on J × I , and vanishes at some point on J × I if and only if T is even and M < −1.
3. GM is strictly positive on J × I if and only if one of the two following assertions holds:
(a) T is odd and M ∈ (−1,0).
(b) T = 1 and M  0.
4. GM is non-negative and not identically zero on J × I , and vanishes at some point on J × I if and only if one of the three following
assertions holds:
(a) T is even and M ∈ (−1,0).
(b) T  2 and M = 0.
(c) T = 2,4 and M > 0.
We concentrate the previous proposition in Table 1.
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T odd T even T odd T = 1 T even T  2 T = 2,4
M < −1 M < −1 M ∈ (−1,0) M  0 M ∈ (−1,0) M = 0 M > 0
GM < 0 GM  0 GM > 0 GM > 0 GM  0 GM  0 GM  0
3. Positive Green’s function
This section is devoted to the proof of the existence, multiplicity and nonexistence of solutions of problem (1.1) by
assuming that the related Green’s function is strictly positive on J × I , whereas in next section we turn out to the case
where the related Green’s function is non-negative.
Thus, deﬁning for each λ > 0 the operator
Tλ :D(Tλ) ≡
{
u(k) > 0 for all k ∈ J}→ RT+4
given by
Tλu(k) = λ
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ T−1∑
j=0
GM(k, j)c( j), (3.1)
we have that u > 0 is a solution of problem (1.1) if and only if u = Tλu.
Throughout the paper we shall use the following notation:
γ (k) =
T−1∑
j=0
GM(k, j)c( j),
α = min
(k, j)∈ J×I
GM(k, j) and β = max
(k, j)∈ J×I
GM(k, j),
and
f0 = lim
u→0+
f (u)
u
and f∞ = lim
u→∞
f (u)
u
.
In this section we assume the following hypotheses:
(H0) γ∗  0.
(H1) Either T is odd and M ∈ (−1,0), or T = 1 and M  0.
(H2) g( j) 0 for all j ∈ I and ∑T−1j=0 g( j) > 0.
(H3) f : (0,∞) → (0,∞) is continuous.
From Proposition 2.1, we know that α > 0. In consequence, we can deﬁne the cone
K :=
{
u  0 on J : min
k∈ J
{
u(k)
}
 σ‖u‖
}
, (3.2)
where
σ = min
{
α
β
,
γ∗
γ ∗
}
if γ∗ > 0 or σ = α
β
if c ≡ 0 on I. (3.3)
Now, for 0< r < R we deﬁne
Kr,R :=
{
u ∈ K: r  ‖u‖ R}. (3.4)
Next we give suﬃcient conditions for the solvability of problem (1.1).
Theorem 3.1. Assume that conditions (H0), (H1), (H2) and (H3) are fulﬁlled. Then for each λ > 0 and 0 < r < R the operator
Tλ :Kr,R → K given by (3.1) is well deﬁned and completely continuous.
Moreover, if either
(i) ‖Tλu‖ ‖u‖ for any u ∈ K with ‖u‖ = r and ‖Tλu‖ ‖u‖ for any u ∈ K with ‖u‖ = R, or
(ii) ‖Tλu‖ ‖u‖ for any u ∈ K with ‖u‖ = r and ‖Tλu‖ ‖u‖ for any u ∈ K with ‖u‖ = R,
then Tλ has a ﬁxed point in Kr,R which is a positive solution of problem (1.1).
Proof. The proof is analogous to the one given in [6, Theorem 2.1] and follows from the classical expansion/contraction
Krasnoselskii’s ﬁxed theorem [21]. 
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In the following lemmas we deduce suﬃcient conditions that will allow us to obtain ‖Tλx‖ ‖x‖ or ‖Tλx‖ ‖x‖. The
combination of the next lemmas with Theorem 3.1 will allow us to prove existence and multiplicity results for problem (1.1).
Lemma 3.1. Assume that conditions (H0), (H1), (H2) and (H3) are satisﬁed. Then, for each R > γ ∗ there exists λ0(R) > 0 such that
for every 0< λ λ0(R) we have
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = R.
Proof. Fix R > γ ∗ and let u ∈ K with ‖u‖ = R . In consequence u(k) σ R for all k ∈ J .
Now, consider
0< λ λ0(R) := R − γ
∗
βmaxu∈[σ R,R] { f (u)}∑T−1j=0 g( j) .
Thus, for all k ∈ J , the following inequalities hold:
Tλu(k) λβ max
u∈[σ R,R]
{
f (u)
} T−1∑
j=0
g( j) + γ ∗
 R = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 3.2. Assume that conditions (H0), (H1), (H2) and (H3) are fulﬁlled. Then, for each r > 0 there exists λ0(r) > 0 such that for
every λ λ0(r) we have
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = r.
Proof. Fix r > 0 and let u ∈ K with ‖u‖ = r. So, u(k) σ r for all k ∈ J .
Choose
λ λ0(r) := r
αminu∈[σ r,r] { f (u)}∑T−1j=0 g( j) .
Then
Tλu(k) λα min
u∈[σ r,r]
{
f (u)
} T−1∑
j=0
g( j) + γ∗
 r = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 3.3. Suppose that conditions (H1), (H2) and (H3) are satisﬁed and c ≡ 0 on I . Then, if f0 = 0 there exists r0(λ) > 0 such
that for every 0< r  r0(λ) it is veriﬁed
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = r.
Proof. Since f0 = 0, we know that given ε = ε(λ) = 1
λβ
∑T−1
j=0 g( j)
> 0 there exists r0(λ) > 0 such that f (u)  εu for all
0< u  r0(λ).
Fix 0< r  r0(λ) and let u ∈ K with ‖u‖ = r. Then
Tλu(k) = λ
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)
 λβ
T−1∑
j=0
g( j)εu( j)
 λβε‖u‖
T−1∑
j=0
g( j)
= ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
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0< r  r0(λ) we have
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = r.
Proof. Since f0 = ∞ for L = L(λ) = 1
λασ
∑T−1
j=0 g( j)
there exists r0(λ) > 0 such that f (u) Lu for all u ∈ (0, r0(λ)].
Fix 0< r  r0(λ) and let u ∈ K with ‖u‖ = r. Then
Tλu(k) λα
T−1∑
j=0
g( j)Lu( j) + γ∗
 λαLσ‖u‖
T−1∑
j=0
g( j)
= ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 3.5. Suppose that conditions (H0), (H1), (H2) and (H3) are satisﬁed. Then, if f∞ = 0 then there exists R0(λ) > 0 such that
for every R  R0(λ) we have
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = R.
Proof. Let ε(λ) = 1
2λβ
∑T−1
j=0 g( j)
> 0. Since f∞ = 0, there exists R1(λ) > 0 such that f (u) εu for each u  R1(λ).
Consider R0(λ) := max{R1(λ)/σ ,2γ ∗} and ﬁx R  R0(λ). Let u ∈ K be such that ‖u‖ = R . Then
Tλu(k) λβ
T−1∑
j=0
g( j)εu( j) + γ ∗
 λβε‖u‖
T−1∑
j=0
g( j) + γ ∗
= R
2
+ γ ∗  R
2
+ R
2
= R = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 3.6. Assume that (H0), (H1), (H2) and (H3) are fulﬁlled. Then, if f∞ = ∞ there exists R0(λ) > 0 such that for every
R  R0(λ) we have
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = R.
Proof. Let L = L(λ) = 1
λασ
∑T−1
j=0 g( j)
. Since f∞ = ∞, there exists R1(λ) > 0 such that f (u) Lu for all u  R1(λ).
Fix R  R0(λ) := R1(λ)/σ and let u ∈ K with ‖u‖ = R . Then
Tλu(k) λα
T−1∑
j=0
g( j)Lu( j)ds + γ∗
 λαLσ‖u‖
T−1∑
j=0
g( j)
= ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
3.2. Main results
Now, we are in a position to ensure the existence, nonexistence or multiplicity of solutions of the problem (1.1). The
given results are the following.
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1. There exists λ0 > 0 such that problem (1.1) has a positive solution for all λ ∈ (0, λ0).
2. If f∞ = 0 then problem (1.1) has a positive solution for every λ > 0.
3. If f∞ = ∞ then there exists λ0 > 0 such that problem (1.1) has two positive solutions for all λ ∈ (0, λ0).
4. If f0 > 0 and f∞ > 0 then there exists λ0 > 0 such that problem (1.1) has no positive solutions for all λ > λ0 .
Proof. Fix 0< r < γ∗ . Then for each λ > 0 and u ∈ K with ‖u‖ = r we have
‖Tλu‖ Tλu(k) γ∗ > r = ‖u‖.
Part 1. Fix R > γ ∗( γ∗ > r) and take λ0 = λ0(R) given by Lemma 3.1. Then, by using Theorem 3.1 (ii), we deduce the
existence of a positive solution of problem (1.1) for all λ ∈ (0, λ0).
Part 2. Fix λ > 0 and take R > max{r, R0(λ)}, where R0(λ) is given by Lemma 3.5. Then Theorem 3.1 (ii) implies the
existence of a positive solution for problem (1.1).
Part 3. Fix R2 > R1 > γ ∗( γ∗ > r) and take λ0 = min{λ0(R1), λ0(R2)}, where λ0(R1) and λ0(R2) are the given by
Lemma 3.1.
Now, ﬁx 0 < λ < λ0 and take R > max{R2, R0(λ)}, where R0(λ) is given by Lemma 3.6. Therefore from Theorem 3.1 we
deduce the existence of two positive solutions u1 and u2 of problem (1.1) such that
r  ‖u1‖ R1 < R2  ‖u2‖ R.
Part 4. Suppose that problem (1.1) has a positive solution u for some λ > 0. It is clear that u ∈ D(Tλ), in consequence, we
have that
u(k) = Tλu(k) = λ
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ γ (k)
 λα
β
T−1∑
j=0
βg( j) f
(
u( j)
)+ γ∗
γ ∗
γ ∗
 σ
(
λ
T−1∑
j=0
βg( j) f
(
u( j)
)+ γ ∗)
 σ
(
λmax
i∈ J
{
T−1∑
j=0
GM(i, j)g( j) f
(
u( j)
)}+ γ ∗)
 σ‖Tλu‖ = σ‖u‖.
That is, u ∈ K.
On the other hand, since f0 > 0 and f∞ > 0, we know that there exists L > 0 such that f (u) Lu for all u > 0.
So, if there is a positive solution of problem (1.1) for some
λ > λ0 := 1
ασ L
∑T−1
j=0 g( j)
,
we deduce the following inequalities:
‖u‖ = ‖Tλu‖ Tλu(k) λα
T−1∑
j=0
g( j)Lu( j) + γ∗
 λαLσ‖u‖
T−1∑
j=0
g( j)
> ‖u‖
and we attain a contradiction. 
Theorem 3.3. Assume that conditions (H1), (H2) and (H3) are fulﬁlled. If moreover c ≡ 0 on I the following results hold:
1. If f0 = ∞ or f∞ = ∞ then there exists λ0 > 0 such that problem (1.1) has a positive solution for every λ ∈ (0, λ0).
2. If f∞ = 0 then there exists λ0 > 0 such that problem (1.1) has a positive solution for every λ > λ0 .
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4. If f0 = ∞ and f∞ = ∞ then there exists λ0 > 0 such that problem (1.1) has two positive solutions for every λ ∈ (0, λ0).
5. If f0 = 0 and f∞ = ∞ then problem (1.1) has a positive solution for every λ > 0.
6. If f0 = 0 and f∞ = 0 then there exists λ0 > 0 such that problem (1.1) has two positive solutions for all λ > λ0 .
7. If f0 > 0 and f∞ > 0 then there exists λ0 > 0 such that problem (1.1) has no positive solutions for every λ > λ0 .
Proof. Part 1. Fix R > γ ∗ = 0 and take λ0 = λ0(R) > 0 given by Lemma 3.1. In consequence, for all 0< λ λ0(R) we have
‖Tλu‖ ‖u‖ for x ∈ K with ‖u‖ = R.
Now, let 0 < λ < λ0 be ﬁxed, and choose 0 < r < min {R, r0(λ)}, where r0(λ) is given by Lemma 3.4 when f0 = ∞. In
case of f∞ = ∞, we get r >max {R, R0(λ)} > R , with R0(λ) given by Lemma 3.6. In both situations we arrive at
‖Tλu‖ ‖u‖ for u ∈ K with ‖u‖ = r.
Thus Theorem 3.1 implies the existence of a positive solution for problem (1.1).
Part 2. Fix r > 0 and take λ0 = λ0(r) > 0 given by Lemma 3.2. Now, for each λ > λ0 take R > max {r, R0(λ)}, with R0(λ)
given by Lemma 3.5 and apply Theorem 3.1.
Part 3. For each λ > 0 take r0(λ) < R0(λ) given by Lemmas 3.4 and 3.5, respectively, and apply Theorem 3.1.
Part 4. Fix R2 > R1 > γ ∗ = 0 and take λ0 = min{λ0(R1), λ0(R2)} given by Lemma 3.1. Now for each 0 < λ < λ0 take r <
min{R1, r0(λ)} given by Lemma 3.4 and R > max{R2, R0(λ)} given by Lemma 3.6. Then Theorem 3.1 implies the existence
of two positive solutions u1 and u2 for problem (1.1) such that
r  ‖u1‖ R1 < R2  ‖u2‖ R.
Part 5. Use Lemmas 3.3 and 3.6 and Theorem 3.1.
Part 6. Use Lemmas 3.2, 3.3 and 3.5 and Theorem 3.1 twice.
Part 7. The proof follows the same steps as part 4 in Theorem 3.2. 
Example 3.1. Let δ be a real number. Consider the following equation
u(k + 4) + Mu(k) = λg(k)u−δ(k) + c(k), k ∈ I, u(i) = u(T + i), i = 0, . . . ,3, (3.5)
which is singular for all δ > 0.
Assuming that conditions (H0), (H1) and (H2) are fulﬁlled, as a consequence of the two previous theorems, we deduce
the following assertions:
1. If δ > −1 then problem (3.5) has a positive solution for every λ > 0.
2. If δ = −1 then there exists λ0 > 0 such that problem (3.5) has no positive solutions for all λ > λ0.
3. If δ < −1 and γ∗ > 0, then there exists λ0 > 0 such that problem (3.5) has two positive solutions for all λ ∈ (0, λ0).
4. If δ < −1 and c ≡ 0 on I , then problem (3.5) has a positive solution for every λ > 0.
4. Non-negative Green’s function
In this section instead of condition (H1) we assume
(˜H1) Either T is even and M ∈ (−1,0), or T  2 and M = 0, or T = 2,4 and M > 0.
Notice that condition (˜H1) implies that GM is non-negative and not identically zero on J × I and vanishes at some point
in the rectangle J × I .
On the other hand, it is clear that u(k) = 1/(M + 1) is the unique solution of problem
u(k + 4) + Mu(k) = 1, k ∈ I; u(i) = u(T + i), i = 0,1,2,3.
So, by using expression (2.2), we conclude that
T−1∑
j=0
GM(k, j) = 1
M + 1 .
Moreover, from expression (2.3) and (˜H1), we arrive at the following inequalities:
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k=0
GM(k, j)
j∑
k=0
GM(k, j) +
T−1∑
k= j+1
GM(k, j)
=
j∑
k=0
zM(T + k − j − 1) +
T−1∑
k= j+1
zM(k − j − 1)
=
T−1∑
j=k
zM(T + k − j − 1) +
k−1∑
j=0
zM(k − j − 1)
=
T−1∑
j=0
GM(k, j) = 1
M + 1 > 0.
So, by assuming that γ∗  0, let us introduce the following cone
K˜ :=
{
u  0 on I:
T−1∑
k=0
u(k) σ˜‖u‖
}
,
where σ˜ = min{ 1
β(1+M) ,
∑T−1
k=0 γ (k)‖γ ‖ } if ‖γ ‖ > 0 or σ˜ = 1β(1+M) if ‖γ ‖ = 0.
Now, for 0< r < R we deﬁne
K˜r,R :=
{
u ∈ K˜: r  ‖u‖ R}.
In this situation we consider f a regular function. So instead of condition (H3) we assume
(˜H3) f : [0,∞) → [0,∞) is continuous and f (u) > 0 for all u > 0.
Next we can prove the following result similar to Theorem 3.1.
Theorem 4.1. Assume that (H0), (˜H1), (H2) and (˜H3) hold. Then, for each λ > 0 and 0 < r < R the operator Tλ : K˜r,R → K˜ given
by (3.1) is well deﬁned and completely continuous.
Moreover, if either
(i) ‖Tλu‖ ‖u‖ for any u ∈ K˜ with ‖u‖ = r and ‖Tλu‖ ‖u‖ for any u ∈ K˜ with ‖u‖ = R, or
(ii) ‖Tλu‖ ‖u‖ for any u ∈ K˜ with ‖u‖ = r and ‖Tλu‖ ‖u‖ for any u ∈ K˜ with ‖u‖ = R,
then Tλ has a ﬁxed point in K˜r,R which is a non-negative solution of problem (1.1).
Proof. We only verify that operator Tλ maps K˜r,R into K˜. The rest of the proof follows similar arguments to the ones used
in [6, Theorem 3.1], in which the Krasnoselskii’s ﬁxed theorem is used [21]. We suppose that ‖γ ‖ > 0, the other case is
analogous.
T−1∑
k=0
Tλu(k) = λ
T−1∑
k=0
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ T−1∑
k=0
γ (k)
= λ
T−1∑
j=0
(
T−1∑
k=0
GM(k, j)
)
g( j) f
(
u( j)
)+ T−1∑
k=0
γ (k)
 λ
M + 1
T−1∑
j=0
g( j) f
(
u( j)
)+ T−1∑
k=0
γ (k)
= λ
(M + 1)β
T−1∑
j=0
βg( j) f
(
u( j)
)+ ∑T−1k=0 γ (k)‖γ ‖ ‖γ ‖
 σ˜‖Tλu‖. 
Lemma 4.1. Suppose that the conditions (H0), (˜H1), (H2) and (˜H3) are satisﬁed. Then, for each R > γ ∗ there exists λ0(R) > 0 such
that for every 0< λ λ0(R) we have
‖Tλu‖ ‖u‖ for u ∈ K˜ with ‖u‖ = R.
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0< λ λ0(R) := R − γ
∗
βmaxu∈[0,R] { f (u)}∑T−1j=0 g( j)
then
Tλu(k) = λ
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ γ (k)
 λβ max
u∈[0,R]
{
f (u)
} T−1∑
j=0
g( j) + γ ∗
 R = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 4.2. Assume that the conditions (H0), (˜H1), (H2) and (˜H3) are satisﬁed, together with
∑T+3
k=0 γ (k) > 0. Then there exists
r0 > 0 such that for all r ∈ (0, r0) we have
‖Tλu‖ ‖u‖ for u ∈ K˜ with ‖u‖ = r.
Proof. Fix 0< r < r0 := 1T+4
∑T+3
k=0 γ (k) and let u ∈ K˜ be such that ‖u‖ = r. Then
‖Tλu‖ 1
T + 4
T+3∑
k=0
Tλu(k)
= λ
T + 4
T+3∑
k=0
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ 1
T + 4
T+3∑
k=0
γ (k)
 r0 > r = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Lemma 4.3. Let conditions (H0), (˜H1), (H2) and (˜H3) be fulﬁlled. Then, if f∞ = 0 then there exists R0(λ) > 0 such that for every
R  R0(λ) we have
‖Tλu‖ ‖u‖ for all u ∈ K˜ with ‖u‖ = R.
Proof. Deﬁne f˜ (u) = maxz∈[0,u] { f (z)}. Clearly f˜ is a nondecreasing and continuous function on [0,∞), moreover, from the
deﬁnition of f˜ , we know that for all u  0 there is zu ∈ [0,u] such that f˜ (u) = f (zu). Obviously, zu is a nondecreasing
function, in consequence, we have two possibilities: if limu→∞ zu = z0  0, we have
f˜∞ ≡ lim
u→∞
f˜ (u)
u
= lim
u→∞
f (zu)
u
= 0.
If, on the contrary, limu→∞ zu = ∞, we have that
0 f˜∞ ≡ lim
u→∞
f˜ (u)
u
= lim
u→∞
f (zu)
u
 lim
u→∞
f (zu)
zu
= 0.
The reader, can ﬁnd a more sophisticated proof of the previous property, for a more general situation in [29].
Therefore, we have that for ε(λ) = 1
2λβ
∑T−1
j=0 g( j)
there exists R1(λ) > 0 such that f˜ (u) εu for each u  R1(λ).
Deﬁne R0(λ) := max{R1(λ),2γ ∗}, ﬁx R  R0(λ) and let u ∈ K˜ be such that ‖u‖ = R . Then
Tλu(k) = λ
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ γ (k)
 λ
T−1∑
GM(k, j)g( j) f˜
(‖u‖)+ γ (k)
j=0
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T−1∑
j=0
g( j) + γ ∗
= R
2
+ γ ∗  R
2
+ R
2
= R = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
As a consequence of the previous lemmas we deduce the following existence result.
Theorem 4.2. Assume that conditions (H0), (˜H1), (H2) and (˜H3) are satisﬁed and
∑T−1
j=0 g( j) > 0. The following properties hold:
1. There exists λ0 > 0 such that problem (1.1) has a non-negative solution for all λ ∈ (0, λ0).
2. If f∞ = 0 then problem (1.1) has a non-negative solution for every λ > 0.
Proof. The ﬁrst assertion is a direct consequence of Lemmas 4.1 and 4.2. The second part follows from Lemmas 4.2
and 4.3. 
In the sequel, instead of condition (H2), we will impose the following stronger condition on function g:
(˜H2) g(k) g∗ > 0 for all k ∈ I .
Lemma 4.4. Assume that conditions (H0), (˜H1), (˜H2) and (˜H3) are satisﬁed. Then, if f0 = ∞ there exists r0(λ) > 0 such that for
every 0< r  r0(λ) we have
‖Tλu‖ ‖u‖ for all u ∈ K˜ satisfying ‖u‖ = r.
Proof. Since f0 = ∞ for L = L(λ) = (T+4)(M+1)λσ˜ g∗ there exists r0(λ) > 0 such that f (u) Lu for each 0 u  r0(λ).
Fix 0< r  r0(λ) and let u ∈ K˜ with ‖u‖ = r. Then
‖Tλu‖ 1
T + 4
T+3∑
k=0
Tλu(k) = λ
T + 4
T+3∑
k=0
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ 1
T + 4
T+3∑
k=0
γ (k)
 λ
T + 4
T−1∑
j=0
T+3∑
k=0
GM(k, j)g( j) f
(
u( j)
)
 λ
T + 4
g∗L
M + 1
T−1∑
j=0
u( j)
 λ
T + 4
g∗L
M + 1 σ˜‖u‖ = ‖u‖,
and thus ‖Tλu‖ ‖u‖. 
Now, we present the main result of this section.
Theorem 4.3. Suppose that conditions (H0), (˜H1), (˜H2) and (˜H3) hold. The following assertions are satisﬁed:
1. If f0 = ∞ then there exists λ0 > 0 such that problem (1.1) has a non-negative solution for all λ ∈ (0, λ0).
2. If f0 = ∞ and f∞ = 0 then problem (1.1) has a non-negative solution for every λ > 0.
3. If f0 > 0 and f∞ > 0 then there exists λ0 > 0 such that problem (1.1) has no non-negative solutions if λ > λ0 .
Proof. The ﬁrst assertion is a direct consequence of Lemmas 4.1 and 4.4. The second part follows from Lemmas 4.3 and 4.4.
To prove part 3, by using that f0 > 0 and f∞ > 0 we know that there exists L > 0 such that f (u) Lu for all u  0.
By deﬁning
λ0 := (T + 3)(M + 1)
σ˜ Lg∗
,
we have that if there is any λ > λ0 for which there exists a non-negative solution u of problem (1.1), then u = Tλu ∈ K˜. So,
we arrive at the following contradiction
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T + 4
T+3∑
k=0
Tλu(k) = λ
T + 4
T+3∑
k=0
T−1∑
j=0
GM(k, j)g( j) f
(
u( j)
)+ 1
T + 4
T+3∑
k=0
γ (k)
 λ
T + 4
T−1∑
j=0
T+3∑
k=0
GM(k, j)g( j) f
(
u( j)
)
 λ
T + 4
g∗L
M + 1
T−1∑
j=0
u( j)
 λ
T + 4
g∗L
M + 1 σ˜‖u‖ > ‖u‖. 
4.1. An application to the singular equation (3.5)
Despite this section is devoted to the study of regular problems, we can apply the previous results to the singular
problem (with δ > 0) (3.5). As we have notice in Example 3.1, provided that condition (H1) is fulﬁlled, this problem has
at least one positive solution for all δ > 0 and λ > 0. However, when the Green’s function is not strictly positive on J × I
(condition (˜H1)) this assertion cannot be ensured.
Theorem 4.4. Assume that δ > 0 and that conditions (H0), (˜H1) and (˜H2) are fulﬁlled. Let us deﬁne
Λ(k) =
T−1∑
j=0
GM(k, j)g( j) for all k ∈ I, (4.1)
and suppose that there exists some r > 0 such that the following inequalities hold
λΛ∗
(λΛ
∗
rδ
+ γ ∗)δ + γ∗  r (4.2)
and
max
{
λΛ∗
rδ
+ γ∗, λΛ∗
rδ
+ γ ∗
}
 r. (4.3)
Then problem (3.5) has a positive solution u such that u(k) r for all k ∈ J .
Proof. Firstly, note that from (˜H1) and (˜H2) it follows that Λ∗  g∗/(M + 1) > 0.
Let r > 0 be a real constant that satisﬁes (4.2) and (4.3), and deﬁne the function
fr(u) =
{
1
rδ
, if 0 u  r,
1
uδ
, if u > r.
It is clear that fr satisﬁes condition (˜H3), ( fr)0 = ∞ and ( fr)∞ = 0. As consequence Theorem 4.3, part 2, implies that
the modiﬁed problem
u(k + 4) + Mu(k) = λg(k) fr
(
u(k)
)+ c(k), k ∈ I, u(i) = u(T + i), i = 0, . . . ,3,
has a non-negative solution ur for all λ > 0.
Such solution is given by the expression
ur(t) = λ
T−1∑
j=0
G(k, j)g( j) fr
(
ur( j)
)+ γ (k).
Thus, from the nonincreasing character of function fr and expression (4.1), we deduce that
‖ur‖ λΛ
∗
rα
+ γ ∗, (4.4)
and
ur(t) λΛ∗ fr
(‖ur‖)+ γ∗ for all k ∈ I. (4.5)
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ur(k) = λΛ(k)
rα
+ γ (k) for all k ∈ I.
Let k0 ∈ I be such that Λ(k0) = Λ∗ . In such a case
ur(k0) = λΛ
∗
rα
+ γ (k0) λΛ
∗
rα
+ γ∗.
Let now k1 ∈ I be such that γ (k1) = γ ∗ . In such a case
ur(k1) = λΛ(k1)
rα
+ γ ∗  λΛ∗
rα
+ γ ∗.
Thus, the combination of the two previous inequalities gives us a contradiction with (4.3).
So, ‖ur‖ r which implies fr(‖ur‖) = 1‖ur‖δ . Then by (4.4) and (4.5) we obtain
ur(k)
λΛ∗
(λΛ
∗
rα + γ ∗)α
+ γ∗ for all k ∈ I.
Now, condition (4.2) implies that ur(t) r and therefore ur is a positive solution of problem (3.5). 
As a direct consequence (taking r = γ∗) we deduce the following corollary.
Corollary 4.1. Suppose that conditions (H0), (˜H1) and (˜H2) are fulﬁlled.
If δ > 0 and γ∗ > 0 then problem (3.5) has a positive solution for all λ > 0. Moreover such solution is such that x(t)  γ∗ for all
t ∈ [0, T ].
In case γ∗ = 0 we obtain the following existence result for weak singularities.
Corollary 4.2. Suppose that δ > 0 and γ∗ = 0 and assume (H0), (˜H1) and (˜H2). Then if 0 < δ < 1 problem (3.5) has a positive
solution for all λ > 0.
Proof. When γ∗ = 0 then (4.2) is equivalent to
(λΛ∗)
1
δ  λΛ
∗
r
δ2−1
δ
+ r 1δ γ ∗. (4.6)
Moreover condition (4.3) is satisﬁed if
r  (λΛ∗)
1
δ+1 . (4.7)
Since 0< δ < 1 both inequalities are satisﬁed for small enough r > 0. 
Remark 4.1. Notice that if γ∗ = 0 and δ  1, conditions (4.2) and (4.3) are satisﬁed if and only if c ≡ 0 on I and function Λ
is a constant. Therefore in case γ∗ = 0 Theorem 4.4 has not non-trivial applications for strong singularities (δ  1).
Remark 4.2. The results given in this section can be applied for problem (3.5) when δ  0. In this case, we have a regular
function that trivially satisﬁes condition (˜H3). Assuming that conditions (H0), (H1) and (H2) are fulﬁlled, as a consequence
of the results showed in this section, we arrive at the following assertions:
1. If δ  0 and
∑T−1
k=0 g( j) > 0, then there is λ0 > 0 for which problem (3.5) has a non-negative solution for every
λ ∈ (0, λ0).
2. If −1< δ  0 then problem (3.5) has a non-negative solution for all λ > 0.
3. If δ = −1 then there exists λ1 > 0 such that problem (3.5) has no positive solutions for all λ > λ1.
5. Final remarks
In the two previous sections, we have considered the cases in which the Green’s function related to the problem (1.2) is
strictly positive or non-negative on J × I . Since in the second section we have also studied the cases in which such Green’s
function is strictly negative or non-positive on J × I , we can also study the following equation:{−u(k + 4) + Nu(k) = λg(k) f (u(k))+ c(k), k ∈ I, (5.1)u(i) = u(T + i), i = 0, . . . ,3.
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−u(k + 4) + Nu(k) = 0, k ∈ I, u(i) = u(T + i), i = 0, . . . ,3, (5.2)
we can prove the following:
Proposition 5.1. The related Green’s function G−N : J × I → R of problem (5.2) satisfy the following properties:
1. G−N is strictly positive on J × I if and only if T is odd and N > 1.
2. G−N is non-negative and not identically zero on J × I , and vanishes at some point on J × I if and only if T is even and N > 1.
3. G−N is strictly negative on J × I if and only if one of the two following assertions holds:
(a) T is odd and N ∈ (0,1).
(b) T = 1 and N  0.
4. G−N is non-positive and not identically zero on J × I , and vanishes at some point on J × I if and only if one of the three following
assertions holds:
(a) T is even and N ∈ (0,1).
(b) T  2 and N = 0.
(c) T = 2,4 and N < 0.
So, replacing condition (H1) by the following one:
(H1) T is odd and N > 1,
we conclude that all the assertions of Theorems 3.2 and 3.3 remain valid for problem (5.1).
The same comment is valid if we refer to Theorems 4.2 and 4.3, concerning problem (5.1) and replacing condition (˜H1)
by
(˜H1∗) T is even and N > 1.
If we consider problem
−u(k + 4) + Nu(k) = λg(k)u−δ(k) + c(k), k ∈ I, u(i) = u(T + i), i = 0, . . . ,3,
we deduce similar results to Example 3.1, Theorem 4.4 and Corollaries 4.1 and 4.2 under this new assumptions.
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