Sensitivity analysis in investment problems is an important tool to determine which factors can jeopardize the future of the investment. Information on the probability distribution of those factors that affect the investment is mostly lacking. In those situations the analysts have two options: (i) apply a method that does not require knowledge of that distribution, or (ii) make assumptions about the distribution. In both approaches sensitivity analysis should result in practical information about the actual importance of potential factors. For approach (i) we apply statistical design of experiments (DOE) in combination with regression analysis or meta-modeling. For approach (ii) we investigate five types of relationships between the model output and each individual factor;
Introduction
In practice, investment decisions are often made using the Net Present Value (NPV) criterion; that is, a necessary condition to accept an investment proposal is that the NPV be non-negative. In this paper we address the problem of uncertainty in the model's "inputs" or "factors". To solve this problem, risk analysis was introduced by Hertz (1964) and Hillier (1963) . That analysis assumes a known joint distribution function of the factor values, which is used to estimate the distribution of the output,
. To obtain this output distribution, analysts use either Monte Carlo (MC) or a statistical refinement called Latin Hypercube Sampling (LHS); both techniques are available in software such as @Risk and Crystal Ball (see Buede, 1998; and Evans and Olson, 1998 ). An investment proposal is accepted if , with decided upon by the decision makers. In practice, however, most analyses are still deterministic, because either no information at all or only very limited information is available on the factor distribution. For both the deterministic and the stochastic problem formulations, a practical question is: Which factors can make a project go "wrong"; that is, which factors may cause and respectively. Decision makers ask for this type of information to support their decision making process; see Van Groenendaal (1998b) .
One approach to obtain this information applies the statistical theory on design of experiments in combination with regression analysis or meta-modeling (further referred to as DOE). DOE shows which individual factors may jeopardize the results, and which factors interact. Figure 1 N = 500, and in our case study K = 14. In Figure 1 we display only 1 of the 14 factors. Note that each sampled vector of K factors (x , ... , x ,... , x ) , i = 1, ..., 1i k,i K,i N, is input to the deterministic simulation model, and gives a scalar value y for Y. The i significance of the correlation is tested by Student's statistic.
(ii) Monotonic relations estimated through Spearman's rank correlation, and tested through an approximate normal distribution (Conover, 1999, pp. 314-319) . For this test the x are Conover (1999, pp. 218-224) .
(iv) Dispersion of Y dependent on X , tested by the ANOVA F-statistic after jackknifing the k variances, and by the chi-square contingency table statistic for interquartile ranges. The latter test is formulated by Kleijnen and Helton (1999a, b) , based on the quantile test mentioned in Conover (1999, p. 223) .
(v) Statistical dependence between the factor X and output Y, tested by a chi-square contingency k statistic. For this we partition the domain of X and Y into ten classes.
k For these five types of relationships Kleijnen and Helton (1999a, b) calculate the critical value, also known as the probability value or p-value: the smallest value of at which the nullhypothesis would be rejected (Type I error) for the observed value of the test (Iman and Conover,
Note, Kleijnen and Helton apply twelve tests in total, whereas we apply only eight tests. We neglect their standardized regression and standardized rank regression tests, because they lead to results very similar to the Pearson and Spearman correlation tests. They also apply two tests on partial correlation coefficients. However, we agree with Conover (1999, p. 327 ) that this concept is difficult to grasp and hard to interpret. For this reason we do not repeat these tests here.
An environmental Case Study: A Chinese Biogas Plant
The Chinese government sees large-scale biogas production as an opportunity to solve several problems simultaneously, namely: (i) the lack of energy in rural areas, (ii) the pollution of the environment by large breeding farms, and (iii) the lack of fertilizer for the agricultural sector.
Large-scale biogas digesters produce a convenient form of energy (biogas), while recycling the manure of one or more breeding farms. The residuals of this production process can be used as fertilizer in the production of vegetables, and as an addition to fodder for other stock, such as, pigs, fish, and prawns. A number of factors affect the profitability of investing in large scale biogas. To analyze these factors we formalize the problem as follows.
The investment is in a large scale bio-digester with an annual rated or design production capacity of where is a vector of system outputs, with biogas, liquid sludge, fertilizer, and regenerated fodder; is a non-specified production function (with multiple inputs and multiple outputs); is the investment amount; denotes labor, is the vector of other inputs (desulfurizer and water); is the vector of energy inputs (electricity, coal, and diesel oil); and are the three raw materials used in production, namely cow dung , chicken dung , and industrial waste , all expressed in metric tons. The investment amount follows a fixed scheme, and is zero in most years. (We suppressed the time index in all equations that are not dynamic.) The time period studied is with the length of the evaluation period; after periods the salvage sum is assumed zero.
The design capacity is achieved under good management practice, but such practice is often lacking. Therefore we introduce the actual production capacity
where is a vector of efficiency rates (mostly, but not necessarily, smaller than 1), which can be improved through better management.
The annual sales value of the output is with the vector of output prices. The price of biogas is strongly correlated with the prices of other energy sources. The prices for liquid sludge ( ), fertilizer ( ), and regenerated fodder ( ) depend on the composition of raw materials
. A higher usage of industrial waste decreases the value of the end products , , and .
The annual operating costs are with the price of labor, the vector of prices of intermediary inputs, the vector of prices for energy inputs, and the vector of raw material prices.
The annual net benefits of the investment are where represents the avoided indemnities and damages to the environment that result from the investment; avoided indemnities are a benefit because without the investment they would have to be paid to the government.
The net present value at time t ("now") is
where is the price of the investment. This is used to evaluate the investment.
If all variables are at their base case value (see below), the in (1) turns out to be 2.56 million Yuan, so the project is justified financially. There are, however, a number of factors that may affect the . For this study we consider the following eight factors; for convenience we also give their base values.
1. The shares of the different inputs in the total , for which the vector of base values is .
2. The total amount of annual input ; base value is 31,000 metric ton. 8. The efficiency of the biogas installation; its base value is 1.029 .
Factor Uncertainty
We set magnitudes for the possible changes in the base values listed above, as follows. For the factors 1, 2, 5, and 7 we set the maximum changes at ± 20%. For factor 3 the change is ± 25%, based on our previous experience. Factor 4 contains 209,900 Yuan per year of avoided damages, but these are highly uncertain. So we set the change of avoided damages at ± 50%. Given the current law, the indemnities are assumed fixed. For factor 6 we vary the price of biogas by ± 25%, whereas we vary the other energy prices by ± 20%. (The difference in price variation is due to differences in quality between biogas and other fuels.) We vary the efficiency of factor 8 by ± 17%, a value obtained from operating other digesters.
Note that factor 1 actually comprises two factors, factors 1a and 1b: the share of chicken dung (say) and the share of industrial waste in the total annual input (the sum of all shares equals 1). We vary and in the same way; that is, if is at its maximum
(minimum) than so is ; hence in DOE the two components are treated as a single factor. In the same way factor 6 comprises four factors, and factor 7 three factors. In the Kleijnen-Helton analysis these factors will be treated as different factors, but they will be made correlated. So in total there are fourteen factors for the stochastic approach (eight in DOE).
We have no other information besides the ranges of the factor values. This lack of more specific information may be quantified through uniform marginal factor distributions, with the range as support for these distributions. (Such uniform distributions are called non-informative prior distributions in Bayesian analysis.) For the Kleijnen-Helton analysis this leads to the following stochastic structure.
1. The input shares and are uniformly and independently distributed, with and .
2. The amount of total input is uniformly distributed over the range of around the base case value.
3. The investment costs are uniformly distributed .
4. Environmental benefits are uniformly distributed on .
5. The prices of the intermediary inputs are uniformly distributed , with correlation coefficients of one, so they act as a single factor as they did in the DOE approach.
6. The variation in the prices of energy inputs are correlated with the price of biogas . The price of biogas is uniformly distributed , the other energy prices are uniformly distributed , and the correlation coefficients between all individual prices are assumed to be 0.8. The four energy prices are further called factors 6a through 6d.
7. The prices of the post-processing output liquid sludge , fertilizer
, and fodder , called factors 7a, 7b, and 7c, are uniformly distributed . Since liquid sludge and fertilizer are partly substitutes, their correlation coefficient is set at 0.8, whereas the correlation coefficient with fodder is set at 0.6.
8. The efficiency of biogas production, , is uniformly distributed .
Deterministic Sensitivity Analysis through DOE
For the deterministic investment model we denote the eight factors by ( );
for these we consider only three values: -1, 0, and 1, where -1 denotes the low value of the range, 0 denotes the base case value, and 1 denotes the high value of the range. In a so-called star design all factors, except one, are kept zero (the star design is a one-factor-at-a-time design). For the specific star design given below, we added 10% to (subtracted 10% of) the high (low) value
of the range.
To analyze the effects of the eight factors, we select an unreplicated central composite design (CCD) including a design (Montgomery, 1991) . The star design comprises the 16 axial points, two for each factor i, and plus the central point . This design has 81 data points: 64 points of the design, and the 17 points of the star design. This CCD gives unbiased estimators of the main effects , the two-factor interactions , and the quadratic effects in where stochastic variables are underlined.
The result of our analysis is given in Table 1 : All main effects turn out to be significant and there are ten significant two-factor interactions, and no significant quadratic effects. is high:
0.98.
Because the CCD uses extreme points of the experimental area, it is not reasonable to assume that the error or residue term in (2) will be normally distributed. To test normality of the residues we applied Wald's statistic on skewness and kurtosis, and a combined test (Greene, 1993, pp. 309-311) . All three statistics are distributed. The statistics turn out to be highly significant, so the assumption of normality of the residues has to be rejected. Therefore, we cannot use the F-test on model reduction that is, (Kleijnen, 1987, pp. 155-57) . To test for model reduction, we first used the limiting distribution of Wald's statistic
which converges to a chi-square distribution with degrees of freedom equal to the rank of the matrix R (Greene, 1993, pp. 300-301 Kleijnen and Van Groenendaal, 1992, pp. 177-178) .
Stochastic Sensitivity Analysis through the Kleijnen-Helton Approach
To implement the simulation of the NPV model with stochastic inputs, we use the spreadsheet software Excel, combined with Crystal Ball's risk analysis. We apply LHS with N = 500 simulation runs. The Lilliefors test for normality (Conover, 1999, p (ii) The Spearman Rank Correlation coefficient, indicating a monotonic relationship, gives a pattern similar to the Pearson correlation; only the order of factors 7a and 1a has changed.
(iii) The location of Y depends on X . This hypothesis is tested through the following three tests. where erfc is the complementary error function defined in Press et al. (1992, p. 631) . These pvalues are displayed below the diagonal in Table 3 . For example, the correlation between the ranking according to tests 2 and 3 is 0.991 (which is in cell {2, 3}), and the corresponding p-value is 0.0004 (in cell {3, 2}). Table 3 shows that the correlations between the significant test results are high and significant; i.e., the tests give roughly the same important factor lists.
In the Kleijnen-Helton analysis we used uniform distributions. To examine the effects of these distributions, we repeat the analysis with symmetric triangular distributions. For every factor the base value is taken as the midpoint of the triangular distribution, and the low and high value as the minimum and maximum. We do not report the full analysis, but the main conclusions only:
i) In almost all cases the significant factors are the same as in Table 2 ; that is, the tests show the same pattern of statistically significant results.
ii) The tests indicate the same factors as important, although there is a difference in ranking.
In Table 2 , factor 8 seems more important than factors 3 and 2, but this is the other way around for triangular distributions. We test the results for uniform versus triangular distribution, using the Iman-Conover top-down correlation; see Table 4 , upper part. The correlations for six tests are significant (but all less than 1).
In each experiment (uniform and triangular) all factors have the same distribution. To analyze the effect of different distribution types, we use uniform distributions for all factors except for factor 4; for this factor we use the triangular distribution with the midpoint identical to the maximum value (asymmetry). The effects of this change are moderate; see Table 4 center part.
Finally, we use symmetrically triangular distributions for all factors except for factor 4; for this factor we use again the asymmetric triangular. The same six tests as under ii) give significant results and identify the same factors as being important, but again in a slightly different order. The
Iman-Conover top-down correlations are significant -see Table 4 , lower part -, indicating that changes in the distributions are important, but do not necessarily lead to completely different results.
Comparing DOE and Kleijnen-Helton approach
Both the deterministic and the stochastic approaches can rank factors in order of "importance".
The question is: do both methods lead to the same ranking? In our case study, DOE indicated that all factors are important ( § 4). One way to rank the factors according to DOE is by looking at the absolute values of the main effect. For example, factor 3 would then be the most important factor followed by factor 6; see Table 1 . However, interaction effects are then neglected, and these can be substantial. We therefore calculate the effect of factor i as the absolute value of its main effect plus the most favorable outcome of the significant interactions between factor i and the other factors. For example, to calculate the effect of factor 5 we assume X = -1, X = 1, X = 1 and all
15 factors when no information on the factor distributions is available. An advantage of DOE is that it directly quantifies the magnitude of the effects, which is valuable information for decision makers. The Kleijnen-Helton approach does indicate the same factors as important, but with no information on the magnitude. It does indicate the order through the p-values. This may, however, be hard to interpret by non-statisticians. The Kleijnen-Helton approach does, however, result in detailed information on the nature of the relationship between the inputs and the output.
Furthermore, the limited size of the case study and the fact that several sets of factors can be identified that are strongly related (for example, factor 6, energy prices) favor DOE. When the number of factors increases, DOE requires more runs. Actually, we applied a resolution V design, but when the number of factors further increases this may not be feasible. Kleijnen and Helton (1999) analyzed 75 factors. DOE for 75 factors would require much more work and a resolution V design would not be feasible. DOE does on the other hand offer screening methods to deal with very large numbers of factors; for example Bettonvil and Kleijnen (1997) study 281 factors (also see Campolongo et al. (2000) ).
Investment analysis uses the NPV < 0 as its criterion. Therefore, it is worthwhile to look at the number of times NPV < 0 occurs in both approaches. In DOE 9 of the 81 (11.1%) data points are negative. In the stochastic simulation with uniform distributions, is less than 1%.
To see if this low probability is by accident, we simulated the problem several more times; in all cases was less than 2%. The same holds for the simulation with the symmetric triangular distributions. These results may tempt to conclude that the chance that the project goes wrong, is very small. However, we should be cautious. Because we have no information on the exact form of the factors' probability distributions, the estimation of the tail of the NPV distribution is likely to be sensitive to specification errors. To check this, we simulated the model with asymmetric triangular distributions with midpoints identical to the extreme value that has a negative effect on the NPV. In this case is 10.26 %, which is similar to DOE.
Conclusion
In practice, NPV calculations are made for the base case scenario, using the NPV formula displayed in (1). Analysts and clients are aware of the fact that other scenarios may materialize during the life span of the investment. The aim of sensitivity analysis in investment analysis is to determine which factors are important and need to be made more precise during the investment analysis and to be monitored more carefully during the construction phase.
Mostly factors are unknown or stochastic by nature. We presented a case study where the only information on the stochastic nature of the factors was the range over which factors vary and the most likely (base case) value. The further analysis depends on whether or not it is reasonable (or necessary) to assume knowledge on the joint probability function of the factors. We compared two approaches: (i) DOE (design of experiments in combination with regression analysis), which assumes no knowledge on the joint probability distribution of the factors except for their ranges, and (ii) an approach developed by Kleijnen and Helton, which assumes the joint probability distribution is known. The two approaches were applied to a case study, namely a model of an investment problem in a large scale biogas plant in China.
In case the analyst is not prepared to make assumptions about the factor distributions, DOE can be applied to identify important factors. Efficient sensitivity analysis is possible if the simulation model implies an I/O transformation that can be approximated by a first-or secondorder polynomial in the factors, such as the second-order polynomial in eq. (2). DOE implies that extreme or unlikely scenarios are investigated, namely 'corners' in the space of factor values. We used an un-replicated central composite design to obtain data on the changes of NPV due to factor changes. Estimation of eq. (2) was not straightforward, because the assumption of a normally distributed error term will in general not be met. This was corroborated by Wald's statistics on skewness, kurtosis, and a combined test of the residuals. We therefore used Wald's statistics for model reduction in case of homo-and heteroscedasticity.
Several scenarios result in negative NPV values, indicating that some factors or rather factor combinations can jeopardize the investment. Eight main effect and ten two-factor interactions were identified as important; this is valuable information for the analyst and the client.
In case the analyst is prepared or obliged (by the client) to make assumptions on the joint For both types of probability distributions the Kleijnen-Helton approach indicates that three types of relationships are significant in the case study: linear, the location of the output depends on particular factors, and there is statistical dependence between the output and factors.
To investigate the effect of the assumed factor distributions, we also introduced a mix of thirteen uniform and one triangular distribution. The same factors are found to be important.
In all stochastic analyses the probability of a negative NPV is small (less than 2%). However, this result needs to be interpreted with care. A simulation with asymmetric triangular marginal distributions shows that the 2% becomes 10%.
In the case study, DOE and the Kleijnen-Helton approach identify the same factors, in almost the same order. DOE, however, indicates possible interactions between factors, whereas the Kleijnen-Helton approach analyzes the relation between individual inputs and outputs only. In case of investment projects, however, information on interactions is valuable.
A disadvantage of DOE is that it takes many more runs when the number of factors increases.
The Kleijnen-Helton approach is more robust in this respect. 
