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Abstract 
A linear-time algorithm that reduces the set of flows on a directed graph with an additional 
linear equality constraint to that of lower dimensional subgraphs is presented. These subgraphs 
form a partition of the original graph, and at most one is singly constrained while the others are 
unconstrained. If none of the subgraphs is constrained, the algorithm provides a linear-time 
recognition and transformation of constrained to unconstrained network flows. Applications to 
constrained network flow optimization are given. 
Key words: Nonlinear constrained networks; Decomposition 
1. Introduction 
Singly constrained network flows and their optimization arise in a number of 
practical applications. The solution of the minimum convex-cost dynamic network 
flow problem [lS] involves solving such a problem, which is the computational 
bottleneck of a strongly polynomial algorithm. Klingman [17] gave an example of 
a newspaper distribution problem where the average delivery time is constrained, 
again resulting in a network flow problem with a linear side constraint. Singly 
constrained network flow problems (SCFs) will also occur, for example, within the 
framework of bicriterion decision analysis [2], where a decision maker may be faced 
with optimizing a network flow over two criteria, for example, cost and project 
duration, where one of these criteria is a linear function of the arc-flows. In that case, 
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a parametric analysis will optimize one criterion subject to a constraint on the other. 
Other examples include network flow problems with budget or resource constraints as 
well as a subroutine to solve a location problem for telecommunication satellites [22]. 
The special case where no additional constraint is imposed has received consider- 
able attention in the literature. Efficient solution techniques for problems with linear 
objective functions are too numerous to be surveyed here, while for nonlinear costs 
one can see for example [S, 9, 14,213. The majority of these algorithms exploit the 
particular structure of the constraint matrix and the combinatorial properties of 
network flows and circulations. However, the additional linear constraint partially 
destroys the attractive features of pure network flow problems. Even though, for 
linear objective functions, specialized solution methods may be used, see for example 
[3,8, 123, in the general case of nonlinear arc-additive costs, one has to resort to 
solving a monotropic program (see [21] for references and Section 5 for definitions), 
that is, treat the constraint matrix as not having any particular (combinatorial) 
properties. 
The question of whether a linearly constrained network flow problem is equivalent 
to a regular (unconstrained) network flow problem (UFP) is therefore of interest, both 
from a practical and from a theoretical point of view. From a practical standpoint, 
UFPs are easier to solve and can take advantage of proven efficient optimization 
codes. From a theoretical one, it is of interest to recognize a family of SCFs which, 
although not in an obvious fashion, possess the desirable combinatorial properties of 
UFPs. In the same spirit, a number of authors have looked for imbedded network 
structures in linear programs (see e.g. [6,7,24]). For linear-cost SCFs with a specific 
class of constraints, an answer was given by Klingman in [17], where a procedure 
determines if the additional constraint is equivalent to a partial sum of flows on arcs 
all directed into or all directed away from a single node. If so, the topology of the 
network is modified in order to obtain an equivalent problem where one can drop the 
additional constraint. However, in the event of a negative answer, it will be relevant to 
obtain the “smallest nontransformable” subproblem which, together with other sub- 
problems transformed to UFPs, will solve the original SCF. In both cases, this can be 
thought of as finding the connected components of some matroid. Computationaly, 
such a decomposition has the double advantage of both reducing the size of the 
“hard” (constrained) problem to a minimum, and of breaking down the original 
problem into more manageable subproblems. 
In this paper we address the above problem by presenting a decomposition of a set 
of constrained flows based on a decomposition of the underlying constrained graph. 
Our paper is organized as follows. Sections 2-4 focus on the algebraic structure of 
the set of feasible solutions of an SCF in relation to the topology of the underlying 
graph. Notation and definitions are introduced in Section 2. A decomposition of the 
set of constrained flows based on a partition of constrained graphs is presented in 
Section 3, where a special type of graph structure, the rim, is introduced. Section 
4 provides a theoretical characterization of rims, explores their connections with 
palm-graph structures, and finally a linear-time algorithm that recognizes rims is 
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given (Algorithm I). A decomposition of SCFs as well as some applications are 
discussed in Section 5. 
2. Notation and definitions 
Let G = (N, E) be a finite directed graph with a set of nodes N = { 1,2, . . . , n} and 
a set of arcs E = {e1,e2, . . . . e,> (possibly with parallel arcs). Define the incidence 
matrix A = tAij)i= 1, . . . . n, j= I, . . . . m of G by Aij = 1 if node i is the head of arc ej (that is, 
ej = (I, i) for some 1 E N), Aij = - 1 if i is its tail (ej = (i, 1) for some 1 E N) and Aij = 0 
otherwise. A demand vector is a real valued vector d E R” for which I:=1 di = 0. 
A vector x E R” is a,f[ow if Ax = d, and a circulation if Ax = 0. Given CI E R”’ and 
LX~ E R define 9 = {x E R”: Ax = d, SIX = cq, 3 as the affine space of constrained$ows 
and % = {x E R”‘: Ax = 0, ax = 0) as the linear space of constrained circulations. 
Clearly, since the difference of two (constrained) flows is a (constrained) circulation, 
F = x0 + %? for any constrained flow x0. The graph G = (N, E) together with the 
constraint CIX = CQ will be referred to as a constrained graph and denoted by (N, E, c(). 
A simple path p in G is an ordered set of arcs in G for which there exists a set of nodes 
of G such that every node is shared by a unique pair of successive arcs with respect to 
the order. If in addition there is a node shared by only the first and the last arc in the 
ordered set obtained from p, then p is a simple cycle. A graph is connected if and only if 
there exists at least one simple path between any two nodes of G. 
A vector c = (cj) E (0, 1, - l}” is a cycle if it is a circulation and its nonzero entries 
correspond to the arcs of a simple cycle on G. If Cj = 1 (resp., - 1) then c contains cj as 
a forward (resp., backward) arc. A cycle c is said to be neutral (with respect to the 
constraint RX = clO) if ac = 0 and active if ac # 0. By extension, a (sub)graph is active if 
it contains at least one active cycle, and neutral otherwise. 
A vector p E (0, 1, - 1)” is called an oriented path from node i to node j if by adding 
to E the arc e = (j, i) the vector p + e (e also denotes the incidence vector of arc e) is 
a cycle. Forward (resp., backward) arcs of p are forward (resp., backward) arcs of 
p + e. 
A vector z E (0, 1, - l}” is a cut of G if and only if G can be partitioned into two 
connected subgraphs G1 = ( N1, E,) and G2 = (N2, E2), with N1 u N, = N and 
N1 n N2 = 8, SO that Zj = l(resp., - 1) if ej = (i1, i2) (resp., (iz, iI)), iI EN,, i2 E N2, 
and zj = 0 otherwise. 
A maximal cycle-free subgraph GT = (N, T) of G is a spanning forest, and a is 
spanning tree if G is connected as well. If a spanning tree GT is directed so that one of 
its nodes, say 1, is not the head of any arc and the unique oriented path p(i) from node 
1 to node i only has forward arcs then GT is called a directed spanning tree and node 
1 its root. The nodes of p(i) are then the ancestors of i and i is their descendant. D(i) 
denotes the set of descendants of node i. If i > j whenever i is a descendant of j and all 
the arcs in E\Tarc oriented from a node to one of its ancestors, then G is called a palm 
graph, Tits underlying tree. The arcs in E\ T are the return arcs while the arcs in T are 
116 A. Gautier, F. Granot / Discrere Applied Mathematics 55 (1994) 113-132 
the tree arcs. It was shown in [l, 231 that by using depth-first search any connected 
undirected graph can be converted in linear time into a palm graph by redirecting its 
arcs in a suitable manner and renumbering the nodes appropriately. In a similar 
fashion any connected directed constrained graph can be converted into a constrained 
palm graph if by redirecting an arc we mean reversing its orientation and multiplying 
the corresponding C(~ by - 1. Assuming without loss of generality that G is a palm 
graph, we will denote byf(i), i # 1, thefather of node i, that is, the unique node such 
that (f(i), i) E T, and p(i,j) = p(j) - p(i) is the unique path on Tfrom i toj. We will 
further associate with each node i a label txr = up(i). 
IfG is connected and GT = (N, T) is a spanning tree, then for any arc ej in E\T 
there exists a unique cycle in G orienting ej as a forward arc and whose remaining arcs 
belong to T. This unique cycle will be denoted by c(ej, GT), and one can verify that if 
G is a palm graph and ej = (i, k) then c(ej, T) = p(k, i) + ej = p(i) - p(k) + ej and 
thus ac(ej, T) = up(i) - rip(k)) + aej = UT - C$ + “j. 
3. Graph decomposition 
Recall that 9 = x0 + %? where F and V are respectively the set of constrained 
flows and the set of constrained circulations, and x0 any constrained flow. Now, 
finding a constrained flow x0 can be achieved (in linear time) by finding an uncon- 
strained flow u (on a tree for example) as well as an active cycle c and setting 
x0 = u + ((a0 - xu)/rc)c. (1) 
In the following we fix the constrained flow x0 and express any constrained flow 
x as 
x = x0 + y where y E V. (2) 
A graph is biconnected if it is either a single arc or if every pair of the arcs is contained 
in at least one simple cycle. Graphs can be decomposed into biconnected components 
(maximal biconnected subgraphs) in a unique fashion [27]. Two biconnected compo- 
nents have at most one node in common (see e.g. [25, pp. 90-92]), and the decomposi- 
tion of a graph into biconnected components can be achieved in linear time 
[15, 19, 231. Moreover, the set of flows remains unchanged if we disconnect those 
biconnected components that have nodes in common by apportioning the demand at 
the common nodes between the copies thereof so that the total demand over each 
disconnected biconnected component adds up to zero [ 131. 
Suppose now that G can be decomposed into, say, 1 biconnected components 
G’ = (N’, E’, a’), r = 1, . . . , 1 where ~6’ is naturally obtained by keeping in CI the entries 
corresponding to arcs in Er. We will assume without loss of generality that these have 
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Fig. 1. A rim and a one-rim with its expanded version 
no common nodes and that, for some 1 < p0 < 1, G’, . . . , Gpo are active, while 
GPO+' , . . , G’ are neutral.’ 
Theorem 1. Let G’, . . . , GPo, Gpo+‘, . . . , G’, and 9 be dejined as above, and dejine the 
constrained graph G* = (N*, E*, CC*) = G’u G2 u ... u G”. If %‘* is the constrained 
circulation space qf G* and %Tp~” , . . . , %?, the unconstrained circulation spaces corres- 
ponding to Gpo+‘, . . . . G’, then the afine space of constrained flows 9 is given by 
~~x~+~*x~~~+‘x...x~~. (3) 
Proof. By (2) it suffices to show that $9 = %?* x %7 po+l x ... x @. The proof follows 
directly from the structure of the incidence matrix of G. Indeed, if the rows (nodes) are 
re-ordered so that they correspond first to GPof ‘, then to Gpof2, . . . , G’ and lastly to 
G* then A has a block-diagonal structure with blocks ApO+ ‘, . . . , A’, A* with the 
additional CI row. Moreover, GPot ‘, . . . , G’ are neutral, so that a’ is a linear combina- 
tion of the rows of A’ for all r = p. + 1, . . . , 1. Thus by performing these linear 
operations on A we obtain a block-diagonal matrix with blocks APO+ ‘, . . . , A’ and 
A,* = [$*I, completing the proof. 0 
In Theorem 2, we will show how the above decomposition can be carried further 
when the constrained graph G* has a specific structure. 
Definition. An active constrained graph is called a rim (see also [lo]) if it is the union 
of Q biconnected rim components G = ( Vl, E,)u ... u ( Ve, EQ) for some Q > 1 and 
there exists a set of nodes called bolts il, . . . , i, such that V, n F$+ 1 = { ik) for 
k = 1, . . . . Q - 1 and I$n Vl = {ia>. If G is a rim, (e,} is one of its two rim 
components and czl = 0, the constrained graph G’ obtained by condensing e, is called 
a one-rim and G its expanded version (see Fig. 1). 
‘If all the biconnected components are neutral, then W is equal to the set of unconstrained circulations, and 
for any flow I, c(x has a fixed value. 9 is then either empty (if that value is different from aO) or else equal to 
the set of unconstrained flows ix: Ax = d}. 
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Theorem 2 (Decomposition of circulations on rims). Let G = (N, E, N) be a rim or 
a one-rim with rim components G1, . , . , G,, and c an active cycle of G. Then 
(a) c goes through all the bolts and rim components of G, 
(b) 1 CK 1 is independent of the choice of c, and 
(c) any constrained circulating x on G can be expressed as 
x = x1 + . . . + xQ 
where xk is a circulation in Gk (and thereby a neutral one) for all k = 1, . . . , Q. 
Proof. We will assume without loss of generality that the first rim component G, is 
a single arc ei (if this is not the case, such an arc can always be added to G without 
affecting the set of (constrained) flows by expanding the rim as shown in Fig. 2). Now, 
since c is active, it cannot be contained in a single rim component for these are all 
neutral, and thus, given the topology of rims, c goes through all the bolts and rim 
components proving (a). We assume then without loss of generality that c is oriented 
so that cr = 1. Now, the circulation x can be written as a positively weighted sum of 
conformal simple cycles of G [4, pp. 90-911. Let x’ (resp., x”) be the part of that sum 
composed of cycles that go through all components and bolts (resp., of neutral 
cycles that lie inside rim components). Then x = x’ + x”, c(x” = 0 and thus 
CXX’ = tlx - clx” = 0. In order to prove (c), it remains to show that x’ = 0. To that end, 
we assume without loss of generality that x1 2 0 and write x’ as the above positively 
weighted conformal sum, that is x’ = Cj aj cj where by conformality aj 3 0 and c”; = 1 
for allj. Now, for any two indicesj # j’, (cj - cj’) is a circulation in G\{er f, thus a sum 
of simple (neutral) cycles therein. Therefore t~(cj - cj’) = 0, that is, clcj = CK? (proving 
(b)). Let p be that common value (since G contains active cycles, p # 0). Now, 
clx’ = a(Cj aj c’) = /zI Cj aj = 0, implies that aj = 0 for all j (for /I # 0 and aj 3 0 for all 
j ) and thus x’ = xi aj cj = 0, completing the proof. 0 
Decomposition. As a result of Theorems 1 and 2, we may decompose a constrained 
graph in the following fashion. 
Fig. 2. Expansion of the rim G 
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(1) Decompose G into I biconnected components and isolate the neutral ones 
GPo+i > ...> G’. 
(2) If pO > 2 or if G’ is not a rim, the set of flows on G is the Cartesian product 
of the sets of flows on one constrained and 1 - pO unconstrained subgraphs 
G*, GPO+‘, . . . . G’. 
(3) If p. = 1 and G’ is a rim with rim components G:, . . . , G,$, the set of flows on 
G is the Cartesian product of the I+ Q - 1 sets of flows on the unconstrained subgraphs 
G:, . . . . Gh, G2, . . . . G’. In this case, any feasible flow can be expressed as 
x = u + tc + x: + ... + xb + x2 + ... + x* where u is any unconstrained flow, c is 
any active cycle in G’, t E R is fixed (or bounded in the case of an inequality cons- 
traint), and xi, . . . , xh, x2, . . . , x’ are respectively unconstrained circulations in 
G:, . . . , G& G2, . . . , G’. A nice property of this decomposition lies in that c and t are 
easily obtained and depend solely on the side constraint. 
4. Detection of rims 
We have shown in the preceding section how the set of flows on a constrained graph 
can be decomposed into sets of flows on subgraphs, all of which but at most one being 
unconstrained. The first step of this decomposition is to obtain biconnected compo- 
nents, a procedure which can be achieved in linear time [15, 19,231. The task remains 
to determine whether or not a given constrained biconnected (sub)graph is a rim. In 
order to do so, we first present in the following theorem a characterization of the bolts 
of a rim. 
Theorem 3 (A characterization of bolts). Let G = (N, E, cx) be a rim and i some node in 
N. Then i is a bolt of G ifand only if(i) the graph G\{ i} obtained by deleting from G node 
i and all the arcs adjacent to it is neutral or (ii) every active cycle in G goes through i. 
Proof. In order to prove the equivalence with (i), observe first that G\(i) is neutral 
when i is a bolt, for any active cycle goes through all the bolts as was shown in 
Theorem 2. We now show that if G\{i} is neutral then i is a bolt of G. To that end 
assume on the contrary that all active cycles use node i but that i is not a bolt, that is, it 
belongs to exactly one component of G, say G1 (nodes may only belong to either one 
or two rim components). Let c be any active cycle of G, and write f c as 
Pl + P2 + ... + pQ where p1 is an oriented path in the rim component GI from bolt il _ 1 
to bolt il (with i. = i,, see Fig. 1). If G,\{i} contained an oriented path from i, to i,, 
say P;, then pi + pz + ... + pQ would be an active cycle of G\(i), as shown in 
Theorem 2, that does not use node i contradicting the hypothesis. If on the other hand 
Gl\{ i} does not contain any such path then {i} is a cut-node of Gi, which is 
a biconnected subgraph, again yielding a contradiction. Finally the equivalence of(i) 
and (ii) follows trivially and the proof is complete. 0 
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We assume, whenever necessary, that G is a constrained palm graph with an 
underlying tree T and partition the set of return arcs E\T into two sets R and S as 
follows. If c(ei, T) is an active cycle then it is called an R-cycle and ei an R-arc (ei E R) 
while if c(e,, T) is a neutral cycle it is called an S-cycle and ei an S-arc (ci E S). Clearly 
the subgraph H of G whose set of arcs is Tu S is neutral. The biconnected compo- 
nents HI, . . . , H,, of H will be called the branches of G. We further let a0 be the largest 
ancestor of all R-arc tails, that is, v. = max{ 1: 1 E p(i), V(i, k) E R} and w. the largest 
R-arc head, that is, w. = max {k: V (i, k) E R}. The above definitions are demonstrated 
in Fig. 3. In Lemma 4 we introduce a property of v. and w,, that connects these nodes 
with the R-cycles of G. 
Lemma 4. Let G = (N, E, CC) be a biconnected constrained palm graph, and v. and w. be 
defined as above. If w. < vo, the intersection of all R-cycles is the path p(wo, vo), 
whereas if v. < w. this intersection is empty. 
Proof. For any R-cycle c(cj, T), with ej = (i, k) E R, v. is an ancestor of i and w. 3 k. 
Thus, if w. < vo, then k < w. < vO < i, p(wo, vo) is a part of c(ej, T), and hence is 
common to all R-cycles. Moreover, from the definitions of u. and wo, no strict 
ancestor of w. is common to all R-cycles, nor does any strict descendant of vo. 
Therefore, the intersection of all R-cycles contains only p(wo, vo), and the first part of 
the lemma follows. In order to prove the second part, assume v. < wo. From the 
definition of w. there exists an R-arc ej = (i, wo) E R where i is a descendant of wo, that 
is, w. belongs to p(i). Moreover, from the definition of vo, u. also belongs to p(i), and 
thus v. < w. implies that v. is a strict ancestor of wo. Now, there exists another R-arc, 
say, ej, = (i’, k) E R, such that p(vo, i’) and p(vo, wo) have only v. in common, for 
otherwise the immediate descendant of u. on p(vo, wo) would be an ancestor of all 
R-arc tails strictly greater than vo, contradicting the definition of u,,. We show that 
c(ej9, T) has no node in common with c(ej, T). Indeed, if k d v. we can write 
c(ej,, T) = p(k, i’) + ejs = p(k, ~0) + P(v~, i’) + ejz. Now, the nodes of p(k, vo) are all 
ancestors of v. and thus, since vO < wo, p(k, II,,) contains no descendant of w. and 
from the choice of ej, neither does p(v o, i’), whereas c(ej, T) uses only descendants of 
we. The same conclusion holds if k > vo, since from the choice of ej,, p(k, i’) contains 
no descendant of wo. Thus the intersection of all R-cycles is empty and the proof is 
complete. 0 
We now present four results that connect the palm graph and the rim structures 
that will in turn provide a basis for our rim detection algorithm. In Theorem 2 we 
showed that if G is a rim then for any active cycle c, 1 ccc 1 is a constant. We now show in 
Lemma 5 that if in addition G is a palm graph then rc(ej, T) does not depend on the 
choice of e.i in R. 
Lemma 5. Let G = (N, E, a) be a biconnected constrained palm graph. If G is a rim then 
ac(ej, T) does not depend on the choice of ej in R. 
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e-m Tree arc 
C - -NO R-arc 
0 * .NO S-arc 
Fig. 3. Palm graph with its branches. 
Proof. Suppose that the lemma does not hold and that for some e,, e2 E R we have 
zc(e,, T) # ctc(e,, T). Since from Theorem 2 we know that 1 ac(e,, T)l = lac(e,, T)I 
then ac(e,, T) = - crc(ez, T). Now, by construction of cycles of the form c(e, T), the 
above two cycles share a (possibly empty) path on T. However all bolts are common 
to all active cycles such as these (as shown in Theorem 3), thus the intersection path is 
nonempty and not reduced to a single node. Call that path P(M), v), and by definition of 
u. and w. we have w < w. and u. < u. Further notice that all R-cycles also contain all 
the bolts of G and by a similar argument intersect on some path which is not reduced 
to a point, thus by Lemma 4, w. < uo. Therefore c = c(er, r) - c(ez, T) is a cycle 
of G, which is active for CK = zc(e,, T) - ac(e,, T) = 2cxc(e,, T) # 0, and thus c also 
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contains all the bolts of G. Now, since v and w are the sole nodes common to 
c, c(ei, T) and c(ez, T) by Theorem 2 they are the only two bolts of G and hence 
v = vO and w = wO. From the topological structure of rims, in a rim with two bolts and 
two components the part of an active cycle that lies between two bolts belongs entirely 
to one of the two components. Thus, if p(wO, vO) lies in, say, G1 then 
c(ei, T) - p(wO, vO) and c(ez, T) - p(wO, vO) lie in G2, and therefore so does c. We 
have obtained an active cycle c inside a rim component, contradicting the definition of 
rims. 0 
For a rim G let /l be the unique value of ac(ej, T), ej E R. Lemma 6 to follow gives 
a characterization of the bolts of a constrained palm graph that is a rim. 
Lemma 6. Let G be a biconnected constrained palm graph with underlying tree T and 
set of S-arcs S. If G is a rim then its set of bolts is the set of cutnodes of H that lie on 
p(wO, v,,), together with v. (resp., wo) ifit is the tail (resp., head) of all R-arcs. 
Proof. First recall that H is the neutral subgraph of G whose set of arcs is Tu S, thus 
R # 8 for rims are active. We start by showing the first inclusion, namely, that the set 
of bolts of G is included in the above set. To that end we show that if a node i. E N is 
a bolt of G it is either a cutnode of H that lies on p(wo, vo) or v,(resp., wo) or it is the 
tail (resp., head) of all R-arcs. Let us first assume that i. = v. (resp., wo) but that i. is 
neither the tail (resp., head) of all R-arcs nor a cutnode of H. Clearly, i, belongs to 
some branch of G, say Ht, and given any R-arc ej whose tail (resp., head) is not i. (we 
made the hypothesis that such an arc exists) the R-cycle c(ej, T) goes through i. (since 
i. is a bolt, and by Theorem 2 all active cycles do), and thus through Ht. Let iI and i, 
be respectively the first and last node of c(ej, T) that belong to the branch HI and 
p(iI, i2) the portion of c(ej, T) that lies in Ht. Notice that c(ej, T) does not lie entirely 
inside H,, and thus enters and leaves Ht either through cutnodes of H or, if ej is 
incident to some node in H,, through an extremity of ej for these are the only nodes 
common to HI and the rest of H u { ejj (recall that c(ej, T) is composed of ej together 
with arcs of H). Therefore, since i, is neither a cutnode of H nor the tail or head of ej, 
by the choice of ej, then i,, i, and i2 are distinct nodes of Ht. Now, since HI is 
biconnected there exists a path in H1, say p, from i, to i2 that does not go through 4,. 
Moreover, from the fact that HI is neutral we can show, as in the proof of Theorem 2, 
that cxp = clp(i,, i2) and p, being inside Ht, does not intersect with c(ej, T) - p(iI, i2) 
which lies entirely outside of Hr. Thus, replacing p(iI, iz) in c(ej, T) by p results in 
another active cycle c(ej, T) - p(iI, i2) + p of G that does not contain io, contradic- 
ting the fact that i. is a bolt. The proof for the case where io${uo, wo} is a bolt but not 
a cutnode of H on p(vo, wo) is identical except that we can take for ej any R-arc. 
In order to prove the reverse inclusion we first show that the cutnodes of H that are 
on p(wo, vo) are bolts of G, and from Theorem 3 it suffices to show that all active 
cycles of G go through them all. The family of cycles {c(ei, T), ei E S u R} forms an 
algebraic basis of the unconstrained circulation space of G (for S u R = E\T, see e.g. 
A. Gautier. F. Granot / Discrete Applied Mathematics 55 (1994) 113-132 123 
[21, p. 1171 and [16] for the introduction of these cycles and the original proof) and 
any cycle in G can be written as c = Ce,ESvR yjC(ej, T). NOW, let Hl be a branch of 
G that contains at least one cutnode of H on p(wO, u,), say, ii. If we regard cycles as 
flows, then clearly no flow corresponding to an S-cycle leaves HI through ii (or, for 
that matter, through any other node) for S-cycles lie either entirely inside or outside 
HI. However the flow corresponding to any R-cycle c(ej, T) leaving H, through ii is 
equal to 1 if the arc (f(ii), ii) E H1 and to - 1 otherwise, for c(ej, T) contains the path 
p(wO, II,,) which enters or leaves HI at ii (p(wO, uO) contains all the bolts of G, and 
hence ii). Thus, the flow corresponding to c leaving HI through ii is equal to 
f Ce,& yj. Now, since the S-cycles are neutral and ac(ej, T) = B for all R-cycles, the 
fact that c is active implies CCC = xelEsyjac(ej, T) + Ce,ER yjaC(ej, T) = PCe,ER yj # 0. 
From Theorem 2, 1 CK = 1 /?I, CeJER yj = + 1, that is, the flow corresponding to 
c leaving HI through ii is nonzero. Therefore ii is a node of c and the proof is 
complete. Similarly, if u0 (resp., w,,) is the tail (resp., head) of all R-arcs then obviously 
deleting u0 (resp., we) yields a neutral graph and, by Theorem 3, u. (resp., wo) is 
a bolt. 0 
Theorem 7. A biconnected constrained palm graph G = (N, E, a) is a rim (resp., a one- 
rim) ifand only ifR # 0, {GIc(ei, T), ei E R} zs a singleton, w. < o. (resp., w. < vo) and 
p(wo, vo) contains at least two (resp., exactly one) node(s), each of which is one of the 
following (i) a cutnode of H, (ii) the tail of all R-arcs or (iii) the head of all R-arcs. 
Proof. Assume first that G is a rim. In that case by the proof of Lemma 5 and by 
Lemma 6 these conditions are necessary, and we show now that they are also 
sufficient. The part of G that lies (in the order given to N) between two consecutive 
nodes that verify (i), (ii) or (iii) is a neutral biconnected subgraph. Indeed, no R-arc is 
incident to any node of this subgraph, except possibly for the first, say ii, and the last, 
say i,, of these nodes, and thus it is composed of a single branch that possesses the 
properties required to be a rim component. Furthermore the complement, in G, of the 
union of the above branches, say Gi, has by construction exactly two nodes in 
common with arcs not in Gi, namely iI and i,. In order to show that G1 is a rim 
component we first show that it contains only neutral cycles. Indeed, the vector 
~=C~,,~eiisacutofG,, for all paths from i, to ii in Gi contain a forward R-arc. Any 
cycle c of G1 can be written, as in Lemma 6, c = CeitSuRcic(ei, T), and since cuts 
and cycles are orthogonal (see e.g. [21, pp. 115-1171) 0 = c’z = CejERci) thus CCC = 
PCeieR ci = 0 and c is neutral (recall that p is the unique value of uc(ej, T), ej E R). 
We now claim that Gi is biconnected, and rule out the trivial case where G1 is equal 
to R and is a singleton (a subgraph composed of a single arc is biconnected). Assume 
on the contrary that G1 is not biconnected then, since G is biconnected and G, has 
only iI and i, in common with the rest of G, G1 is connected. Moreover, the 
biconnected components of G1 then form a chain between iI and i, (for G is 
biconnected whereas a biconnected component of G1 with only one node in common 
with the rest of G, or with the set {i 1, ia} would also be a biconnected component of 
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G). Thus any active cycle of G goes through all the cutnodes of Gi for they include 
a path from ii to i, in Gi, and since no biconnected component of Gi is active then 
G is a rim whose set of bolts includes the cutnodes of G,, contradicting Lemma 6 and 
completing our proof for rims. 
In order to show that the result holds for one-rims, it suffices to apply the above to 
the expanded version of a one-rim (these are rims with two components, see Sec- 
tion 3) and interpret it in terms of the original one-rims (by condensing the expansion 
arc, restoring the original graph). Cl 
For simplicity of exposition, we define in the following a coloring of the nodes and 
branches of G that, as will be seen, is easily implemented in a depth-first search 
algorithm, and allows us to determine both the rim components and the bolts of G. 
We color in red all the descendants of vO (including uO) that belong to some R-cycle 
and in blue all the ancestors of wO (including wO) that belong to some R-cycle. Then, 
color in red (resp., blue) all the branches of G that contain an arc in T whose 
extremities are both red (resp., blue) and color in white the remaining nodes and 
branches. It is clear from Theorem 7 that if G is a (one-)rim then w,, < uO, thus no 
descendant of u. is an ancestor of w,, , and a unique color is assigned to each node. The 
coloring of the graph G given in Fig. 3 is demonstrated in Fig. 4. The usefulness of the 
coloring of G is justified by the following theorem. 
Theorem 8. IfG is a rim then the R-arcs and the nonwhite branches of G form one of its 
rim components, the others being the white branches. 
Proof. We give an intuitive sketch of the easy proof and leave its details to the reader. 
Assuming that G is a rim, suppose that the search first visits an arc which belongs to 
some rim component, say G1 , then moves into GZ, etc. If node 1 is a bolt, then from 
the rim topology, the R-arcs will be all the arcs in G, which are incident to node 1, and 
the result follows easily (see Fig. 5(a)). If on the other hand node 1 is not a bolt (see 
Fig. 5(b)), then the R-arcs all clearly belong to Gi which is composed of the R-arcs 
together with the nonwhite branches, while the other rim components G2, . . , G, are 
the white branches. 0 
Note that a constrained graph can be transferred into a palm graph in many ways, 
depending for example on the choice of the root. However if G is a rim its set of bolts is 
unique as shown in Theorem 3, and so is its partition into rim components. Therefore 
the sets of bolts and of rim components, as obtained in Theorems 7 and 8, are 
independent of the palm graph chosen. 
We now present Algorithm I that, given a biconnected constrained graph 
G = (N, E, a), will determine whether G is active and, if so, whether G is either a rim or 
a one-rim. In the later case, it will either provide its bolts and the rim components or, 
for a one-rim, its unique bolt and its expanded version. 
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Fig. 4. The coloring of G 
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Fig. 5. Depth-first search in a rim. 
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Algorithm I. 
Using any linear-time algorithm based on depth-first search (see e.g. [l&23]) 
determine the branches of G (that is, the biconnected components of H) by working on 
H and ignoring in G the R-arcs (see “Return arc partitioning” below) as they are 
encountered. Simultaneously perform the following: 
Arc redirecting. Whenever an arc ei = (u, v) is visited as a tree arc and u < u (resp., 
as a return arc and u < u) replace ci, by (u, u) and replace C(i by - ai. 
Node labelling. Set a: = 0, then, whenever a node v is visited for the first time set 
x,’ = a/T(“) + ai where ci = (f(u), u). Recall that C$ = up. 
Return arc partitioning. If the arc ei = (u,u) is visited as a return arc 
and LX: + c(~ - af = 0 then put ei in S, otherwise put it in R and color u in red, 
u in blue. If during the search a,’ + cli - a: (= uc(ei, T)) takes on more than 
one nonzero value end the search and state that G is neither a rim nor a one-rim. (Note 
that when G is neutral the algorithm will return R = 8 and thus will detect such 
graphs.) 
Detection ofuO and wO. When the search visits an R-arc, say (u, w), it colors its tail u, 
in red, its head w in blue, and continues its exploration from u. At a later point when 
all the descendants of u have been visited the search backtracks from u and indicates to 
its ancestors that u is red by coloring them in pink. If during the search a node, say u, is 
colored in pink twice when backtracking from two of its descendants then we 
conclude that u > u0 and color u in red (notice that it is not indispensable to also color 
in red all the pink nodes between u and its red ancestors). The last node to be colored 
in red is uO. The first blue node encountered during the backtracking, and thus during 
the whole search, is wO, and all subsequent tree nodes encountered are colored in blue 
until the last R-arc head is reached. Clearly if u0 < w0 we conclude that G is neither 
a rim nor a one-rim. 
Detection of the bolts. In order to keep a record of the cutnodes of H or heads or 
tails of all R-arcs encountered when backtracking from uO, the algorithm keeps a stack 
of such nodes visited since and including the most recent red node, emptying it 
completely whenever a new red node is encountered (keeping only the new red node), 
and stopping the stacking process after the first blue node, namely wO, is encountered. 
If by doing so we obtain an empty stack, then G is neither a rim nor a one-rim, 
whereas if we obtain a unique (resp., two or more) nodes then G is a one-rim (resp., 
a rim) and the stack contains its bolt(s). 
Rim components (if G is a rim). The Biconnectivity Algorithm we apply to H, 
as described by [23], keeps a stack of arcs corresponding to each branch, emptying 
it as cutnodes are encountered. Similarly we keep a stack of rim components start- 
ing at the first bolt encountered during the backtracking process and ending with the 
last bolt, yielding successively G,, . . , G,, while G1 is equal to the remainder of the 
graph. 
One-rim split (if G is a one-rim). Replace the bolt ir of G by the arc Fr = (i;, i’;), 
assigning to i; the tree arcs and S-arcs joining ir to descendants of it, together with 
R-arcs whose tails are iI, and the remaining arcs to i’;, 
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Theorem 9 (Validity and running time of Algorithm I). Algorithm I will determine 
whether a given constrained graph G is active and if so whether it is either a rim or 
a one-rim in linear time. 
Proof. The proof of the validity of Algorithm I lies in Theorems 7 and 8. To verify the 
complexity, recall that all the operations described above can be performed in a single 
depth-first search, and the time and memory they require at each step of the search is 
independent of the size of the graph. Moreover, the space required to maintain the 
lists corresponding to R, S, ac(ej, T), ej E R, the coloring, and the stack of candidate 
bolts, is at most O(m + n). Therefore, since the depth-first search alone takes 
O(m + n) (including the operations related to the biconnected components of H, see 
e.g. [l&23]), Algorithm I runs in linear time. 0 
5. Decomposition of SCFs 
In this section we apply the decomposition results from Section 3 to the decomposi- 
tion of SCFs of the form 
min{h(x): xc@-} (4) 
where 9 is the set of constrained flows. Suppose that the underlying graph G can be 
partitioned into a family of, say, q arc-disjoint subgraphs {G’: i = 1, . . . , q} with 
corresponding circulation spaces @?‘, . . , gq, at most one of which is constrained. 
Further assume that for some fixed given x0 E 9, any flow x E 9 can be written as 
x=~~+Cp,,x’wherex’~~~fori= l,..., q. Let the (cost-)function h( .) be additive 
with respect to this family of subgraphs, that is 
h(x) = 5 hi(xoi + xi), 
i=l 
(5) 
wherefori= l,..., q, xoi is the projection of x0 on G’. It is then easy to see that the set 
of optimal solutions to (4) is the Cartesian product of the sets of optimal solutions to 
the family of subproblems 
min {h’(x” + xi): xi E %?‘}, i = 1, . . . , q. (6) 
Condition (5) will hold in particular in the case where h is arc-additive, that is, 
h(x) = Cy= 1 hj(xj), in which case Problem (4) is referred to as a monotropic SCF 
[lo, 211. Notice that in all cases of decomposition, the total number of variables over 
the subgraphs/subproblems equals the number of variables of the original 
graph/problem and that at most one of those is constrained, whereas all the others are 
unconstrained. 
We now turn to the inequality-constrained version of Problem (4) that is 
min {h(x): Ax = d, ax 3 c(~}. (7) 
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In order to see how our procedure applies, notice that by combining (l), (2) and 
Theorem 1 we obtain that any flow x can be expressed as 
x=u+tc+x*+ C Xi with t = (XX - W)/XC 
i=po+ 1 
where u is any given unconstrained flow, c is any given active cycle, and x* (resp., 
xPo+ 1 
> . ..> x’) belongs to %‘* (resp., gpo+ ‘, . . . , %?I), the constrained (resp., uncon- 
strained) circulation space of G* (resp., GPot r, . . . , G’) defined in Theorem 1. Therefore 
h( .) is to be optimized over 
{x E R”: Ax = d, rxx >, q,} 
= {u + tc + x” + c xi: t >, (a0 - au)/ac, x* E v+ 
i=po+l 
andxiE@fori=Po+ l,...,/}. 
Noticing that c is in G* (the only subgraph to contain active cycles), we further require 
that h( .) be additive with respect to the above partition of G, that is 
( 
I 
h u+tc+x*+ 
c ) 
Xi = h*(u* + tc + x*) + f: h’(u’ + Xi), 
i=b+l t=po+1 
where u* (resp., u’) is the projection of u on G* (resp., on G’ for i = p. + 1, . , I). It is 
now easy to see that (7) can be decomposed into the following subproblems, all of 
which but one are unconstrained 
min jh*(u* + tc + x*): t 3 (a0 - ctu)/olc, x* 6 %?*) (8) 
and 
min (12’(ui + xi): xi E %?I), i = p. + 1, . . . . f. 
We may carry the decomposition further if G* is a rim or a one-rim with rim 
components G r, . . . , Go. Indeed, we may assume without loss of generality, as in the 
proof of Theorem 2, that the first rim component of G* is a single arc, say e,, and 
chose c so that c1 = 1 and CIC = fi (see Theorem 2). Now, letting y = u* + cc + x* and 
noticing that x7 = 0 from Theorem 2 (c), we obtain that y, = UT + t and Problem (8) 
is equivalent to the following problem 
min {h*(y): y unconstrained circulation, y, 3 u: + (CQ - au)/fl}. 
The bound on the arc-flow x1 can then be incorporated into the objective function by 
setting h(x) = cc whenever x1 < UT + (Q - au)/& resulting in a UFP2. 
‘In [17], Klingman showed that, for linear-cost functions, Problem (4) is equtvalent to a UFP on an expanded 
graph if the constraint is (equivalent to) a sum of flows associated with arcs all directed into or all directed 
away from a single node. Clearly in that case the constrained graph is either a rim or a one-rim, and that node, 
(one of) its bolt(s). The procedure presented here covers all such cases, and carries the transformation a step 
further by disconnecting the rim components when the additional constramt is of equality type. 
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Total unimodularity. It is interesting to note that in the event where P(E, ao) is 
transformable to a UFP its constraint matrix 93 is not necessarily totally unimodular, 
nor is its last row (the side constraint coefficients) a linear combination of the other 
rows, as illustrated in the following example. 
Example 1. Consider a graph G with N = {1,2} and E = {e, = (1,2), ez = (2, 1)) 
together with the additional constraint x1 + ,/%x2 = 1. G is a trivial rim where each 
arc is a rim component and each node, a bolt. Thus, any problem P(z, x0) on G is 
transformable to a UFP. However, the constraint matrix of P(cc, aO) is 
B=[:]=[ -I ,:‘I 
with a submatrix determinant 
1 I 1 -l =Jz+1, 1 Jz 
and thus 93 is not totally unimodular (it is also obvious that the last row is linearly 
independent of the other two). 
Multiple constraints. If the original problem includes several additional con- 
straints, our procedure can be applied successively to each of them. It is then necessary 
that the SCF obtained by keeping only some first constraint be equivalent to a UFP, 
which in turn, together with some second constraint, is also equivalent to a UFP and 
so on. The order in which the constraints are chosen might influence the outcome of 
the decomposition. The authors are now studying the multiple-constraint case. 
Decomposition completeness. In this section we show that the above decomposition 
is in some sense exhaustive, and therefore that the SCF is equivalent to a UFP if and 
only if the decomposition establishes that it is so. In the following, we specifically call 
decomposition a procedure by which an SCF is transferred into several, independently 
solvable smaller network flow problems defined on a partition of the original con- 
strained graph into disconnected subgraphs. The demand at nodes common to more 
than one subgraph is obtained by apportioning the original demand in some appro- 
priate fashion. 
We will show that the decomposition procedure effectively finds the connected 
components of some matroid defined below. First notice that any constrained flow in 
G can be written as x = x0 + y, where x0 is any given constrained flow and y is some 
constrained circulation. The support of a vector y E R” is the subset of indices 
iE{1,2,..., m} for which yi # 0. Given a linear subspace X of R”, an elementary 
vector [20,21] of ~7 is a vectorfE X whose support is minimal among the supports of 
vectors of X. Following the lines of [21, pp. 461-4651 one can show that the set of 
elementary vectors of V is the union of the following two families (for details see [lo]). 
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(i) f= c and c is a simple neutral cycle. 
(ii) f = co - (c~“/ac’)c’ where co and ci are two active cycles which are either 
disjoint, share a single node or share a path. 
An exhaustive decomposition is tantamount to finding the dependent compo- 
nents (i.e. connected components in the matroid sense, see e.g. [26]) of the matroid 
induced by the columns of B = [;‘I (%? = {y: By = 01). Two arcs belong to the 
same dependent component if and only if there exists an elementary vector which 
contains the two arcs (this dependency relation between arcs is an equivalence 
relation). Therefore, it remains to show that the decomposition indeed yields depend- 
ent components. 
A simple examination of the types of elementary vectors will show that neutral 
biconnected components are also dependent components. Considering the case where 
the decomposition yields some (or none) neutral biconnected components and at least 
two active biconnected components, we claim that the union of the latter is also 
a dependent component. In order to see this it is shown in Lemma 10 below that any 
arc in one of the active biconnected components belongs to some active cycle. The 
result then follows by using the second type of elementary vectors and the transitivity 
property of dependency. 
Lemma 10. Let G = (N, E, CI.) be an active constrained biconnected graph. Then each 
arc in G belongs to at least one active cycle. 
Proof. Let co be an active cycle in G and ei an arc in E. If ei is in co the proof is 
completed, otherwise let ek be any arc in c ‘. Biconnectedness implies the existence of 
a simple cycle, say cl, containing both ei and ek. If UC’ # 0 then c1 is the required 
active cycle, otherwise, let the oriented path p which contains ei as a forward arc be the 
part of c1 whose first and last nodes, namely n, and n2 belong to co, but which has no 
other nodes in co. Let the oriented path p’ (resp., p”) be the part of co that lies between 
nl and n2 and contains (resp., does not contain) ek, oriented from n2 to n,. Consider 
the two cycles c* = p + p’ and c3 = p + p”, both oriented so that cf = c” = 1. Clearly 
c* - c3 = p’ - p” = + co, therefore UC* - gc3 = f EC’ # 0, which implies CK* # CW~. 
Now, since both c* and c3 contain e, and either IX* # 0 or zc3 # 0 the proof 
follows. 0 
Consider now the case where the decomposition yields some neutral biconnected 
components and a single active one, G ‘. Clearly, no elementary vector may have 
nonzero entries both on G’ and on some other, neutral, biconnected component, so 
that G’ is independent from the remainder of G. If G’ is a rim, it is further decomposed 
and a reasoning similar to the one made for neutral biconnected components would 
establish that the rim components are also dependent components. If G’ is not a rim, 
it remains to show in Lemma 11 that it is dependent. 
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Lemma 11. Let G = (N, E, a) be an active constrained biconnected graph. Then either 
G is a rim or it is dependent. 
Proof. Suppose that G is not a rim, and notice that it suffices to show that any two 
arcs that share a node are dependent (that is, both belong to some elementary vector), 
the dependency of G will then follow from its connectedness and the transitivity of the 
dependency relation. Therefore, let ej, ek be two arcs in G which share a node, say node 
1 and co a cycle which contains them both (G is biconnected). If co can be selected to 
be neutral, thenf= co is an elementary vector, the two arcs are dependent and our 
claim follows. Thus, suppose in the following that any cycle containing both ej and ek 
is active. We now claim that there exists an active cycle, say cl, in G which contains 
neither ej nor ek. Indeed, if all active cycles in G would contain at least one of the two 
arcs, then they all would go through node 1. Using Algorithm I starting from node 
1 would clearly yield w0 = 1, thus w0 d v0 and G would be a rim or a one-rim (and 1, 
one of its bolts, see Algorithm I) contradicting our hypothesis. If c1 intersects co on at 
most one simple path (which clearly does not contain ej nor ek) then the elementary 
vectorf=c’-( tic CK c s ows that the two arcs are dependent. Otherwise, let ei “/ ‘) ’ h 
be any arc in c1 but not in co and construct the cycles c2 and c3 as in the proof of 
Lemma 10. If c2 is neutral it is the required elementary vector for it contains both ej 
and ek, otherwise f = c2 - (ac2/ac3)c3 is satisfactory, completing the proof. 17 
An important consequence of the above is the following theorem. 
Theorem 12. An SCF is equivalent to a UFP ifand only if the underlying constrained 
graph possesses at most one active biconnected component and ifthis component is a rim 
or a one-rim. 
Applications. The above characterization of instances of SCFs which are equivalent 
to UFPs is of theoretical interest in itself. Still, it is quite unlikely that a randomly 
generated singly-constrained graph would only contain at most one active biconnec- 
ted component which would be a rim. Therefore the hope of effectively reducing 
naturally occurring SCFs to UFPs is rather thin. However, the decomposition may 
apply when problems possess special structures, as for instance when the graph has 
many biconnected components and comparatively few entries in the side constraint 
(and thus many neutral biconnected components). As far as rims go, again, special 
structures can exhibit them. For a practical application of rims and decomposition 
methods in inventory models, the reader is referred to [l 11. 
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