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Abstract
This project’s goal is to aid in the diagnosis of Autism Spectrum Disorder
(ASD), which is a challenging task due to its complexity. Between 1% and 2%
of children are estimated to be in the spectrum, and even though there are mul-
tiple diagnosis methods directed at the visual characteristics of autism such as
family and social settings, common behaviour and cognitive intelligence, its ma-
nifestations vary between sexes and individuals, sometimes making these tests an
unreliable method. ASD investigation has shown that the disorder is caused ma-
jorly by the differences in brain connections rather than on the brain’s anatomy.
These connections are shown in patients’ functional connectomes.
This project employs connectomes from individuals with and without ASD
to create classification models specific to men and women, and also generic ones.
They are computed applying a tool designed by the Brain Image andAnalysis Cen-
ter from Duke University to the functional magnetic resonance images collected
in the ABIDE initiative. Five different classification algorithms have been used
and the ones with the better precission values have been integrated in an applica-
tion. It allows the user to enter connectome or fMRI data from a patient and then
receive a prediction from each of the five models, getting help with diagnosis.




Este proyecto ha sido creado con el objetivo de ayudar en el diagnóstico del
Trastorno del Espectro Autista (TEA), tarea dificultada por la complejidad del mis-
mo. Se estima que entre el 1 % y el 2 % de los niños lo padecen, y aunque existen
numerosos métodos de diagnóstico enfocados en las características visibles del
autismo (ámbito social y familiar, comportamientos comunes, inteligencia cogni-
tiva), sus manifestaciones difieren entre sexos e individuos, por lo que los resulta-
dos no siempre son fiables. La investigación del TEA ha revelado que el trastorno
se debe más a las diferencias en las conexiones del cerebro que en su anatomía, y
estas conexiones se muestran en los conectomas funcionales de los pacientes.
Este trabajo usa conectomas de individuos con y sin TEA para crear modelos
de clasificación específicos para mujeres y hombres, además de otros genéricos.
Estos se extraen aplicando una herramienta creada en el Centro de Imagen y Aná-
lisis de la Universidad de Duke a las resonancias magnéticas funcionales recopi-
ladas en el proyecto ABIDE. Se han empleado cinco algoritmos de clasificación
diferentes, y los más precisos de cada uno están integrados en una aplicación que
permite al usuario introducir los datos de conectoma o fMRI de un paciente para
que se realice una predicción con los cinco modelos seleccionados, sirviendo esta
de ayuda al diagnóstico.
Palabras clave: Bioinformática, Aprendizaje Computacional, TEA,
Algoritmos de clasificación.
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Los Trastornos del Espectro Autista (TEA) son una serie de problemas que afectan a las
habilidades emocionales, sociales y de comunicación de aquellos que los padecen. Sus síntomas
suelen aparecer en la infancia, pero siempre ha habido problemas para diagnosticarlo. Hoy
en día, el diagnóstico se ha mejorado mucho, pasándose a creer que su prevalencia de entre
el 1 % y el 2 % [1], [2] en niños y niñas de 8 años, frente al 0,04 % que se creyó en un principio,
hacia los años 50 [3].
Pero esto no quita que haya problemas a la hora de identificar a las personas con autismo.
Al ser este un trastorno comprendido dentro de un espectro, los identificadores y comporta-
mientos van a variar de un paciente a otro, lo que significa que un médico debe tener mucha
experiencia para diagnosticarlo correctamente. Se dan casos en los que hay sospecha de que
el paciente pertenece al espectro autista, pero no se ahonda en esta suposición, ya sea por falta
de experiencia o de ganas [4]. Estos retrasos en el diagnóstico pueden afectar mucho la vida
del paciente [4].
Muchos de los métodos usados hoy en día para diagnosticar TEA se basan en listas
referentes al comportamiento de los pacientes. Se han creado métodos de Machine Learning
basados en estas características [5], [6], pero algunas de ellas son subjetivas o no se dan en
pacientes con un grado de autismo menor, por lo que no siempre son útiles.
Pero estos no son los únicos métodos disponibles para diagnosticar el trastorno. Los co-
nectomas (mapas de las conexiones entre las neuronas del cerebro) en pacientes con TEA son
diferentes a los pertenecientes a pacientes neurotípicos [7], [8], [9], por lo que podría
servir como método de diagnóstico. Este método no está tan explorado como otros, por lo que
proporciona nuevas posibilidades.
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Otro de los problemas a la hora de conseguir un diagnóstico surge con las diferentes
manifestaciones que tiene el autismo en niñas y niños. Dado que los modelos de diag-
nóstico se han creado basándose en los comportamientos que exhibían niños con autismo,
estos contemplan mayormente la manera en la que se manifiesta el autismo en el sexo mas-
culino, que tiene algunas diferencias esenciales con la manera en la que se manifiesta en
el sexo femenino (como es el caso de las habilidades de comunicación) [10]. Estas diferencias
han causado que históricamente a las mujeres se les diagnostique más tarde que a los
hombres [10], [11], dificultando su vida y atrasando su acceso a profesionales o técnicas que
puedan ayudarles a vivir y adaptarse a la sociedad.
1.2. Objetivos
El fin de este trabajo es desarrollar un modelo de aprendizaje computacional que sea
capaz de usar el conectoma funcional de un paciente para poder identificar si este padece
o no un Trastorno del Espectro Autista. Para poder conseguir esto, habrá que obtener los
conectomas a partir de imágenes MRI tanto de pacientes que tengan autismo como de
aquellos que no, para el grupo control.
Posteriormente, deberemos seleccionar los modelos de aprendizaje computacional a
usar, y entrenarlos para que puedan desarrollar el objetivo buscado. Además, se aplicará un
proceso de validación y evaluación de los modelos seleccionados utilizando los conjuntos
de datos de entrenamiento, validación y test. Una vez tengamos unmodelo capaz de determinar
si un paciente pertenece al espectro autista o no, pasaremos a integrar el modelo obtenido en
una herramienta que permita el uso de este modelo por parte de un usuario, que podrá usarlo
con datos nuevos para obtener un diagnóstico orientativo.
1.3. Estructura del documento
Esta memoria contiene trece capítulos y dos apéndices que dividen su contenido en las
siguientes secciones:
Introducción (Capítulo 1): Este primer capítulo presenta el tema del proyecto, con un
breve contexto teórico y los objetivos del mismo, seguidos por dos apartados que descri-
ben la estructura del documento y las tecnologías usadas en el desarrollo del proyecto.
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Conceptos teóricos (Capítulo 2): El segundo capítulo ahonda en los tres conceptos
teóricos necesarios para comprender el proyecto: el Trastorno del Espectro Autista, los
MRIs (Imágenes por Resonancia Magnética funcional), y los conectomas.
Cálculo de los conectomas (Capítulo 3): Este capítulo describe el proceso necesita-
do para la adquisición de los fMRIs usados, y su transformación en conectomas, con
descripciones de los pasos que sigue esta.
Modelos de predicción (Capítulo 4): El cuarto capítulo describe la metodología general
seguida para crear los modelos de predicción, y los algoritmos de clasificación ymétodos
de ajuste de hiperparámetros empleados para ello.
Los capítulos del 5 al 9, K vecinos más cercanos, Árboles de decisión, Random
forests, Máquinas de vectores de soporte y Perceptrones multicapa describen las
estrategias seguidas para obtener los modelos de clasificación para cada uno de estos
métodos, indicando los parámetros explorados y sus resultados.
Modelos elegidos (Capítulo 10): El décimo capítulo recopila los mejores resultados de
precisión para cada tipo de algoritmo y conjunto de datos, pues serán los usados en la
interfaz.
Interfaz (Capítulo 11): En este capítulo se describe la creación de la interfaz y su fun-
cionamiento.
Conclusiones y líneas futuras (capítulo 12): Este último capítulo relata las conclusio-
nes extraídas del proyecto y las posibles líneas futuras por las que se podría conducir.
Entidades participantes en ABIDE (Apéndice A): Contiene una tabla que recopila las
entidades participantes en la iniciativa ABIDE y la contribución de cada una de ellas.
Manual de instalación (Apéndice B): Contiene la información necesaria para poder
lanzar la aplicación en un ordenador.
1.4. Tecnologías usadas
ABIDE. El Autism Brain Imaging Data Exchange es una iniciativa con dos ediciones
publicadas en 2012 y 2016. Surge con el objetivo de crear una base de datos de gran ta-
11
maño, necesaria para la investigación del TEA, pues este es altamente complejo. Para
conseguirlo, se recopilaron MRIs funcionales y estructurales a nivel mundial de pacien-
tes con y sin TEA, consiguiendo la colaboración de 26 centros (Información disponible
en el Apéndice A). Estos datos están disponibles para aquel que los necesite, pues ABIDE
cree en el principio de la Ciencia Abierta.
NITRC. El NeuroImaging Tools & Resources Collaboratory es una plataforma web de
acceso a datos y software de neuroinformática en la que están almacenados los datos
del proyecto ABIDE.
LONI Image & Data Archive. Se trata de otra plataforma de acceso a datos neurocien-
tíficos, que contiene los datos de la primera edición de ABIDE.
Python (versión 3). Python es un lenguaje de programación interpretado fácil de usar
gracias a su simplicidad, que además tiene muchas funcionalidades por los muchos pa-
quetes que integra. Con él se crearán tanto los modelos de predicción como la interfaz
de este proyecto.
Python/FSL Resting State Pipeline. Como su nombre indica, es una pipeline que em-
plea Python y su paquete FSL (descrito más adelante) para procesar imágenes de re-
sonancia magnética funcionales y devolver su conectoma. Fue creada por el Centro de
Imágenes y Análisis Cerebral de la Universidad de Duke, y se debe llamar desde consola
con una serie de argumentos que dependen del archivo usado y la acción necesitada.
FSL. FSL es una librería de herramientas de análisis de imágenes cerebrales que está dis-
ponible para sistemas Unix. La pipeline mencionada en el punto anterior emplea algunas
de sus funciones.
BXH/XCEDE Tools. Son una serie de herramientas disponibles en NITRC para el pro-
cesado y análisis de imágenes, usadas mucho para neuroimágenes. La herramienta de
Duke emplea algunas de sus utilidades.
scikit-learn. Es un paquete disponible para Python que incluye gran cantidad de he-
rramientas de aprendizaje computacional, y en concreto para la creación de modelos de
clasificación que necesitaremos en este proyecto.
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Flask. Flask es otro paquete de Python creado para facilitar la creación de aplicaciones
web.
Bootstrap. Esta herramienta ayuda al diseño web teniendo disponibles plantillas gené-
ricas para todo tipo de componentes web que se pueden aplicar en HTML.
Google Colab. Se trata de una herramienta online de Google que permite ejecutar pro-
gramas Python usando servidores y procesadores de Google. Se empleará para crear los
modelos de clasificación.
Las instalaciones requeridas para poder usar todos los componentes del proyecto se incluyen





Como ocurre con cualquier trabajo, para entenderlo es necesario comprender su contexto
teórico. En este primer capítulo se incluye información sobre los conceptos más importantes
que serán manejados durante el texto, con el objetivo de facilitar su comprensión.
2.1. Trastorno del espectro autista
El trastorno del espectro autista, o TEA, es hoy en día uno de los trastornos más famo-
sos y diagnosticados en el mundo [1]. Desde que se describió por primera vez hasta hoy, las
características que lo definen han sido revisadas y modificadas numerosas veces, al igual que
los diferentes enfoques de la sociedad sobre él. Algo que prevalece son las diferencias en el
diagnóstico enmujeres y hombres, como ya se comentó en la introducción. En esta sección
se tratarán este y otros temas, empezando por la definición.
2.1.1. Definición
Aunque en muchos casos su primera descripción se atribuya a Leo Kanner en 1943 [12]
o a Hans Asperger en 1944 [13], fue la doctora Grunya Efimovna Sukhareva la primera
en detallar las características del TEA en 1926 [14], [15]. La autora Sula Wolf indica, en su
traducción del artículo de Sukhareva, que el trabajo de Asperger era muy parecido a este [16].
Esta primera descripción relataba la actitud de los niños con TEA como solitaria, impulsiva,
con problemas de adaptación, altibajos emocionales, fuertes fijaciones en intereses específicos
y sensibilidad a olores y ruidos, entre otros detalles[15].
Por su parte, el estudio del Dr. Kanner concluía que los niños observados habían nacido
incapaces de entablar relaciones de afecto, buscando estar solos aunque aceptando progresiva-
mente la presencia de otros, ganando también capacidades de comunicación con el tiempo [12].
De nuevo, se mencionan la sensibilidad a olores y ruidos y las fijaciones, además de berrinches
15
repentinos, posiblemente equivalentes a los altibajos emocionales descritos por Sukhareva. El
Dr. Kanner, al igual que otros después de él, como Bruno Bettelheim, sugirió en un principio
que el autismo podía deberse a la falta de cariño de los padres, y más en concreto de las madres,
aunque más tarde cambió su opinión [17].
El Dr. Asperger, por su parte, describió un comportamiento muy similar al de la doctora,
pero más tarde su nombre se ha asociado con lo conocido como Autismo de capacidad intelec-
tual alta o de alto funcionamiento, referido a individuos cuyo TEA es menos aparente y por
tanto influye menos en su vida. Este término, junto a Trastorno de Asperger, dejó de ser un
diagnóstico oficial en 2013, pues se encapsula dentro del espectro autista.
Desde el siglo pasado, el Trastorno del Espectro Autista ha tomado muchas terminolo-
gías (empezó considerándose como un síntoma de esquizofrenia), y, lo que es más importante,
han surgido hipótesis de todo tipo acerca de su procedencia. Desde la ya comentada frialdad
maternal, a la genética, pasando por causas neurológicas. Incluso se le ha echado en repetidas
ocasiones (notablemente los autores Rimland y Wakefield) la culpa a las vacunas, causando
movimientos antivacunas que perviven hasta hoy, aunque esta idea haya sido probada falsa
por múltiples estudios.. [17].
Hoy en día, el TEA aúna todos los tipos de autismo, y se sabe que se debe más a diferencias
en la conectividad neuronal que a la anatomía del sistema nervioso. Asimismo, también se han
encontrado algunas alteraciones neuroquímicas y razones genéticas (es muy heredable, por
encima del 80 %) con alrededor de 1000 genes relacionados [18].
2.1.2. Métodos de diagnóstico
El Manual Diagnóstico y Estadístico de los Trastornos Mentales (DSM-5 en inglés)
[19] y la Clasificación Internacional de Enfermedades (CIE-11) [20] tienen definiciones
algo diferentes respecto a los criterios diagnóticos del TEA, pero comparten los siguientes
puntos:
Dificultades continuas en comunicación e interacción social.
Patrones de comportamiento e intereses fijos y repetitivos.
Estas características causan problemas a nivel social, laboral, familiar, educativo o simi-
lares.
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Todos estos rasgos pueden ser más o menos acentuados dependiendo del paciente, ya que
este trastorno es un espectro. Se buscan en cuestionarios como el ADOS-G, Autism Diagnos-
tic Observation Schedule, que evalúa comportamientos sociales, comunicativos, de juegos, etc.
de pacientes con sospecha de TEA. Otro ejemplo es ADI-R, Autism Diagnostic Interview, una
entrevista para padres de niños con sospecha de pertenecer al espectro autista.
2.1.3. Diferencias en mujeres y hombres
El TEA se ha considerado desde siempre un ”trastorno de hombres”, y aunque esto podría
tener sentido dependiendo de sus causas, también se sabe que las proporciones han sido exa-
geradas, creándose una impresión pública de que las mujeres no pueden tener autismo. Dicha
creencia es solo uno de los muchos factores que han contribuido a un diagnóstico tardío, erró-
neo, o directamente inexistente en mujeres en el espectro.
En un artículo publicado en octubre de 2020 [10], laDoctora Georgia Lockwood Estrin,
junto a otras autoras, realiza una revisión sitemática de veinte artículos, de donde extraen
conclusiones sobre este tema. En este apartado, las resumiré con el objetivo de dar un contexto
acerca de la problemática.
Respecto a los comportamientos típicos de las personas con autismo, el artículo explica
que las niñas diagnosticadas comienzan a mostrar características sociales propias del espectro
mucho después que los niños, aunque estos últimos parezcan tener mejores habilidades de
comunicación. Además, ellas también muestran por lo general menor inteligencia cognitiva, y
aquellas que tienen mayor capacidad son diagnosticadas más tarde, aunque lo contrario no se
cumpla. Esto se asocia con un tema recurrente en la publicación: para que una mujer consiga
su diagnóstico parecen ser necesarios muchos más signos que para el diagnóstico de un hombre.
En sus relaciones, las niñas muestran las mismas habilidades que los niños neurotípicos.
No es hasta que estas relaciones se observan de cerca que se aprecia la distancia entre las niñas
con TEA y los que los rodean, mientras que en niños esta separación es mucho más evidente.
Estos detalles, y otros relacionados con la dificultad de detectar las características del autismo
en niñas vienen de la mayor capacidad de estas de enmascararlas, sea o no conscientemente.
Derivado del problema de que se perciba al trastorno como uno que aparece mayormente
en niños derivan muchos otros, desde que los padres lo piensen y por tanto no se planteen la
posibilidad de que sus hijas tengan TEA a que los profesionales médicos se decanten por otros
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diagnósticos a menos que el trastorno sea agudo, comohiperactividad o déficit de atención.
Todos estos obstáculos en el diagnóstico forman un ciclo, pues al diagnosticar predomi-
nantemente a hombres, se alimenta la idea de que el TEA se da casi exclusivamente en ellos; y
al tener las mujeres diagnosticadas muchas más características del espectro, los estudios efec-
tuados sobre ellas no representan a la totalidad de mujeres con autismo, sino a aquellas con
autismo más agudo.
Por ello muchos autores y profesionales sugieren la creación de criterios de diagnóstico
exclusivos para mujeres, pues la manifestación del autismo en ellas varía mucho de los
hombres, causando una menor tasa de diagnóstico que afecta a sus vidas gravemente.
2.2. MRIs
Las Imágenes por Resonancia Magnética (MRIs por sus siglas en inglés) son esenciales
para este trabajo, pues calcularemos los conectomas a partir de ellas. Su tecnología crea imá-
genes 3D altamente detalladas, usadas predominantemente en medicina para diagnóstico,
detección y seguimiento de tratamiento [21]. Como su nombre indica, funcionan aplicando
campos magnéticos muy potentes que afectan a los átomos con número impar de protones
(principalmente el átomo de hidrógeno), alineándolos de manera paralela a estos. Además, los
protones realizan un movimiento denominado de precesión cuya frecuencia depende del cam-
po magnético. Si a estos núcleos les aplicamos una onda de radiofrecuencia con frecuencia
idéntica a la de precesión, entran en resonancia, absorbiendo la energía de la onda. Cuando
termina la absorción, la energía se devuelve y los protones se vuelven a alinear con el campo
magnético.
Para obtener una imagen donde se pueda discernir entre tejidos, se envían pulsos de di-
ferente intensidad y duración para modificar el tiempo que tarda en volver la energía. Se
aplican varios gradientes magnéticos para poder obtener información de todos los planos.
Las imágenes pueden medir el tiempo de relajación longitudinal (imágenes potenciadas en
T1), es decir, el necesario para que se produzca el regreso de los núcleos atómicos a su estado
energético inicial; o el tiempo de relajación transversal (imágenes potenciadas en T2), el que
tardan en desfasarse los protones que están en movimiento de precesión síncrono. Antes se
medía también la cantidad de energía emitida por un plano (densidad protónica) pero cada vez
se usan menos. Las imágenes usadas en este estudio estarán en T1.
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2.2.1. fMRIs
Las imágenes concretas que usaremos serán Imágenes por ResonanciaMagnética fun-
cional (Figura 1) tomadas en estado de reposo. El objetivo de las fMRIs esmapear la activi-
dad cerebral partiendo del hecho de que esta conlleva un aumento de metabolismo en el lugar
donde se de, y por tanto mayor necesidad de oxígeno, que deberá ser extraído de la sangre.
Una consecuencia directa de esta extracción es un aumento del flujo sanguíneo a las neuronas
activas, con el que se reduce la proporción entre hemoglobinas oxi y deoxi, que se mide y es
usada para tomar la imagen [22].
Figura 1: Resonancia magnética funcional de un paciente con TEA
En autismo, estos análisis se han usado en estudios dirigidos a las diferentes características
del trastorno. Estos han encontrado diferencias en la activación de varias áreas del cerebro
en individuos con y sin TEA en situaciones de reconocimiento facial, procesamiento del
lenguaje y funciones ejecutivas (habilidades cognitivas relacionadas con la realización de
tareas) [23], [24], algunas de las características principales del TEA.
Las fMRIs se pueden considerar como una serie temporal de volúmenes, y serán precisa-
mente estas series las que usemos en el cálculo de conectomas para nuestro estudio.
2.3. Conectomas
El concepto de conectoma lo acuñó por primera vez elDoctor Olaf Sporns en un artículo
publicado en 2005 [25] donde discutía diversas estrategias que existían en el momento de crear
una red estructural de los elementos y conexiones del cerebro humano. Estas tenían el
objetivo de aumentar la comprensión de cómo se relacionaban los estados funcionales del
cerebro con su anatomía.
El artículo describió el conectoma como la unión de los elementos del cerebro y sus
conexiones, ilustradas por una matriz donde las filas serían las fuentes de las señales
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y las columnas sus objetivos, que se rellenaría con ceros y unos según ausencia o
presencia de conexión. Uno de los problemas iniciales al diseñar el conectoma era el nivel al
que se debían considerar los elementos. Existía la posibilidad de considerar los más pequeños
del cerebro (las neuronas) o los que abarcaban mayor superficie (las regiones cerebrales),
pasando por usar grupos neuronales. Lo más fácil, indica el autor, es emplear los segundos,
pues aunque no existiera (ni exista) consenso sobre estas zonas, las áreas del cerebro ya se
habían usado para realizar estudios similares sobre otros animales.
Otro hecho comprobado era que los conectomas variarían de una persona a otra, no
solo por las patologías que esta tuviera, sino por temas de edad, genética, desarrollo y plasti-
cidad neuronal, pues en estudios invasivos postmortem ya se había comprobado. Este último
término, la plasticidad, supone que el cerebro es capaz de adaptarse modificando su estructura
y dinámica, creando nuevas conexiones entre neuronas y formando nuevas redes. Este fenó-
meno se da durante el aprendizaje, pero también tras enfermedades o lesiones que afecten al
sistema nervioso, y se puede dar de manera diferente si una persona tiene algún trastorno.
Figura 2: Conexiones entre células de Purkinje y el cerebelo. Ilustración de Ramón y Cajal para
su charla tras recibir el premio Nobel [26].
Hoy en día esta definición ha cambiado levemente, ya que en vez de solamente ceros y
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unos tenemos un rango de decimales entre ellos que indican el nivel de correlación de dos
regiones cerebrales, dejando de ser esta una cuestión de sí o no, sino de cuánto. El proceso
de cálculo de conectomas se ha ido estableciendo poco a poco, conforme la comprensión del
cerebro y la disponibilidad de métodos ha aumentado.
2.3.1. Cálculo de conectomas
Aunque los conectomas existan hace tiempo, no hay un proceso estandarizado para
calcularlos. Existen pasos comunes, pero muchos de ellos tienen variantes y diferentes op-
ciones que serán seleccionadas según el estudio. Se pueden extraer de diferentes tipos de MRIs
aunque en nuestro caso nos enfocaremos en las fMRIs. Se debe tener en cuenta que estos pro-
vienen de aparatos de resonancia magnética de diferentes marcas y antigüedad, y en ocasiones
cada empresa tiene su propio estándar, lo que crea más variabilidad.
Con esto en mente, usaremos un artículo de Kamalaker, D. y compañeros donde se hace
una serie de pruebas de los procedimientos seguidos para el cálculo de conectomas a partir de
fMRIs en estado de reposo y su uso en predicción de diferentes trastornos [27].
La publicación define las partes más importantes del cálculo de conectomas como la
definición de las regiones de interés del cerebro, los métodos usados en la eliminación de ruido
y el cálculo de la correlación:
Las regiones de interés (ROIs) del cerebro se pueden establecer de tres maneras:
Usando esferas de radios entre 5 y 10 milímetros centradas en coordenadas específicas,
dadas por atlas como el Power, con 264 coordenadas para esferas de 5mm.
Con altas anatómicos de referencia, atlas basados en los surcos cerebrales, o con
puntos de referencia basados en conectividad. Tres de los atlas estándares reciben
los nombres Automated Anatomical Labeling (AAL, con 116 regiones), Harvard Oxford
(HO, con 118 regiones) y Bootstrap Analysis of Stable Clusters (BASC, con entre 36 y 444
regiones).
Con métodos de análisis de datos, como las k-medias, el método de Ward de mí-
nima varianza, el Análisis de Componentes Independientes o el aprendizaje de
diccionarios.
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Figura 3: Conectoma de
un paciente con TEA.
Figura 4: Mapeo del conectoma de un paciente con TEA
sobre el cerebro.
Además, estas regiones estudiadas pueden ser regiones locales del cerebro o redes fun-
cionales del mismo, que pueden abarcar varias regiones a la vez.
Para cada región, se extrae la serie temporal de la fMRI, y esta se puede pasar o no por una
serie de estrategias de eliminación de artefactos. Estas son la eliminación de la señal
causada por movimiento, normalización de la señal, paso por un filtro (que puede ser
de paso banda, bajo o alto) y regresión de señal. Este último método puede llevarse a cabo
de diferentes maneras.
La regresión de señal consiste en eliminar la parte de la señal generada en la adquisi-
ción que no pertenece al vóxel analizado en cada momento. Esta señal a desechar se puede
aproximar de dos maneras principales. La primera es usar la media de la imagen completa
en cada uno de los instantes de la resonancia para crear una máscara, y la segunda, algo más
compleja y precisa, es usar la media en cada instante de la sustancia blanca y el líquido
cefalorraquídeo, que no deberían de activarse durante el estudio, y crear la máscara a partir
de ella. Esta se emplea para eliminar la señal indeseada.
El cálculo de la relación entre regiones para definir los conectomas se puede hacer
aplicando correlación total, parcial o varias modalidades dematrices complejas de cova-
rianza.
A estos pasos básicos se les pueden añadir otros según elmétodo usado, además de que
algunos de ellos pueden o no usarse, como la regresión de señal los filtros, y la normalización.
Además, para muchos de los procesos mencionados existen archivos estándares, como los
atlas, que surgen y cambian conforme pasa el tiempo.
En la pipeline empleada en este trabajo se añade el cambio de orientación a LAS, co-
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rrección de errores causados por los milisegundos de diferencia entre las capas de los
MRIs, cálculo de media temporal de la imagen y eliminación de tejido no cerebral,
normalización de la imagen con el archivo estándar MNI152_T1_2mm_brain, y el mapeo de
densidad de conectividad funcional sobre el cerebro. Estos pasos se definiránmás a fondo






3.1. Obtención de los MRIs
Las Imágenes por Resonancia Magnética funcionales (fMRIs por sus siglas en inglés)
usadas en este trabajo se han obtenido de las dos ediciones de la iniciativa ABIDE (Autism
Brain Imaging Data Exchange), publicadas en 2012 y 2016, respectivamente. La recopilación de
imágenes de 26 entidades hace que la cantidad de la que partimos sea grande, algo necesario
para este tipo de estudios, pues al ser los conectomas tan complejos, es necesaria una muestra
amplia para llevar a cabo un buen trabajo.
Individuos con autismo Individuos neurotípicos
Totales
Mujeres Hombres Mujeres Hombres
ABIDE I 65 473 99 473 1110
ABIDE II 77 444 181 412 1114
Totales
142 917 280 885
2224
1059 1165
Tabla 1: Detalle de los individuos estudiados en ABIDE
En la Tabla 1 se aprecia que en total se reunieron 2224 fMRIs, pero también que el reparto
no está compensado entre mujeres y hombres, ya que las imágenes de hombres representan
alrededor del 80 % de las capturadas. Con esto se añade un ejemplo más de falta de equidad
en los estudios, como los ya mencionados en la sección de teoría. Además, mientras que las
cantidades de hombres con y sin autismo estudiados apenas se diferencian una de la otra, la
cantidad de mujeres con autismo estudiadas es la mitad de la cantidad de mujeres neurotípicas
estudiadas.
25
La recopilación de estas imágenes se hizo previa autorización de acceso al recursoNeuro-
Imaging Tools & Resources Collaboratory (NITRC) [28], en el que se encuentran recopi-
ladas. En el caso de la primera edición de ABIDE existen varios medios a través de los que es
posible descargarse las imágenes, de entre los que se ha elegido la plataforma LONI Image &
Data Archive [29], que aporta mayor velocidad de descarga que sus compañeras. Por desgra-
cia, las imágenes de ABIDE II solamente se pueden obtener a través de los enlaces disponibles
en la web de ABIDE [30], lo que supone tener que acceder a ellas entidad por entidad, con me-
nor velocidad debido a que el protocolo FTP con el que funciona solamente permite descargar
dos archivos a la vez.
Finalizada la descarga, podemos explorar los datos. En el directorio de cada estudio se
incluyen carpetas nombradas por el identificador numérico de cada paciente. Este identificador
cuenta con cinco dígitos, que en el caso de ABIDE I están en el rango de 50002 a 51607, y en
el de ABIDE II de 28675 a 30256. Por ahora, se sigue trabajando en directorios separados para
cada estudio por razones de formato, ya que las subcarpetas en las que se encuentran los MRIs
de uno son diferentes a las del otro. Para poder crear la división entre hombres y mujeres con
y sin autismo, se accede a las tablas de datos clínicos de cada estudio, de las que se extraen
los identificadores numéricos de los pacientes de cada categoría, empleados luego en un script
bash que mueve los archivos a cuatro carpetas nombradas según su contenido, dentro de los
directorios de cada estudio.
3.2. Código usado
Una vez hecho esto, se puede comenzar a trabajar con la pipeline Python/FSL Resting
State [31]. Pero antes de poder ejecutarla, hay que solucionar los errores existentes en sus dos
archivos. Estos provienen principalmente de que ambos códigos están creados para la segunda
versión de Python, que en enero de 2020 dejó de tener soporte. Con ello, muchos paquetes no
están disponibles, por lo tanto no existe la opción de usar Python 2 para ejecutar el proceso. En
su lugar, se deben realizar modificaciones en el código para actualizarlo a Python 3, tanto por
cuestiones de cambio de formato a la hora de realizar llamadas a funciones como por casos en
los que las funciones usadas se han eliminado de su paquete y deben cambiarse. Estos cambios
se complican por la falta de comentarios en el código, pues sus casi mil quinientas líneas tienen
menos de doscientos comentarios que las expliquen.
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Figura 5: Resonancia magnética fun-
cional obtenida de ABIDE.
Figura 6: Corrección de pérdida de in-
formación con slicetimer (paso 1).
Para poder ejecutar el código, primero observamos lo que contiene. Al ser un flujo de tra-
bajo, cuenta con un total de nueve pasos, cada uno de ellos cumpliendo las siguientes tareas,
cuyos resultados ilustraremos empleando las imágenes más significativas obtenidas del pro-
cesamiento de la fMRI del sujeto 50005 (Figura 5).
Paso 0: Toma la imagen y la reorienta a orientación de ejes LAS, en la que las coor-
denadas del eje X toman valores de izquierda a derecha, el eje Y corresponde al plano
antero-posterior, y las coordenadas del eje Z indican altura. Esta conversión se realiza
porque LAS es la orientación de la plantilla T1 de FSL. En esta paso se crean los archi-
vos func_LAS.bxh, func_LAS.nii.gz y sliceorder.txt. Los dos primeros son la imagen en
el nuevo sistema de coordenadas, con dos formatos diferentes, y el último un archivo
donde se especifica el orden de las capas procesadas.
Paso 1: Ejecuta la herramienta slicetimer de FSL, que corrige la pérdida de información
y errores causados por los milisegundos de diferencia entre la toma de cada capa. Esta
corrección se consigue interpolando valores de cada vóxel para ajustarlos y permitir que
se considere que todas las series temporales han sido tomadas en el mismo momento.
Crea una imagen func_LAS_st.nii.gz (Figura 6), con estas correcciones.
Paso 2: Ejecuta mcflirt de FSL, que corrige errores causados por el movimiento del pa-
ciente durante la toma de la resonancia usando regresión. Esto da lugar a cinco archi-
vos, func_LAS_st_mcf.nii.gz, func_LAS_st_mcfr.nii.gz (Figura 9), func_LAS_st_mcf.par,
func_LAS_st_mcf_rot.png (Figura 7) y func_LAS_st_mcf_trans.png (Figura 8). Se co-
rresponden con las imágenes tras las correcciones, un archivo .par con los parámetros
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demovimiento sobre los que se ha aplicado regresión, y dos gráficas con las estimaciones
de movimiento de rotación y traslación.
Figura 7: Estimación del movimiento de rotación (paso 2).
Figura 8: Estimación del movimiento de traslación (paso 2).
Paso 3: Se calcula la media temporal de la imagen con fslmaths, y luego se le aplica
BET, también de FSL, que elimina todo el tejido no perteneciente al cerebro de la imagen
usada. Se crean los archivos mean_func.nii.gz, con la media temporal;
mean_func_brain_mask.nii.gz (Figura 10), la máscara a aplicar para obtener solo el teji-
do cerebral;mean_func_brain.nii.gz, lamedia tras lamáscara; y func_LAS_st_mcfr_brain.nii.gz
(Figura 11), la imagen final con la máscara y la media aplicadas.
Paso 4: Realiza la normalización de los datos usando flirt, con el estándar
MNI152_T1_2mm_brain, creando una imagen nueva. Este estándar es una imagen cere-
bral de alta calidad creada por el Instituto de Neurología de Montreal, que se emplea
para minimizar posibles errores en la nuestra. Crea los archivos
func_LAS_st_mcfr_brain_norm.mat y func_LAS_st_mcfr_brain_norm.nii.gz (Figura 12),
que son la matriz ASCII de trasformación y la imagen tras ser normalizada, respectiva-
mente.
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Figura 9: Corrección de movimiento
con mcflirt (paso 2).
Figura 10: Máscara del tejido cerebral
(paso 3).
Figura 11: Imagen tras aplicar la máscara
y la media temporal (paso 3).
Figura 12: Normalización de la
imagen (paso 4).
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Paso 5: Este paso realiza una regresión de señal con máscaras de sustancia blanca
y líquido cefalorraquídeo, haciendo la media de estas dos en cada instante, pues al no
haber activación en ellas debería de ser constante (aunque realmente no lo sea por rui-
dos y otros factores externos). Esta media se sustrae a la señal obtenida para mante-
ner solamente la señal de cada vóxel, sin otras provenientes de otras fuentes (ruido, el
gradiente electromagnético creado para realizar la resonancia, etc.). Se crea la imagen
func_LAS_st_mcfr_brain_norm_wmcsf.nii.gz y los archivos csf_ts.txt y wm_ts.txt, con las
máscaras de líquido cefalorraquídeo y sustancia blanca.
Paso 6: Filtra los datos para eliminar frecuencias, con un filtro de paso banda, rete-
niendo las frecuencias en el intervalo [0,001, 0,08]. Produce una sola imagen con este
filtro aplicado, filt_func_LAS_st_mcfr_brain_norm_wmcsf.nii.gz.
Paso 7: Usa el archivo estándar aal_MNI_V4 para extraer las series temporales medias
de las 116 regiones de interés (ROI) del escaneo, y calcula los coeficientes de correlación
de la matriz. Este archivo estándar pertenece al atlas nombrado en el capítulo anterior,
Automated Anatomical Labelling, y como el usado en el cuarto paso, pertenece al Mon-
treal Neurological Insitute. Define las correspondencias entre los vóxeles y 116 regiones
anatómicas de sustancia gris. Se crean los archivos subject.graphml (imagen en forma-
to graphml con las regiones y los valores de correlación; corrlabel_ts.txt, serie temporal
de cada región; r_matrix.nii.gz y r_matrix.csv, la matriz de correlación en dos forma-
tos; zr_matrix.nii.gz (Figura 13) y zr_matrix.csv, la matriz de correlación normalizada
en dos formatos; y mask_matrix.nii.gz, una máscara de inclusión para todos los vóxeles
fuera de la intersección de regiones.
Paso 8: Realiza el mapeo de densidad de conectividad funcional sobre el cerebro, pro-
duciendo una imagen en tres dimensiones en la que se puede apreciar el nivel de corre-
lación entre un vóxel y sus vecinos, es decir la correlación en una misma región. Esta
imagen lleva el nombre fcdm.nii.gz (Figura 14), cuanto más rojo sea un punto mayor
correlación tendrá con sus vecinos, y cuanto más se acerque al azul, menos.
Para poder calcular los conectomas necesarios, tenemos que ejecutar los pasos del 0 al
7. Este último produce siete archivos, de los que nos interesan el archivo r_matrix.csv y el
zr_matrix.csv, ya que contienen los coeficientes de correlación brutos y normalizados, respec-
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Figura 13: Normalización del conec-
toma (paso 7)
Figura 14: Conectoma mapeado sobre
el cerebro (paso 8).
tivamente. Para realizar estas ejecuciones se han creado una serie de scripts en lenguaje bash
que automatizan el proceso lo máximo posible. Completarlas supuso unos seis minutos de es-
pera por imagen, y finalmente se obtuvieron alrededor de 2 TB de información, de los que
solamente 550 MB son conectomas. El resto de espacio se ocupa por los archivos intermedios
generados durante la ejecución.
Este proceso no ha sido capaz de extraer los conectomas de todos los MRIs disponibles.
Cabe destacar que todas las resonancias que han dado problemas, menos una, provienen de la
segunda edición de ABIDE. En algunos casos tienen tamaños demasiado grandes para realizar
su normalización (algunas llegan a los 300 MB), por lo que sus conectomas no han podido ser
calculados; y en otros, los errores se producían en otros pasos del cálculo, sobre todo en el
séptimo. Con esto, la cantidad de datos que se podrá utilizar en este trabajo (Tabla 2) será
menor a la original, siendo la cifra final de conectomas 2111 (con lo que se han podido usar
el 95 % de las imágenes iniciales).
Por suerte, la pérdida de datos se ha producido en todas las categorías, por lo que no hay
gran cambio en las proporciones respecto a las iniciales.
Teniendo los conectomas calculados, podemos pasar a la creación de modelos de predic-
ción.
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Individuos con autismo Individuos neurotípicos
Totales
Mujeres Hombres Mujeres Hombres
ABIDE I 64 473 99 473 1109
ABIDE II 70 405 163 364 1002
Totales
134 878 262 837
2111
1012 1099





Para poder cumplir el objetivo final, crearmodelos de predicción para distinguir entre
el conectoma de una persona perteneciente al espectro autista y el de una persona
neurotípica, tenemos que realizar varias pruebas con diferentes tipos de clasificadores,
ajustando sus hiperparámetros para obtener las mejores combinaciones.
4.1. Metodología
Debido a las diferencias en la manifestación del autismo en mujeres y hombres, que se
pueden deber a diferentes manifestaciones de este en sus conectomas, se crearán modelos
para clasificar conectomas de mujeres, de hombres, y de ambos sexos. Con esto busca-
mos determinar si el mejor enfoque es usar diferentes modelos para cada sexo o si, por el
contrario, no es necesario. Como la predicción que queremos realizar es de naturaleza dis-
creta, teniendo las opciones de paciente TEA o neurotípico, todos nuestros modelos emplearán
métodos de clasificación.
Debemos recordar que aunque los datos de hombres estaban bastante equilibrados en cuan-
to a sujetos pertenecientes al espectro y sujetos control, este no es el caso de los datos de mu-
jeres, pues entre ambos estudios y tras pasar el proceso de cálculo de conectomas, obtenemos
134 conectomas de mujeres con autismo y 262 de mujeres sin autismo. Por tanto, los 99 conec-
tomas de mujeres neurotípicas de ABIDE I serán apartados durante la creación de modelos,
quedando finalmente 163 conectomas de mujeres del grupo control, pertenecientes a la segun-
da edición de ABIDE. Esta decisión se ha tomado tras varias pruebas de clasificación simples
con el conjunto de datos de mujeres ampliado y reducido, en las que se ha comprobado que
los resultados de precisión del segundo son mejores, pues eliminamos el desequilibrio, y
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en los algoritmos de clasificación que vamos a usar se requiere que no haya predominancia
de una clase.
Para facilitar el trabajo de creación de losmodelos, se emplearáunúnico script dePython,
en el que se dará la opción de usar los conectomas de mujeres, hombres, o los dos, y de elegir
entre los modelos de clasificación disponibles. Esto nos evita crear múltiples programas
que repitan código, a cambio de escribir funciones que serán llamadas según sean necesa-
rias. Una vez elegida la combinación de conjunto de conectomas y modelo de clasificación, se
ejecuta un bucle for dentro del que se accede a cada carpeta de paciente dentro del directorio
elegido, y se crea una variable name usando este path, del que extraemos la edición del estu-
dio, el sexo del paciente, el grupo al que pertenece, y su identificador de cinco dígitos. Cada
uno de los nombres tendrá la estructura AI/AII + _ + fem/male + _ + autism/control + _ + ID.
Por ejemplo, el paciente 28947, que pertenece al estudio ABIDE II y es una mujer del grupo
control, se correspondería con el nombre AII_fem_control_28947.
Además de esta variable, extraemos el vector de la parte triangular superior a la dia-
gonal de la matriz de cocientes de correlación normalizados (el archivo zr_matrix.csv).
Lo extraemos de esta manera porque la matriz del conectoma es una matriz simétrica, por
lo que de usarla en su completitud estaríamos malgastando capacidad de proceso, pues no ha-
ríamos más que introducir los mismos datos dos veces, y teniendo en cuenta que cada matriz
es de tamaño 116x116 (con un total de 13146 elementos), esto no es conveniente. Además, no
guardamos la diagonal porque al ser esta una matriz de coeficientes de correlación entre
regiones, la diagonal representa la relación de cada región consigo misma, lo que de nuevo
es irrelevante pues es constante en todos los conectomas, y por tanto no influye en nuestra
clasificación. A este vector se le añade al comienzo un 1 o un 0 dependiendo de si el paciente
pertenece al TEA o no. De esta manera, cada vector tiene en su primera columna la variable
binaria que indica si pertenece al espectro y en el resto los coeficientes de correlación
de la parte superior de la matriz. La variable y el vector se introducen en un diccionario, que
una vez terminado el bucle se transforma en estructura dataframe, cuya primera columna
es el valor 0 o 1 de la variable TEA. Este dataframe se divide entre esta columna y el resto, para
usarlos como valor a predecir y valores con los que hacerlo en los modelos de predicción.
Para crear dichos modelos se usa el paquete scikit-learn [32] como apoyo principal, pues
este posee tanto los algoritmos de clasificación como los de configuración de hiperparámetros
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que usaremos. Los algoritmos de clasificación usados serán K-Nearest Neighbors, Decision
Trees, Random Forest, Support Vector Machine y Neural Networks. A los datos elegidos se
les aplicará validación cruzada estratificada con k=5, manteniendo las proporciones de indivi-
duos de autismo y control ponderadas en cada experimento con la función StratifiedKFold de
scikit-learn. Por cada una de estas cinco divisiones, se ejecutará la función correspondiente al
modelo elegido, en las que habrá siempre un modelo creado sin ningún ajuste y otros crea-
dos con métodos de ajuste de hiperparámetros. Al final de esta ejecución se imprimirán
por pantalla las precisiones de cada modelo, la precisión media y desviación típica y la
mejor precisión para entrenamiento y prueba, además del tiempo transcurrido entre que
se comenzó la creación de modelos y su finalización.
4.2. Algoritmos de clasificación
A continuación se detalla el funcionamiento de cada uno de los algoritmos de clasificación
usados, junto a sus parámetros disponibles. El uso de estos se detallará en sus capítulos propios,
más adelante.
4.2.1. K-Nearest Neighbors
El método de los k vecinos más cercanos usa aprendizaje supervisado tanto para pro-
blemas de regresión como de clasificación, en los que nos centraremos por ser este nuestro
caso. Funciona tomando datos de entrenamiento en los que se incluye la clase a la que
pertenece cada elemento, almacenándolos para usarlos como método de decisión. Se le in-
dica también un número k correspondiente al número de vecinos con los que queramos
comparar cada elemento a evaluar. A la hora de clasificar otros datos, toma cada uno de los
individuos y busca sus k vecinos más cercanos dentro de los datos de entrenamiento. La clase
de cada uno de ellos cuenta como un voto, y la clase predicha para el nuevo individuo
será la que más votos tenga. Se basa, por tanto, en el concepto de que individuos de clases
similares están cercanos en el espacio. El número k que elijamos impactará directamente
en la calidad del modelo, y en el caso de tener clases pares, como es el nuestro, debemos tomar
un número impar, para que los votos nunca resulten en empate.
El clasificador usado será el perteneciente al paquete scikit-learn, KNeighborsClassifier, que
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contiene parámetros para el número de vecinos a tener en cuenta (n_neighbors), la función de
pesos usada para los puntos del vecindario (weights), el algoritmo para calcular los vecinos
más cercanos (algorithm), la cantidad máxima de nodos hoja de estos algoritmos (leaf_size),
el parámetro en caso de usar distancia Minkowski (p), la métrica de distancia a usar (metric),
otros parámetros para la métrica (metric_params) y el número de trabajos paralelos a realizar
(n_jobs).
4.2.2. Decision Trees
El algoritmo de los árboles de decisión es otro método de aprendizaje supervisado, que
además de en clasificación se puede aplicar a la regresión. Se encarga de crear un modelo
basado en reglas de decisión, que serán más o menos complejas según la profundidad del
árbol. Precisamente esta profundidad es una de las principales causas de sobreajuste, es decir,
ajustar demasiado el modelo a los datos de entrenamiento, siendo este demasiado específico
y por tanto no tan bueno para clasificar otros datos. También hay que prestar atención a los
datos que se le introducen, pues si en ellos se repite una clase mucho más que otra, el modelo
no será equitativo.
Para crear el modelo, el árbol de decisión toma los datos de entrenamiento y va divi-
diéndose separando dos secciones de estos cada vez. Estas separaciones dependerán de
alguna característica en la que se diferencien ambos conjuntos. Las decisiones de separación
vendrán influenciadas por los parámetros del algoritmo, que en nuestro caso es DecisionTree-
Classifier de scikit-learn. Sus parámetros son: la función de medida de calidad de una divi-
sión (criterion), la estrategia de división (splitter), la máxima profundidad o número de nive-
les que puede tener (max_depth), el mínimo de elementos que debe pertenecer en un nodo
para poder dividirlo, evitando así crear divisiones muy específicos (min_samples_split), el nú-
mero mínimo de individuos que debe haber en un nodo hoja, para no crear nodos muy es-
pecíficos (min_samples_leaf ), la fracción mínima del total de pesos que deben pertenecer a
cada nodo (min_weight_fraction_leaf ), el número de características que tener en cuenta pa-
ra encontrar la mejor división (max_features), el número máximo de nodos hoja permitidos
(max_leaf_nodes), la cantidad mínima de reducción de impureza que necesita dar una división
(min_impurity_decrease), la impurezamínima requerida para dividir un nodo (min_impurity_split),
los pesos de cada clase (class_weight), un parámetro de complejidad para la poda, que por de-
36
fecto no se usa (ccp_alpha), y una variable para controlar la aleatoridad del estimador (ran-
dom_state).
4.2.3. Random Forest
El algoritmo RandomForestClassifier de scikit-learn, o bosques aleatorios, pertenece a los
métodos de ensamblado, que usan las predicciones de varios modelos para alcanzar una
decisión. En el caso de random forest, estos estimadores son árboles de decisión cuyos re-
sultados probabilísticos (en vez de su voto) se unen para obtener la media, que supondrá la
predicción final. El objetivo de estos es evitar el sobreajuste típico de los árboles de decisión,
ya que al tener muchos árboles, los errores o problemas individuales de estos se diluyen.
Al ser un conjunto de árboles, repitemuchos de sus parámetros, a saber: criterion, max_depth,
min_samples_split, min_samples_leaf, min_weight_fraction_leaf, max_features, max_leaf_nodes,
min_impurity_decrease, min_impurity_split, class_weight, n_jobs, ccp_alpha y random_state. A
estos le añadimos los parámetros para cantidad de árboles a crear (n_estimators), evitar el uso
de todo el conjunto de datos para entrenar (bootstrap), validar el modelo con los datos que
no se hayan usado (oob_score, sólo si se está usando bootstrap) y reutilización de la solución
anterior (warm_start).
4.2.4. Support Vector Machines
El algoritmo de máquinas de vectores de soporte es el cuarto método de aprendizaje
supervisado que usaremos, de nuevo en su modalidad de clasificación. Este clasificador toma
los datos de entrenamiento y crea uno o varios hiper planos que dividen el espacio en que
están contenidos, idealmente dejando losmiembros de unamisma clase en unamisma división.
Se considera como mejor hiperplano aquel que más distancia tiene entre sí y el punto más
cercano.
Cuando tenemos un problema no lineal, es decir, que no existen líneas rectas que puedan
dividir ambas clases, la función kernel usada gana importancia. Esta transforma los datos
introducidos para usarlos en el espacio con el que el algoritmo puede trabajar, donde el pro-
blema sí será lineal y por tanto el algoritmo podrá resolverlo como tal. Los kernels pueden ser
desde lineales a polinómicos, y el tipo que necesitemos va a depender de las características
de nuestro problema.
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El método usado será SVC de scikit-learn, que tiene parámetros para regularización (C),
función kernel (kernel), grado en caso de kernel polinómica (degree), coeficiente gamma para
kernels polinómicas, sigmoides y de base radial (gamma), coeficiente independiente en po-
linómicas y sigmoides (coef0), uso o no de heuristica de encogimiento (shrinking), permitir
estimaciones de probabilidad (probability), tolerancia de parada (tol), tamaño de caché de
kernel (cache_size), máximo de iteraciones (max_iter), forma de la función de decisión (de-
cision_function_shape) y si se rompen empates según la confianza de la función de decisión
(break_ties). Además de estos, repiten los anteriormente mencionados class_weight, verbose y
random_state.
4.2.5. Neural Networks
Las redes neuronales son el último método que usaremos, también de aprendizaje su-
pervisado. Las redes neuronales pueden ser más o menos complejas, pero mantienen unos
componentes básicos. Tienen una capa de entrada y otra de salida entre las que puede
haber una o más capas ocultas. La capa de entrada tiene neuronas que representan los datos
introducidos, y en el caso de las capas ocultas, estas neuronas tienen pesos que multiplican
los valores que llegan a ellas, formando una suma de multiplicaciones que se une a la función
de activación. Los valores van transformándose capa a capa hasta la capa de salida, que indica
a qué clase pertenece el individuo introducido.
Durante la fase de entrenamiento, los pesos de las diferentes capas se entrenan para
conseguir que la red neuronal de los resultados buscados. En el caso de scikit-learn, se emplea
un preceptrón multicapa (MLPClassifier) que se entrena mediante backpropagation, es de-
cir, tomando las salidas y corrigiendo hacia atrás. Sus parámetros permiten elegir tamaño de
las capas ocultas (hidden_layer_sizes), función de activación de las capas ocultas (activation),
manera de optimizar los pesos (solver), parámetro de penalización (alpha), tamaño de mues-
tras para optimizadores estocásticos (batch_size), tasa de aprendizaje (learning_rate), tasa de
aprendizaje inicial (learning_rate_init), exponente para tasa de aprendizaje de tipo decrecien-
te (power_t), barajar o no las muestras (shuffle), mínimo de mejora para continuar (tol), ritmo
de descenso del gradiente para optimización de pesos sgd (momentum), uso de momentum
de Nesterov (nesterovs_momentum), parada automática si la precisión de validación no mejo-
ra (early_stopping), fracción a apartar para la validación (validation_fraction), valores para la
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función de optimización de pesos adam (beta_1, beta_2, epsilon), número de iteraciones que
esperar sin cumplir el mínimo de mejora (n_iter_no_change) y número máximo de llamadas a
funciones de pérdidsa al usar lbfgs para optimización de pesos (max_fun) Repite también los
parámetros max_iter, random_state, verbose y warm_start.
4.3. Ajuste de hiperparámetros
Como hemos podido ver, todos los algoritmos tienen varios parámetros, y para obtener
la mejor combinación de ellos debemos de aplicar métodos de ajuste. Estos se encargan de
generar combinaciones de hiperparámetros a partir de un diccionario de ellos, y crear y
probar los modelos sobre el conjunto de entrenamiento hasta obtener la mejor combinación.
No existe un solo enfoque para realizar esta tarea, sino varios métodos con sus ventajas y
desventajas. En concreto, en este código se explorarán tres:
4.3.1. Grid search con validación cruzada
El método de grid search (GridsearchCV en scikit-learn), búsqueda dentro de cuadrícula,
recorre todas las combinaciones posibles dentro del diccionario que se le da como pará-
metro. Además, implementa internamente validación cruzada, que por defecto es del tipo
5-fold. Con esto garantiza encontrar la mejor combinación de parámetros, pero conforme au-
menta la cantidad de ellos aumenta también mucho el tiempo que emplea, por lo que es mejor
usarla con diccionarios de parámetros pequeños.
Sus parámetros son: el modelo de estimación a optimizar (estimator), el diccionario de
hiperparámetros para dicho modelo (param_grid), el método de evaluación a usar dentro de la
validación cruzada (scoring), parámetros para ejecución en paralelo (n_jobs y pre_dispatch), la
opción de recalcular el modelo para todos los datos introducidos con los mejores parámetros
(refit), el tipo de validación cruzada (cv), la cantidad de información a imprimir en consola
(verbose), método de gestión de errores (error_score).
4.3.2. Búsqueda aleatoria con validación cruzada
Este método de búsqueda aleatoria (RandomizedSearchCV en scikit-learn) trabaja de
manera muy similar al anterior, solo que en vez de tomar todas las posibles combinaciones de
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un diccionario, toma un número dado. Esto hace que no tarde tanto tiempo y sea un buen
método para casos de diccionarios largos y algoritmos de clasificación que consuman
mucho tiempo. Las leyes de probabilidad indican que, sin importar la cantidad de combina-
ciones posibles, con 60 iteraciones se pueden conseguir modelos dentro del 5%mejor y con
una confianza del 95%, y con 460 aquellos dentro del 1 % mejor con confianza del 99%
[33]. Por tanto, aunque el diccionario sea amplio no necesitará recorrerse entero para obtener
un buen modelo, y el número de iteraciones que realicemos dependerá de la confianza y grado
de calidad que busquemos.
Sus parámetros son iguales a los de GridsearchCV, con la diferencia de que param_grid pasa
a ser param_distributions y además se añade el parámetro n_iter, correspondiente al número
de combinaciones de parámetros a probar.
4.3.3. Búsqueda bayesiana con validación cruzada
Este método de búsqueda emplea optimización bayesiana para encontrar los mejores pará-
metros, con un uso similar a los anteriores. No pertenece a scikit-learn, sino a scikit-optimize,
y en el momento del desarrollo de este trabajo no está adaptado para la versión 0.24 de scikit-
learn, paquete que usa en repetidas ocasiones. Esto se soluciona bajando la versión de scikit-
learn a la 0.23. Aun haciendo este cambio, no ha sido posible integrarlo en nuestro proceso de




Para obtener los mejores modelos para el método de vecinos más cercanos, hemos de-
terminado que de los 8 parámetros disponibles para el algoritmo KNN, dejaremos tres de ellos
en sus valores predeterminados. Estos serán el número de trabajos paralelos ejecuta-
dos, que se quedará como uno solo; los parámetros adicionales para lamétrica usada, que
no será ninguno, y el número p, que se mantendrá en 2, porque al servir para modificar la
métrica Minkowski y convertirla en Manhattan o euclídea (según p sea 1 o 2), ambas métricas
estando presentes ya como posibilidades, no será necesario darle varios valores y aumentar
las iteraciones de la búsqueda de parámetros.
Quedan otros cinco parámetros, para los que usaremos en losmodelos con búsqueda un
diccionario donde estableceremos sus posibles valores a tomar, que iremos ajustando durante
varias ejecuciones. Debido a la baja cantidad de combinaciones existentes, no usaremos la bús-
queda aleatoria, al ser relativamente pequeña la cantidad de candidatos, el tiempo consumido
en las iteraciones de búsqueda aleatoria serían casi el mismo que en grid search para poder te-
ner una buena confianza. En el caso de losmodelos sin búsqueda, empezaremos con valores
por defecto y después ajustaremos el tamaño de hoja y el número de vecinos.
5.1. Ejecución 1
En esta ejecución dejamos los valores por defecto de todos los parámetros para el cálculo
sin búsqueda de hiperparámetros, y para la búsqueda de grid search dejamos el número de
vecinos y el tamaño de hoja por defecto, 5 y 30; y obtenemos los modelos con las diferentes
combinaciones de los demás hiperparámetros, respectivamente.
Estos serán:
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Función de peso (weigth): los pesos podrán ser iguales para todos (uniform) o mayores
cuanto más cerca estén (distance).
Algoritmo de cálculo de los vecinos más cercanos (algorithm): las opciones son
fuerza bruta (brute), ball tree (ball_tree) y árbol k-dimensional (kd_tree).
Métrica de distancia (metric): euclídea (euclidean), Manhattan (manhattan), de Chebyshev
(chebyshev) y de Minkowski (minkowski).
5.1.1. Resultados en mujeres
La ejecución del programa completo, es decir, la creación de unmodelo KNN para cada una
de las 5 distribuciones de datos de entrenamiento y prueba, requirió 1 minuto y 5 segundos,
obteniéndose los resultados que podemos ver en la Tabla 3 y la Figura 15.
Figura 15: Valores de precisión para la ejecución 1 de KNN en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.650 0.617 0.678 0.542 0.593 0.616 0.052
Grid search 0.650 0.600 0.678 0.508 0.593 0.606 0.065
Tabla 3: Valores de precisión para la ejecución 1 de KNN en mujeres.
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Se ha llegado a una precisión máxima del 67,8 % en la distribución 3, tanto sin ajustes como
con grid search. Estemodelo usa algoritmo ball tree, métrica euclídea, peso uniforme, tamaño
de hoja 30 y 5 vecinos a tener en cuenta. La precisión media de los modelos llega al 60% en
ambos casos, pero es algo mejor en el cálculo del modelo sin ajustes, igual que la desviación
típica. Esta es de un 5% y un 6% para cada método, aunque en ambos la distancia entre la
mayor y menor precisión sea de más de diez puntos.
En datos de entrenamiento, la precisión es del 75% en ambos modelos, por lo que podemos
considerar que tenemos poco sobreajuste.
5.1.2. Resultados en hombres
La creación de los modelos para los conectomas de hombres ha requerido 34 minutos y 6
segundos, mucho más que la anterior. Esto es, como se comentaba antes, debido a la diferencia
entre ambas cantidades de datos. Los resultados se ilustran en la Tabla 4 y la Figura 16.
Figura 16: Valores de precisión para la ejecución 1 de KNN en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.510 0.539 0.539 0.519 0.580 0.538 0.027
Grid search 0.510 0.560 0.545 0.522 0.583 0.544 0.029
Tabla 4: Valores de precisión para la ejecución 1 de KNN en hombres.
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En hombres, encontramos resultados algo peores, pues las medias de precisión de ambos
cálculos no llegan nunca al 55%. El mejor modelo se consigue en la quinta distribución,
donde ambos métodos consiguen prácticamente el mismo resultado, un 58% y un 58,3 % de
precisión respectivamente. Esta se consigue con un algoritmo ball tree, métrica euclídea, peso
dependiente de la distancia, tamaño de hoja 30 y 5 vecinos a tener en cuenta.
A diferencia de lo que encontrábamos en los modelos para mujeres, la media de precisión
en entrenamiento es del 73% en el cálculo sin ajustes y del 89% en el cálculo con grid search,
llegándose con este método hasta un 100% de precisión, lo que nos indica que en este caso sí
se está produciendo sobreajuste.
5.1.3. Resultados en ambos sexos
Finalmente, los modelos de vecinos más cercanos para personas en general han tardado 52
minutos y 18 segundos en crearse, de nuevomás que el apartado anterior, y desde luegomucho
más que los destinados a mujeres. En la Tabla 5 y la Figura 17 se detallan sus resultados,
similares a los obtenidos en hombres.
Figura 17: Valores de precisión para la ejecución 1 de KNN en ambos sexos.
Las medias de precisión son muy similares a las obtenidas con los conectomas de hombres,
de nuevo sin llegar al 55%. El mejor modelo, generado por búsqueda sin ajustes, nos da
un 60,7 % de precisión con la última distribución. Sus parámetros son algoritmo automático,
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D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.510 0.491 0.550 0.522 0.607 0.536 0.045
Grid search 0.526 0.506 0.577 0.522 0.602 0.547 0.041
Tabla 5: Valores de precisión para la ejecución 1 de KNN en ambos sexos.
metrica Minkowski con parámetro p igual a 2 (por tanto equivalente a métrica euclídea), peso
uniforme, tamaño de hoja 30 y 5 vecinos a tener en cuenta. Encontramos sobreajuste igual que
hacíamos en el conjunto de hombres, con medias del 74% y 95% de precisión para cálculo sin
y con búsqueda.
5.2. Ejecución 2
Tras esta primera ejecución, se pasa a dar valores a los parámetros de número de vecinos
y tamaño de hoja. La cantidad idónea del primero va a depender del tamaño de nuestros
datos, que como ya se ha comentado varía mucho. Lo único que debemos tener en cuenta es
que este número debe de ser impar, para que los votos siempre den un resultado y no acaben
en empate. Para cada conjunto se elegirá una K igual a la raíz cuadrada del número total de
sujetos (siempre que esta no sea par, en cuyo caso se le sumará 1) para el modelo sin búsqueda;
y en el caso de los modelos con búsqueda se escogerá el número impar directamente superior
e inferior para crear un rango.
En el caso del tamaño de hoja, tras realizar pruebas con los tres conjuntos de datos, se
ha concluido que alterar su valor no cambia los resultados de precisión obtenidos, pero si los
tiempos en los que se consiguen. Por tanto realizaremos pruebas para los datos de mujeres y
hombres en busca de la mejor reducción de tiempo, aplicando el resultado del segundo conjun-
to también al de ambos sexos para ahorrar tiempo. Con esta cifra pretendemos compensar en
parte la subida de tiempo de ejecución causada por el aumento de número de vecinos.
5.2.1. Resultados en mujeres
Gracias a la pequeña cantidad de datos en mujeres, hemos podido realizar más pruebas
para encontrar un buen tamaño de hoja, pues los resultados se obtienen más rápidamente.
Se han usado valores entre 5 y 140 para el tamaño de hoja, concluyéndose así que la mejor
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cifra es 120.












Tabla 6: Tiempos de ejecución de grid search de 72 combinaciones de KNN en mujeres con
varios tamaños de hoja.
Aunque como se ve en la Tabla 6 la diferencia es de segundos, estos se van acumulando y
acaban suponiendo un ahorro de tiempo alto.
Respecto al número de vecinos, para modelos con búsqueda se añade una entrada
al diccionario de hiperparámetros, permitiendo los valores 15, 17, 19 y 21 (se ha tomado un
valor más aprovechando la baja cantidad de muestras, que acelera mucho la ejecución). Estos
valores han sido elegidos porque tenemos un total de 297 conectomas de mujeres, y la raíz de
este número es 17. Por ello se orbita alrededor de este número. En el modelo sin búsqueda se
establece 17 como número de vecinos.
La ejecución, cuyos resultados se muestran en la Tabla 7 y la Figura 18, ha requerido
solamente de 3 minutos y 43 segundos.
Las medias han mejorando en tres y cuatro puntos cada una, superándose el 60% de
precisión en ambas. La desviación típica no ha cambiado demasiado en ningúnmétodo, aunque
destaque el resultado de la quinta división en ambos, por tener un valor de precisión mucho
mejor, 74,6 %. Estemejormodelo tiene los parámetros algoritmo ball tree, tamaño de hoja 120,
métrica euclídea, 17 vecinos y pesos uniformes. Las medias de los conjuntos de entrenamiento
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Figura 18: Valores de precisión para la ejecución 2 de KNN en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin búsqueda 0.650 0.617 0.610 0.593 0.746 0.643 0.061
Grid search 0.650 0.633 0.610 0.593 0.746 0.646 0.060
Tabla 7: Valores de precisión para la ejecución 2 de KNN en mujeres.
son un 73% y un 72%, por lo que se ha reducido algo el sobre ajuste y hemos mejorado los
resultados.
5.2.2. Resultados en hombres
Para ajustar el tamaño de hoja del conjunto de datos de hombres se pudieron hacermenos
pruebas debido a que estas tardaban mucho más. No obstante, se consiguió reducir el tiempo
requerido para ejecutar un grid search de 72 candidatos, pasando de 22 minutos y medio con
30 hojas a 17 minutos y 18 segundos con 300 (Tabla 8).
Ahora, la diferencia de tiempo es de alrededor de 5 minutos por búsqueda, que al realizar
las cinco búsquedas que supone cada ejecución darán aproximadamente unos 25 minutos de
ahorro.
Pasando al número de vecinos, la cantidad total de imágenes de hombre es 1715, así que es-
tablecemos valores de 39, 41 y 43 para el parámetro n_neighbors. Para el cálculo sin búsqueda
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Tabla 8: Tiempos de ejecución de grid search de 72 combinaciones de KNN en hombres con
varios tamaños de hoja.
usaremos 41 vecinos. Esta segunda ejecución tarda 2 horas y cuarto en completarse.
Figura 19: Valores de precisión para la ejecución 2 de KNN en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin búsqueda 0.548 0.525 0.580 0.507 0.542 0.541 0.027
Grid search 0.551 0.499 0.569 0.574 0.557 0.540 0.018
Tabla 9: Valores de precisión para la ejecución 2 de KNN en hombres.
En laTabla 9 y la Figura 19 apreciamos que la precisión media prácticamente no ha varia-
do, sólo en losmodelos sin búsqueda conseguimos aumentarla en un 1%. Elmejormodelo que
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obtenemos da prácticamente la misma precisión, incluso menos, un 58%, que el mejor obteni-
do en la primera ejecución. Usa algoritmo automático, tamaño de hoja 300, métricaMinkowski,
41 vecinos y pesos uniformes.
Esta segunda ejecución no ha mejorado prácticamente nada respecto a la primera, au-
mentándose el sobreajuste, pues los modelos en entrenamiento consiguen medias del 70% en
cálculo sin búsqueda y del 99% en cálculo con grid search.
5.2.3. Resultados en ambos sexos
Con el conjunto de datos de ambos sexos hemos repetido los mismos parámetros que los
usados para hombres, consiguiéndose una mejora de unos 4 minutos por búsqueda, que ahora
requiere 24 minutos. Usamos de nuevo 300 como tamaño de hoja, y como tenemos un total
de 2012 sujetos, establecemos 45 como número de vecinos en modelos sin búsqueda y el trío
43, 45, 47 para modelos con búsqueda. La ejecución completa del programa tardó 3 horas y 20
minutos, mejorando muy poco la anterior.
Figura 20: Valores de precisión para la ejecución 2 de KNN en ambos sexos.
Lasmedias no hanmejorado demasiado, y se ha reducido la desviación típica, obteniéndose
una mejor precisión menor en ambos cálculos, 59%. Estemodelo emplea algoritmo de fuerza
bruta, tamaño de hoja 300, métrica euclídea, 45 vecinos y pesos acordes a la distancia. Teniendo
en cuenta que la ejecución ha requerido el doble de tiempo y hemos realizado más ajustes, los
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D1 D2 D3 D4 D5 Media Desviación típica
Sin búsqueda 0.506 0.526 0.552 0.547 0.590 0.544 0.032
Grid search 0.521 0.526 0.555 0.547 0.590 0.548 0.027
Tabla 10: Valores de precisión para la ejecución 2 de KNN en ambos sexos.
resultados no son lo esperados, al igual que ocurría en hombres. El sobreajuste ha descendido
en losmodelos sin búsqueda, que tienen unamedia del 65% de precisión, pero han aumentando
en los modelos con búsqueda grid search, pues su media es un 100% de precisión.
Este sobreajuste podría explicar la falta de mejora tanto en hombres como en ambos sexos,
pues los modelos han sido demasiado optimizados hacia los datos de entrenamiento, sin tener
capacidad de adaptarse a otros diferentes.
5.3. Conclusiones finales
Tras ambas ejecuciones hemos podido determinar los mejores modelos del algoritmo de los
vecinos más cercanos para cada uno de los tres conjuntos de datos. Los parámetros explorados
han sido los siguientes:
Número de vecinos (n_neighbors): para mujeres, 5, 17, 19 o 21; para hombres 39, 41 o
43; y para ambos sexos 43, 45 o 47. Las diferencias se deben a que tenemos más datos de
hombres que de mujeres. Para establecer ambos rangos se han llevado a cabo pruebas,
y tanto en el caso de las mujeres como de los hombres, valores menores o mayores
comenzaban a dar valores de exactitud peores. Todos los números son impares ya que,
como se comentó en la sección anterior, esto nos evita tener un empate entre las clases.
Función de peso weight: los pesos pordrán ser iguales para todos (uniform) o mayores
cuanto más cerca estén (distance).
Algoritmo de cálculo de los vecinos más cercanos (algorithm): las opciones son
fuerza bruta (brute), ball tree (ball_tree) y árbol k dimensional (kd_tree).
Métrica de distancia (metric): euclídea (euclidean), Manhattan (manhattan), de Chebyshev
(chebyshev) y de Minkowski (minkowski).
Tamaño de hoja: 120 para mujeres y 300 para hombres y ambos sexos.
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Con ellos, hemos seleccionado los siguientes modelos como mejores:
Enmujeres, algoritmo ball tree, métrica euclídea, pesos uniformes, tamaño de hoja 120
y 17 vecinos a tener en cuenta, lo que nos da una precisión del 74,6 %.
En hombres, algoritmo de ball tree, métrica euclídea, peso dependiente de la distancia,
tamaño de hoja 30 y 5 vecinos a tener en cuenta, lo que nos da una precisión del 58,3 %.
En ambos sexos, algoritmo automático, métrica Minkowski con parámetro p igual a 2
(por tanto equivalente a métrica euclídea), peso uniforme, tamaño de hoja 30 y 5 vecinos
a tener en cuenta, lo que nos da una precisión del 60,7 %.
La mejor precisión se ha obtenido claramente en mujeres, superando esta en dieciséis pun-
tos a la obtenida con hombres y en casi catorce a la obtenida para ambos. En estos dos grupos
no hemos conseguido mejorar los modelos, quedándonos con precisiones algo bajas a pesar
de realizar búsqueda por grid search.
Destaca también que en todas las ocasiones los modelos encontrados con y sin búsqueda
dan resultados muy parecidos, algunos incluso mejores, que los encontrados con búsqueda. El
hecho de que los primeros se puedan calcular en mucho menos tiempo que los segundos nos
indica que en este conjunto de datos no vale la pena realizar búsquedas para crear modelos de





Los árboles de decisión del paquete scikit-learn tienen 13 parámetros, pero no todos se
incluyen en el diccionario de hiperparámetros. Para poder tener resultados reproducibles, el
valor de random_state, será siempre 3, enmodelos creados sin y con búsqueda. Además, no usa-
remos ccp_alpha, pues este se orienta a reducir los costes asociados con complejidad. Respecto
al resto de parámetros, en un principio daremos valores al criterio de calidad, estrategia de
división, y profundidad máxima del árbol, para luego ajustar el resto de parámetros.
Usaremos los conectomas de mujeres para realizar el mayor número de pruebas, cuyos
resultados luego trasladaremos a los demás conjuntos. Esto se debe a que nos es imposible
realizar tantas ejecuciones en los conjuntos de hombres y ambos sexos, pues cada una requiere
demasiado tiempo.
También para ahorrar tiempo se empleará el método de búsqueda aleatoria, porque las
posibles combinaciones de los diccionarios seránmuchas. Por ello se realizarán 460 iteraciones
de búsqueda aleatoria para garantizar una buena calidad. Además, en las ocasiones en las que
el número de combinaciones posibles no llegue a 460, la búsqueda aleatoria actuará como
búsqueda con grid search.
6.1. Conectomas de mujeres
6.1.1. Ejecución 1
Para la primera ejecución, usaremos los siguientes parámetros:
Medida de calidad de división (criterion), que podrá ser impureza Gini (gini) ganancia
de información (entropy).
Estrategia de división (splitter), que podrá ser elegir la mejor partición (best) o una
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aleatoria (random).
Profundidadmáxima del árbol (max_depth), que para los modelos con búsqueda ten-
drá disponibles los valores 1, 6, 11 y 16, y para modelos sin búsqueda será 8.
Con esta configuración, obtenemos los resultados ilustrados en la Tabla 11 y la Figura
21, con un tiempo de ejecución de 2 minutos y medio.
Figura 21: Valores de precisión para la ejecución 1 de DT en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.417 0.550 0.593 0.508 0.576 0.528 0.080
Búsq. aleatoria 0.617 0.583 0.525 0.610 0.525 0.572 0.044
Tabla 11: Valores de precisión para la ejecución 1 de DT en mujeres.
Esta primera ejecución nos ha dado unas medias de precisión no muy buenas, 53% y 57%,
obteniéndose lamáxima precisión en búsqueda aleatoria, con unmodelo de árbol de decisión
quemide la calidad de una división según la ganancia de información, usa estrategia de división
aleatoria y tiene una profundidad de 1.
La precisión media para el conjunto de entrenamiento es de un 99,8 % en el caso de los
modelos sin ajustes y de un 86,2 % para los otros, por lo que tenemos mucho sobreajuste.
En las siguientes ejecuciones intentaremos reducirlo.
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6.1.2. Ejecución 2
Ahora procederemos a buscar los mejores rangos de los hiperparámetros restantes
para árboles de decisión en mujeres. Para ello llevaremos a cabo una serie de pruebas, añadien-
do un parámetro cada vez, y determinando su mejor configuración fijándonos en la precisión
media obtenida. Esta sección, por tanto, realmente no es una sola ejecución, sino varias cortas
para poder hacer pruebas seguidas de una final.
Cambiaremos también la profundidad máxima en modelos sin ajustes a 11, para intentar
mejorar sus resultados.
Tras realizar pruebas para todos los hiperparámetros, se ha concluido que sus mejores
rangos son los siguientes:
Profundidad máxima (max_depth): se establecen valores entre 1 y 11.
Características a tener en cuenta (max_features): toma tanto el logaritmo en base 2 y
la raíz cuadrada de la cantidad total de características como los valores del 10 % al 50 %,
de 10 % en 10%.
Reducción mínima de impureza (min_impurity_decrease): establecemos valores en-
tre el 1 % y el 5 % de impureza, con saltos de un 1%.
Individuos mínimos para realizar una división (min_samples_split): serán entre 2
y 18 individuos con saltos de 2.
Número máximo de nodos hoja (max_leaf_nodes): entre 60 y 90, de 10 en 10.
Con este diccionario de hiperparámetros realizamos una ejecución final de 15 minutos, con
la que conseguimos mejorar los resultados, como se aprecia en la Tabla 12 y la Figura 22.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.533 0.617 0.576 0.525 0.695 0.589 0.069
Búsq. aleatoria 0.750 0.667 0.695 0.593 0.475 0.636 0.106
Tabla 12: Valores de precisión para la ejecución 2 de DT en mujeres.
Las medias han subido en ambos casos, aunque también la desviación típica. Ahora las
medias de modelos sin ajustes y con búsqueda aleatoria son, respectivamente, 58,9 % y 63,6 %,
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Figura 22: Valores de precisión para la ejecución 2 de DT en mujeres.
siendo elmejormodelo el obtenido con el nuevo diccionario de hiperpaŕametros, en concreto
con la combinación de un criterio de calidad de impureza Gini, división aleatoria, profundidad
máxima 8, 6 muestras mínimas para dividir, reducción mínima de impureza 0,02, máximo de
80 nodos hoja y un 40% de características a tener en cuenta. Este nos da una precisión del
75%.
El sobreajuste ha aumentado en los modelos sin búsqueda, siendo la precisión media de es-
tos en datos de entrenamiento un 100%, y se ha reducido levemente en modelos con búsqueda
aleatoria, pasando a ser del 81%.
Ahora que hemos hecho pruebas en el conjunto más pequeño, vamos a trasladar los me-
jores ajustes a los conjuntos de hombres y ambos sexos.
6.2. Conectomas de hombres
6.2.1. Ejecución 1
En vez de partir de cero, vamos a probar en hombres la misma configuración de la segunda
ejecución de árboles de decisión para mujeres, solo que aumentando la profundidad del
árbol, ya que nuestro conjunto de datos es mayor. En la nueva configuración, esta pasa a
tener un rango de 1 a 21, saltando de dos en dos. Ejecutarla nos lleva 1 hora y 3 minutos,
56
obteniendo así los resultados ilustrados en la Tabla 13 y la Figura 23.
Figura 23: Valores de precisión para la ejecución 1 de DT en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.554 0.487 0.557 0.536 0.522 0.531 0.029
Búsq. aleatoria 0.478 0.481 0.571 0.499 0.516 0.509 0.038
Tabla 13: Valores de precisión para la ejecución 1 de DT en hombres.
Las medias, un 53,1 % de precisión para modelos sin ajustes y un 50,9 % modelos con bús-
queda aleatoria, no son buenas, ni varían mucho de las algoritmo de los k vecinos más cerca-
nos. El mejor modelo lo encontramos en la tercera división, donde la búsqueda aleatoria ha
encontrado la configuración de medida de mejora según ganancia de información, uso de la
mejor división posible, profundidad máxima de 5, mínimo de 16 muestras y mejora de impure-
za del 1 % para dividir, 10 % de características a tener en cuenta y 70 nodos hoja como máximo.
Su precisión es del 57,1 %, menor que la que habíamos encontrado para KNN.
La desviación no es demasiado grande en ningún caso, pero sí que tenemos sobreajuste,
pues losmodelos sin búsqueda dan unamedia del 99% de precisión y losmodelos con búsqueda
aleatoria una del 72%.
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6.2.2. Ejecución 2
Como los modelos obtenidos en la ejecución 1 no empleaban una profundidad de más de
10, volvemos a establecer el rango anterior, de 1 a 11. Para intentar mejorar nuestros modelos,
cambiamos el mínimo de muestras para dividir a un rango de entre 45 y 99, con saltos
de 2 en 2. Este rango se decide después de hacer pruebas con otros menores, que no mejoran
el resultado. Cambiamos este parámetro y no otro porque al tener más individuos, establecer
un mínimo de muestras muy pequeño para dividir un nodo puede estar causando parte del
sobreajuste.
Con esta configuración, ejecutamos durante un total de 53 minutos y obtenemos los resul-
tados algo mejores (Tabla 14, Figura 24):
Figura 24: Valores de precisión para la ejecución 2 de DT en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.542 0.557 0.528 0.490 0.545 0.532 0.026
Búsq. aleatoria 0.542 0.531 0.557 0.504 0.519 0.531 0.020
Tabla 14: Valores de precisión para la ejecución 2 de DT en hombres.
La media de los modelos sin ajustes se ha mantenido, porque no hemos cambiado sus pará-
metros, pero la media de los modelos con búsqueda aleatoria ha subido dos puntos, pasando a
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ser un 53,1 % y 51%. Elmejor modelo lo encontramos de nuevo en la segunda división, pero
da una precisión menor que el que encontrábamos anteriormente, 55,7 %. Esta nueva configu-
ración nos ha dado una media algo mejor porque sus precisiones son todas parecidas, con la
mitad de desviación típica que la ejecución anterior.
Hemos conseguido reducir el sobreajuste, pues ahora la precisión media para modelos de
búsqueda aleatoria es del 67,9 %.
6.3. Conectomas de ambos sexos
Como tanto en hombres como en mujeres ha sido mejor tener una profundidad de entre
1 y 11, esta vez no la cambiaremos. Lo que sí modificaremos será el mínimo de muestras para
dividir un nodo, que tomarán valores entre 15 y 43, de dos en dos. Los modelos sin ajustes
seguirán haciéndose de la misma manera. Tras 1 hora y 10 minutos, obtenemos los resultados
descritos en la Tabla 15 y la 25.
Figura 25: Valores de precisión para la ejecución 1 de DT en ambos sexos.
Obtenemos, una vez más, medias de precisión no muy buenas, pues tenemos un 52% para
modelos sin ajuste y un 54,7 % para modelos con búsqueda. El mejor modelo tiene una preci-
sión del 58,7 %, con medida de mejora según ganancia de información, uso de la mejor división
posible, profundidad máxima de 4, mínimo de 21 muestras y mejora de impureza del 1 % para
dividir, 50 % de características a tener en cuenta y 80 nodos hoja como máximo.
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D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.481 0.504 0.555 0.537 0.525 0.520 0.029
Búsq. aleatoria 0.494 0.536 0.587 0.545 0.547 0.542 0.033
Tabla 15: Valores de precisión para la ejecución 1 de DT en ambos sexos.
Volvemos a tener el mismo sobreajuste, un 98,4 % de precisión en modelos sin ajuste y un
65,2 % sobre datos de train.
6.4. Conclusiones finales
Los mejores modelos de árboles de decisión para los tres conjuntos de datos han necesi-
tado diccionarios parecidos. En este caso, ninguno de ellos viene de creación de modelos
normal, sino que todos han surgido de búsqueda aleatoria. Los parámetros explorados han
sido los siguientes:
Medida de calidad de división (criterion): las opciones dadas son por ganancia de
información (entropy) o según impureza Gini (gini).
Estrategia de división (spliter): puede ser ejor partición (best) o una aleatoria (random).
Profundidad máxima del árbol (max_depth): tendrá disponibles valores del 1 al 11.
Características a tener en cuenta para dividir (max_features): toma tanto el logarit-
mo en base 2 y la raíz cuadrada de la cantidad total de características como los valores
del 10 % al 50 %, de 10 % en 10%.
Decrecimiento mínimo de impureza (min_impurity_decrease): valores entre el 1 % y
el 5 % de impureza.
Individuos mínimos para realizar una división (min_samples_split): para mujeres,
entre 2 y 18, para hombres entre 45 y 100 y para ambos sexos entre 15 y 45, todos con
saltos de 2.
Número máximo de nodos hoja (max_leaf_nodes): entre 60 y 90, de 10 en 10.
Con ellos, hemos seleccionado los siguientes modelos como mejores:
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Enmujeres, criterio de calidad de impureza Gini, división aleatoria, profundidad máxi-
ma 8, 6 muestras mínimas para dividir, reducción mínima de impureza del 2 %, máximo
de 80 nodos hoja y un 40% de características a tener en cuenta, lo que nos da una pre-
cisión del 75%.
Enhombres, medida demejora según ganancia de información, uso de lamejor división
posible, profundidad máxima de 5, mínimo de 16 muestras y mejora de impureza del 1 %
para dividir, 10 % de características a tener en cuenta y 70 nodos hoja como máximo, lo
que nos da una precisión del 57,1 %.
En ambos sexos, medida de mejora según ganancia de información, uso de la mejor
división posible, profundidadmáxima de 4, mínimo de 21muestras ymejora de impureza
del 1 % para dividir, 50 % de características a tener en cuenta y 80 nodos hoja como
máximo, lo que nos da una precisión del 58,7 %.
Volvemos a obtener la mejor precisión en mujeres, que además es el único conjunto
de datos que ha visto mejora en su mejor modelo, aunque esta sea solamente del 0,4 %. Los
modelos para hombres y ambos sexos siguen obteniendo valores de precisión muy por debajo
de los de mujeres, aunque se haya realizado búsqueda aleatoria.
De nuevo, los valores de precisión de los modelos obtenidos mediante ambas estrategias






Para random forest repetiremos el método llevado a cabo en el capítulo anterior: hacer la
mayoría de las pruebas sobre el conjunto de datos de mujeres, usando búsqueda aleatoria
con 460 iteraciones. De los parámetros disponibles para el algoritmo, dejaremos en prede-
terminado bootstrap, ccp_alpha, n_jobs y verbose, y estableceremos en todas las ejecuciones
un random_state de 3 (tanto para la búsqueda como para el modelo), para poder reproducir
los resultados, y el parámetro oob_score activado, para tener el menor sobreajuste posible. En
modelos sin búsqueda, estableceremos una profundidad máxima de 11.
7.1. Conectomas de mujeres
7.1.1. Ejecución 1
Para la primera ejecución, usaremos los siguientes parámetros:
Número de árboles (n_estimators): entre 50 y 100, con saltos de 10 en 10.
Profundidad máxima (max_depth): entre 2 y 20.
Medida de calidad de división (criterion): podrá ser o medida de impureza de Gini
(gini) o por ganancia de información (entropy).
Características a tener en cuenta (max_features): Podrá ser o bien el logaritmo en
base dos, la raíz cuadrada, o el 1 % de las características totales.
Esta ejecución requiere una hora y media, dando los resultados disponibles en la Tabla y
la Figura .
Las primeras medias que obtenemos son mejores que las que habíamos obtenido con los
modelos anteriores, un 71,7 % y un 67,4 % de precisión para modelos sin y con búsqueda.
63
Figura 26: Valores de precisión para la ejecución 1 de RF en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.767 0.633 0.661 0.746 0.780 0.717 0.066
Búsq. aleatoria 0.700 0.600 0.627 0.661 0.780 0.674 0.070
Tabla 16: Valores de precisión para la ejecución 1 de RF en mujeres.
El mejor modelo lo obtenemos en la quinta división, con una precisión del 78% en ambas
configuraciones. Este modelo usa 70 árboles, calcula la cantidad de características a tener en
cuenta usando la raíz cuadrada, tiene una profundidad de 8, y usa Gini comomedida de calidad
de división.
Vuelve a existir sobreajuste, con un 100% de precisión de media sobre los conjuntos de
entrenamiento para ambos métodos.
7.1.2. Ejecución 2
En la segunda ejecución, pasamos a usar los valores de parámetros que habíamos obtenido
para árboles de decisión, así como los particulares del algoritmo random forest. Por tanto,
usaremos:
Número de árboles (n_estimators): entre 100 y 200, con saltos de 10 en 10.
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Medida de calidad de división (criterion), que podrá ser impureza Gini (gini) ganancia
de información (entropy).
Estrategia de división (splitter), que podrá ser elegir la mejor partición (best) o una
aleatoria (random).
Profundidad máxima del árbol (max_depth): se establecen valores entre 1 y 11.
Características a tener en cuenta (max_features): toma tanto el logaritmo en base 2 y
la raíz cuadrada de la cantidad total de características como los valores del 10 % al 50 %,
de 10 % en 10%.
Reducción mínima de impureza (min_impurity_decrease): establecemos valores en-
tre el 1 % y el 5 % de impureza, con saltos de un 1%.
Individuos mínimos para realizar una división (min_samples_split): serán entre 2
y 18 individuos con saltos de 2.
Número máximo de nodos hoja (max_leaf_nodes): entre 60 y 90, de 10 en 10.
Reutilización de la solución anterior (warm_start): Podrá o no usarse.
Además, vamos a usar el número de muestras (max_samples) para bootstrap recomen-
dado, 17 (la raíz cuadrada del total de muestras, para intentar reducir el sobreajuste. Los pará-
metros no mencionados se quedarán en sus valores predeterminados.
La ejecución con esta configuración requiere de dos horas y media, y da los resultados
ilustrados en la Tabla y la Figura . Como los modelos sin búsqueda siguen teniendo los
mismos parámetros, mostraremos sus resultados pero no los discutiremos.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.767 0.633 0.661 0.746 0.780 0.717 0.066
Búsq. aleatoria 0.667 0.583 0.627 0.627 0.661 0.633 0.033
Tabla 17: Valores de precisión para la ejecución 2 de RF en mujeres.
La media de búsqueda aleatoria ha empeorado en cuatro puntos, teniendo ahora sumejor
modelo solamente un 66,7 % de precisión. Se ha conseguido reducir el sobreajuste, pues ahora
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Figura 27: Valores de precisión para la ejecución 2 de RF en mujeres.
la precisión media para entrenamiento es un 75,8 %, pero esto ha sido a cambio de empeorar
también los resultados sobre los datos de prueba, por lo que no nos compensa.
7.1.3. Ejecución 3
Como al añadir parámetros hemos obtenido peores resultados, vamos a intentar volver
a los parámetros anteriores, pero añadiéndoles el número de muestras para bootstrap de 17,
para intentar mejorar el modelo reduciendo el sobreajuste. De nuevo, no comentaremos los
resultados de los modelos creados sin ajuste porque no han cambiado.
Los modelos tardan 40 minutos en completarse, dando los siguientes resultados (Tabla y
Figura ):
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.767 0.633 0.661 0.746 0.780 0.717 0.066
Búsq. aleatoria 0.683 0.617 0.593 0.678 0.712 0.657 0.050
Tabla 18: Valores de precisión para la ejecución 3 de RF en mujeres.
Los resultados han mejorado algo, pues la precisión media es ahora del 65,7 %, pero no
hemos conseguido mejorar la precisión de la primera ejecución, ni su mejor modelo. El so-
breajuste se ha reducido sobre esta primera ejecución, siendo ahora la media sobre datos de
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Figura 28: Valores de precisión para la ejecución 3 de RF en mujeres.
entrenamiento del 78,4 %. Pero, de nuevo, si esta reducción es a cambio de menor precisión en
el conjunto de prueba, no es útil.
7.2. Conectomas de hombres
Como se ha comentado antes, en hombres reutilizaremos los parámetros encontrados para
mujeres.
7.2.1. Ejecución 1
Como hemos visto que para los datos de mujeres lo mejor es usar pocos parámetros, para
esta primera ejecución aplicaremos la misma configuración que usada en la primera ejecución
para mujeres.
Esta ejecución necesita 10 horas y 45 minutos, mucho más que las anteriores, y una vez
más, da precisiones peores que las del conjunto de mujeres (Tabla y Figura ).
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.557 0.557 0.641 0.56 0.563 0.576 0.037
Búsq. aleatoria 0.577 0.557 0.601 0.525 0.539 0.560 0.030
Tabla 19: Valores de precisión para la ejecución 1 de RF en hombres.
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Figura 29: Valores de precisión para la ejecución 1 de RF en hombres.
Obtenemos una media de precisión del 55,1 % para modelos sin ajustes y del 56% para mo-
delos con búsqueda, siendo elmejor modelo el creado en la tercera división de los datos, con
un 64,1 % de precisión en el modelo sin búsqueda. Este usa criterio de calidad Gini, ninguna
profundidad máxima, 100 árboles, y calcula la cantidad de características usadas automática-
mente.
Las medias de precisión en datos de entrenamiento son mayores del 99% en ambos con-
juntos, por lo que nos volvemos a encontrar con sobreajuste.
7.2.2. Ejecución 2
Aunque hemos conseguido valores buenos de precisión (si los comparamos con los que
hemos obtenido para hombres en otros modelos), vamos a probar a reducir su sobreajuste
con el mismo método que antes. Emplearemos el mismo diccionario de parámetros que el
comentado en la segunda ejecución para mujeres, y usaremos un máximo de muestras para
bootstrap igual a la raíz de la cantidad de datos que tenemos, es decir, 41.
Con esta configuración, la ejecución tarda 13 horas y no conseguimos mejorar los resulta-
dos, como se aprecia en lo Tabla y la Figura .
La media para búsqueda aleatoria ha empeorado, y ahora ninguno de sus modelos llega al
60%. Se ha reducido el sobreajuste, con una precisión para datos de entrenamiento del 67,4 %,
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Figura 30: Valores de precisión para la ejecución 2 de RF en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.557 0.557 0.641 0.56 0.563 0.576 0.037
Búsq. aleatoria 0.536 0.586 0.534 0.539 0.536 0.546 0.022
Tabla 20: Valores de precisión para la ejecución 2 de RF en hombres.
pero de nuevo esto nos cuesta mejor precisión en datos de prueba.
Dada la tardanza de estas ejecuciones, no se probarán los parámetros de la última ejecución
en mujeres, pues no existe gran posibilidad de que los resultados mejoren.
7.3. Conectomas de ambos sexos
De nuevo, reutilizaremos los resultados obtenidos en los conjuntos de mujeres y hombres
para este.
7.3.1. Ejecución 1
La primera ejecución es una vez más la que usa un diccionario más reducido, requiere 13
horas y da los resultados que aparecen en la Tabla y la Figura .
Las medias de precisión son de un 58,6 % para modelos sin ajustes y del 57,9 % para mo-
delos con búsqueda. De nuevo, no son medias bajas si las comparamos con las obtenidas en
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Figura 31: Valores de precisión para la ejecución 1 de RF en ambos sexos.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.533 0.566 0.604 0.587 0.637 0.586 0.039
Búsq. aleatoria 0.524 0.558 0.600 0.592 0.622 0.579 0.039
Tabla 21: Valores de precisión para la ejecución 1 de RF en ambos sexos.
otros modelos. El mejor modelo se obtiene en la última división y calculándose sin búsqueda,
con un 63,7 % de precisión dado por criterio Gini, ninguna profundidad máxima, 100 árboles,
y con cálculo automáticos de la cantidad de características usadas.
Las medias de precisión en entrenamiento son del 99,9 % en modelos sin ajustes y del
93,5 % en modelos con búsqueda, por lo que tenemos mucho sobre ajuste, de nuevo.
7.3.2. Ejecución 2
Volvemos a intentar reducir el sobreajuste usando un máximo de muestras para bootstrap
de 45 (la raíz del total de muestras), lo que tarda 13 horas y media en completarse.
Se ha vuelto a reducir la media de precisión para modelos con búsqueda, y ahora con este
método no llegamos a obtener un modelo que llegue al 60% de precisión. De nuevo, hemos
reducido el sobreajuste, alcanzándose solo un 66,3 % de precisión en entrenamiento, pero no
nos sirve de mucho.
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Figura 32: Valores de precisión para la ejecución 2 de RF en ambos sexos.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.533 0.566 0.604 0.587 0.637 0.586 0.039
Búsq. aleatoria 0.524 0.506 0.537 0.577 0.597 0.548 0.038
Tabla 22: Valores de precisión para la ejecución 2 de RF en ambos sexos.
7.4. Conclusiones finales
Los mejores modelos de random forest en búsqueda aleatoria se han conseguido con el
mismo diccionario para los tres conjuntos de datos. No obstante, para hombres y ambos sexos
los mejores resultados se han obtenido sin búsqueda. Los parámetros de los modelos conmejor
precisión para cada conjunto son:
En mujeres, criterio de calidad Gini, ninguna profundidad máxima, 100 árboles, y cal-
cula la cantidad de características usadas automáticamente, lo que nos da una precisión
del 78%. Esta precisión se obtiene también con el modelo sin búsqueda, con configura-
ción de criterio de calidad Gini, ninguna profundidad máxima, 100 árboles, y calcula la
cantidad de características usadas automáticamente.
En hombres, criterio de calidad Gini, ninguna profundidad máxima, 100 árboles, y cal-
cula la cantidad de características usadas automáticamente, lo que nos da una precisión
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del 64,4 %.
En ambos sexos, criterio Gini, ninguna profundidadmáxima, 100 árboles, y con cálculo
automáticos de la cantidad de características usadas, lo que nos da una precisión del
63,7 %.
Una vez más, la mejor precisión se obtiene para los conectomas de mujeres, que obtienen
un máximo del 78% de precisión frente al 64,4 % y el 63,7 % de los conjuntos de hombres y
ambos sexos. Esta vez, habríamos conseguido los mismos modelos realizando o no búsqueda
de parámetros, pues en los tres casos la precisión máxima se puede obtener sin ajustes. Esto






Las máquinas de vectores de soporte se crearán una vez más buscando optimizar pri-
mero los datos de mujeres y luego trasladando estos resultados a los otros dos conjuntos.
Dejaremos en sus valores por defecto los parámetros degree, shrinking, class_weight, verbose
y max_iter. Además, como nuestra clasificación es binaria, no tendremos que ajustar deci-
sion_function_shape ni break_ties. Usaremos un random_state de 3 tanto en búsqueda como en
el algoritmo para poder reproducir sus resultados. El tamaño de caché (cache_size) será 1000,
para que la ejecución tarde menos.
8.1. Conectomas de mujeres
8.1.1. Ejecución 1
Para la primera ejecución, usaremos los siguientes parámetros:
Regularización (C): tomará valores entre 0,1 y 1, con saltos de 0,1.
Función kernel (kernel): podrá ser lineal, polinómica, sigmoide o de base radial (rbf).





Esta configuración nos supone un tiempo de ejecución de un cuarto de hora, dando los
resultados ilustrados en la Tabla 23 y la Figura 33.
Las medias con y sin búsqueda son muy parecidas, un 70,1 % y un 70,4 % respectivamente.
Esto es porque las precisiones de los modelos estudiados en cada división son casi iguales, por
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Figura 33: Valores de precisión para la ejecución 1 de SVM en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.717 0.617 0.678 0.661 0.831 0.701 0.081
Búsq. aleatoria 0.717 0.617 0.695 0.661 0.831 0.704 0.080
Tabla 23: Valores de precisión para la ejecución 1 de SVM en mujeres.
lo que podemos asumir que el mejor modelo que encuentra la búsqueda va a ser el mismo
que se calculaba sin ajustes. Esto lo tendremos en cuenta en la siguiente ejecución. El mejor
modelo se consigue en la quinta división, con un 83,1 % de precisión conseguido por un kernel
sigmoide, gamma con valor scale, y valor C 0,8. Pero también se consigue con la configuración
predeterminada, que cambia el kernel a rbf y el valor de C a 1.
Teniendo en cuenta los valores de precisión que obtenemos, hay poco sobreajuste compa-
rado con los modelos anteriores, pues llegamos a una media de precisión en entrenamiento
del 93,8 % para modelos sin ajustes y del 86% para modelos con búsqueda.
8.1.2. Ejecución 2
Para esta ejecución se realiza una exploración, haciendo pruebas con otros parámetros.
Tras ellas, sacamos las siguientes conclusiones:
Modificar el rango de C no afecta a la precisión final, aunque en teoría debería. Pero sí
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mejora el tiempo, por lo que cambiamos este rango a entre 1 y 5, con saltos de 0,5.
Añadir valores a la tolerancia de parada no afecta a la precisión, por lo que lo dejamos
en su valor predeterminado.
Añadir valores para coef0 mejora algo los resultados, por lo que establecemos un rango
de entre 0 y 4.
Cambiar el valor de probability a True empeora el tiempo de ejecución y no mejora los
resultados, por lo que lo dejaremos en su predeterminado, False.
Como el tipo de kernel es muy importante para este algoritmo, hacemos pruebas con las
cuatro posibilidades para encontrar la mejor, y obtenemos que es la función sigmoide, que da
la mejor precisión (Tabla 24).
Kernel lineal polinómico rbf sigmoide
Prec. media 0.697 0.701 0.704 0.724
Tabla 24: Precisión para diferentes kernels en SVM para mujeres
Por tanto en esta ejecución usamos la función sigmoide con los valores de gamma que ya
empleábamos antes, y los nuevos rangos comentados. Como estamos usando un diccionario
tan pequeño, aunque el algoritmo sea de búsqueda aleatoria estamos explorando todas las
posibilidades (que son menos de 460). Esta ejecución necesita 15 minutos para completarse, y
sus resultados se muestran en la Tabla 25 y la Figura 34.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.717 0.617 0.678 0.661 0.831 0.701 0.081
Búsq. aleatoria 0.717 0.633 0.746 0.712 0.814 0.724 0.065
Tabla 25: Valores de precisión para la ejecución 2 de SVM en mujeres.
Aunque la media de precisión en búsqueda aleatoria ha mejorado (ahora es del 72,4 %), el
mejormodelo sigue siendo el que obtuvimos en la ejecución anterior. Pero sí hemos conseguido
reducir la diferencia entre los resultados de unos y otros modelos, es decir, la varianza. El
sobreajuste sigue siendo el mismo.
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Figura 34: Valores de precisión para la ejecución 1 de SVM en mujeres.
8.2. Conectomas de hombres
8.2.1. Ejecución 1
Como hemos visto que la configuración predeterminada de SVM da buenos resultados,
usaremos el diccionario de la segunda ejecución de mujeres, manteniendo los modelos sin
búsqueda con sus valores predeterminados. Con esta configuración, la ejecución requiere 8
horas y 45 minutos, ilustrada en la Tabla 26 y la Figura 35.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.536 0.566 0.641 0.531 0.560 0.567 0.044
Búsq. aleatoria 0.542 0.554 0.653 0.522 0.566 0.567 0.051
Tabla 26: Valores de precisión para la ejecución 1 de SVM en hombres.
Las medias de precisión son iguales con ambos métodos, 56,7 %, pero elmejor modelo se
consigue con búsqueda, con un 65,3 % de precisión que usa kernel sigmoide, gamma con valor
scale, coef0 igual a 0 y 2,5 como valor de C.
En valores de entrenamiento, tenemos mucho sobreajuste en modelos sin búsqueda, pues
tienen un 92,7 % de precisión media; pero en modelos con búsqueda la media es del 75,8 %. No
realizaremos más ejecuciones por el tiempo que requieren y la baja probabilidad que existe de
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Figura 35: Valores de precisión para la ejecución 1 de SVM en hombres.
que den mejores resultados.
8.3. Conectomas de ambos sexos
8.3.1. Ejecución 1
De nuevo, usamos el diccionario de la segunda ejecución de mujeres en búsqueda y man-
tenemos los valores predeterminados para la ejecución sin búsqueda. La ejecución cuyos re-
sultados se ilustran en la Tabla 27 y la Figura 36 tarda 12 horas.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.514 0.526 0.634 0.597 0.634 0.581 0.058
Búsq. aleatoria 0.506 0.524 0.637 0.600 0.642 0.582 0.063
Tabla 27: Valores de precisión para la ejecución 1 de SVM en ambos sexos.
Las medias para ambos métodos son prácticamente iguales, un 58,1 % de precisión para
el primero y un 58,2 % para el segundo. Pero el mejor modelo lo encontramos en la quinta
división, creado por búsqueda. Este nos da una precisión del 64,2 %, con kernel sigmoide,
gamma con valor scale, coef0 igual a 0, y valor C de 2.
Para entrenamiento tenemos un valor de precisión del 92,4 % para modelos sin ajuste y
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Figura 36: Valores de precisión para la ejecución 1 de SVM en ambos sexos.
del 73,4 % con búsqueda, con lo que tenemos un sobreajuste parecido al que encontrábamos
antes. De nuevo, no realizaremos más ejecuciones.
8.4. Conclusiones finales
Los mejores modelos de máquinas de vectores de soporte se han conseguido con
ajustes parecidos en todos los conjuntos de datos. Estos son:
En mujeres, conseguimos un 83,1 % de precisión conseguido por un kernel sigmoide,
gamma con valor scale, y valor C 0,8.
En hombres, un 65,3 % de precisión que usa kernel sigmoide, gamma con valor scale,
coef0 igual a 0 y 2,5 como valor de C.
En ambos sexos, un 64,2 %, con kernel sigmoide, gamma con valor scale, coef0 igual a
0, y valor C de 2.
En este último método también hemos obtenido lamejor precisión en los datos de mu-
jeres, muy por encima de la obtenida con los demás. No hemos conseguido eliminar el






Para el perceptrón multicapa probamos una vez más el diccionario primero en mujeres
y luego lo usamos en hombres y ambos sexos. Usamos los valores predeterminados de número
de neuronas en capa oculta (hidden_layer_sizes), alpha, shuffle, verbose, beta_1, beta_2, epsilon,
n_iter_no_change, max_fun, momentum, power_t y nesterovs_momentum. Muchos de ellos sir-
ven solamente para uno de los valores de solver, y otros tienen valores predeterminados que
suelen dar resultados buenos.
9.1. Conectomas de mujeres
9.1.1. Ejecución 1
Para esta primera ejecución daremos valores a los parámetros que no son numéricos:
La función de activación (activation) podrá ser las funciones f(x) = x (identity),
f(x) = 1
1+exp(−x) (logistic), f(x) = tanh(x (tanh) o f(x) = max(0, x) (relu).
La manera de optimizar los pesos (solver) será el optimizador lbfgs (lbfgs) o el opti-
mizador adam (adam), ay que la opción sgd tarda mucho en converger y da los mismos
resultados.
La tasa de aprendizaje será constante (constant), decreciente (invscaling) o constante
mientras los resultados mejoren, luego se adaptará (adaptative).
Con esta configuración, tardamos 25 minutos en completar la ejecución, y obtenemos los
resultados de la Tabla 29 y la Figura 38.
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Figura 37: Valores de precisión para la ejecución 1 de MLP en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.667 0.583 0.729 0.695 0.780 0.691 0.073
Búsq. aleatoria 0.717 0.600 0.729 0.712 0.729 0.697 0.055
Tabla 28: Valores de precisión para la ejecución 1 de MLP en mujeres.
Tenemos medias del 69,1 % y el 69,7 % de precisión para modelos sin ajustes y con búsque-
da, obteniéndose el mejor modelo en la última división y sin búsqueda, con activación relu, tasa
de aprendizaje constante y adam como optimizador. este modelo da una precisión del 78%.
En cuanto al sobreajuste, las medias en entrenamiento son del 100% para ambos métodos,
por lo que este es muy alto.
9.1.2. Ejecución 2
En esta segunda ejecución, vamos a usar una estrategia parecida a la que usamos ya en
los árboles de decisión, comprobar parámetro por parámetro qué valores son mejores para él.
Tras estas pruebas se llega a las siguientes conclusiones:
La función de activación permanece como antes, con sus cuatro valores.
El optimizador será el predeterminado, adam, porque da mejores resultados.
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La tasa de aprendizaje será constante, pues siempre se elige como mejor.
El valor de tol será el predeterminado, 0.0001, otros empeoran el tiempo.
Se necesitan unas 500 iteraciones máximas para que los modelos converjan.
La fracción de validación se dejará en su valor predeterminado, 0,1, porque este es el
que elige siempre como mejor la búsqueda.
No usaremos early_stopping porque aunque reduzca el sobreajuste también se reduce la
precisión en datos de pruebas.
Con esta nueva configuración, vemos que solamente daremos a elegir solamente el valor
de función de activación. Esta ejecución requiere 6 minutos, y da los resultados de la Tabla 29
y la Figura 38.
Figura 38: Valores de precisión para la ejecución 2 de MLP en mujeres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.667 0.583 0.729 0.695 0.780 0.691 0.073
Búsq. aleatoria 0.667 0.583 0.729 0.695 0.780 0.701 0.066
Tabla 29: Valores de precisión para la ejecución 2 de MLP en mujeres.
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Lamedia de búsquedamejora, siendo ahora del 70,1 %, y sumejor modelo alcanza la misma
precisión que el mejor de la creación sin ajustes, un 78%, pero no consigue superarlo.
El sobreajuste se ha mantenido, sin conseguirse ninguna mejora que no costara precisión
en datos de prueba.
9.2. Conectomas de hombres
9.2.1. Ejecución 1
En esta ejecución tomaremos los mismos valores que la segunda ejecución de conectomas
de mujeres. La ejecución se completa en 40 minutos, dando los resultados de la Tabla 30 y la
Figura 39.
Figura 39: Valores de precisión para la ejecución 1 de MLP en hombres.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.557 0.574 0.659 0.557 0.569 0.583 0.053
Búsq. aleatoria 0.557 0.574 0.641 0.557 0.569 0.580 0.035
Tabla 30: Valores de precisión para la ejecución 1 de MLP en hombres.
Las medias de precisión son del 58,3 % y del 58%, muy similares. El mejor modelo lo ob-
tenemos una vez más sin realizar búsqueda, con un 65,9 % de precisión dados por activación
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relu, tasa de aprendizaje constante y adam como optimizador.
El sobreajuste es, una vez más, muy grande, pues en ambos casos se llega al 100% de
precisión para datos de entrenamiento.
9.3. Conectomas de ambos sexos
9.3.1. Ejecución 1
Volvemos a usar los mismos parámetros, lo que requiere 81 minutos de ejecución. Con ella
obtenemos los resultados ilustrados en la Tabla 31 y la Figura 40.
Figura 40: Valores de precisión para la ejecución 1 de MLP en ambos sexos.
D1 D2 D3 D4 D5 Media Desviación típica
Sin ajustes 0.538 0.558 0.652 0.570 0.624 0.589 0.078
Búsq. aleatoria 0.538 0.558 0.652 0.570 0.629 0.580 0.049
Tabla 31: Valores de precisión para la ejecución 1 de MLP en ambos sexos.
Las medias son de un 58,9 % y un 58% de precisión, pero el mejor modelo de ambos mé-
todos tiene la misma precisión, un 65,2 %, conseguido con los valores predeterminados: acti-
vación relu, tasa de aprendizaje constante y adam como optimizador.
En ambos métodos la media en entrenamiento es del 100%.
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9.4. Conclusiones finales
Los mejores modelos de perceptrones multicapa se han conseguido en los tres casos con
los valores predeterminados: activación relu, tasa de aprendizaje constante y adam como op-
timizador. Con ellos se ha llegado a un 78% de precisión en mujeres, un 65,9 % para hombres
y un 65,2 % para ambos sexos.
En este último método también hemos obtenido la mejor precisión en los datos de mujeres,
muy por encima de la obtenida con los demás. No hemos conseguido eliminar el sobreajuste,




En este capítulo recopilaremos los modelos conmayor precisión de cada algoritmo para ca-
da conjunto de datos. En nuestra interfaz mostraremos la predicción con todos, pero indicando
las precisiones sobre datos de prueba de cada uno.
10.1. Mujeres
Modelo KNN DT RF SVM MLP
Precisión 74,6 % 75,0 % 78,0 % 83,1 % 78,0 %
Tabla 32: Valores de precisión para los mejores modelos en mujeres.
En mujeres, el mejor modelo lo encontramos con máquinas de soporte vectorial, con fun-
ción kernel sigmoidea con gamma 1
num_caractersticas×num_individuos y valor de regularización (C)
igual a 0,8. La precisión es muy buena, de un 83,1 %.
10.2. Hombres
Modelo KNN DT RF SVM MLP
Precisión 58,3 % 57,1 % 64,1 % 65,3 % 65,9 %
Tabla 33: Valores de precisión para los mejores modelos en hombres.
En hombres, el mejor modelo viene dado por los valores predeterminados del perceptrón
multicapa, función de activación f(x) = max(0, x) (relu), tasa de aprendizaje constante y
adam como optimizador. Su precisión, un 65,9 %, es aceptable, pero no demasiado buena.
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Modelo KNN DT RF SVM MLP
Precisión 60,7 % 58,7 % 63,7 % 64,2 % 65,2 %
Tabla 34: Valores de precisión para los mejores modelos en ambos sexos.
10.3. Ambos sexos
En el conjunto de ambos sexos el mejor modelo tiene los mismos parámetros que el de
hombres, con una precisión algo menor, del 65,2 %, que una vez más, no es demasiado buena.
10.4. Recopilación de los modelos
Para poder usar estos modelos en una interfaz, los guardamos en archivos individuales




Una vez tenemos los modelos con mayor precisión, se crea una herramienta con la que se
puedan usar para dar predicciones sobre otros pacientes. Esta interfaz es una aplicación web
creada con Flask [34], ya que está disponible dentro del lenguaje Python, que hemos usado
durante todo el proyecto, y es también un paquete fácil de usar en el caso de aplicaciones po-
co complejas como la nuestra, pues podemos emplear programación para mostrar las páginas
HTML que queramos, y realizar el proceso de extracción de conectomas y cálculo de predic-
ciones en un mismo script. Todas las páginas HTML de la aplicación se han creado a partir de
una plantilla creada con ayuda de una hoja de estilos de Bootstrap [35].
La aplicación se incluirá en el mismo proyecto que el resto de programas creados durante
este trabajo, en la carpeta app. Para poder ejecutar la Python/FSL Resting State Pipeline se ha
incluido esta carpeta dentro del entorno virtual, además de las librerías y programas de los que
depende. En este proyecto incluiremos también los documentos con los modelos extraídos en
el capítulo anterior.
Para poder usar correctamente la aplicación, esta se debe de iniciar con permisos de admi-
nistrador, en caso de Linux de usuario root.
El proceso seguido por la aplicación para realizar las predicciones de un archivo se ilustra
en la Figura 41.
11.1. Página de inicio
La página de inicio index.html (Figura 42) contiene un breve texto explicativo (Figura 43)
sobre su objetivo y modo de uso, seguido del formulario con tres desplegables en los que el
usuario debe indicar si el archivo que subirá será un MRI funcional, en cuyo caso este tiene
que tener el formato .nii; o un conectoma normalizado o no, en ambos casos en formato .csv.
Los otros dos desplegables permiten el sexo del paciente y el modelo que se quiere usar. Si el
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Figura 41: Funcionamiento de la aplicación.
modelo marcado es el específico, entonces se usarán los correspondientes al sexo seleccionado,
y si por lo contrario es el general, se usarán los modelos creados con los datos de ambos sexos.
Por último, el formulario tiene disponible un botón de selección de archivo para que el
usuario suba el archivo a estudiar.
Cuando el usuario pulsa el botón Realizar predicción, se recogen los datos introducidos en
los desplegables del formulario, que se guardan como variables de sesión. El archivo se guarda
en la carpeta uploads dentro del directorio de la aplicación. Dependiendo del tipo de archivo
seleccionado en el formulario, habrá tres posibles vías.
Si se ha seleccionado la opción fMRI, después de almacenar el archivo ejecutaremos el
proceso de extracción del conectoma llamando a un script bash incluido en el proyecto,
cuyos resultados se almacenarán en la misma carpeta, uploads, tras lo que se leerá el
vector triangular superior matriz zr_matrix.csv, que contendrá el conectoma ya norma-
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Figura 42: Página de inicio.
Figura 43: Texto de la página de inicio.
lizado.
Si, en cambio, hemos introducido un conectoma no normalizado, entonces el archivo
se leerá y normalizará con el mismo criterio seguido en la pipeline de Duke, y luego se
extraerá su matriz triangular superior.
Finalmente, si el conectoma ya está normalizado, sólo se necesita extraer sumatriz trian-
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gular superior.
En nuestro programa se crea también un diccionario confianza que tiene una clave para
las precisiones dadas por cada modelo.
Independientemente del tipo de archivo elegido, los siguientes pasos serán idénticos. Una
vez hemos extraído la matriz triangular superior, según se haya elegido el modelo genérico o el
específico del sexo del paciente, se pasará este vector a la función correspondiente para calcular
las predicciones con los cinco algoritmos. Estas predicciones se almacenan como variable de
sesión y se usan en la función dar_resultados, que transforma los ceros y unos dados por los
algoritmos (correspondientes con que el paciente sea neurotípico o tenga TEA) en las frases
El paciente es neurotípico y El paciente tiene TEA, para almacenarlas como nuevos resultados.
Tras ello, se establecerá una variable sexo, cuyo valor dependerá de si se ha elegido el modelo
genérico, y en caso contrario, del sexo indicado en el formulario.
Figura 44: Resultados de la predicción.
Acto seguido, se muestra la página de resultados (results.html, Figura 44), a la que se le
envían las variables resultados, confianza y sexo, que se usan para escribir las predicciones de
cada modelo (Figura 44). Estas se incluyen en una lista, donde cada entrada tiene el nombre
del modelo, su precisión en datos de pruebas entre paréntesis, y su predicción.
11.2. Página de documentación
La aplicación cuenta también con una sección Documentación (documentacion.html, Fi-
gura 45)) que aporta información al usuario sobre el proyecto desarrollado, los datos y méto-
dos empleados, y los modelos usados. Se indica también que la herramienta tiene el objetivo
de ser una ayuda al diagnóstico, y nunca un sustituto.
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En este proyecto se ha trabajado con gran cantidad de datos en la mayoría de sus pasos, y
esto se ha traducido en la necesidad de emplear mucho tiempo en ellos. En primer lugar, la re-
copilación de las imágenes de resonancia magnética funcional ha sido lenta por los protocolos
de descarga que tenían implantados, y su volumen. El proceso de cálculo de conectomas ha
sido también largo, al igual que la creación de modelos para datos de hombres y ambos sexos.
Los modelos para mujeres han sido más rápidos de crear, pues los conectomas disponibles
eran muchos menos. Esto nos lleva a la importancia de tener equipos de calidad y procesos lo
más optimizados posibles a la hora de llevar a cabo proyectos de mayor escala. Aun habiendo
usado potencia externa (Google Colab), muchos modelos han requerido horas para crearse, lo
que aunque no supone una atención constante, pero sí necesita de cierta supervisión.
Los modelos creados durante el proyecto han dado precisiones muy dispares. Por un lado,
los modelos creados para mujeres dan muy buenos resultados, llegando al 83,1 % de precisión.
Esto sucede a pesar de que los conectomas de mujeres eran muchos menos que los de hom-
bres, lo que en un principio podría haber inducido a pensar que al tener menos muestras, los
modelos serían menos precisos. Pero no ha sido así. De hecho, la máxima precisión conseguida
para los datos de hombres es de un 65,9 % y para los de ambos sexos un 65,2 %. En mujeres,
el mejor modelo ha sido el obtenido con máquinas de vectores de soporte, y en hombres y
ambos sexos se ha obtenido con el perceptrón multicapa. Como los datos de ambos sexos son
mayormente de hombres, no es de extrañar que el mejor modelo en ambos conjuntos se con-
siga con el mismo algoritmo, y la precisión sea similar. Algo que no se ha conseguido resolver
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para la mayoría de los modelos es el sobreajuste, pues la diferencia de precisión para datos
de entrenamiento y de prueba es en la mayoría de los casos alta, a pesar de haber aplicado
medidas para reducirla.
La interfaz creada es una herramienta simple pero funcional que permite al usuario subir
un archivo, indicar el sexo del paciente, el modelo a emplear y el tipo de archivo usado. La
aplicación devuelve una valoración, que a pesar de no ser totalmente fiable, sí es útil como
ayuda al diagnóstico y podría ser empleado en el ambiente sanitario.
Durante el desarrollo de este proyecto se ha conseguido calcular el conectoma de más de
dos mil fMRIs, emplear estos para entrenar cinco tipos de modelos de clasificación diferentes
para conjuntos de datos de mujeres, hombres y ambos, escoger los que ofrecían una mayor
precisión, e integrarlos en una aplicación web que supone un producto final que el usuario
podrá usar para introducir otros fMRIs o conectomas y obtener una valoración por parte de los
cinco modelos correspondientes. Para lograrlo se han combinado conocimientos de diferentes
ámbitos, lo cual esmuy frecuente en proyectos de informática, pero aúnmás en bioinformática.
Este proyecto es un claro ejemplo de la multidisciplinariedad actual presente en el campo de
la medicina.
12.2. Líneas Futuras
En el futuro, este proyecto podría ampliarse usando otros métodos de clasificación, con
el objetivo de crear modelos más precisos y que reduzcan el sobreajuste. Otra posibilidad de
mejora de los modelos de hombres y ambos sexos sería intentar reducir la cantidad de conec-
tomas usados, que aunque en un principio no debiera mejorar los resultados, es una prueba
simple que nos puede ayudar a, como mínimo, descartar la posibilidad de que los modelos de
mujeres sean mejores porque se hayan creado sobre una menor cantidad de datos.
Podría también hacerse otro estudio con los datos del proyecto ABIDE Preprocessed, per-
teneciente a la Neuro Bureau Preprocessing Initiative [36]. Este reúne series temporales ex-
traídas de ABIDE I, con cuatro pipelines diferentes. Podrían crearse modelos con cada una
de las cuatro y comparar sus resultados, para comprobar si existe otro proceso de cálculo de
conectomas cuyos resultados den modelos de mayor precisión.
La interfaz funciona, pero como se ha comentado, es un entorno simple. Se podría mejorar,
dándole una apariencia más visualmente atractiva, y en caso de crear modelos con ABIDE
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Preprocessed, se podrían añadir estos modelos y la opción de emplear los creados por cada
una de las pipelines.
Además, este mismo sistema se puede ampliar y usarlo en fMRIs de otros trastornos en los
que la causa sea las conexiones cerebrales, como algunos tipos de depresión, la esquizofrenia,
o el trastorno de déficit de atención. Para ello será necesario realizar una búsqueda de bases
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Entidad MRIs en ABIDE I MRIs en ABIDE II
Barrow Neurological Institute - 58
California Institute of Technology 38 -
Carnegie Mellon University 27 -
Erasmus University Medical Center Rotterdam - 54
ETH Zürich - 37
Georgetown University - 106
Indiana University - 40
Institut Pasteur and Robert Debré Hospital - 56
Katholieke Universiteit Leuven - 28
Kennedy Krieger Institute 55 211
Ludwig Maximilians University Munich 57 -
NYU Langone Medical Center 184 105
Olin, Institute of Living at
Hartford Hospital 36 59
Oregon Health and Science University 28 93
San Diego State University 36 58
Social Brain Lab BCN NIC UMC Groningen and
Netherlands Institute for Neuroscience 30 -
Stanford University 40 42
Trinity Centre for Health Sciences 49 42
University of California Los Angeles 109 32
University of Leuven 64 -
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University of Utah School of Medicine 101 33
University of Michigan 145 -
University of Pittsburgh School of Medicine 57 -
Entidad MRIs en ABIDE I MRIs en ABIDE II
University of California Davis - 32
University of Miami - 28
Yale Child Study Center 56 -
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Apéndice B
Uso de la aplicación
En este apéndice se describirán los pasos necesarios para lanzar la aplicación web creada
desde el ordenador de un usuario.
Antes de usar la aplicación, se debe tener en cuenta que, en caso de querer introducir un
fMRI en ella, el sistema operativo con el que se esté trabajando debe de ser alguna distribución
Linux o MacOS, pues las herramientas de FSL no son funcionales en Windows.
La aplicación se encuentra dentro del archivo comprimido prTFG.zip, que al ser descom-
primido da lugar a un proyecto de Python. Este proyecto puede ser abierto con cualquier pro-
grama compatible, pero siempre desde el modo adminsitrador o root. Dentro de este proyecto
encontramos un entorno virtual con una serie de carpetas. En concreto, la correspondiente a
nuestra interfaz será la llamada app. Para poder ejecutar el archivo pr_web.py y que este monte
correctamente la aplicación se necesitarán una serie de instalaciones.
B.1. Instalaciones
Paquete networkx. Este paquete suele estar incluido en la instalación típica de Python,
pero necesitaremos su versión 1.6.
Librería lsb-core de Linux. Esta librería es necesaria para ejecutar la pipeline.
Paquete fslpy. Este paquete debe instalarse para el correcto funcionamiento de la pipe-
line.
Paquete scikit-learn. Es necesario para realizar las predicciones. En concreto, se necesita
la versión 0.22.2.post1.
El resto de componentes están ya incluidos en el proyecto.
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B.2. Inicio de la aplicación
Para lanzar la aplicación, se debe ejecutar el archivo pr_web.py, lo que debe de devolver un
mensaje que indique el puerto en el que se ha creado la aplicación. Introduciendo este puerto
en nuestro navegador, podremos acceder a la página de inicio de la interfaz.
Una vez en esta página, tenemos un formulario que rellenar con los datos de nuestro pa-
ciente y su archivo a analizar. Es muy importante tener en cuenta que los modelos se han
creado a partir de conectomas calculados por la Python/FSL Resting State Pipeline, y por tanto
si se opta por introducir algún tipo de conectoma este debe de haberse calculado con la misma
estrategia.
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