Abstract. Let k be an algebraically closed field of characteristic zero. We determine all finite-dimensional Hopf algebras over k whose Hopf coradical is isomorphic to the unique 12-dimensional Hopf algebra C without the dual Chevalley property, such that the diagrams are strictly graded and the corresponding infinitesimal braidings are indecomposable objects in C C YD. In particular, we obtain new Nichols algebras of dimension 18 and 36 and two families of new Hopf algebras of dimension 216.
Introduction
Let k be an algebraically closed field of characteristic zero. This work contributes to the classification of finite-dimensional Hopf algebras over k without the dual Chevalley property, that is, the coradical is not a subalgebra. Until now, there are few classification results on such Hopf algebras with non-pointed duals, some exceptions being [GG16, HX17] .
The strategy follows the principle proposed by Andruskiewitsch and Cuadra [AC13] , that is, the so-called generalized lifting method. Let A be a Hopf algebra over k without the dual Chevalley property and A [0] the subalgebra generated by the coradical A 0 of A. We will say A [0] is the Hopf coradical of A. As a generalization of the lifting method [AS98b] , the idea of the generalized lifting method is to replace the coradical filtration with the standard filtration {A [n] } n≥0 , which is defined recursively by A [n] = A [n−1] A [0] . Assume that S A (A [0] ) ⊆ A [0] , the filtration {A [n] } n≥0 is a Hopf algebra filtration, which implies that the associated graded coalgebra gr A = ⊕ ∞ n=0 gr n A is a Hopf algebra, where gr n A = A [n] /A [n−1] and A [−1] = 0. It follows by [R85, Theorem 2] that there exists uniquely a connected graded braided Hopf algebra R = ⊕ ∞ n=0 R(n) in A [0] A [0] YD such that gr A ∼ = R♯A [0] . Moreover, R(n) = R ∩ gr n A and R(1) ⊂ P(R). We call R or R(1) the diagram or infinitesimal braiding of A, respectively. If A 0 is a Hopf subalgebra, then the standard filtration coincides with the coradical filtration. gr A is coradically graded and R is strictly graded, that is, R(0) = k, R(1) = P(R). In general, it is an open question whether the diagram R is strictly graded. See [AS02, AC13] for details. Now we outline the strategy. We first fix a finite-dimensional Hopf algebra C, which is generated by its coradical C 0 . Then we determine those V ∈ C C YD such that dim B(V ) < ∞ and present B(V ) by generators and relations using the skew-derivation. Finally, we calculate all possible Hopf algebras A such that gr A = B(V )♯C. It should be pointed out that the generalized lifting method was firstly used by G.-A. Garcia and J.-M.-J. Giraldi [GG16] to construct new examples of Hopf algebras of dimension 64.
The present paper is a sequel to [AC13, GG16, HX16] . In [HX16] , the authors fixed a Hopf algebra C (See Definition 2.4) and constructed some Hopf algebras of dimension 72 without the dual Chevalley property but left some questions about Nichols algebras unsolved. Denote by D the Drinfeld double of C cop . In this paper, we first describe all simple and indecomposable projective D-modules and calculate the decompositions of tensor products of them. As a consequence, we obtain the projective class ring r p (D), that is, r p (D) , y k y l = y k+l + y k+l y 0 ), for i, j, k, l, k + l ∈ I 1,5 . Moreover, D is of wild type. See section 3 for details.
From Theorem 3.3, the simple objects in C C YD consist of 6 one-dimensional objects k χ k for k ∈ I 0,5 and 30 two-dimensional objects V i,j for (i, j) ∈ Λ, where Λ = {(i, j) ∈ I 0,5 ×I 0,5 | 3i = j}. These braided vector spaces V i,j have already appeared in [Hi93, AGi17] . More precisely, V i,0 and V i,3 belong to the case R 2,1 in [Hi93, AGi17] , and the others belong to the case R 1,2 . In particular, as stated in [AGi17] , they are not of diagonal type.
Next, we study Nichols algebras over the indecomposable objects in C C YD and present explicitly the Nichols algebras of finite dimension. We obtain the following result:
Theorem A. Let B(V ) be a finite-dimensional Nichols algebra over an indecomposable object V in C C YD. Then V must be simple and isomorphic either to k χ k for k ∈ {1, 3, 5}, V 1,1 , V 4,2 , V 3,1 , V 2,2 , V 1,4 , V 4,5 , V 2,4 , V 3,5 , V 4,4 , V 1,5 , V 4,1 or V 1,2 . Moreover, the generators and relations of B(V ) are given by the following table:
V relations of B(V ) with generators x, y dim B(V ) k χ 1 , l = 1, 3, 5
x 2 = 0 2 V 3,j , j = 1, 5
x 2 = 0, xy + ξ −j yx = 0, y 3 = 0 6 V 2,j+3 , j = 1, 5 y 2 + ξx 2 = 0, xy − yx = 0, x 3 = 0 6
V 1,j , j = 1, 5, x 6 = 0, x 2 y + ξ j yx 2 + (1 + ξ j )xyx = 0, x 3 + y 2 x + xy 2 + yxy = 0, x 2 y + yx 2 + xyx + y 3 = 0 36
V 4,j , j = 1, 5 x 3 = 0, y 3 − x 2 y − yx 2 + xyx = 0, y 2 x + xy 2 − yxy = 0, ξ j x 2 y + ξ 5j yx 2 + xyx = 0 18 V 4,j+3 , j = 1, 5 x 3 = 0, ξ 2j x 2 y + ξ 4j xyx + yx 2 = 0, y 6 = 0, y 2 x + (ξ 5j + ξ 4j )yxy − xy 2 = 0 36 V 1,j+3 , j = 1, 5 x 3 = 0, y 3 + x 2 y + yx 2 + xyx = 0, y 2 x + xy 2 + yxy = 0, ξ 2j x 2 y + ξ 4j xyx + yx 2 = 0 18
The Nichols algebras B(k χ l ) with l ∈ {1, 3, 5} are exterior algebras. The Nichols algebras B(V 2,j+3 ) and B(V 3,j ) for j ∈ {1, 5} are isomorphic to quantum planes as algebras but not as coalgebras. The Nichols algebras of dimension 6 in Theorem A were firstly introduced in [HX16] and also appeared in [AGi17] . The rest of the Nichols algebras do not admit quadratic relations. As far as we know, they constitute new examples. See section 4 for details.
Finally, we study the deformations of the bosonizations of these Nichols algebras. We obtain the following result: Theorem B. Let A be a finite-dimensional Hopf algebra over C such that the corresponding infinitesimal braiding is an indecomposable object V in C C YD. Assume that the diagram of A is strictly graded. Then V is simple and A is isomorphic either to (a) k χ k ♯C for k ∈ {1, 3, 5}; The paper is organized as follows: In section 2, we introduce notations about Yetter-Drinfeld modules, Nichols algebras and recall useful results in [HX16] . In section 3, we study the projective class ring and representation type of D. In section 4, we determine all finite-dimensional Nichols algebras over the indecomposable objects in C C YD and present them by generators and relations. In section 5, we determine all finite-dimensional Hopf algebras over C whose diagrams are strictly graded and the infinitesimal braidings are simple objects in C C YD.
Preliminaries
Conventions. Our ground field is an algebraically closed field k of characteristic zero. We denote by ξ a primitive 6-th root of unity and λ = (ξ − 1)(ξ + 1) −1 . The references for Hopf algebras are [M93, R11] . The notation for a Hopf algebra H over k is standard: ∆, ǫ, and S denote the comultiplication, the counit and the antipode. We use Sweedler's notation for the comultiplication and coaction. Denote by G(H) the set of group-like elements of H. For g, h ∈ G(H), P g,h (H) = {x ∈ H | ∆(x) = x ⊗ g + h ⊗ x}. In particular, the linear space P(H) := P 1,1 (H) is called the set of primitive elements. Given n ≥ k ≥ 0 and q ∈ k, we denote Z n = Z/nZ, I k,n = {k, k + 1, . . . , n} and (n) q = n−1 j=0 q j . If M is a left H-module, we denote by Top(M ) the top of M , by Soc(M ) the socle of M , by ExtQ(M ) the Gabriel quiver of M , and by P(M ) the projective cover of M .
2.1. Yetter-Drinfeld modules and Nichols algebras. Let H be a Hopf algebra with bijective antipode. A left Yetter-Drinfeld module M over H is a left H-module (M, ·) and a left H-comodule (M, δ) satisfying
Let H H YD be the category of Yetter-Drinfeld modules over H. Then H H YD is braided monoidal. For V, W ∈ H H YD, the braiding c V,W is given by
In particular, (V, c V V ) is a braided vector space, that is, c := c V,V is a linear isomorphism satisfying the braid equation
H * YD as braided monoidal categories via the functor (F, η) defined as follows: F (V ) = V as a vector space,
Here {h i } and {h i } are the dual bases of H and H * . An algebra (R, m, µ) in H H YD is an algebra such that R ∈ H H YD and the multiplication m and unit µ are morphisms in H H YD. Same for a coalgebra (R, ∆, ǫ) in H H YD. A bialgebra (R, m, µ, ∆, ǫ)
in H H YD is an algebra (R, m, µ) and a coalgebra (R, ∆, ǫ) in H H YD such that ∆ : R → R ⊗ R and
If moreover there is a morphism S : R → R in H H YD such that m(S ⊗ id)∆ = µǫ = m(id ⊗S)∆, then we say R is a Hopf algebra in H H YD. See for example [AG99] for details and more references. Definition 2.1. [AS02, Definition 2.1.] Let H be a Hopf algebra and V ∈ H H YD. The Nichols algebra B(V ) over V is a N-graded Hopf algebra R = ⊕ n≥0 R(n) in H H YD such that R(0) = k, R(1) = V, R is generated as an algebra by R(1), P(R) = V.
Moreover, B(V ) as a coalgebra and an algebra depends only on (V, c).
Now we recall the standard tool, the so called skew-derivation, for working with Nichols algebras. Let (V, c) be a n-dimensional (rigid) braided vector space and ∆ i,m−i :
Let {v i } 1≤i≤n and {v i } 1≤i≤n be the dual bases of V and V * . We write ∂ i := ∂ v i for simplicity. The skew-derivation is very useful to find the relations of the Nichols algebra B(V ):
Then ∂ f for any f ∈ V * can be extended to B(V ) and ∩ f ∈V * ker ∂ f = k in B(V ). See for example [AS02, AHS10] for details and more references.
We close this subsection by giving the explicit relation between V and
2.2.
Bosonization and Hopf algebras with a projection. In this subsection, we follow [R85] . Let R be a Hopf algebra in H H YD. We write ∆ R (r) = r (1) ⊗ r (2) to avoid confusions. The bosonization R♯H is defined as follows: R♯H = R ⊗ H as a vector space, and the multiplication and comultiplication are given by the smash product and smash coproduct, respectively:
Clearly, the map ι : H → R♯H, h → 1♯h, ∀h ∈ H is injective and the map π :
Conversely, if A is a Hopf algebra and π : A → H is a bialgebra map admitting a bialgebra section ι : H → A such that π • ι = id H , then A ≃ R♯H, where R = A coH is a Hopf algebra in H H YD with the Yetter-Drinfeld module structure and comultiplication given by
2.3. The Hopf algebra C and the Drinfeld double D. We recall useful results appearing in [HX16] . All 12-dimensional Hopf algebras over k were classified by Natale [Na02] . It turns out that these non-semisimple Hopf algebras are pointed, except for one case defined as follows: Definition 2.4. [HX16, Proposition 3.4.] Let C be the Hopf algebra generated as an algebra by the elements a and b satisfying the relations
with the coalgebra structure given by
and the antipode given by S(a) = a 5 and S(b) = ξ −2 ba. Remark 2.5. Up to isomorphism, C is the only Hopf algebra of dimension 12 without the dual Chevalley property. It should be mentioned that the non-pointed basic Hopf algebra of dimension 8 is the only Hopf algebra of dimension less than 12 without the dual Chevalley property. See for example [Na02, BG13] for details.
The following remark follows by a direct computation using the Hopf algebra structure of C.
Remark 2.6.
(
(3) Let A 1 be the pointed Hopf algebra generated by g, x satisfying the relations g 6 = 1, x 2 = 1 − g 2 and gx = −xg with ∆(g) = g ⊗ g and ∆(x) = x⊗1 + g⊗x. It is a Radford algebra [R75] . A linear basis of A 1 is given by {g i , g i x, i ∈ I 0,5 }. Moreover, A 1 ∼ = C * and the Hopf algebra isomorphism φ : A 1 → C * is given by
We end up this subsection by describing the structure of the Drinfeld double D := D(C cop ). Recall that D(C cop ) = C * op cop ⊗C cop is a Hopf algebra with the tensor product coalgebra structure and the algebra structure given by (p ⊗ a)( is generated by simple modules and projective modules. The investigation of projective class ring and green ring has received enormous attention as they are important to study the monoidal structure of the category of modules over a Hopf algebra. See fox example [CMLS17] for details and more references. We first describe the simple and indecomposable projective D-modules.
Definition 3.1. Let i ∈ I 0,5 and χ be an irreducible character of the cyclic group Z 6 . Denote by k χ i the one-dimensional left D-module defined by
module whose matrices defining D-action with respect to a fixed basis are of the form: ( Proof.
(1) It follows by a direct computation. Now we describe the projective cover P(k χ i ) of the simple module k χ i for i ∈ I 0,5 . Definition 3.5. Let θ ∈ k such that θ 2 = ξ 2 . Denote by P the left D-module whose matrices defining D-action with respect to a given basis {p i } i∈I 1,4 are of the form
Remark 3.6. It is easy to show that P is well-defined and Soc(P) ∼ = k ǫ ∼ = Top(P).
Lemma 3.7. P is an indecomposable D-module.
Proof. Suppose that P is not indecomposable. Then there exist two non-trivial submodules M and N such that
It can not happen and hence the claim follows. Therefore, there exist some
we have p 2 ∈ M and hence p 1 ∈ M , a contradiction. Consequently, P is indecomposable.
Proof. The proof is completely analogous to that of [GG16, Lemma 2.12]. Now we describe the module structure of P(k χ j ) for j ∈ I 0,5 by Lemmas 3.4 (3) & 3.8.
Theorem 3.10. The indecomposable projective covers of D consist of P(k χ i ) and V j,k for i ∈ I 0,5 and (j, k) ∈ Λ. In particular,
Proof. It follows by Lemma 3.4.
Now we calculate the tensor decompositions of the simple and indecomposable projective D-modules. We write P i := P(k χ i ) for short.
Lemma 3.11.
(1) For i, j ∈ I 0,5 ,
Proof. By Lemma 3.4, it suffices to prove the lemma for P 0 ⊗ P 0 and V i,j ⊗ P 0 . As P 0 ⊗ M is projective for any D-module M and [
can not contain one-dimensional submodules. Hence V i,j ⊗ V k,l must be the direct sum of two 2-dimensional simple modules. Denote by {v 1 , v 2 } and {w 1 , w 2 } the linear bases of V i,j and V k,l . After a direct computation, the matrices defining the action a, g on V i,j ⊗ V k,l with respect to the basis {v i ⊗ w j } i,j∈I 1,2 are of the following form:
From the eigenspace decomposition with respect to the action of a and g, we get that
We are now able to describe the projective class ring r p (D).
Proof. Since D is quasi-triangular, by Lemmas 3.4, 3.11 and 3.12, r p (D) is a commutative ring generated by
. Hence we are able to construct a ring epimorphism φ :
It is easy to see that ψ is a well-defined ring morphism such that ψφ = id and φψ = id. Consequently, φ is a ring isomorphism.
3.2.
The representation type of D. Let A be a finite-dimensional algebra and {S 1 , . . . , S n } a complete list of non-isomorphic simple A-modules. The Gabriel quiver of A is the quiver ExtQ(A) with vertices 1, . . . , n and dim Ext 1 A (S i , S j ) arrows from the vertex i to j. The separated quiver Γ A of A is constructed as follows: The set of vertices is {S 1 , . . . , S n , S * 1 , . . . , S * n } and we write dim Ext 1 A (S i , S j ) arrows from S i to S * j . Theorem 3.14. [ARS95, Theorem 2.6] Let A be an Artin algebra with radical square zero. Then A is of finite (resp. tame) representation type if and only if Γ A is a disjoint union of finite (resp. affine) Dynkin diagrams. 
(1) Let M be a 2-dimensional non-simple indecomposable module containing
(1) Let A be the subalgebra of D generated by a and g. Then A is a finite-dimensional commutative algebra. Let M be any 2-dimensional non-simple indecomposable Dmodule containing k λ with λ = χ l . Then M ∼ = k λ ⊕k µ as A-modules with µ some character on D, that is, M has a linear basis {m 1 , m 2 } such that
, and fits into an exact sequence
Then we must have that b · m 2 = αm 1 , x · m 2 = βm 1 for some α, β ∈ k. Hence the matrices defining D-action on M with respect to {m 1 , m 2 } are of the form
We claim that λ(g)+µ(g) = 0. Indeed, if λ(g)+µ(g) = 0, then α = 0 = β by the relations gx = −xg and gb = −bg, which implies that M ∼ = k λ ⊕k µ as D-modules, a contradiction. From the relation bx + ξ −2 xb = θξ −2 (a 4 − ga), we have λ(a 3 ) = λ(g) and µ(a 3 ) = µ(g), which implies that µ( Proof. By Lemma 3.18, the Gabriel quiver ExtQ(D) of D consists of the isolated points representing V i,j for (i, j) ∈ Λ and the quiver
where the vertex i represents the one-dimensional simple module k χ i for i ∈ I 0,5 . Then the separated quiver Γ D of D contains the quivers as follows
They are not of finite type or of affine type. Therefore, the theorem follows by Theorem 3.14 and Lemma 3.15.
4. Nichols algebras in C C YD In this section, we determine all finite-dimensional Nichols algebras over indecomposable objects in C C YD and present them by generators and relations.
4.1. The simple and projective objects in C C YD. We describe the simple and indecomposable projective objects in C C YD by using the equivalence
C YD with the Yetter-Drinfeld module structure given by
Proof. Since k χ i is one-dimensional, the C-action is given by the restriction of the character of D given in Definition 3.1 and the coaction is of the form
YD with the YetterDrinfeld module structure given by
Proof. The C-action is given by the restriction of the D-action given in Definition 3.2 and the comodule structure is given by δ(v) = 12 i=1 c i ⊗c i ·v for v ∈ V i,j , where {c i } 1≤i≤12 and {c i } 1≤i≤12 are the dual bases of C and C * . By Remark 2.6, we have (g i ) * = Proposition 4.4. Let P(k χ j ) = k{p 1,j , p 2,j , p 3,j , p 4,j } ∈ D M for j ∈ I 0,5 . Then P(k χ j ) ∈ C C YD with the module structure given by (11), (12) and the comodule structure given by
Proof. The proof follows the same lines of Proposition 4.2.
Now we describe braidings of the simple and indecomposable projective objects in C C YD.
Proof. It follows by a direct computation using the formula (1) and Proposition 4.2.
Remark 4.7. The braided vector spaces V i,j with (i, j) ∈ Λ have already appeared in [Hi93] and also in [AGi17] . More precisely, the braided vector spaces V i,0 and V i,3 belong to the case R 2,1 in [Hi93, AGi17] , and the others belong to the case R 1,2 .
Proposition 4.8. The braiding of P(k χ j ) = k{p i,j } i∈I 1,4 ∈ C C YD for j ∈ I 0,5 is given by
Proof. It follows by a direct computation using the formula (1) and Proposition 4.4. 4.2. Nichols algebras over the indecomposable objects in C C YD. We determine all finitedimensional Nichols algebras over the indecomposable objects in C C YD. We first study the Nichols algebras over the one-dimensional objects and their projective covers in C C YD.
Lemma 4.9. The Nichols algebra
Moreover, let V = ⊕ i∈I V i , where V i ∼ = k χ k i with k i ∈ {1, 3, 5} and I is a finite index set. Then
Proof
Now we show that Nichols algebras over non-simple indecomposable objects are infinitedimensional.
Proposition 4.11. Let V be a finite-dimensional non-simple indecomposable object in C C YD.
Proof. Assume that dim V = 2. Then by Lemma 3.18,
Assume that dim V > 2, we prove the claim by induction on dim V . As V i,j is projective for all (i, j) ∈ Λ by Lemma 3.4, V i,j can not be contained in the top or socle of any nonsemisimple indecomposable objects in C C YD. Then by Theorem 3.3, Soc(V ) consists of direct sums of one-dimensional objects. Let W be a simple submodule of Soc(V / Soc(V )) and W be the corresponding submodule of V . Then dim W = 1. If dim Soc(V ) = 1, then dim W = 2 and consequently, dim B(W ) = ∞. It follows by Remark 2.2 that dim B(V ) = ∞ . If dim Soc(V ) > 1, then k χ l ⊂ Soc(V ) for some l ∈ I 0,5 . If W/k χ l is semisimple, then W contains an two-dimensional non-simple indecomposable object, which implies dim B(W ) = ∞ and hence dim B(V ) = ∞. If W/k χ l is not semisimple, it must contain an indecomposable object of dimension less than dim V . By induction, dim B(W/k χ l ) = ∞ and hence dim B(V ) = ∞.
Corollary 4.12. If B(V ) is finite-dimensional, then V must be semisimple.
Next, we study Nichols algebras over the two-dimensional simple objects in C C YD. Lemma 4.13.
Now we show that B(V i,j ) for (i, j) ∈ Λ − Λ * is finite-dimensional and present them by generators and relations.
Proposition 4.14. B(V 2,j+3 ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations:
Proof. We prove the assertion for V 2,2 , being the proof for V 2,4 completely analogous. By Proposition 4.6, c(v 1 ⊗ v 1 ) = ξ 2 v 1 ⊗ v 1 . It follows by the formula (4) that
Then by (5), we have ∂ 1 (v 2 1 ) = ξv 1 and ∂ 2 (v 2 1 ) = 0. Similarly, we obtain that
It is easy to see that ∂ 1 (r) = 0 = ∂ 2 (r) for any relation r given in (15). Then by (6), the quotient B of T (V 2,2 ) by the relations (15) projects onto B(V 2,2 ).
Using the relations (15), we have v 1 I ⊂ I and v 2 I ⊂ I, which implies that I is a left ideal of B. Since 1 ∈ I, I linearly generates B. To prove that B ∼ = B(V 2,2 ), it suffices to show that 2 ). Since the elements of different degree must be linearly independent, the claim follows.
Proposition 4.15. B(V 3,j ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations:
Proof. We prove the assertion for V 3,1 , being the proof for V 3,5 completely analogous. Using the braiding of V 3,1 in Proposition 4.6 and the formula (5), a direct computation shows that and 4.14, dim B(V 3,1 ) = dim B(V 2,2 ) = 6 = |I|, which implies that the claim follows.
Proposition 4.16. B(V 1,j ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations:
Proof. We prove the assertion for V 1,1 , being the proof for V 1,5 completely analogous. Using the braiding of V 1,1 in Proposition 4.6 and the formula (5), a direct computation shows that
1 ) = 0. Then the relations (17) and (18) are zero in B(V 1,1 ) being annihilated by ∂ 1 , ∂ 2 , which implies that the quotient B of T (V 1,1 ) by the relations (17) and (18) projects onto B(V 1,1 ). It is easy to
} is a left ideal, then I linearly generates B since clearly 1 ∈ I. Indeed, it suffices to show that v 1 I, v 2 I ⊂ I, which can be induced by
To prove that B ≃ B(V 1,1 ), it suffices to show that {v i 2 (v 1 v 2 ) j v k 1 , i ∈ I 0,2 , j ∈ I 0,1 , k ∈ I 0,5 } is linearly independent in B(V 1,1 ). For this, a direct computation shows that
It is clear that {1,
, we obtain that
It follows that α i = 0 for i ∈ I 1,4 , which implies that
It follows that β i = 0 for i ∈ I 1,5 , which implies that Proposition 4.17. B(V 4,j+3 ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations
Proof. We prove the assertion for V 4,2 , being the proof for V 4,4 completely analogous. Using the braiding of V 4,2 in Proposition 4.6 and the formula (5), a direct computation shows that
Then the relations r representing the cubic relations in (20) (21) are zero in B(V 4,2 ) being annihilated by ∂ 1 , ∂ 2 . By (4), a tedious computation shows that ∆(v 6 2 ) = v 6 2 ⊗1+1⊗v 6 2 . Hence the quotient B of T (V 4,2 ) by (20) and (21) (20) (21), it is easy to see that v 1 I, v 2 I ⊂ I and hence I is a left ideal. Since 1 ∈ I, I linearly generates B. It remains to show that {v i Proposition 4.18. B(V 4,j ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations
Proof. We prove the assertion for V 4,1 , being the proof for V 4,5 completely analogous. Using the braiding of V 4,1 in Proposition 4.6 and the formula (5), a direct computation shows that
Then the relations (22) and (23) are zero in B(V 4,1 ) being annihilated by ∂ 1 , ∂ 2 , which implies that the quotient B of T (V 4,1 ) by relations (22) and (23) projects onto B(V 4,1 ).
We claim that I is a left ideal. Indeed, it suffices to show that v 1 I, v 2 I ⊂ I, which can be induced by
Since 1 ∈ I, it follows that I generates B. To prove that B ∼ = B(V 4,1 ), it suffices to show that
. For this, we obtain that
Hence α i = 0 for i ∈ I 1,4 and so
Hence β i = 0 for i ∈ I 1,4 , which implies that
Since the elements of different degree must be linearly independent, the claim follows.
Proposition 4.19. B(V 1,j+3 ) for j ∈ {1, 5} is generated by v 1 , v 2 satisfying the relations
Proof. We prove the assertion for V 1,2 , being the proof for V 1,4 completely analogous. Using the braiding of V 1,2 in Proposition 4.6 and the formula (5), a direct computation shows that
Then relations (25) and (26) are zero in B(V 1,2 ) being annihilated by ∂ 1 , ∂ 2 , which implies that the quotient B of T (V 1,2 ) by (25) and (26) projects onto Proof of Theorem A. By Corollary 4.12, V must be simple. A direct computation shows that Λ − Λ * consist of (1, 1), (4, 2), (3, 1), (2, 2), (1, 4), (4, 5), (2, 4), (3, 5) , (4, 4), (1, 5), (4, 1) and (1, 2). Then the rest of the assertions follow by Propositions 4.14 − 4.19.
Remark 4.20. The Nichols algebras of dimension 6 in Theorem A have already appeared in [HX16] (also [AGi17] ). To the best of our knowledge, the Nichols algebras of dimension greater than 6 in Theorem A constitute new examples of Nichols algebras of non-diagonal type.
Remark 4.21. The authors in [AA18] gave a characterization of finite-dimensional Nichols algebras over basic Hopf algebras. In particular, as stated in [AA18, Example 2.14], the Nichols algebras in Theorem A can be recovered (up to isomorphism) in a similar way.
We describe it in brief. Since
YD as braided monoidal categories via the functor (F, η) defined by (3). More precisely, by Remark 2.6 and
YD with the Yetter-Drinfeld module structure given by
where
, gr A ∼ = (A) σ with the Hopf 2-cocycle σ given by 
In particular, B(Y i,j ) is of diagonal type with the Dynkin diagram
• . By [H09, Table 1 ], a direct computation shows that dim B(Y i,j ) < ∞, if and only if, (i, j) ∈ Λ − Λ * .
It should be figured out that a similar idea was used in a submitted version of [HX17] and in [X18] to discard infinite-dimensional Nichols algebras.
Remark 4.22. We claim that F (k χ k )♯A 1 for k ∈ {1, 3, 5} are pairwise non-isomorphic as Hopf algebras. By (7) (27), we have
which implies that the claim follows.
Hopf algebras over C
In this section, we determine all finite-dimensional Hopf algebras over C whose diagrams are strictly graded and the corresponding infinitesimal braidings are simple objects in C C YD.
5.1. Generation in degree one. We show that all finite-dimensional Hopf algebras over C are generated in degree one with respect to the standard filtration, under the assumption that the diagrams are strictly graded and the infinitesimal braidings are simple objects in C C YD. Lemma 5.1. Let S = ⊕ n≥0 S(n) be a finite-dimensional connected N-graded Hopf algebra in C C YD such that W := S(1) is a simple object in C C YD. Assume that S is generated by S(0)⊕ S(1).
Proof. By the assumption, there is an epimorphism S ։ B(W ). Then by Theorem A, W is isomorphic either to k χ k for k ∈ {1, 3, 5} or V i,j for (i, j) ∈ Λ − Λ * . To prove that S ∼ = B(W ), it suffices to show that the defining relations of B(W ) hold in S. This can be done by a case by case computation.
( 
It follows that X := k{v 2 } ⊂ P(S) and c(
, which implies that v 2 1 = 0 in S. Now we claim that r 1 = 0 in S. By Propositions 4.6 and 4.2, a direct computation shows that r 1 ∈ P(S) and
Suppose that r 1 = 0 in S. Set Y := k{v 1 , r 1 } ⊂ P(S). By (1) and Proposition 4.6, we have
That is, Y is a braided vector space of diagonal type with the generalized Dynkin diagram
• . It does not appear in [H09, Table 1 ], that is, Y has an infinite root system, which implies that dim B(Y ) = ∞ and hence dim S = ∞, a contradiction. Therefore, the claim follows. Since
Observe that I 2 (W ) is generated by v 2 1 and r 1 . Then r i = 0 = l i in S for i ∈ I 1,2 and hence v 2, a direct computation shows that r 1 , r 2 ∈ P(S) and
Suppose that r 1 = 0 in S. Then r 2 = 0 in S and Z := k{r 2 , r 1 } ∈ C C YD is isomorphic to V 5,2j−3 with the isomorphism given by φ : Z → V 5,2j−3 : r 2 → v 1 , r 1 → v 2 . Since (5, 2j − 3) ∈ Λ * , by Lemma 4.13, dim B(Z) = ∞ and hence dim S = ∞, a contradiction. Therefore, r 1 = 0 = r 2 in S. Then by Propositions 4.2 and 4.6, we have
Moreover, it follows by a direct computation that r 2 ∈ P(S). Suppose that r 2 = 0 in S. Set T := k{v 1 , r 2 } ⊂ P(S). By (1) and Proposition 4.6, we have
That is, T is a braided vector space of diagonal type with the Dynkin diagram
• . It does not appear in [H09, Table 1 ] and hence dim B(T ) = ∞, which implies that dim S = ∞, a contradiction. It follows that r 2 = 0 in S and hence δ(r i ) = 1 ⊗ r i for i ∈ {1, 3}. Then by (1) and Proposition 4.6, a direct computation shows that r i ∈ P(S) and c(r i ⊗ r i ) = r i ⊗ r i for i ∈ {1, 3}, which implies that r i = 0 in S. Finally, ∆ S (v 6 1 ) = v 6 1 ⊗ 1 + 1 ⊗ v 6 1 and δ(v 6 1 ) = 1 ⊗ v 6 1 , which implies that v 6 1 ∈ P(S) and c(v 6 1 ⊗ v 6 1 ) = v 6 1 ⊗ v 6 1 . Hence v 6 1 = 0 in S. (5) Assume that W is isomorphic either to V 4,j , V 4,j+3 or V 1,j+3 for j ∈ {1, 5}. Then by (1) and Propositions 4.2 & 4.6, a direct computation shows that r ∈ P(S) and c(r ⊗ r) = r ⊗ r for any defining relation r of B(W ), which implies that r = 0 in S. Here we only perform the case W ∼ = V 4,j , leaving the rest as exercise for the reader. Let
Then by (1), c(v
It follows by a direct computation that v 3 1 , r 1 ∈ P(S). Hence r 1 = 0 = v 3 1 in S. Then a direct computation shows that r 2 ∈ P(S) and hence r 2 = 0 in S. Similarly, r 3 ∈ P(S) and c(r 3 ⊗ r 3 ) = r 3 ⊗ r 3 , which implies that r 3 = 0 in S.
Theorem 5.2. Let A be a finite-dimensional Hopf algebra over C such that the corresponding infinitesimal braiding V is a simple object in C C YD. Assume that the diagram of A is strictly graded. Then A is generated in degree one with respect to the standard filtration.
Proof. Let R = ⊕ n≥0 R(n) be the diagram of A and S = ⊕ n≥0 S(n) the graded dual of R in C C YD. It suffices to prove that R is a Nichols algebra. We write W := S(1) and V := R(1). Since W ∼ = V * in C C YD and dim B(V ) < ∞, by Remark 4.3 and Proposition 2.3, W is a simple object in C C YD such that dim B(W ) < ∞. Since R(1) = P(R), by [AS02, Lemma 2.4], S is generated by W and R is a Nichols algebra if and only if P(S) = W , that is, if S is a Nichols algebra. Then the theorem follows by Lemma 5.1.
Liftings of Nichols algebras over C.
We first show that B(V )♯C does not admit nontrivial deformations, where V is isomorphic either to k χ k for k ∈ {1, 3, 5},
Lemma 5.3. Let A be a finite-dimensional Hopf algebra over C such that gr A ∼ = B(V )♯C, where
. We prove the lemma by showing that the defining relations of gr A hold in A. By Proposition 4.1 and the formula (7), we have
Since A is finite-dimensional, it follows that P(A) = 0 and hence v 2 = 0 in A.
Lemma 5.4. Let A be a finite-dimensional Hopf algebra over C such that gr A ∼ = B(V )♯C, where V is isomorphic either to V 3,1 or V 3,5 . Then A ∼ = B(V )♯C.
Proof. As before, it suffices to show that the defining relations in gr A hold in A.
Assume that V ∼ = V 3,1 . B(V 3,1 )♯C is generated by x, y, a, b satisfying the relations (9) and
If the relation x 2 = 0 admits non-trivial deformations, then x 2 ∈ A [1] is a linear combination of {a i , ba i , xa i , ya i , xba i , yba i , i ∈ I 0,5 }. That is,
Since ax 2 = x 2 a, it follows by a direct computation that 0
which implies that β i = γ i = λ i = µ i = ν i = 0 for all i ∈ I 0,5 and hence x 2 = 5 i=0 α i a i . Since ǫ(x 2 ) = 0, we have 5 i=0 α i = 0. Since bx 2 = x 2 b and ba = ξab, we have α i = 0 for all i ∈ I 1,5 . Therefore, the relation x 2 = 0 must hold in A. If xy − ξ 2 yx admits non-trivial deformations, then xy − ξ 2 yx ∈ A [1] , that is,
From the relations by + ξyb = xa 4 , bx = −xb and x 2 = 0, we obtain that Lemma 5.5. Let A be a finite-dimensional Hopf algebra over C such that gr A ∼ = B(V )♯C, where V is isomorphic either to V 2,2 or V 2,4 . Then A ∼ = B(V )♯C.
It follows that
Proof. Assume that V ∼ = V 2,2 . B(V 2,2 )♯C is generated by x, y, a, b satisfying the relations (9) and
If xy − yx admits non-trivial deformations, then xy − yx ∈ A [1] , that is, xy − yx = 5 i=0 α i a i + β i ba i + γ i xa i + λ i xba i + µ i ya i + ν i yba i for some α i , β i , γ i , λ i µ i , ν i ∈ k. Since a(xy − yx) = ξ 5 (xy − yx)a and b(xy − yx) = ξ 5 (xy − yx)b, a direct computation shows that α i = γ i = λ i = µ i = ν i = 0, which implies that xy − yx = 5 i=0 β i ba i .
Moreover, we have a(y 2 + ξx 2 ) = (y 2 + ξx 2 )a + λ −1 (xy − yx)ba 3 = (y 2 + ξx 2 )a, which implies that y 2 + ξx 2 = 5 i=0 τ i a i for some τ i ∈ k. As ∆(x) = x ⊗ 1 + a 4 ⊗ x + (1 − ξ 2 )ba 3 ⊗ y and ∆(y) = y ⊗ 1 + a ⊗ y + ξ 5 b ⊗ x, we have ∆(y 2 + ξx 2 ) = (y 2 + ξx 2 ) ⊗ 1 + a 2 ⊗ (y 2 + ξx 2 ) − ba ⊗ (xy − yx), which implies that ∆( It follows by a direct computation that β i = 0 = τ i for i ∈ I 0,5 . Hence y 2 + ξx 2 = 0 = xy − yx in A. Finally, ∆(x 3 ) = x 3 ⊗ 1 + 1 ⊗ x 3 , which implies that x 3 = 0 in A. Consequently, A ∼ = gr A. The proof for V ∼ = V 2,4 follows the same line as for V ∼ = V 2,2 .
Lemma 5.6. Let A be a finite-dimensional Hopf algebra over C such that gr A ∼ = B(V )♯C, where V is isomorphic either to V 1,1 , V 1,5 , V 4,2 or V 4,4 . Then A ∼ = B(V )♯C.
Proof. Assume that V ∼ = V 1,1 . B(V 1,1 )♯C is generated by a, b, x, y satisfying the relations 9 and ax = ξxa, bx = ξxb, ay − ξ 2 ya = λ −1 xba 3 , by − ξ 2 yb = xa 4 , x 6 = 0, (28) x 2 y + ξyx 2 + (1 + ξ)xyx = 0, x 3 + y 2 x + xy 2 + yxy = 0, x 2 y + yx 2 + xyx + y 3 = 0. (29) Let X := x 2 y + ξyx 2 + (1 + ξ)xyx, Y := x 3 + y 2 x + xy 2 + yxy and Z := x 2 y + yx 2 + xyx + y 3 for simplicity. As ∆(x) = x ⊗ 1 + a 5 ⊗ x + (ξ 2 − 1)ba 4 ⊗ y and ∆(y) = y ⊗ 1 + a 2 ⊗ y + (ξ 2 + 1)ba ⊗ x, ∆(X) = X ⊗ 1 + 1 ⊗ X + 2(ξ 2 − 1)ba 5 ⊗ Y,
It follows that Y ∈ P 1,a 3 (A) = P 1,a 3 (C) = k{1 − a 3 , ba 2 }, that is, Y = α 1 (1 − a 3 ) + α 2 ba 2 for some α 1 , α 2 ∈ k. Since aY = ξ 5 Y a, it follows that α 1 = 0 and hence Y = α 2 ba 5 . Therefore, ∆(X) = X ⊗ 1 + 1 ⊗ X + 2(ξ 2 − 1)ba 5 ⊗ α 2 ba 5 .
By (28) (29), we have aX = ξ 4 Xa and bX = ξ 4 Y b. Similar to the proof of Lemma 5.5, a tedious computation on A [2] shows that X = 0 in A and hence the equation (30) holds only if α 2 = 0. Here we omit calculation details to save space. Therefore, Y = 0 = Z in A. Finally, ∆(x 6 ) = ∆(x) 6 = x 6 ⊗ 1 + 1 ⊗ x 6 , which implies that x 6 = 0 in A. Consequently, A ∼ = gr A.
The proof for V ∼ = V 1,5 , V 4,2 or V 4,4 follows the same line as for V ∼ = V 1,1 .
Lemma 5.7. Let A be a finite-dimensional Hopf algebra over C such that gr A ∼ = B(V )♯C, where V is isomorphic either to V 4,1 or V 4,5 . Then A ∼ = B(V )♯C.
Proof. Assume that V ∼ = V 4,1 . B(V 4,1 )♯C is generated by a, b, x, y satisfying the relations (9) and ax = ξ 4 xa, bx = ξ 4 xb, ay − ξ 5 ya = (ξ 4 + ξ 5 )xba 3 , by − ξ 5 yb = xa 4 , (31) It follows that X = 0 = Y in A and hence x 3 , Z ∈ P 1,a 3 (A) = P 1,a 3 (C), that is, x 3 = α 1 (1 − a 3 ) + α 2 ba 2 and Z = β 1 (1 − a 3 ) + β 2 ba 2 for some α 1 , α 2 , β 1 , β 2 ∈ k. Since ax 3 = x 3 a, bx 3 = x 3 b and aZ = ξ 2 Za, it follows that α 1 = 0 = α 2 and β 1 = 0 = β 2 , which implies that x 3 = 0 = Z in A. Consequently, A ∼ = gr A. The proof for V ∼ = V 4,5 follows the same line as for V ∼ = V 4,1 .
Now we define two families of Hopf algebras B 1,2 (µ) and B 1,4 (µ) and show that they are liftings of B(V 1,2 ) and B(V 1,4 ) over C.
Definition 5.8. For µ ∈ k and j ∈ {1, 5}, let B 1,j+3 (µ) be the algebra generated by a, b, x, y satisfying a 6 = 1, b 2 = 0, ba = ξab, ax = ξxa, bx = ξxb, ay − ξ 2 ya = λ −1 xba 3 , by − ξ 2 yb = xa 4 , x 3 = 0, ξ 2j x 2 y + ξ 4j xyx + yx 2 = 0, y 3 + x 2 y + yx 2 + xyx = µ(1 − a 3 ), y 2 x + xy 2 + yxy = −2ξ 2 µba 5 .
B 1,j+3 (µ) admits a Hopf algebra structure whose coalgebra structure is given by ( Lemma 5.10. A linear basis of B 1,j+3 (µ) for j ∈ {1, 5} is given by {y i (xy) j x k b l a m , i, k ∈ I 0,2 , j, l ∈ I 0,1 , m ∈ I 0,5 }. In particular, dim B 1,j+3 (µ) = 216.
Proof. We prove the lemma by the Diamond Lemma [B] with the order y < xy < x < b < a. Let z := xy for simplicity. It suffices to show that all overlaps ambiguities are resolvable, that is, the ambiguities can be reduced to the same expression by different substitution rules. We show that the overlaps {(ay)y 2 , a(y 3 )} and {(by)y 2 , b(y 3 )} are resolvable: 
