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Motivation: In current proteome research, peptide sequencing
method is probably the most widely used method for protein
mixture identication. However, this peptide-centric method has
its own disadvantages such as the immense volume of tandem
Mass Spectrometry (MS) data for sequencing peptides. With the
fast development of technology, it is possible to investigate other
alternative techniques.
Peptide Mass Fingerprinting (PMF) has been widely used to
identify single puried proteins for more than 15 years. Unfortunately,
this technique is less accurate than peptide sequencing method and
can not handle protein mixtures, which hampers the widespread use
of PMF technique. If we can remove these limitations, PMF will
become a useful tool in protein mixture identication.
Results: We rst formulate the problem of PMF protein mixture
identication as an optimization problem. Then, we show that the
use of some simple heuristics enables us to nd good solutions.
As a result, we obtain much better identication results than
previous methods. Moreover, the result on real MS data can be
comparable with that of the peptide sequencing method. Through a
comprehensive simulation study, we identify a set of limiting factors
that hinder the performance of PMF method in protein mixtures. We
argue that it is feasible to remove these limitations and PMF can be a
powerful tool in the analysis of protein mixtures.
Availability: The source codes in Java and the data sets are available
at http://bioinformatics.ust.hk/PMFMixture.rar.
Contact: eeyu@ust.hk
1 INTRODUCTION
The identication and quantication of proteins expressed in a cell
or tissue is an explicit goal of proteomics. Among existing protein
identication strategies, peptide mass ngerprinting (PMF) has been
widely used to identify single puried proteins since 1993 (James
et al., 1993; Mann et al., 1993; Pappin et al., 1993; Yates et al.,
1993). However, PMF has begun to fall out of favor in much
of proteomics community (Yang et al., 2008) because of recent
advances in the analysis of complex protein mixtures using shotgun
proteomics (Aebersold and Mann, 2003; Link et al., 1999; Gygi
et al., 1999; Washburn et al., 2001). The shotgun proteomic strategy
combines protein digestion and tandemMS (MS/MS) based peptide
sequencing to perform peptide-centric identication.
The PMF method has two inherent disadvantages: (1) it is less
accurate than peptide sequencing method since it can't distinguish
different peptides with identical mass; (2) it is originally designed
¤to whom correspondence should be addressed
for identifying single puried proteins rather than protein mixtures.
If we can overcome these limitations, there will be great potential
to use PMF method as an alternative or supplement of the peptide
sequencing method in analyzing complex protein mixtures.
To date, some effective PMF scoring and searching methods such
as MASCOT (Perkins et al., 1999), MS-Fit (Clauser et al., 1999)
and ProFound (Zhang and Chait, 2000) have already been widely
used. Meanwhile, more PMF algorithms are developed to further
improve the identication accuracy (Margnin et al., 2004; Siepen
et al., 2007; Yang et al., 2008). As shown by Yang et al. (2008),
PMF method has the potential of rivaling the accuracy of peptide
sequencing method.
The use of PMF method in protein mixtures has been studied in
(Jensen et al., 1997; Park and Russell, 2001; Eriksson and Fenyo¨,
2005; Lu et al., 2008). A subtraction strategy is proposed by Jensen
et al. (1997) in which the masses matching the protein identied in
the rst round are removed prior to the second round of searching.
This procedure repeats a number of rounds until enough proteins are
identied. The same strategy is also adopted in (Park and Russell,
2001; Eriksson and Fenyo¨, 2005). Though the subtraction approach
can be used to identify component proteins from simple mixtures,
it still suffers from the problem of random matching and has poor
performance when the mixture is complex and noisy. The approach
proposed in (Lu et al., 2008) relies on a randomized decoy database
and high mass accuracy capability of mass spectrometry. From the
viewpoint of PMF ranking, this method is still a traditional PMF
method in which each single protein is ranked separately.
The main objective of this paper is to study the potentials and
pitfalls of PMF method in protein mixtures. More concisely, we are
interested in answering the following two questions:
(1) Is it possible to achieve an acceptable identication accuracy
in protein mixtures if we only use PMF method on single MS
data? The answer to this question is yes. We rst show that
the PMF searching in protein mixtures is actually a mathematical
optimization problem. While obtaining the optimal solution is
difcult, we are still able to employ some heuristic searching
methods to nd the local optimum. As a result, the identication
performance reaches an acceptable level and it is signicantly better
than that of traditional PMF method and subtraction strategy. This
demonstrates that PMF method has the potential of competing with
peptide sequencing method in protein mixture identication when
advanced computational methods are exploited.
(2) What are the limiting factors in the use of PMF method in
protein mixture identication? Through a comprehensive simulation
study, we show that the performance of PMF is mainly affected by
the mass accuracy of mass spectrometer, the number of component
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proteins in the mixture, the sequence coverage of each protein
and the noise level in MS data. With further improvements in
MS instrumentation, protein and peptide separation techniques and
computational data analysis tools, it will likely become possible
to overcome these limitations. Potentially, PMF will become a
powerful tool in the analysis of protein mixtures.
The rest of the paper is organized as follows: Section 2
describes the problem formulation and introduces two new PMF
algorithms for identifying proteins from mixtures. Section 3 shows
the potential of PMF algorithm in the analysis of protein mixtures
and investigates some major limiting factors through a carefully
designed experimental study. Section 4 presents some discussions.
Section 5 concludes this paper.
2 METHODS
2.1 PMF for Single Protein Identication
Traditionally, PMF for single protein identication consists of the
following steps:
(1) Protein purication: 2D gel-based separation produces
puried protein samples.
(2) Protein digestion: Protease (such as trypsin) digests each
protein into peptide mixtures andMS records the masses of resulting
peptides.
(3) Protein identication: PMF scoring function ranks each
protein in the database according to its match quality with the MS
spectrum and reports best ones to the users.
The key point in PMF is to dene a good scoring function
so that the ground-truth protein is given a high rank. Most
existing PMF algorithms require a user-specied mass tolerance
threshold as input to dene the peak matching relationship. The
underlying assumption is that one experimental peak is considered
corresponding to a theoretical peak if their distance is not larger
than the mass tolerance threshold. Suppose we have a set of
experimental peaks Z = (z1; z2; :::zl) and a database of proteins
D = (X1; X2; :::Xg), where Xi denotes an individual protein and
g denotes the size of the database. The quality of matching between
a protein Xi 2 D and the experimental peak set Z is measured by
a scoring function S(L)(Z;Xi; ¾), where ¾ is the mass tolerance
threshold. When ¾ is xed, we may use S(L)(Z;Xi) instead of
S(L)(Z;Xi; ¾).
If we assume that the ground-truth protein has the highest score,
then the problem of single protein identication is actually an
optimization problem:
bX = arg max
Xi2D
S(L)(Z;Xi); (1)
where bX is the protein that achieves the highest score among all
proteins in the database. In other words, bX best explains Z.
2.2 PMF for Protein Mixture Identication
From the viewpoint of data analysis, we have the same input in
the context of protein mixtures: a set of experimental peaks Z =
(z1; z2; :::zn) generated from peptide mixtures of multiple unknown
proteins. Here our objective is to nd a set of proteins bY that best
explain Z:
bY = arg max
YµD
S(M)(Z; Y ); (2)
where Y denotes a subset of proteins and S(M)(Z; Y ) is a scoring
function that measures the quality of matching between Z and Y .
Note that S(M)(¢; ¢) is different from S(L)(¢; ¢) as Y may have
multiple proteins. The denition of S(M)(¢; ¢) will be discussed in
the next section.
Obviously, single protein identication is a special case of protein
mixture identication when an additional constraint jY j = 1 is
provided.
After formulating the problem of protein mixture identication as
a generic optimization problem, our task becomes: (1) dening the
objective function (scoring function) S(M)(Z; Y ) and (2) nding a
good solution to the problem.
2.3 Scoring Function for Protein Mixture Identication
2.3.1 Generic Scoring Function
To dene S(M)(Z; Y ), we have two natural choices:
(1) Virtual single protein approach: We can regard Y as a virtual
single protein V whose digestion result is the set of peptides
generated from proteins in Y . Then, the score for this virtual protein
is calculated in the same way as for single protein:
S(M)(Z; Y ) = S(L)(Z; V ): (3)
(2) Peak partition approach: The basic idea is to distribute peaks
to different proteins in Y explicitly. If we assume that each peak can
only be assigned to one protein, then we need to partition the peaks
of Z into disjoint subsets1. Without loss of generality, we assume
that Y consists of k proteins Xs1 ; Xs2 ; :::; Xsk (1 · sj · g) and
divide Z into k disjoint subsets Z1; Z2; :::; Zk. Then the score is
calculated as:
S(M)(Z; Y ) =
kX
j=1
S(L)(Zj ; Xsj ): (4)
When the single protein identication method is applied directly
to protein mixtures, the scoring function is actually S(L)(Z;Xsj )
in which protein Xsj is used to match/explain all the peaks in Z.
Clearly, this scheme will suffer from serious random matching.
The subtraction strategy (Jensen et al., 1997) can be regarded
as a special instance of peak partition approach in which
peaks are divided in a greedy manner. Suppose the peak
subsets Z0; Z1; Z2; :::; Zk are generated by subtraction strategy
sequentially (Z0 is an empty set), then the score at each step
j(1 · j · k) is calculated as:
S(L)(Z ¡
j¡1[
t=0
Zt; Xsj ): (5)
Although the subtraction strategy partitions the peaks into
different groups, it evaluates each protein using a much larger
1 In general, such assumption is invalid since one peak may belong to
multiple proteins. A more practical model is to allow overlaps between
different subsets. Further investigation towards this direction is beyond the
scope of this paper.
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subset of Z instead of its corresponding peak subset. Obviously,
this strategy still suffers from the problem of random matching.
In short, existing scoring functions are ill posed for protein
mixture identication and the development of new scoring functions
is necessary.
In addition to the virtual single protein approach and peak
partition approach, we can also design other kinds of scoring
functions for protein mixtures. However, further study on this
topic is beyond the scope of this paper since our main objective
is to demonstrate the potential of PMF method in protein mixture
identication when advanced computational methods are used.
Here we use the virtual single protein approach to dene the
scoring function. This approach has the following advantages: (1)
it is simple to understand and easy to implement; (2) the calculation
of score can be very efcient in the optimization process if the
single protein scoring function is properly selected. Overall, it
should sufce for illustrating the benet of optimization-based PMF
method for protein mixture identication.
2.3.2 Materialized Scoring Function
In our implementation, we can choose any scoring function such
as the popular Mascot2 and ProFound. Here, we use the scoring
function proposed in (Samuelsson et al., 2004) due to the following
reasons:
1. It has comparable performance to Mascot and ProFound.
2. Its score can be calculated quickly and incrementally in the
context of protein mixtures.
The empirical results in (Samuelsson et al., 2004) support the rst
point and we will discuss the second point in the next section.
The basic idea of Samuelsson et al. (2004) is to consider a good
match as something unlikely to happen. If one proteinXi matches ri
peaks in Z, the algorithm computes a priori random probability that
these ri matches occur. The score is taken as the negative logarithm
of that probability. A high score value reects an unlikely event, and
hence a high degree of good matching.
There are different ways to compute the a priori random
probability. One widely used strategy is to apply the binomial
distribution (Berndt et al., 1999; Wool and Smilansky, 2002;
Samuelsson et al., 2004; Eriksson and Fenyo¨, 2004). Then, the
probability that a protein Xi has ri random matched peaks in Z
is given by:
Pr(jMZ(Xi)j = ri) = Cril prii (1¡ pi)l¡ri ; (6)
where MZ(Xi) denotes a subset of Z whose peaks match protein
Xi, l is the number of observed peaks in Z, and pi is the probability
for at least one match between a peak from Z and one of the ni
peptide masses of proteinXi.
The value of pi is calculated as (Samuelsson et al., 2004):
pi = 1¡ (1¡ 2¾=¢)ni ; (7)
where ¢ is the acquisition mass range (i.e. the difference between
the maximum and minimum mass values of Z) and ¾ is the mass
tolerance threshold.
2 The technical details of Mascot are not publicly available, making it
difcult to apply this method directly to protein mixture identication.
The interpretation of pi is straightforward: If we assume the
probability of randommatch for an observed peak is 2¾=¢, then the
probability for a random miss is 1 ¡ 2¾=¢. If we draw ni random
peptides, then the probability of missing this observed peak in all ni
trials is (1 ¡ 2¾=¢)ni . Therefore, the probability for at least one
match is 1¡ (1¡ 2¾=¢)ni .
The scoring function is dened as the negative natural logarithm
of Pr(jMZ(Xi)j = ri):
S(L)(Z;Xi) = ¡ lnCril ¡ ri ln pi ¡ (l ¡ ri) ln(1¡ pi): (8)
Suppose Y consists of k proteins Xs1 ; Xs2 ; :::; Xsk , we can
consider Y as a virtual single protein and the generalized scoring
function becomes:
S(M)(Z; Y ) = ¡ lnCrYl ¡ rY ln pY ¡ (l¡ rY ) ln(1¡ pY ); (9)
where rY = jSkj=1MZ(Xsj )j and pY = 1¡(1¡2¾=¢)Pkj=1 nsj .
2.4 Local Search Algorithms for Protein Mixture
Identication
After dening the scoring function for protein mixture identication,
we need to solve the optimization problem by nding a subset
of proteins that maximizes the objective(scoring) function. In our
study, we rst assume that the true number of ground-truth proteins
is known in advance, i.e. k is an input parameter. Consequently, we
will relax this requirement by introducing an adaptive algorithm that
can determine the number of target proteins automatically.
Even when k is given, an exhaustive search is prohibitive since
there are totally Ckg possible solutions, where g is the size of
protein sequence database. A variety of well known searching
techniques, including simulated annealing and genetic algorithms,
can be applied to nd a reasonable solution. As we plan to use large
protein database, computationally expensive approaches become
unattractive. Here we use local-search heuristics to nd good
solutions efciently.
2.4.1 Local Search Algorithm with Known k
This section presents a local search algorithm with known k
for protein mixtures. We name it Losak and describe the detail in
Algorithm 1.
The Losak algorithm takes the number of target proteins as input
and iteratively improves the value of objective function. Initially,
we randomly select k proteins and label them as target proteins.
In the iteration process, for each protein labeled as non-target
protein, its label is exchanged with each of the k target proteins
and the objective value is re-evaluated. If the objective value
increases, the protein's non-target label is exchanged with the
target label of the protein that achieves the best objective value
and the algorithm proceeds to the next protein. When all non-
target proteins have been checked for possible improvements, a
full iteration is completed. If at least one label has been changed in
one iteration, we initiate a new iteration. The algorithm terminates
when a full iteration does not change any labels, thereby indicating
that a local optimum is reached.
In this algorithm, the key step is how to efciently calculate the
new score when two proteins are swapped. Thanks to the good
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Algorithm 1 Losak Algorithm
Input:
D: database of g proteins; Z: observed peak list.
¾: mass tolerance threshold; k: number of target proteins.
Output:
Y : a set of k proteins
/* Phase 1-Initialization */
Randomly select k proteins into Y as target proteins
/* Phase 2-Iteration */
Initialize hasSwapÃ True
while hasSwap=True do
hasSwapÃ False
for i = 1 to g do
ifXi does not belong to Y then
hÃ argmax
j
S(M)(Z; Y + fXig ¡ fXsj g)
if S(M)(Z; Y + fXig ¡ fXshg) > S(M)(Z; Y ) then
Update Y as Y Ã Y + fXig ¡ fXshg
hasSwapÃ True
end if
end if
end for
end while
return Y
property of scoring function in Equation (9), we can calculate the
score incrementally:
When Xsh in Y is swapped out and Xi is swapped in, the
calculation of new pY is very efcient since we can store
Pk
j=1 nsj
as a constant C so that pY = 1¡ (1¡ 2¾=¢)C¡nsh+ni .
In order to calculate rY efciently, we use an integer array A of
length l to record the number of proteins in Y that hit each observed
peak. Given A, rY is calculated as the number of non-zero entries
of A. When Xsh is exchanged with Xi, we just need to use the
non-overlapping elements of MZ(Xi) and MZ(Xsh) to update A
and calculate the new rY value. Therefore, rY can be computed
incrementally with a time complexity of O(l).
After obtaining the values of pY and rY , we can calculate
the score immediately according to Equation (9). Hence, the
time complexity of incremental score calculation at each swap
evaluation step is O(l). Accordingly, the Losak algorithm has a
time complexity of O(qgkl), where q is the number of iterations,
g is the number of proteins in the database, k is the number of
target proteins and l is the number of observed peaks. Obviously,
the Losak algorithm has good scalability since its time complexity
is linear to all major parameters.
2.4.2 Local Search Algorithm with Unknown k
In the Losak algorithm, we assume that the number of target
proteins is known based on prior knowledge. Unfortunately, such
information is often not available. Thus, we need an algorithm
that can determine k automatically. This section presents the Losau
algorithm (Algorithm 2), which is an adaptive local search algorithm
with unknown k for protein mixtures.
This algorithm is an extension of Losak algorithm and provides
several additional salient features:
(1) It is adaptive: To determine the number of target proteins
automatically, we introduce the insert operation and delete
operation into the local optimization process so that k can be varied.
If protein Xi is contained in Y , we will delete it from Y if such
an operation increases the score. Similarly, if protein Xi is not
contained in Y , we will either insert it into Y or exchange it with
another protein in Y if such an operation increases the score.
(2) It follows the Occam's razor principle (Blumer et al., 1987).
Occam's razor, also known as the principle of parsimony, has many
applications in different areas. Often, it is phrased as all other
things being equal, the simplest solution is the best. To apply the
Occam's razor principle, we need to properly interpret the meaning
of simplicity, which is usually called Occam simplicity. In our
context, we can use the number of target proteins in Y as the Occam
simplicity measure. Therefore, we introduce a penalty ! on the
insert operation to reect our intention of explaining Z using as
few number of proteins as possible.
In the rst iteration, we have to assign a proper value to ! so that
Y can be expanded to a reasonable size. If ! is too small, the size
of Y will increase too quickly to destroy the Occam simplicity. If !
is too large, the size of Y will not exceed its initial value of two and
the algorithm will terminate with a poor solution. Here we use the
number of proteins in Y to update the ! value in the rst iteration.
This initialization method has good performance in practice.
In the consequent iterations, we also need to adjust ! value to
achieve a good simplicity-quality tradeoff. Since the score increases
strictly at each iteration, we just need to decrease the ! value
accordingly. Here we use the parameter df(0 < df < 1) as the
decay factor to decrease ! at each iteration: ! Ã df ¢ !.
Generally, a small df value provides us the potential of obtaining
more true positives but also more false positives. In practice, we
prefer a small df value since we can remove those unwanted proteins
using the ltering method introduced below.
(3) It has a ltering mechanism to remove false positives
effectively. The adaptive nature of Losau algorithm may introduce
many false positives into the nal protein list. It is desirable to lter
out these incorrect proteins from the result. Meanwhile, it is also
necessary to provide a signicance-test-alike procedure to evaluate
the condence of each single protein. Algorithm 3 describes our
ltering procedure.
In this algorithm, we evaluate each protein Xsj using the peak
subset MZ(Xsj ). The idea is very simple: since all the peaks
in MZ(Xsj ) match Xsj , the probability that other proteins in
database achieve better single protein identication score than Xsj
onMZ(Xsj ) is very low ifXsj is the ground-truth protein. We use
the number of winning proteins to measure the rank uncertainty
and µ as the threshold. If there are more than µ proteins outperform
Xsj on MZ(Xsj ) in terms of single protein identication score,
we remove it from the result set. In general, µ value determines the
ltering percentage. In the algorithm, we set µ = 1 or µ = 2 and we
nd that such parameter setting works well.
Note that we can also apply the ltering procedure to Losak
algorithm in the same way, while the performance gain is not as
signicant as that of Losau algorithm.
(4) It has the same time complexity as Losak. In a similar way, we
can show that the time complexity of incremental score calculation
when insert operation and delete operation are invoked is
also O(l). If there are at most k proteins contained in Y in the
intermediate steps, then the time complexity of Losau algorithm is
still O(qgkl).
4
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
08
.2
26
8.
1 
: P
os
te
d 
8 
Se
p 
20
08
Optimization-Based PMF for Protein Mixture Identication
Algorithm 2 Losau Algorithm
Input:
D: database of g proteins; Z: observed peak list.
¾: mass tolerance threshold; df : decay factor.
µ: rank threshold in ltering.
Output:
Y : a set of k proteins. /* k is determined automatically */
/* Phase 1-Initialization */
Randomly select 2 proteins into Y as target proteins
Initialize ! Ã 0 and iter Ã 1 /* !: penalty */
/* Phase 2-Iteration */
Initialize hasOperationÃ True
while hasOperation=True do
hasOperationÃ False
if iter > 1 then
! Ã df ¢ !
end if
for i = 1 to g do
³noop Ã S(M)(Z; Y )
if iter = 1 then
! Ã jY j
end if
ifXi does not belong to Y then
hÃ argmax
j
S(M)(Z; Y + fXig ¡ fXsj g)
³swap Ã S(M)(Z; Y + fXig ¡ fXshg)
³inst Ã S(M)(Z; Y + fXig)¡ !
if ³swap > ³inst and ³swap > ³noop then
/* Swap Operation */
Update Y as Y Ã Y + fXig ¡ fXshg
hasOperationÃ True
end if
if ³inst > ³swap and ³inst > ³noop then
/* Insert Operation */
Update Y as Y Ã Y + fXig
hasOperationÃ True
end if
end if
ifXi belongs to Y then
if S(M)(Z; Y ¡ fXig) > ³noop then
/* Delete Operation */
Update Y as Y Ã Y ¡ fXig
hasOperationÃ True
end if
end if
end for
iter Ã iter + 1
end while
/* Phase 3-Filtering (See Algorithm 3) */
Y Ã ProteinF ilter(D;Z; ¾; µ; Y )
return Y
2.4.3 The Convergence of Two Algorithms
The convergence of the proposed algorithms is described in
Theorem 1 below. With the formal proofs, we assure that these
algorithms can be used safely.
Theorem 1. Both Losak algorithm and Losau algorithm converge
to a local maximal solution in a nite number of iterations.
Algorithm 3 PoteinFilter Algorithm
Input:
D;Z; ¾; µ.
Y : a set of proteins.
Output:
F : a rened set of proteins, F µ Y .
Initialize F Ã ;
for j = 1 to jY j do
InitializeWinner Ã 0
for i = 1 to g do
if S(L)(MZ(Xsj ); Xi) > S(L)(MZ(Xsj ); Xsj ) then
Winner =Winner + 1
end if
end for
ifWinner < µ then
Update F as F Ã F + fXsj g
end if
end for
return F
Proof. We rst note that there are only a nite number (2g)
of possible subset of D. We then note that each possible subset
Y appears at most once during the iterations since the sequence
S(M)(¢; ¢) is strictly increasing in both algorithms. Hence, the result
follows.
Theoretically, the algorithms will converge to different local
optimal solutions using different initializations. In practice, we
observed that different starting points usually lead to quite similar
results. This fact indicates that our algorithms are robust with
respect to the initialization of starting points.
3 EXPERIMENTS
We use both simulation data and real data to demonstrate the
superiority of our algorithms and the potential of PMF based protein
mixture identication. We also empirically identify some major
factors that affect the performance of PMF methods in protein
mixtures through simulation study.
3.1 Evaluation Criteria and PMF Algorithms
Since we know the ground-truth proteins in both simulation and
real data, each protein in the nal protein list Y is counted as a
true positive (TP) if it belongs to ground-truth proteins or as a false
positive (FP) otherwise. Then, we can use standard performance
metrics in information retrieval, including precision, recall, and
F1-measure, to evaluate the identication performance. Their
denitions are given as follows:
² nTP : the number of true positives.
² nFP : the number of false positives.
² nP : the number of all ground-truth proteins.
² precision = nTP =(nTP +nFP ), the proportion of identied
ground-truth proteins to all identied proteins.
² recall = nTP =nP , the proportion of identied ground-truth
proteins to all ground-truth proteins.
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² F1-measure = 2¢precision¢recall
precision+recall
, the harmonic mean of
recall and precision.
In evaluation, we compare the following algorithms:
(1) SPA: single protein identication algorithm with Equation (8)
as the scoring function.
(2) Subtraction algorithm with Equation (8) as the scoring
function in each step.
(3) Losak algorithm.
(4) Losau algorithm.
In the experiments, we let SPA algorithm, Subtraction algorithm,
and Losak algorithm to report nP proteins since we know the exact
number of ground-truth proteins. In this setting, the precision,
recall and F1-measure of each algorithm are identical. In the
Losau algorithm, these performance metrics will have different
values since it adaptively determines the number of target proteins.
Thus, we need to report the precision, recall and F1-measure of
Losau algorithm, respectively.
Throughout the experiments, we use the same set of parameters
in all PMF algorithms: trypsin digestion with a maximum of
one missed cleavage, monoisotopic peaks, single charge state,
unrestricted protein mass. Other parameter specication will be
given at the right time.
In Losau algorithm, the df is xed to 0.9 and µ is xed to 2. In
both Losak and Losau algorithm, only proteins in the database that
match at least ve peaks are considered as potential candidates in
the local optimization process.
3.2 Simulation Study
3.2.1 Simulator
We use the following procedure to generate synthetic protein
mixture data, which has also been exploited in (Eriksson and Fenyo¨,
2005, 2007).
Firstly, we randomly select a set of proteins from the sequence
database (Swiss-Prot, Release 52) as the ground-truth proteins. To
ensure that each ground-truth protein has a reasonable number of
digested peptides, we restrict the molecular weight of each protein
between 30,000 Da and 100,000 Da.
Secondly, we perform trypsin-based protein digestion in silico
(1 missed cleavage sites) and simulate the peptide detectability
by retaining only a portion of proteolytic peptides according to
the sequence coverage parameter. Here we dene the sequence
coverage as the ratio between the number of detectable peptides
and the number of all peptides within the mass acquisition range
(800-4500 Da in our simulation).
Finally, we simulate the experimental mass error and noise.
We alter the mass of each peptide by adding a number randomly
generated from a Gaussian distribution (standard deviation = ¾, i.e.
the mass tolerance threshold). We also add a set of noisy peaks that
are randomly generated and uniformly distributed within the mass
acquisition range. We determine the number of noisy peaks using
the noise level parameter, which is dened as the ratio between the
number of man-made noisy peaks and the number of total peaks
(after adding these noisy peaks).
3.2.2 The Effect of Mass Accuracy
To test how the identication results of different methods are
affected by mass accuracy, we generate simulation data with mass
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Fig. 1. Identication performance comparison for the mass error between
0.01 and 0.04 Da.
error (¾) of 0.01, 0.02, 0.03 and 0.04 Da, respectively. Each
simulation data with specic mass error contains 10 mixtures of
proteins. In each mixture, the number of ground-truth proteins is
20, the sequence converge is 0.3, and the noise level is 50%.
In all PMF methods, the mass tolerance threshold is set to be
the known mass error. The average precision/recall/F1-measure
at each mass error over 10 protein mixtures are used to compare
different methods, as shown in Fig.1.
The increase of mass error will decrease the identication
performance of various PMF algorithms. This general trend
indicates that high mass accuracy is a necessary condition for the
success of PMF method in protein mixture identication.
Our algorithms are signicant better than other algorithms.
Moreover, our algorithms are very robust to the increase of mass
error and can produce good results when the mass error is relatively
larger. In contrast, the Subtraction algorithm requires smaller mass
error to achieve comparable performance.
The mass error can also affect the running time of our PMF
methods. Fig.2 shows that running time of our algorithms increases
with the increase of mass error. This is because we use the mass
error as the mass tolerance threshold. A large mass tolerance
threshold will introduce more candidate proteins so that the
potential search space of our algorithms is enlarged. Therefore, our
algorithms need more running time to complete database searching.
In contrast, SPA and Subtraction are less affected.
We can see that the running time of Losak increases linearly
with respect to mass error. However, the running time of Losau
increases dramatically when mass error is raised from 0.02 to 0.03
and thereafter begins to drop down. It indicates two facts: (1) Losak
is more stable than Losau with respect to mass error and (2) Losau
achieves comparable identication performance at the expense of
much more computational time.
To illustrate the difference of running time between Losak and
Losau, we plot the number of iterations used by both algorithms
in Fig.3. Clearly, Losau always uses more iterations than Losak.
Since the time complexity of both Losak and Losau is proportional
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Fig. 2. Running time comparison for the mass error between 0.01 and 0.04
Da.
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Fig. 3. Comparison of Losak and Losau in terms of the number of iterations
for the mass error between 0.01 and 0.04 Da.
to the number of iterations, this plot provides a vivid example of
complexity comparison.
It should be noted that the complexity of Losau is not completely
predictable, as shown in the decrease of computational time at mass
error of 0.04 Da. We believe the reason lies in the initial settings of
the local-search method, which is common in such heuristic-based
methods.
3.2.3 The Effect of Sequence Coverage
Sequence coverage is the ratio between the number of detectable
peptides and the number of all peptides within the mass acquisition
range. Obtaining sufcient sequence coverage is of primary
importance in the context of PMF. We generate simulation data
0.1 0.2 0.3 0.40
10
20
30
40
50
60
70
80
Sequence Coverage
A
ve
ra
ge
 P
re
ci
si
on
/R
ec
al
l/F
1−
M
ea
su
re
 (%
)
SPA
Subtraction
Losak
Losau(Precision)
Losau(Recall)
Losau(F1−Measure)
Fig. 4. Identication performance comparison for the sequence coverage
ranging from 0.1 to 0.4.
with sequence coverage 0.1, 0.2, 0.3 and 0.4, respectively. At each
specic sequence coverage value, we generate 10 synthetic protein
mixtures using the following parameters: 20 proteins, mass error
0.02 Da and 50% noisy peaks.
Fig.4 shows that high sequence coverage is a necessary condition
to accurately identify component proteins from mixtures using
PMF. When the sequence coverage is low (e.g. 0.1), all algorithms
perform poorly. When the coverage ratio increases, our algorithms
begin to beat other methods signicantly.
Fig.5 shows that the running time of different PMF algorithms
increases when the sequence coverage increases. Since a high
sequence coverage will introduce more peaks into the mixture data,
PMF algorithms need more running time to perform protein-peak
matching.
In this experiment, the running time of Losak and Losau increases
with respect to the sequence coverage. On average, Losau needs
more time than Losak. Fig.6 depicts the number of iterations used by
Losak and Losau, which shows that Losau is more time-consuming
because it needs more iterations to converge.
3.2.4 The Effect of Noise Level
MS data is very noisy. Due to various reasons, the input peak
list for PMF contains many noisy peaks corresponding to chemical
impurities or other components. Even in spectra generated from
a single protein, there are usually more than 50% noisy peaks.
Therefore, the ability to identify proteins from noisy mixtures is
absolutely indispensable.
We set the noise level to 10%, 30%, 50% and 70%, respectively.
At each noise level, we generate 10 mixtures using the following
parameters: 20 proteins, mass error 0.02 Da and sequence coverage
0.3.
Fig.7 plots the identication results of different methods when
the noise level ranges from 10% to 70%. The performance of
Subtraction algorithm and SPA algorithm decline signicantly when
more noisy peaks are included, while our algorithms are very robust
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Fig. 5. Running time comparison for the sequence coverage ranging from
0.1 to 0.4.
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Fig. 6. Comparison of Losak and Losau in terms of the number of iterations
for the sequence coverage ranging from 0.1 to 0.4.
at different noise levels. As real MS data can be more complicated
than the simulation data, it is not surprising that the Subtraction
algorithm will fail.
Fig.8 describes the running time of different methods at different
noise levels. All methods take more computational time when the
number of noisy peaks increases.
Fig.9 provides a detailed plot of iteration number in both Losak
and Losau when the noise level ranges from 10% to 70%. A jump
of iteration number in Losau is clearly visible, indicating the extra
effort needed for achieving convergence at high noise level.
3.2.5 The Effect of Protein Number in the Mixture
The number of component proteins also has an effect on the
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Fig. 7. Identication performance comparison when the ratio of noisy peaks
ranges from 10% to 70%.
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Fig. 8. Running time comparison when the ratio of noisy peaks ranges from
10% to 70%.
performance of PMF algorithms. Generally, the ground-truth peaks
of one protein may be considered as noise to other proteins.
Therefore, more proteins in the mixture, more difcult the
identication.
We set the number of component proteins to 10, 40, 70 and
100, respectively. For each xed protein number, we generate
10 mixtures using the following parameters: mass error 0.02 Da,
sequence coverage 0.3 and no noisy peaks.
Fig.10 depicts that the identication performance of all PMF
algorithms declines when the protein number increases. The
performance decay of Subtraction algorithm is very fast because it is
sensitive to noise. Here the noise corresponds to peaks digested
by other proteins.
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Fig. 9. Comparison of Losak and Losau in terms of the number of iterations
when the ratio of noisy peaks ranges from 10% to 70%.
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Fig. 10. Identication performance comparison when the number of
component proteins in the mixture varies from 10 to 100.
Fig.11 shows that the running time of PMF algorithms increases if
there are more proteins in the mixture. Note that the computational
time of Lsoak and Losau is almost quadratic to the protein number.
This is because the increase of protein number will increase number
of peaks. In other words, k and l are increased simultaneously so
that the running time of both algorithms increases signicantly.
We also record the number of iterations used by Lsoak and Losau
in Fig. 12. The number of iterations of both algorithms increases
linearly and Losau needs more iterations than Losak.
3.3 Real Data
Here we use a mix of 17 proteins generated from a linear ion
trap-orbitrap (LTQ-Orbitrap) instrument (Lu et al., 2008). The
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Fig. 11. Running time comparison when the number of component proteins
in the mixture varies from 10 to 100.
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Fig. 12. Comparison of Losak and Losau in terms of the number of iterations
when the number of component proteins in the mixture varies from 10 to 100.
LTQ-Orbitrap is a hybrid Fourier transform mass spectrometer
that combines the efciency and sensitivity of the linear ion trap
with high mass accuracy and high resolution of the orbitrap mass
analyzer. After a set of pre-processing steps, we obtain a list of
around 6,000 peaks as input. To nd more details about sample
preparation and data acquisition, the reader is refereed to Lu et al.
(2008).
In database searching, we set the mass tolerance threshold to 5
ppm according the mass accuracy of the instrument. In Table 1,
we report the identication results. Here the number of reported
proteins for SPA algorithm, Subtraction algorithm, Losak algorithm
is 17, i.e. the number of ground-truth proteins.
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Table 1. The performance of different algorithms on the real MS data. Note
that all entries for SPA and Subtraction are zeros since they can not identify
any ground-truth proteins from the mixture.
Algorithms Precision Recall F1-Measure
SPA 0 0 0
Subtraction 0 0 0
Losak 29% 29% 29%
Losau 9% 29% 14%
Table 1 shows that the optimization-based formulation in
Losak and Losau enables us to achieve signicant higher protein
identication rate in noisy real MS data than previous methods.
Certainly, we also notice there is room for further improvement
since the best precision/recall/F1-measure achieved by Losak
is approximately 30%. We have the following comments:
(1) The reasons for the unsatisfactory performance are probably
two-fold:
² There are too many noisy peaks generated by other
components. Recall that the peak list corresponds to a mixture
of 17 proteins. Our in-silico digestion indicates that at most 650
peaks will be in the measurement range, yet the input peak list
contains around 6000 peaks.
² The sequence coverage is insufcient. As we have observed
in the experiment, there are only 13 ground-truth proteins that
match more than ve peaks in candidate selection process.
Please note that these two reasons are closely related but not
identical. In the language of statistics, the rst is about false positive,
while the second is about true positive.
(2) The data generation process is designed for peptide
sequencing method rather than PMF method. It tries to separate
peptides of different masses using High-Performance Liquid
Chromatography (HPLC) so as to generate MS/MS data effectively.
However, such setting creates additional difculties of combining
signals from the same peptide across adjacent scans and insufcient
sequence coverage of single protein at each scan.
(3) On the same data, the peptide sequencing method reports more
than 800 proteins (Lu et al., 2008). If we evaluate the result in the
same way, the precision will be less than 2% although the recall
is near 100%.
(4) In addition to those ground-truth proteins, a set of contaminant
compounds also exist. If we include these contaminant compounds
in the evaluation, the performance of different algorithms will
probably increase.
4 DISCUSSIONS
While we have shown that it is possible to achieve an acceptable
performance using well-designed PMF algorithms in protein
mixtures, it is more important to study how to overcome the
bottlenecks hampering the widespread use of PMF method in
protein mixture identication. First of all, external factors might
be optimized to facilitate successful protein mixture identication.
Here we discuss four important factors: mass accuracy, sequence
coverage, noise level and protein number in the mixtures.
² Mass accuracy: thanks to the fast development of technology,
today's MS instrument such as Fourier transform ion cyclotron
resonance mass spectrometer (FT-ICR-MS) has a high mass
accuracy capability to measure peptide masses at low ppm
levels. This creates the possibility of performing PMF on
high-accuracy protein mixture data.
² Sequence coverage: peptide sequencing method faces the same
headache of insufcient sequence coverage, while this problem
is more serious in the context of PMF. One feasible solution
to improve the sequence coverage is to acquire MS data on
replicates multiple times so that we are able to detect more
peptide signals.
² Noise level: this problem is complicated because noisy peaks
always exist. Moreover, these noisy peaks can be generated
from various components at different stage. In addition to
designing better sample preparation and MS data generation
protocol, we need to design more powerful data pre-processing
algorithms to reduce false positives in the nal peak list.
² Protein number: real-world applications such as biomarker
nding need to handle complex MS data, which generally
contains thousands of proteins. As shown in our simulation
study, the increase of protein number will decrease the
performance of PMF algorithms. An obvious solution to this
problem is to exploit the separation techniques. Nowadays,
HPLC has been frequently used in peptide sequencing method
to separate peptide mixtures. In the context of PMF, our
objective is to separate proteins instead of peptides. To this
end, we need to set up a new experimental protocol and
design effective methods to merge the identication results
from different separation stages.
On the other hand, it is also possible to obtain better performance
through the design of more effective algorithms.
² The local search algorithms in this paper converge to local
optimum and provide no performance guarantee. In general,
only a small fraction of local optimum are close to the global
optimum and the worst local optimum may be of a relatively
poor quality. In order to nd global optimum, we need to
use other meta-heuristics such as simulated annealing and tabu
search to jump out local optimum.
² We only consider m=z information in current formulation.
The incorporation of additional information such peak intensity
and retention time can improve the identication performance
as well. Such extensions will lead to more complicated
optimization problems and pose challenges for algorithm
design.
Overall, we are condent that PMF will become a appealing tool
for protein mixture identication.
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5 CONCLUSIONS
Through the use of two local search based algorithms, we show that
there is a great potential to use PMF as a competing method for
protein identication frommixtures. We also discuss the bottlenecks
that hamper the widespread use of PMF method for protein mixture
identication. Finally, it is promising to overcome these limitations
and make PMF a standard tool in protein mixture identication.
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