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1. INTRODUCCIO´N
Los procesos biotecnolo´gicos se aplican en diversas a´reas como ser la produccio´n de sustan-
cias de intere´s (enzimas, proteı´nas, metabolitos de alto valor agregado, entre otros), para el
tratamiento de aguas residuales e incluso en la generacio´n de biocombustibles.
Un problema de control asociado a este tipo de procesos es el de mantener en el microor-
ganismo un estado metabo´lico deseado [6]. Entre las variables involucradas, las velocidades
especı´ﬁcas de consumo y produccio´n de sustancias brindan informacio´n sobre la actividad
metabo´lica dentro del biorreactor. Es ası´ que, por ejemplo, ciertos problemas industriales se
han podido traducir al problema de regular la velocidad especı´ﬁca de crecimiento del microor-
ganismo (µ) [10]. Sin embargo, las velocidades especı´ﬁcas son por lo general no accesibles
y suelen ser funciones no lineales de los estados y de las condiciones de operacio´n. Es por
esto que la utilizacio´n de observadores que realicen una estimacio´n de estas variables evita
los problemas de tener que seleccionar un determinado modelo anal´ıtico (con la correspon-
diente estimacio´n de los para´metros) y a la vez permite agregar informacio´n tanto a sistemas
de control como al estudio del cultivo [5].
Un resumen relevante de los principales me´todos relacionados con estimacio´n de variables
y para´metros on-line en bioprocesos puede encontrarse en [13]. En particular para velocida-
des especı´ﬁcas, se han aplicado observadores de diferentes clases como ser observadores
asinto´ticos [2], adaptivos de alta ganancia [1], [5], basados en ﬁltro extendido de Kalman [11],
entre otras te´cnicas.
Otra clase importante de observadores no lineales son los que operan por modo deslizante
(MD). En [9] se desarrollaron observadores por MD de primer orden para µ y concentracio´n
de sustrato a partir de mediciones de biomasa. Se lograron estimaciones robustas bajo incer-
tidumbres tı´picas de los modelos y con dina´micas de primer orden.
Posteriormente, en [4] se presento´ un observador de µ por MD de segundo orden. Ma´s preci-
samente, la propuesta es una versio´n modiﬁcada del algoritmo “super twisting”, un algoritmo
por MD de orden superior presentado en [7]. En este caso, el observador provee una estima-
cio´n suave con convergencia en tiempo ﬁnito y adema´s robusta, respecto a que no asume un
modelo particular para µ.
En este trabajo se pretende generalizar la propuesta de [4]. En primer lugar, se demuestra que
el observador de segundo orden puede estabilizarse si es aplicado para estimar otras velo-
cidades especı´ﬁcas distintas de µ. En segundo lugar, se formaliza una versio´n multivariable
*Este trabajo se presento´ en 23o Congreso Argentino de Control Automa´tico (AADECA 2012), 3 al 5 de Oct. de
2012, Buenos Aires, Argentina.
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que, a partir de m mediciones de variables relacionadas (en general concentraciones), permite
estimar m velocidades especı´ﬁcas de produccio´n o consumo de sustancias importantes. El
objetivo es entonces obtener ma´s informacio´n respecto a la actividad microbiana que ocurre
dentro del cultivo. Por tratarse de un observador no lineal por MD de segundo orden, entre las
caracterı´sticas salientes de la propuesta cabe resaltar: a) convergencia en tiempo ﬁnito, b) ro-
bustez ya que no asume un modelo matema´tico particular para cada velocidad especı´ﬁca. Por
otro lado, para garantizar convergencia de la estimacio´n debe determinarse una cota superior
para la derivada de cada velocidad especı´ﬁca.
El resto del trabajo se organiza de la siguiente manera. En la Seccio´n 2 se desarrolla el obser-
vador de segundo orden por MD, se presenta un modelo de estados general para un biopro-
ceso y se formaliza su versio´n multivariable. La Seccio´n 3 presenta un ejemplo de aplicacio´n
donde se estima la velocidad especı´ﬁca de produccio´n de etanol por la levadura S. cerevisiae
como ilustracio´n del resultado obtenido y la Seccio´n 4 resume las conclusiones del trabajo.
2. DESARROLLO DE LA PROPUESTA
Para introducir el concepto de observador por MD de segundo orden comenzamos explican-
do el caso univariable con su correspondiente ana´lisis de estabilidad. Luego se presenta el
modelo de estados general para un bioproceso en cultivo sumergido y se establecen las su-
posiciones requeridas para aplicar la propuesta. Al ﬁnal de la seccio´n, se presenta la versio´n
multivariable del observador propuesto.
2.1. Observador de segundo orden: Caso univariable
Dado el sistema
dz
dt
= r(t)g(t), (1)
dr
dt
= ρ¯ρ(t), (2)
el problema planteado es disen˜ar un observador para r(t), donde |ρ(t)| ≤ 1 y ρ¯ es el valor
ma´ximo de la derivada. Adema´s, se supone que g(t) es una funcio´n accesible y que existen
cotas g1 y g2 tales que 0 < g1 ≤ g(t) ≤ g2. Luego g(t) se descompone convenientemente como
g(t) = g¯ (1 + gˇv(t)) donde g¯ = 1
2
(g1 + g2), gˇ = g2−g1g2+g1 y |v(t)| ≤ 1.
Considerando u(t) = g¯r(t), el sistema (1)-(2) se expresa como
dz
dt
= (1 + gˇv(t)) u(t), (3)
du
dt
= g¯ρ¯ρ(t). (4)
Ahora, para el sistema (3)-(4) se propone el siguiente observador por modo deslizante de
segundo orden:
dzˆ
dt
= (1 + gˇv(t)) u1 + u2, (5)
du1
dt
= ρ¯g¯αsign(z˜), (6)
u2 = 2β|ρ¯g¯z˜|
1/2sign(z˜), (7)
rˆ = u1/g¯, (8)
donde zˆ, u1 ∈ R son estados del observador, α, β > 0 constantes, sign(·) la funcio´n signo y rˆ
la estimacio´n obtenida de r(t).
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En los siguientes pa´rrafos, se plantean expresiones en te´rminos del error del observador y se
realizan cambios de coordenadas para llevar el sistema (5)-(8) a una forma que nos permita
estudiar sus propiedades.
Sean z˜ △= z − zˆ, u˜ △= u− u1, se tienen las siguientes expresiones para el error de observacio´n:
dz˜
dt
= (1 + gˇv(t)) u˜− u2, (9)
du˜
dt
= ρ¯g¯ (ρ(t)− αsign(z˜)) . (10)
Ahora, aplicando el cambio de coordenadas (x1, x2) = (u2/2β, u˜) se tiene
dx1
dt
=
ρ¯g¯
|x1|
(
−βx1 +
1
2
(1 + gˇv(t)) x2
)
, (11)
dx2
dt
=
ρ¯g¯
|x1|
(ρ(t)sign(x1)− α) x1, (12)
donde se usaron las relaciones sign(x1) = sign(z˜), |x1| = |ρ¯g¯z˜|1/2, x1/|x1| = sign(x1) y
d|f |/dt = df/dt sign(f).
Dado que ρ(t), v(t) ∈ [−1, 1], las expresiones (11)-(12) cumplen con la siguiente inclusio´n
diferencial
dx1
dt
∈
ρ¯g¯
|x1|
(
−βx1 +
1
2
(1 + gˇ U) x2
)
, (13)
dx2
dt
∈
ρ¯g¯
|x1|
(U − α) x1, (14)
donde U = [−1, 1].
Aplicando la transformacio´n temporal dτ/dt = |x1|−1, y expresando el resultado en forma ma-
tricial se obtiene el sistema lineal variante en el tiempo
dx
dτ
= ρ¯g¯A(τ)x(τ), (15)
A(τ) =
(
−β 1
2
(1 + gˇv(τ))
−(α− ρ(τ)) 0
)
, (16)
con |v(τ)|, |ρ(τ)| ≤ 1. La convergencia del sistema (15) para el caso en que gˇ = 0 se de-
mostro´ en [4], donde adema´s se encontro´ mediante una funcio´n de Lyapunov que se tiene
convergencia en tiempo ﬁnito en la variable t.
No´tese que si el sistema (15) es estable, entonces se tiene que (x1, x2) → (0, 0). En las
coordenadas de (5)-(8) esto signiﬁca que el observador tiende a operar sobre z˜ = 0 y ası´ se
establece la operacio´n en modo deslizante. Como esto se alcanza en tiempo ﬁnito existe un
t∗ tal que zˆ(t) = z(t) ∀t > t∗. Luego, por la condicio´n de invariancia [12] se tiene ˙˜z(t) ≡ 0 e
igualando las expresiones (3) y (5) se concluye que rˆ(t) = r(t) (para esto notar en la expresio´n
(7) que cuando el sistema opera sobre z˜ = 0 se tiene u2 = 0).
2.2. Ana´lisis de estabilidad
El estudio de la estabilidad de la matriz (16) ∀v, ρ ∈ U se presenta a continuacio´n, donde se
sigue un desarrollo ana´logo al presentado en [4]. La principal diferencia es que ahora, debido al
te´rmino gˇ, debe considerarse un politopo de cuatro ve´rtices para deﬁnir la inclusio´n diferencial
que incluye a todas las A(τ) posibles. Adema´s, los conjuntos de valores de β determinados
en funcio´n de α quedan parametrizados por los valores de gˇ.
464
Facultad de Ingeniería - UNLP 
Proposicio´n 1 Considerando la inclusio´n diferencial polito´pica
dz
dt
= A(t)z, A(t) ∈ A (17)
con
A = co
⋃
i
Ai, i = 1, . . . , 4
Ai =
[
−β 1
2
(1 + gˇvi)
−(α− ui) 0
]
,
u = {−1,−1, 1, 1}, v = {−1, 1,−1, 1}.
(18)
Entonces, para cada α > 1 y 0 < gˇ < 1 existen valores positivos para β tal que la expresio´n
(17) es cuadra´ticamente estable para todo A(t) ∈ A.
Observacio´n La inclusio´n diferencial polito´pica se dice cuadra´ticamente estable si existe una
funcio´n V (z) = zTPz,P ≻ 0 que decrece sobre cualquier trayectoria no nula de (17). Dado
que V˙ (z) = zT (AT (t)P + PA(t))z, una condicio´n necesaria y suﬁciente para estabilidad
cuadra´tica es
P ≻ 0,
AT (t)P + PA(t) ≺ 0 ∀A(t) ∈ A.
(19)
Esta condicio´n es equivalente a determinar si existe una matriz de Lyapunov P comu´n a todos
los ve´rtices del politopo A, es decir tal que veriﬁque las siguientes restricciones
F =
{
P ≻ 0
Qi
△
= −(ATi P + PAi) ≻ 0
}
(20)
con i = 1 . . . 4. Ahora las matrices A1, A2, A3 y A4 se reescriben en una forma conveniente:
Ai = βA0 +A
∗
i , (21)
para i = 1 . . . 4 donde
A0 =
[
−1 0
0 0
]
, A∗1 =
[
0 1
2
(1 + gˇ)
−(α− 1) 0
]
, A∗2 =
[
0 1
2
(1 + gˇ)
−(α+ 1) 0
]
,
A∗3 =
[
0 1
2
(1− gˇ)
−(α− 1) 0
]
, A∗4 =
[
0 1
2
(1− gˇ)
−(α+ 1) 0
]
.
La existencia de una matriz P para cualquier α > 1 y 0 < gˇ < 1 puede determinarse analizando
la factibilidad del siguiente problema de autovalores generalizado (GEVP) en P y β [3]:
mı´n β
s.t. P ≻ 0, β > 0, F∗,
(22)
donde F∗ =
{
(A∗Ti P + PA
∗
i ) + β(A
T
0 P + PA0) ≺ 0;
}
con i = 1 . . . 4. El problema de autova-
lores generalizados es un problema cuasi-convexo. En este caso, se puede resolver aplicando
un algoritmo de biseccio´n en β y determinando si es factible la desigualdad matricial lineal
(LMI) resultante. Para esto, se hace una grilla que cubra los valores de α y gˇ deseados y se
resuelven las LMI. En este caso se utilizo´ el software YALMIP [8]. La Fig. 1 muestra el conjunto
de valores de α y β para los cuales el problema LMI es factible parametrizado con los valores
de gˇ. Es decir, dado un valor gˇ, para todos los puntos por encima de la curva correspondiente,
la expresio´n (17) es cuadra´ticamente estable.
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Figura 1: Lı´mite inferior de β para los cuales la expresio´n (17) es estable cuadra´ticamente.
2.3. Modelo de estados de bioprocesos
Una amplia gama de bioprocesos que involucran n compuestos en m reacciones, realizados
en tanque agitado, pueden representarse por el siguiente modelo de estados [2]
dξ
dt
=KG(t)r(ξ)−D(t)ξ + F (t)−Q(ξ), (23)
donde ξ ∈ Rn es el vector de estados, K ∈ Rn×m es una matriz de coeﬁcientes pseudo-
estequiome´tricos,G(t) ∈ Rm×m es una matriz diagonal, r(ξ) ∈ Rm es el vector de velocidades
especı´ﬁcas, D(t) ∈ R+ la velocidad de dilucio´n, F (t) ∈ Rn el ﬂujo de entrada (de los distintos
sustratos) y Q(ξ) ∈ Rn considera el intercambio con la fase gaseosa.
Nuestro objetivo es plantear un observador robusto para las velocidades
[
r1, . . . , rm
]
. Con-
sideremos que se tienen m mediciones del vector ξ reacomodadas en un vector z, esto es
z =
[
ξ1, . . . , ξm
]T y sean Km, Gm ∈ Rm×m las correspondientes submatrices de K y G(t),
respectivamente. Adema´s, Fm,Qm son la particio´n de F yQ, respectivamente. Ahora se tiene
un sistema reducido de la forma
dz
dt
=KmGmr(z)−Dz + Fm −Qm, (24)∣∣∣∣dridt
∣∣∣∣ ≤ ρ¯i, (25)
para el cual extendemos el desarrollo previo a una versio´n multivariable. Asumimos que
existen m mediciones de concentraciones disponibles,
la matriz Km es conocida y no singular,
se conoce una cota para las derivadas de las m reacciones a estimar,
las entradas Fm y el intercambio con fase gaseosa Qm (si hubiera) son conocidos.
2.4. Observador de segundo orden: Caso multivariable
De forma similar a como se descompuso g(t) en el desarrollo univariable, se asume que se
tienen matrices diagonales G1 y G2 tal que 0 < G1 ≤ Gm(t) ≤ G2 y se deﬁnen Go =
(G1 +G2)/2, ∆G = (G2 −G1)/2 y δ =
∥∥G−1o ∆G∥∥∞.
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Sea zˆ el vector que estima a z(t), se deﬁne el vector auxiliar:
σ = (KmGoR)
−1(z − zˆ). (26)
Adema´s, sea la matriz diagonal R = diag{ρ¯i} tal que
∥∥∥∥R−1drdt
∥∥∥∥
∞
≤ 1 y sean las funciones
SIGN(·): Rm → Rm, ABS(·): Rm → Rm×m, deﬁnidas como:
SIGN(σ) = col(sign(σi)), (27)
ABS(σ) = diag{|σi|}. (28)
La versio´n multivariable del observador (5)-(8) para el sistema (24)-(25) es:
dzˆ
dt
=Km (GmRu1 + 2βGoRu2)−Dz + Fm −Qm, (29)
du1
dt
= αSIGN(σ), (30)
u2 = (ABS(σ))
1/2SIGN(σ), (31)
rˆ = Ru1. (32)
Con el cambio de coordenadas (x1,x2) = (u2,R−1r − u1), se llega a la siguiente inclusio´n
diferencial (ana´loga de (13)-(14)):
dx
dt
∈
(
[ABS(x1)]
−1 0
0 [ABS(x1)]
−1
)
·
·
(
−2βIm Im + δUm
−(αIm −Um) 0
)
x,
(33)
con Um matriz diagonal tal que �Um�∞ ≤ 1.
A partir de lo desarrollado en la Proposicio´n 1, es inmediato probar que existen valores de α y
β positivos para los cuales el observador mutivariable es estable cuadra´ticamente.
Nuevamente, cuando el sistema opera en modo deslizante, la condicio´n de invariancia implica
σ ≡ 0, entonces se tiene t∗ tal que zˆ(t) = z(t) ∀t > t∗ e igualando las expresiones (24) y (29)
se concluye que rˆ(t) = r(t) (notar en (31) que cuando el sistema opera sobre σ = 0 la matriz
ABS(σ) es la matriz nula y luego u2 = 0).
3. EJEMPLO DE APLICACIO´N
El ejemplo consiste en estimar la velocidad especı´ﬁca de produccio´n de etanol (qe) por una
cepa de levadura S. cerevisiae en un bioproceso continuo utilizando mediciones de concentra-
cio´n de biomasa y etanol. A partir del balance de materia se obtiene el siguiente modelo de
estados
dx
dt
= µx−
F
v
x, (34)
de
dt
= qex−
F
v
e, (35)
donde x y e son las concentraciones de biomasa y etanol respectivamente. F es el ﬂujo y v es
el volumen del cultivo. En estos procesos el ﬂujo de entrada es igual al ﬂujo de salida y ası´ la
operacio´n resulta a volumen constante. El cociente F/v se denomina dilucio´n (D).
El bioproceso se inicializa con una etapa batch, es decir sin caudales de entrada y salida
aplicados. En esta primera etapa, la biomasa inicial crece consumiendo cierta cantidad de
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Figura 2: Izq: Perﬁl temporal de F (t) aplicado en el bioproceso continuo. Der: Concentracio´n
de biomasa.
sustrato agregada al inicio del proceso. Luego de que el microorganismo consume totalmente
el sustrato inicial (glucosa) la concentracio´n de biomasa alcanza el valor inicial para la etapa
siguiente. A partir de ese momento se manipula F (t) a ﬁn de alcanzar el nivel de operacio´n
deseado en modo continuo. En estos procesos se espera alcanzar estado estacionario, donde
resulta µ = D como puede deducirse de la ecuacio´n (34).
3.1. Resultados
En la forma (1)-(2) se tiene que g(t) = x(t), r(t) = qe(t). Entonces puede considerarse g1 =
xmin (valor mı´nimo estimado para la etapa en la cual se aplicara´ el observador) y g2 = xmax
(el valor ma´ximo esperado de concentracio´n de biomasa).
El observador se aplico´ en un cultivo continuo de volumen v = 3 L, para muestras de x y e ad-
quiridas cada 120 seg. Se considero´ g1 = 4 g/L y g2 = 16 g/L. El observador se sintonizo´ con
para´metros seleccionados de la Fig. 1. En particular para gˇ = 0,60, se seleccionaron α = 1,3,
β = 1,2. Como cota de q˙e se selecciono´ ρ¯ = 0,25.
El perﬁl de alimentacio´n aplicado y los valores de biomasa medidos se presentan en la Fig. 2.
Los caudales aplicados de 0,54 y 0,66 L/h se corresponden con valores de dilucio´n de 0,18 y
0,22 h−1 respectivamente.
En la Fig. 3 (izq.) se presentan los valores medidos de etanol y la estimacio´n eˆ(t) que realizo´ el
observador. En el zoom de la Figura puede observarse la convergencia del observador pro-
puesto, cuya condicio´n inicial fue eˆ(t0) = 1,5 g/L, a la sen˜al e(t). En la Fig. 3 (der.) se muestra
la estimacio´n qˆe(t) de la velocidad especı´ﬁca de produccio´n de etanol qe(t) y la superﬁcie
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Figura 3: Izq: Evolucio´n temporal de e(t) (azul), eˆ(t) (rojo). Der: Velocidad especı´ﬁca neta de
produccio´n de etanol estimada qˆe(t) y superﬁcie de conmutacio´n z˜(t).
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de conmutacio´n z˜. El conocimiento on-line de qe(t) agrega informacio´n respecto del proceso.
En particular para S. cerevisiae permite estimar la suma de la produccio´n de etanol por vı´a
respiro-fermentativa y el consumo del mismo de forma oxidativa.
4. CONCLUSIONES
Se propuso un observador por modo deslizante de segundo orden para la estimacio´n de ve-
locidades especı´ﬁcas en bioprocesos con la correspondiente extensio´n al caso multivariable.
A diferencia de trabajos anteriores, la propuesta no se restringe solo a estimar velocidades
especı´ﬁcas de crecimiento de microorganismos sino que es aplicable a otras sustancias. Sus
propiedades salientes son convergencia en tiempo ﬁnito y robustez respecto a no asumir un
modelo particular para cada reaccio´n.
Si bien como ejemplo de aplicacio´n se estimo´ la velocidad especı´ﬁca de produccio´n de etanol
por una levadura en un cultivo continuo, la propuesta tambie´n puede aplicarse a otros modos
de operacio´n (batch, batch alimentado) y para otros microorganismos produciendo otras sus-
tancias de intere´s. La utilizacio´n de observadores como el aquı´ propuesto agrega conocimiento
sobre el estado metabo´lico del microorganismo y podrı´a combinarse con otra informacio´n dis-
ponible on-line para mejorar la performance de los sistemas de control que se aplican a estos
procesos.
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