This paper addresses the problem of fault detection for linear parameter-varying systems in the presence of measurement noise and exogenous disturbances using Set-Valued Observers (SVOs). The applicability of current methods is limited in the sense that, to increase accuracy, the detection requires a large number of past measurements and the boundedness of the set-valued estimates is only guaranteed for stable systems. In order to widen the class of systems to be modeled and also to reduce the associated computational cost, the aforementioned issues must be addressed. A solution involving left-coprime factorization and deadbeat observers is proposed that reduces the required number of past measurements without compromising accuracy and allowing the design of SVOs for fault detection of unstable systems by using the resulting coprime factorization stable subsystems. The algorithm is shown to produce bounded set-valued estimates and an example is provided. Performance is assessed through simulations, illustrating, in particular that small-magnitude faults (compared to exogenous disturbances) can be detected under mild assumptions.
Introduction
The problem of detecting faults in the context of Linear Parameter-Varying (LPV) systems relates to that of determining if the current observations of the true system are compatible with the theoretical fault-free model. In particular, the framework of LPV systems is considered in this paper since applications of fault detection mechanisms for LPV systems are commonly found in industrial processes (see examples in the survey in [1] ). In addition, distributed algorithms can also be viewed as LPV systems driven by dynamics dependent on stochastic or deterministic actions that can be measured only at the current time instant [2] .
The study of fault detection problems has been a long standing research topic, since the early 70's (see [3] ), but still poses remarkable challenges to both the scientific community and the industry (see, for example, the survey in [4] and the references therein). Classical fault detection methods such as the ones proposed in [3] , [5] , [6] , [7] , [8] , [9] and [10] , rely on designing filters that generate residuals that should be large under faulty conditions. These strategies aim to derive bounds (or thresholds) on these residuals that can be used to decide whether a fault has occurred or not. However, the computation of these thresholds is typically cumbersome or poses stringent assumptions on the exogenous disturbances and measurement noise acting upon the system. Many implementations of residual-based fault detection techniques are available in the literature such as [11] , [12] , [13] and [14] .
In [15] , [16] , the authors develop the idea of using Set-Valued Observers (SVOs), whose concept was introduced in [17] and [18] (further information can be found in [19] and [20] and the references therein), for fault detection by resorting to a model invalidation (falsification) approach. The method is particularly interesting in the sense that it is able to handle a relatively large class of dynamic models, while also reducing the conservatism of the results by incorporating the information of past observations in the construction of the current set-valued state estimates. However, two main drawbacks of the approach can be identified: the convergence properties are shown for stable systems only, and the calculation of the set-valued state estimates requires a significant computational effort. The latter limitation is a consequence of the need to increase the horizon of the observations to produce accurate results. The aim of this paper is to extend the SVO-based fault detection method in order to cope with unstable systems and to reduce the necessary horizon value for the class of LPV systems. This paper builds on existing results that exploit a left-coprime factorization-based approach into the design of SVOs for Linear Time-Invariant systems (LTI) [21] .
The choice for representing the set of possible states depends on a mathematical formulation that enables fast and non-conservative intersections and unions of sets, as those are time-consuming operations when implemented in a computer. One alternative is to use the concept of zonotopes, described in [22] and further developed in [23] , [24] and [25] . However, it is normally the case that each proposal represents a compromise between the computational complexity of the unions and intersections. Alternatively, the idea of interval analysis [26] may also be adopted, although it introduces conservatism by not considering horizon values larger than unity in their typical formulation, unlike SVOs [16] . In [27] , interval observers for linear and nonlinear systems are proposed with mild assumptions such as the boundedness of the disturbances and measurement noise (similar to the assumptions for the SVOs adopted in this paper).
The main contributions of this paper can be summarized as follows:
• The use of a left coprime factorization for LPV systems enables SVO-based fault detection, even when the plant is unstable;
• The convergence proof of the method is provided for a broad class of LPV systems and for any horizon greater than n x , the size of the state space, by exploiting the properties of deadbeat observers.
The remainder of this paper is organized as follows. In Section 2, we describe the problem of fault detection for LPV systems and the issues associated with the use of SVOs. The discussion on how to design deadbeat observers for LPV systems is reviewed in Section 3 and the coprime factorization approach is presented in Section 4. The SVO-based fault detection method with coprime factors is discussed in Section 5. The performance of the proposed algorithm is evaluated through simulation in Section 6, with concluding remarks being provided in Section 7.
Notation : The transpose of a matrix A is denoted by A . We let 1 n := [1 . . . 1] and 0 n := [0 . . . 0] indicate n-dimensional vector of ones and zeros, respectively, and I n denotes the identity matrix of dimension n. The vector e i denotes the canonical vector whose components are equal to zero, except for the ith component that is equal to one. The symbol ⊗ denotes the kronecker product. The notation ||.|| refers to v := sup i |v i | for a vector, and A := σ(A), withσ(A) as the maximum singular value of A. The ith coordinate of a vector v is denoted by [v] i .
Problem Statement
We consider the dynamics of a non-faulty system, described by a Linear Parameter-Varying (LPV) model of the form:
with bounded unknown exogenous disturbances, d(·) ∈ R n d , bounded unknown sensor noise, ν(·) ∈ R nν , uncertain initial state x(0) ∈ X(0), where X(0) is a set that is guaranteed to contain the initial state x(0). Matrices A(ρ(k)), B(ρ(k)), L(ρ(k)), and C(ρ(k)) are parameter-dependent, and ρ(k) is assumed to be measured. The state is described by x(k) ∈ R nx and the known input signal by u(k) ∈ R m . Without loss of generality, it is assumed that
To lighten the notation, the dependence on the vector of parameters ρ will be omitted, when clear from context. As an example, we will write A k to denote A(ρ(k)), whenever the parameter-dependence can be inferred from context. Problem 1 (Fault Detection). The problem of fault detection relies on a model invalidation approach. In that sense, all types of faults that can be detected generate output sequences of the true system, y(k), for which does not exists initial conditions x(0), disturbances d(k), noise signals ν(k), and values of the parameter ρ(k), such that the output can be generated by model (1).
We require the following definition to state the main assumption of this paper.
Definition 1 (Uniformly n x -step Observable [28] ). A system (1) is said to be uniformly n x -step observable if the observability matrix
. . .
has rank equal to n x for any parameter value ρ(k), where
The main assumption throughout this paper is summarized in Assumption 1. Assumption 1. The system described by (1) is uniformly n x -step observable as in Definition 1.
Within the scope of fault detection, it may be required to maintain a set of all possible state realizations at each time instant to determine if the observations are consistent with the fault-free model in (1) . We use the Set-Valued Observers (SVOs) framework from [29] and [30] and define, at each time k, the set containing all possible values of x(k) compatible with the dynamics (1) and all the knowledge that was acquired about the system up to (and including) time k, which can be represented by
where Set(M, m) := {q : M q ≤ m} represents a convex polytope, and where the operator ≤ is a component-wise operation between the two vectors.
More precisely, the initial state satisfies x(0) ∈ X(0), where X(0) := Set(M 0 , m 0 ) and M 0 and m 0 are selected such that the corresponding polytope is guaranteed to contain the initial state. Considering the information of a single measurement, X(k + 1) can be described as the set of points, x, satisfying
, for some d
where we used the notationũ(k,
This procedure assumes an invertible matrix of the dynamics, A k , at each time instant. When this is not the case, we can adopt the strategy in [31] and solve the inequality
where we used the notationZ := Z −Z , for a matrix Z. By applying the Fourier-Motzkin elimination method [32] to remove the dependence on x − , we obtain the set described by
The above computations assume a horizon value N = 1, i.e., only the measurements from time k and the input signal from time k − 1 are used to compute the set-valued estimate of the state at time k. Due to the uncertainty in the initial state or the use of an approximation,X(k), to set X(k) (for example, to avoid the number of vertices of the polytope to render the calculation of the Fourier-Motzkin elimination method intractable), one might consider including past measurements to improve detection by extending the previous inequalities to a general horizon N . In doing so, it may reduce the conservatism of the set-valued state estimate, as shown in [21] . Let us introduce the notation M N (k + 1) to represent the construction of matrix M (k + 1), in the definition of set X(k + 1), for a given horizon N . If A k is non-singular, then the following inequality holds
for some possible values of
where η = k − N + 1. For the sake of completeness, if A k is non-invertible, then the following alternative inequality will hold
where
In the next sections, we review the design of deadbeat observers and coprime factors which can be used together to achieve interesting properties for the SVOs.
Deadbeat Observers for LPV systems
In this section, we describe briefly, for the sake of completeness, the procedures found in the literature to design deadbeat observers for LPV systems satisfying Assumption 1. The existence of a deadbeat observer will be useful when proving the main result in this paper in terms of the boundedness of the hyper-volume of the proposed SVO estimates.
In [33] , the author introduces a procedure to find a deadbeat observer for LPV systems with C k to be a vector, represented by c k . In the sequel, we recover this procedure, which can be extended for the case of a matrix C k in a straightforward manner, by considering the right matrix division whenever a division involves vectors or matrices, as described next. The related observer dynamic system is described by the state z(k) with dynamics
with
The estimation error is then given by
leading to the conclusion that a deadbeat observer must satisfy
A simple sequential algorithm will work for the scalar case when we have a vector c k by solving
which is equivalent to (5) . The approach proposed in [33] is to solve
which imply that the deadbeat observer gain matrix G k can be found using
where i = min(k, n x ) and
In order to extend the above calculations for the matrix case (i.e., when more than one measurement is available) one can use
where for a matrix Z, the notation Z † represents the Moore-Penrose pseudoinverse and with Ψ nx−1
Therefore, the computation of the deadbeat observer follows these steps
• Calculate the observer gain G k using (6);
• Compute the next observer state transition matrix using (4);
• Update the observer state estimate via (3).
Coprime Factorization
A key tool to our method is the concept of coprime factorization for LPV systems, which allows, under certain assumptions stated in the sequel, to describe a dynamic system by means of the interconnection of two systems that are separately stable. For each of the subsystems, an SVO can be designed with guarantees of convergence of the set-valued state estimates. By this convergence, it is understood that the set-valued state estimates remain bounded, for bounded input and output plant signals, as formally presented next.
We start by introducing the definition of coprime factorization.
Definition 2 (coprime factorizations [34] ). A normalized left-coprime (respectively, right-coprime) factorization of an observable system P (satisfying Assumption 1) described by (1), defined by S Q and S G (respectively,S Q and S G ) is such that P = S −1
G S Q and S Q X + S G Y = I for some X, Y (respectively, P =S QSG −1 and XS Q + YS G = I).
In [35] , a right-coprime factorization is given for nonstationary LPV systems and the corresponding factorization for stationary LPVs can be found in [36] , [37] . Similarly, we can obtain the left-coprime factorization for an observable system, such as in Definition 1, P = S −1 G S Q , which is given by
where K k is such that A k − K k C k is stable. Notice that such a matrix K k is guaranteed to exist, due to the assumption of (1) being observable. In addition, R k is non-singular. Figure 1 depicts the decomposition of the system obtained using the coprime factorization in (7) and stacking the exogenous inputs d and n in the vector u. The two colors indicate the separate parts that form each of the two subsystems. In this approach, the SVOs can be applied to each of the individual subsystems, since they are, by construction, stable. The stability condition was required in the proof of convergence (see [38] ), since, intuitively, a sufficiently large horizon needs to be considered, so that the system dynamics over the horizon results into a contraction operator.
Fault Detection
In the previous sections, we introduced the building blocks to address the two main issues regarding the detection of faults using SVOs: the need for a large horizon value (see [21] ), and the assumption on the stability of the system (see [38] ). These two problems are related to each other in the sense that, to ensure convergence, one would need to guarantee that the SVO, seen as an operator, is a contraction, for a sufficiently large horizon. This condition requires the system to be stable, and even in this case, can result in a potentially large horizon, which, in general, renders the problem computationally heavy.
The main idea behind this novel fault detection method revolves around the approach introduced in [21] for LTI systems, which consists in applying the coprime factorization to the original system, thus yielding two stable subsystems -one that take the exogenous signals u, n and d; and another one that uses ywith both of them producing an internal variable u 1 . The detection is performed by requiring the intersection of the set-valued estimates of the two SVOs for u 1 to be non-empty, as described in the following proposition. An illustration of this procedure is depicted in Figure 2 . Proposition 1. Consider an LPV system with dynamics given by (1), a coprime factorization given by (7), and sets X S Q (k) and X S G (k) respectively produced by the SVOs for the output of each of the subsystems S Q and S G in (7).
A fault is detected at time instant
Proof. Let us prove by contradiction and therefore assume that X S Q (k) ∩ X S G (k) = ∅ and there is no fault. No fault means that an SVO returning the set X P (k) for the output of the original system P in (1) satisfies
Having
Combining (8) and (9), we get that P = S −1 G S Q since for system P there exists possible values for the initial conditions x(0) and signals u(·), d(·) and ν·) that return all the outputs y(k) but the same is not true for the system S −1 G S Q . Thus, we reach a contradiction as we assumed systems S Q and S G were given as in (7). Proposition 1 motivates the introduction of the fault detection approach in Algorithm 1.
Another interesting issue is how to bound the horizon by a small value, since the computational burden grows exponentially with this variable. The concept of deadbeat observers plays a key role in providing such a result. Intuitively, it means that if the original system admits a deadbeat observer, then the associated set-valued state estimate can be bounded, since the term associated with the size of the previous estimate vanishes after n x measurements, where n x is the number of states in the system. This is one of the main results of this paper and will be described next.
Algorithm 1 Fault Detection of LPV systems using SVOs for a Coprime Factorization Require: Set X(0) and an overbound for n(.). Ensure: Fault detection, using SVOs with horizon equal to n x .
1: G = Compute deadbeat() using (6) 2: Factorize() to obtain (7) 3: Init SVO S Q () using subsystem S Q 4: Init SVO S G () using subsystem S G
5:
6: for each k do
7:
/* Finding the set-valued estimates */ 8: (2) with horizon = n x 9: (2) with horizon = n x 10: 11:
return System is faulty 14: end if 15: end for Algorithm 1 shows the pseudo-code for the fault detection described in this article. Notice that the maximum horizon needed is equal to the number of states and that the only assumption on the original system is that it is observable in the sense of Definition 1. The described SVO-related functions can be implemented using the tools provided in [39] .
For Algorithm 1, it is possible to provide a result ensuring that the polytopic set-valued estimates do not grow unbounded both in the number of vertices and hypervolume. The set-valued estimates being bounded means that there exists an overbound set denoted byΘ(k), after a number n o of iterations satisfying n o ≥ n x , that is bounded. For implementation purposes (see [40] ) we need to assume that the maximal numeric error (k) of an SVO satisfies (k) ≤ |x(k)|, for some 0 ≤ < 1, ∀x(k) ∈ X(k). The maximal numeric error value in practice is used to increase the size of the polytope as to guarantee that numerical errors do not produce false detections. Theorem 1. Consider an observable system described as in (1) with state x(k) ∈ R nx , actuated by control input u(k) ≤ū < ∞, with exogeneous disturbances d(k) and with measurements y(k) ≤ȳ < ∞, corrupted by additive noise n(k), such that |d(·)| ≤ 1 and |n(·)| ≤ν. Then, there exists a coprime factorization for (1) and the set-valued estimates produced by Algorithm 1 are bounded for any Figure 2 : Illustration of the fault detection mechanism resorting to the intersection of the sets generated by the SVOs of each subsystem resulting from the coprime factorization.
Proof. The existence of a deadbeat observer comes directly from the assumption that the system is observable (see [33] ).
From the existence of a deadbeat observer, it is clear that
holds for a choice of matrix sequence G k computed using (6) . One needs to prove that SVO for system S Q , and SVO for system S G , produce bounded sets. The following result focus on SVO for system S Q and, for that reason, we drop superscript S Q .
Consider the smallest hypercubes,Θ(k),Θ(k+1), · · · ,Θ(k+n o ) that contain the setsX(k),X(k + 1), · · · ,X(k + n o ), which represent the original set-valued state estimates X(k), X(k + 1), · · · , X(k + n o ) plus the maximal numeric error (k) at each time instant, satisfying the assumption stated before. For any n o ≥ n x , an overly conservative estimate can be generated using the inequality
where δ no = max
From the deadbeat condition (10), we get that the expression (11) simplifies to
However, given that by assumption < 1 and |y(k)| ≤ȳ < ∞, there existsδ such that |δ no | ≤δ < ∞ thus proving the boundedness of SVO S Q . A similar result can be found for SVO S G , which concludes the proof.
Example and Simulations
In this section, an example is provided to illustrate how to compute the deadbeat observer gain and how the SVOs can be designed. The same example is used to depict the main features of the SVO-based fault detection using the coprime factorization approach.
In this paper, we will consider an oscillator model with a mass of 10 kg connected to a spring, with its spring coefficient constant and equal to 1. The continuous time dynamic model can be described by the following system matrices
, B c = 0
where parameter ρ is the damping coefficient and is assumed to be varying uniformly between 2.02 and 2.2 every 4 seconds. The system is discretized with a sampling period of 0.2 seconds, leading to a system in discrete-time defined by the tuple of matrices (A(k), B, C, D).
The first important aspect of the standard SVOs is the necessary horizon to ensure convergence. According to the results in [38] , the product of matrices A(k) for the selected horizon need to satisfy the property that its singular values are less than 1. To guarantee that condition in this example, one would need to set the horizon N = 42.
In this example, after the discretization, the dynamics matrix for the first two instants were computed to be 
1959 according to equations (4) and (6) . The gain matrices G k have the deadbeat property and were then used to compute the coprime factorization.
Firstly, we obtained the coprime factorization of the model where we assumed a matrix L = 2 1 . The coprime factor S Q is described by
where the computation of Ψ(k) followed (4). Subsystem S G is given by
We start by depicting in Figure 3 , the output of the system where a fault has been introduced after 4 seconds of the beginning of the simulation and detected by the SVO after 1 second (i.e., 5 sampling periods after). We simulated faults translating a loss of actuation and for that purpose the true model of the plant is given by
It is stressed that, even though in the presence of a fault, the output of the system does not exhibit any abnormal or easy-to-spot behavior. This motivates the need for automatic fault detection mechanisms, such as the SVO-based method presented in this paper.
In the simulations, we considered 4 different faults in order to assess the performance of the SVO-based method with coprime factorization in comparison with the standard fault detection mechanism [16] . To make the results comparable, we set both the standard and the coprime implementation with a horizon equal to 2 and resort to a hyper-parallelepiped overbound instead of the Fourier-Motzkin elimination method. This has significant improvements in the amount of time it is required to compute a single iteration of the algorithms.
In Figure 4 , it is depicted the detection time instant for a constant fault injected after 4 seconds into the simulation. The faulty term is injected as an input with magnitude ranging from 0.1 to 1.5. However, after multiplying by matrix B it translates into a magnitude smaller than 3 × 10 −2 for the 1.5 case and is comparable with the remaining faults simulated in this section.
Since it is deterministic, the constant fault illustrates a more predictable behavior and shows the decreasing trend between fault magnitude and the detection time. When the magnitude reaches 0.62, the detection time for the SVO with coprime factors is equal to 0.4 which corresponds to two discrete time steps (i.e., number of measurements required for detection equal to the number of states). Another interesting aspect is that, for the SVOs with coprime factors, the fault was detected even for small magnitudes whereas the error introduced by the overbound in the standard case prevented this detection. The deterministic constant fault is a rather simplistic type of fault and does not stress the substantial difference and motivation to adopt the SVOs with the coprime factorization. In the aforementioned scenario, it amounted to a slower detection and required the magnitude of the fault to be higher to get a successful detection by the standard SVO. The second faulty case considers a model of the mass-spring-dashpot system corrupted by a random signal added to its state and drawn from a standard uniform distribution between 0 and the maximum fault magnitude.
The mean detection times of a Monte Carlo simulation with 100 extractions for the random fault are shown in Figure 5 . The smooth trend line for both the standard and the coprime SVO implementations is lost as it depends on the actual random sequence of the fault. The difference between mean detection times increases since the random fault is somehow more challenging, given that not only can the signal vary and be close to zero in some instants (which is almost fault-free), but also because the dynamics can cancel out current values with updated past values. Using the coprime-based method it is shown that, for some signals with small magnitude, the detection is possible whereas it is missed by the standard procedure. The intuition gained with the two previous setups motivated the study of faults where the signal changes between positive and negative values. Such faults impact on the conservativeness of the set-valued estimates and, as a consequence, on the detection procedure. To that extent, a sinusoidal fault was injected by simply adding a disturbance term equal to the magnitude of the fault multiplied by the sine wave.
In Figure 6 , the results for the sinusoidal fault are presented. An interesting result is that, apart from a transient, the detection time either approaches the minimum time of 0.4s or there is a missed detection. For magnitudes between 5 × 10 −3 and 6.5 × 10 −3 only the coprime-based SVOs are able to perform the detection. For the remaining values of the fault, the standard SVOs perform poorly with detection times representing at least a two-fold increase.
The aforementioned considerations can be made more obvious by considering a fault that has constant absolute value but alternating between positive and negative every couple of discrete-time instants. The results are depicted in Figure 7 , where the binary behavior of the standard technique is either the faults are detected in minimum time or not detected at all, while the proposed technique is able of detecting always the fault in 2 or 3 discrete time instants. A fault alternating in sign stresses how the conservatism of past iterations affects current set-valued estimates. In the standard case, it represents a major issue and detection happens for magnitudes greater than 6.7 × 10 −3 whereas for small values as 4 × 10 −3 , the coprime approach detects faults in a time close to the minimum.
The above simulations illustrated two key features of the proposed method, namely that conservative past estimates have a small impact in future iterations after a number of discrete-time instants equal to the size of the state space, and also that the proposed technique is suitable for the studied faults, achieving better detection times even for small magnitudes that would be missed by the standard procedure.
Conclusions
This paper addressed the problem of designing designing Set-Valued Observers (SVOs) for Linear Parameter Varying (LPV) systems in the presence of noise and disturbances. Two main issues are of interest, namely, the neeed for large horizon values to ensure boundedness of the set-valued estimates; and allowing the SVOs to model unstable dynamics.
The solution adopted herein revolved around the concept of left-coprime factorization in order to design two subsystems that are stable, and to compute set-valued state estimates for each of the two subsystems. As a consequence, the dynamics of the subsystems can be used to construct a deadbeat observer gain matrix and use it with the SVOs, which reduces the necessary horizon to the number of states of the plant. It was shown that the set-valued estimates are bounded for the broad class of LPV systems. The performance was evaluated in simulation to illustrate both the increase in speed of detection and the improvements in terms of better accuracy, since the aforementioned method reduces the conservatism of the final solution. Four different classes of faults were simulated for signals with the following characteristics: constant, random, sinusoidal, and constant amplitude but with changing signs.
The constant fault signal illustrated the decrease in detection time as the magnitude of the fault increases. The gap between the standard and the coprime approach increased as the magnitude of the fault decreases and follows a similar trend towards the minimum detection time. The constant signal represents an "easier" instance of the problem, as there is no cancellation of the current fault by the past values updated by the dynamics. This motivated simulating additional classes of faults such as those characterized by random signals.
Stochastic signals can represent, for example, unmodeled disturbances that need to be detected to avoid compromising the system. These are harder to detect in the sense that the fault signals can in some instants be close to zero (i.e., no fault) and then shift to a fault. The coprime-based SVOs achieved faster detection, at least in the example provided, even for small magnitudes of the signals.
Two other classes of faults were also simulated: a sinusoid signal and a constant amplitude with sign changing every two sampling times. In both cases, an interesting behavior emerged where either the fault was detected in a number of instants close to the minimum or was not detected at all. The coprime factorization-based approach allowed the detection of signals with much smaller magnitude, given that the conservatism of prior estimates is eliminated for a
