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Abstract
We give necessary and sufficient inequalities for the existence of long exact sequences of m finite
abelian p-groups with fixed isomorphism types. This problem is related to some generalized Littlewood–
Richardson coefficients that we define in this paper. We also show how this problem is related to eigenvalues
of Hermitian matrices satisfying certain (in)equalities. When m = 3, we recover the Horn type inequalities
that solve the saturation conjecture for Littlewood–Richardson coefficients and Horn’s conjecture.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Motivation
Our main motivation in this paper goes back to the celebrated conjecture of Horn [9] on the
possible eigenvalues of a sum of two Hermitian matrices. As explained in Fulton’s paper [7],
there are problems in other areas of mathematics that have the exact same solution as the eigen-
values of sums of two Hermitian matrices problem. Two of them are the problem concerning the
existence of short exact sequences of finite abelian p-groups and that of the non-vanishing of the
Littlewood–Richardson coefficients. To state these problems, we recall some definitions first. For
every partition λ = (λ1, . . . , λr ) and a (fixed) prime number p, one can construct a finite abelian
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to Mλ for a unique λ. We will say that such a group is an abelian p-group of type λ.
Let V be a complex vector space of dimension n. If λ = (λ1, . . . , λn) is a weakly decreasing
sequence of n integers, we denote by Sλ(V ) the irreducible rational representation of GL(V )
with highest weight λ. Given three weakly decreasing sequences λ(1), λ(2), λ(3) of n integers,
we define the Littlewood–Richardson coefficient cλ(2)λ(1),λ(3) to be the multiplicity of S
λ(2)(V ) in
Sλ(1)(V ) ⊗ Sλ(3)(V ), i.e.,
c
λ(2)
λ(1),λ(3) = dimCHomGL(V )
(
Sλ(2)(V ), Sλ(1)(V ) ⊗ Sλ(3)(V )).
An n × n complex matrix H is said to be Hermitian if H = Ht . It is a basic fact that all
the eigenvalues of a Hermitian matrix are real numbers. We always write the eigenvalues of a
Hermitian matrix in weakly decreasing order.
Now, we can state the three problems mentioned above.
P1. Short exact sequences. For which partitions λ(1), λ(2), and λ(3) with at most n parts, does
there exist a short exact sequence
0 → M1 → M2 → M3 → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 i  3.
P2. Littlewood–Richardson coefficients. For which weakly decreasing sequences λ(1), λ(2),
and λ(3) of n integers, do we have that
c
λ(2)
λ(1),λ(3) = 0.
P3. Eigenvalues of a sum. For which weakly decreasing sequences λ(1), λ(2), and λ(3) of n
real numbers, do there exist n × n complex Hermitian matrices H(1),H(2), and H(3) with
eigenvalues λ(1), λ(2), and λ(3), respectively, and
H(2) = H(1) + H(3).
The equivalence of Problems P1 and P2 is due to Klein [12]. In [9], Horn conjectured that
the set of solutions to Problem P3 consists of triples of n-tuples of real numbers arranged in
decreasing order satisfying certain linear homogeneous inequalities. In fact, the following result
has been proved (we refer to the Notation paragraph at the end of this section for basic definitions
and notations).
Theorem 1.1 (Horn’s conjecture). Let λ(i) = (λ1(i), . . . , λn(i)), i ∈ {1,2,3} be three weakly
decreasing sequences of n real numbers. Then the following are equivalent:
(1) there exist n × n complex Hermitian matrices H(1),H(2), and H(3) with eigenvalues
λ(1), λ(2), and λ(3), respectively, and
H(2) = H(1) + H(3);
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together with
∑
j∈I2
λj (2)
∑
j∈I1
λj (1) +
∑
j∈I3
λj (3)
for every triple (I1, I2, I3) of subsets of {1, . . . , n} of the same cardinality r with r < n and
c
λ(I2)
λ(I1),λ(I3)
= 0.
Assume that λ(i) are weakly decreasing sequences of n integers. Then (1) and (2) are equiv-
alent to:
(3) the Littlewood–Richardson coefficient cλ(2)λ(1),λ(3) is not zero.
Assume that λ(i) are partitions with at most n parts. Then (1)–(3) are equivalent to:
(4) there exists a short exact sequence
0 → M1 → M2 → M3 → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 i  3.
The first step in solving Horn’s conjecture was taken by Klyachko [13] who proved the equiv-
alence of (1) and (2) in Theorem 1.1. In the same paper, Klyachko made the connection between
his solution to the eigenvalue problem and the Littlewood–Richardson coefficients. The next step
was taken by Knutson and Tao [14] who proved what is now known as the Saturation Conjecture
for the Littlewood–Richardson coefficients. Their proof is based on some combinatorial gad-
gets called honeycombs. Derksen and Weyman [4] proved the Saturation Conjecture in the more
general context of quiver theory. The set of solutions to Problem P3 forms a rational convex poly-
hedral cone K(n,3) in R3n, known as the Klyachko’s cone. In a subsequent paper [15], Knutson,
Tao and Woodward have described all the facets of the Klyachko’s cone. This way, they have
obtained a minimal list of Horn type inequalities defining the Klyachko’s cone:
Theorem 1.2. (See [15].) The Klyachko’s cone K(n,3) consists of triples (λ(1), λ(2), λ(3)) of
weakly decreasing sequences of n real numbers for which∣∣λ(2)∣∣= ∣∣λ(1)∣∣+ ∣∣λ(3)∣∣
and ∑
j∈I2
λj (2)
∑
j∈I1
λj (1) +
∑
j∈I3
λj (3)
for every triple (I1, I2, I3) of subsets of {1, . . . , n} of the same cardinality r with r < n and
c
λ(I2)
λ(I1),λ(I3)
= 1; furthermore, this is now a minimal list.
As shown in [1–3], and [5] most of the above results proved by Klyachko, Knutson, Tao and
Woodward can be naturally obtained using quiver theory.
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When focusing on the existence of short exact sequences, it seems natural to extend Prob-
lem P1 to the case of long exact sequences with zeros at the ends of finite abelian p-groups. Since
a long exact sequence breaks into short exact sequences, we replace the Littlewood–Richardson
coefficient in Problem P2 with a sum of products of Littlewood–Richardson coefficients.
Let m 3 and n 1 be two integers.
Definition 1.3. Given m weakly decreasing sequences λ(1), . . . , λ(m) of n integers, the general-
ized Littlewood–Richardson coefficient f (λ(1), . . . , λ(m)) is defined as follows:
f
(
λ(1), . . . , λ(m)
)=∑ cλ(2)λ(1),μ(1) · cλ(3)μ(1),μ(2) · · · cλ(m−2)μ(m−4),μ(m−3) · cλ(m−1)μ(m−3),λ(m),
where the sum is taken over all partitions μ(1), . . . ,μ(m − 3) with at most n parts.
The convention is that when m = 3, f (λ(1), λ(2), λ(3)) is the Littlewood–Richardson co-
efficient cλ(2)λ(1),λ(3). As it turns out, the generalized Littlewood–Richardson coefficients are also
related with parabolic affine Kazhdan–Lusztig polynomials and decomposition numbers for q-
Schur algebras. This will be explained in Section 8.
Now, we are ready to state our generalized problems.
Q1. Long exact sequences. For which partitions λ(1), . . . , λ(m) with at most n parts, does there
exist a long exact sequence
0 → M1 → M2 → ·· · → Mm → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 i m.
Q2. Generalized Littlewood–Richardson coefficients. For which weakly decreasing se-
quences λ(1), . . . , λ(m) of n integers, do we have that
f
(
λ(1), . . . , λ(m)
) = 0.
Q3. Generalized eigenvalue problems. For which weakly decreasing sequences λ(1), . . . , λ(m)
of n real numbers, do there exist n×n complex Hermitian matrices H(1), . . . ,H(m) with eigen-
values λ(1), . . . , λ(m) and
∑
i even
H(i) =
∑
i odd
H(i);
if m > 3 we also require
∑
1ji
(−1)i+jH(j) to have non-negative eigenvalues,
for every 2 i m − 2.
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on the eigenvalues of the alternating partial sums of Hermitian matrices. Our goal in this paper
is to show that the three generalized problems have the exact same answer, generalizing in this
way Theorem 1.1.
1.3. Statement of the results
Our first result is the following saturation property of the generalized Littlewood–Richardson
coefficients:
Theorem 1.4 (Saturation property). Let λ(1), . . . , λ(m) be m weakly decreasing sequences of n
integers. Then for every integer r  1 we have
f
(
λ(1), . . . , λ(m)
) = 0 ⇔ f (rλ(1), . . . , rλ(m)) = 0.
Next, we relate the generalized Littlewood–Richardson coefficients with the generalized spec-
tral problem above.
Definition 1.5. Let K(n,m) ⊆ Rnm be the solution set to Problem Q3, i.e., K(n,m) is the set of
all m-tuples (λ(1), . . . , λ(m)) of weakly decreasing sequences of n reals for which there exist
n×n complex Hermitian matrices H(i), i ∈ {1, . . . ,m} satisfying the conditions of Problem Q3.
We call K(n,m) the generalized Klyachko’s cone.
To describe the generalized Klyachko’s cone, we need to introduce some notation. Let
(I1, . . . , Im) be an m-tuple of subsets of {1, . . . , n} such that at least one of them has cardi-
nality at most n − 1. We define the following weakly decreasing sequences of integers (using
conjugate partitions):
λ(I1) = λ′(I1), λ(Im) =
{
λ′(Im) if m is odd,
λ′(Im \ {n}) if m is even,
and for 2 i m − 1
λ(Ii) =
⎧⎨
⎩
λ′(Ii) if i is even,
λ′(Ii) − ((|Ii | − |Ii+1| − |Ii−1|)n−|Ii |) if i m − 2 is odd,
λ′(Ii) − ((|Im−1| − |Im−2| − |Im \ {n}|)n−|Ii |) if i = m − 1 is odd.
Now, we can state our generalization of Horn’s conjecture:
Theorem 1.6. Let λ(i) = (λ1(i), . . . , λn(i)), i ∈ {1, . . . ,m} be m weakly decreasing sequences
of n real numbers. Then the following are equivalent:
(1) (λ(1), . . . , λ(m)) ∈K(n,m);
(2) the numbers λj (i) satisfy ∑∣∣λ(i)∣∣=∑∣∣λ(i)∣∣i even i odd
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∑
i even
(∑
j∈Ii
λj (i)
)

∑
i odd
(∑
j∈Ii
λj (i)
)
(∗)
for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|, λ(Ii), 1  i  m are
partitions and
f
(
λ(I1), . . . , λ(Im)
) = 0.
Assume that λ(i) are sequences of integers. Then (1)–(2) are equivalent to:
(3) f (λ(1), . . . , λ(m)) = 0.
Assume that λ(i) are partitions. Then (1)–(3) are equivalent to:
(4) there exists a long exact sequence of the form
0 → M1 → M2 → ·· · → Mm → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 i m.
Note that the theorem above gives a recursive method for finding all non-zero generalized
Littlewood–Richardson coefficients. It turns out that one can shorten the list of Horn type in-
equalities of Theorem 1.6(2):
Proposition 1.7. The following statements are true.
(1) We have
dimK(n,m) = mn − 1.
(2) The cone K(n,m) consists of all m-tuples (λ(1), . . . , λ(m)) of weakly decreasing sequences
of n reals for which ∑
i even
∣∣λ(i)∣∣=∑
i odd
∣∣λ(i)∣∣
and (∗) holds for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|, λ(Ii),
1 i m are partitions and
f
(
λ(I1), . . . , λ(Im)
)= 1.
We want to point out that our results do not depend on the work of Klyachko, Knutson and
Tao. In fact, our strategy is to show first that the non-vanishing of the generalized Littlewood–
Richardson coefficients is equivalent to the existence of non-zero semi-invariants for the gen-
eralized flag quiver setting. Once we have switched to quiver invariant theory, our main tool is
Derksen and Weyman’s [5] description of the facets of the cone of effective weights for quivers
without oriented cycles.
The paper is organized as follows. In Section 2, we recall the saturation theorem for effec-
tive weights of quivers which is due to Derksen and Weyman [4]. The generalized flag quiver
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Littlewood–Richardson coefficients. A more detailed description of the so-called cone of effec-
tive weights for arbitrary quivers (without oriented cycles) is given in Section 4. In Section 5,
we find the facets of the cone of effective weights associated to the generalized flag quiver set-
ting. The Horn type inequalities and the m-tuples (I1, . . . , Im) occurring in Theorem 1.6(2) are
obtained in Section 6. In Section 7, we give a moment map description of the cone associated to
the generalized flag quiver setting and prove Theorem 1.6 and Proposition 1.7. In Section 8, we
discuss two representation theoretic interpretations of the generalized Littlewood–Richardson co-
efficients. First, we explain how the generalized Littlewood–Richardson coefficients are related
to some parabolic affine Kazhdan–Lusztig polynomials and decomposition numbers for q-Schur
algebras. We also show how our coefficients can be viewed as multiplicities of irreducible repre-
sentations of a product of general linear groups.
Notation. A partition λ of length N is a sequence of N positive integers λ = (λ1, . . . , λN)
with λ1  · · ·  λN  1. We say that λ is a partition with at most N (non-zero) parts if
λ = (λ1, . . . , λN) ∈ ZN with λ1  · · · λN  0. If λ = (λ1, . . . , λN) is a weakly decreasing se-
quence then we define rλ by rλ = (rλ1, . . . , rλN). Let λ = (λ1, . . . , λN) and μ = (μ1, . . . ,μM)
be two weakly decreasing sequences of integers. Then we define the sum λ+μ by first extending
λ or μ with zero parts (if necessary) and then we add them componentwise. For a partition λ, we
denote by λ′ the partition conjugate to λ, i.e., the Young diagram of λ′ is the Young diagram of λ
reflected with respect to its main diagonal. We will often refer to partitions as Young diagrams. If
I = {z1 < · · · < zr } is an r-tuple of integers then λ(I) is defined by λ(I) = (zr − r, . . . , z1 − 1).
For r  0 and a two integers, we denote the r-tuple (a, . . . , a) by (ar ). If λ = (λ1, . . . , λN) is a
sequence of real numbers, we define |λ| =∑Ni=1 λi .
2. Preliminaries
2.1. Generalities
A finite quiver Q = (Q0,Q1, t, h) consists of a finite set of vertices Q0, a finite set of arrows
Q1 and two functions t, h : Q1 → Q0 that assign to each arrow a its tail ta and its head ha,
respectively. We write ta a−→ ha for each arrow a ∈ Q1.
For simplicity, we will be working over the field of complex numbers C. A representation V
of Q over C is a family of finite-dimensional C-vector spaces {V (x) | x ∈ Q0} together with a
family {V (a) :V (ta) → V (ha) | a ∈ Q1} of C-linear maps. If V is a representation of Q, we
define its dimension vector dV by dV (x) = dimC V (x) for every x ∈ Q0. Thus the dimension
vectors of representations of Q lie in Γ = ZQ0 , the set of all integer-valued functions on Q0. For
each vertex x, we denote by εx the simple dimension vector corresponding to x, i.e., εx(y) = δx,y ,
∀y ∈ Q0, where δx,y is the Kronecker symbol.
Given two representations V and W of Q, we define a morphism φ : V → W to be a collection
of linear maps {φ(x) : V (x) → W(x) | x ∈ Q0} such that for every arrow a ∈ Q1, we have
φ(ha)V (a) = W(a)φ(ta). We denote by HomQ(V,W) the C-vector space of all morphisms
from V to W . In this way, we obtain the abelian category Rep(Q) of all quiver representations
of Q. Let W and V be two representations of Q. We say that V is a subrepresentation of W if
V (x) is a subspace of W(x) for all vertices x ∈ Q0 and V (a) is the restriction of W(a) to V (ta)
for all arrows a ∈ Q1.
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〈α,β〉 =
∑
x∈Q0
α(x)β(x) −
∑
a∈Q1
α(ta)β(ha). (1)
2.2. Semi-invariants for quivers
Let β be a dimension vector of Q. The representation space of β-dimensional representations
of Q is defined by
Rep(Q,β) =
⊕
a∈Q1
Hom
(
C
β(ta),Cβ(ha)
)
.
If GL(β) =∏x∈Q0 GL(β(x)) then GL(β) acts algebraically on Rep(Q,β) by simultaneous con-jugation, i.e., for g = (g(x))x∈Q0 ∈ GL(β) and V = {V (a)}a∈Q1 ∈ Rep(Q,β), we define g · V
by
(g · V )(a) = g(ha)V (a)g(ta)−1 for each a ∈ Q1.
In this way, Rep(Q,β) becomes a rational representation of the linearly reductive group GL(β)
and the GL(β)-orbits in Rep(Q,β) are in one-to-one correspondence with the isomorphism
classes of β-dimensional representations of Q.
From now on, we will assume that our quivers are without oriented cycles. As Q is a quiver
without oriented cycles, one can show that there is only one closed GL(β)-orbit in Rep(Q,β)
and hence the invariant ring I(Q,β) = C[Rep(Q,β)]GL(β) is exactly the base field C.
Now, consider the subgroup SL(β) ⊆ GL(β) defined by
SL(β) =
∏
x∈Q0
SL
(
β(x)
)
.
Although there are only constant GL(β)-invariant polynomial functions on Rep(Q,β), the action
of SL(β) on Rep(Q,β) provides us with a highly non-trivial ring of semi-invariants. Note that
any σ ∈ ZQ0 defines a rational character of GL(β) by
{
g(x)
∣∣ x ∈ Q0} ∈ GL(β) → ∏
x∈Q0
(
detg(x)
)σ(x)
.
In this way, we can identify Γ = ZQ0 with the group X
(GL(β)) of rational characters of GL(β),
assuming that β is a sincere dimension vector (i.e. β(x) > 0 for all vertices x ∈ Q0). We also
refer to the rational characters of GL(β) as weights.
Let SI(Q,β) = C[Rep(Q,β)]SL(β) be the ring of semi-invariants. As SL(β) is the commuta-
tor subgroup of GL(β) and GL(β) is linearly reductive, we have that
SI(Q,β) =
⊕


SI(Q,β)σ ,
σ∈X (GL(β))
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(GL(β)) is the group of rational characters of GL(β) and
SI(Q,β)σ =
{
f ∈ C[Rep(Q,β)] ∣∣ g · f = σ(g)f, for all g ∈ GL(β)}
is the space of semi-invariants of weight σ.
If α ∈ Γ , we define σ = 〈α, ·〉 by
σ(x) = 〈α, εx〉, ∀x ∈ Q0.
Conversely, it is easy to see that for any weight σ ∈ ZQ0 there is a unique α ∈ ZQ0 (not neces-
sarily a dimension vector) such that σ = 〈·, α〉. Similarly, one can define σ = 〈·, α〉.
Given a quiver Q and a dimension vector β , we define the set Σ(Q,β) of (integral) effective
weights by
Σ(Q,β) = {σ ∈ ZQ0 ∣∣ SI(Q,β)σ = 0}.
In [17], Schofield constructed semi-invariants of quivers with remarkable properties. We
should point out that Schofield’s semi-invariants have weights of the form 〈α, ·〉, with α dimen-
sion vectors. A fundamental result due to Derksen and Weyman [4] (see also [19]) states that each
weight space of semi-invariants is spanned by such semi-invariants. An important consequence
of this spanning theorem is the following saturation theorem.
Theorem 2.1. (See [4, Theorem 3].) If Q is a quiver and β is a dimension vector, then the set
Σ(Q,β) = {σ ∈ ZQ0 ∣∣ SI(Q,β)σ = 0},
is saturated, i.e., if σ is a weight and r  1 is an integer,
SI(Q,β)σ = 0 ⇔ SI(Q,β)rσ = 0.
A detailed description of the set Σ(Q,β) can be found in Section 4, Theorem 4.2 and Propo-
sition 4.5.
3. The generalized flag quiver and the saturation property
In this section, we define the generalized flag quiver and show that the generalized Littlewood–
Richardson coefficients can be viewed as dimensions of weight spaces of semi-invariants of this
particular quiver.
Let m 3 and n 1 be two positive integers. The generalized flag quiver setting is defined
as follows.
(a) The quiver Q has m − 2 central vertices 2 = (n,2) = (n,1),3 = (n,3), . . . ,m − 2 =
(n,m − 2),m − 1 = (n,m − 1) = (n,m) at which we attach m equioriented An quivers
(or flags) F(1), . . . ,F(m) such that F(i) goes in the corresponding central vertex (n, i) if
i is even and it goes out from the corresponding central vertex (n, i) if i is odd. Further-
more, there are m − 3 main arrows a1, . . . , am−3 connecting the central vertices such that
i + 1 ai−→ i + 2 if i is odd and i + 2 ai−→ i + 1 if i is even. For example, if the number of flags
m is even then our quiver Q looks like
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(n − 1,1)

(n − 1,2)

(n − 1,3)

· · · (n − 1,m − 1)

(n − 1,m)

...

...

...

...

...

(2,1) (2,2) (2,3) · · · (2,m − 1) (2,m)
(1,1)

(1,2)

(1,3)

· · · (1,m − 1)

(1,m)

(b) The dimension vector β is defined by β(j, i) = j for all j ∈ {1, . . . , n} and i ∈ {1, . . . ,m},
i.e., β is equal to
n n · · · n
n − 1 n − 1 n − 1 · · · n − 1 n − 1
...
...
...
...
...
2 2 2 · · · 2 2
1 1 1 · · · 1 1.
The only quiver setting we will be working with in this section is the generalized flag quiver
setting.
Lemma 3.1. Let σ ∈ ZQ0 be a weight. If dim SI(Q,β)σ = 0 then:
(1) the weight σ must satisfy the inequalities
(−1)iσ (j, i) 0,
for all 1 j  n, 2 i m − 1 and
(−1)iσ (j, i) 0,
for all 1 j  n − 1, i ∈ {1,m};
(2) we have
dim SI(Q,β)σ =
∑
c
γ (2)
γ (1),μ(1) · cγ (3)μ(1),μ(2) · · · cγ (m)μ(m−3),γ (m−1),μ(1),...,μ(m−3)
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γ (1) = ((n − 1)−σ(n−1,1), . . . ,1−σ(1,1))′,
γ (m) = ((n − 1)(−1)m·σ(n−1,m), . . . ,1(−1)m·σ(1,m))′,
γ (i) = (n(−1)i ·σ(n,i), . . . ,1(−1)i ·σ(1,i))′,
for all i ∈ {2, . . . ,m − 1}.
Proof. The first part of our lemma follows as we compute SI(Q,β)σ . For simplicity, let us define
Vj (i) = Cβ(j,i). Using Cauchy’s formula [6, p. 121], we can decompose the affine coordinate ring
C[Rep(Q,β)] as a sum of tensor products of irreducible representations of the general linear
groups GL(Vj (i)). The idea is to identify those terms that will give us non-zero semi-invariants
of weight σ. An arbitrary term in this decomposition is made up of tensor products of irreducible
representations coming from the m flags. If F(i) is a flag going in the central vertex (n, i), then
the n − 1 arrows of this flag contribute with
Sγ
1(i)V1(i) ⊗
n−1⊗
j=2
(
Sγ
j−1(i)V ∗j (i) ⊗ Sγ
j (i)Vj (i)
)⊗ Sγ n−1(i)V ∗n (i),
for partitions γ 1(i), . . . , γ n−1(i).
When computing semi-invariants, we see that (Sγ 1(i)V1(i))SL(V1(i)) is non-zero if and only
if it is one-dimensional. In this case, γ 1(i) is a β(1, i) × w rectangle and the space is spanned
by a semi-invariant of weight w. So, (Sγ 1(i)V1(i))SL(V1(i)) contains non-zero semi-invariants of
weight σ(1, i) if and only if σ(1, i) 0 and γ 1(i) = (σ (1, i)β(1,i)), i.e.,
γ 1(i) = (1σ(1,i))′.
Next, we look at the space
(
Sγ
1(i)V ∗2 (i) ⊗ Sγ
2(i)V2(i)
)SL(V2(i))
which is canonically isomorphic to HomSL(V2(i))(Sγ
1(i)V2(i), Sγ
2(i)V2(i)). Now, this space is
non-zero if and only if it is one-dimensional in which case γ 2(i) is γ 1(i) plus some extra columns
of length β(2, i) and the number of these extra columns is the weight of a semi-invariant spanning
this space. Consequently, (Sγ 1(i)V ∗2 (i) ⊗ Sγ
2(i)V2(i))SL(V2(i)) contains non-zero semi-invariants
of weight σ(2, i) if and only if σ(2, i)  0 and γ 2(i) is γ 1(i) plus σ(2, i) columns of length
β(2, i), i.e.,
γ 2(i) = (2σ(2,i),1σ(1,i))′.
Reasoning in this way, we see that the vertices of this flag F(i), except the central one (n, i),
give non-zero spaces of semi-invariants (in which case they must be one-dimensional) of weight
σ(1, i), . . . , σ (n−1, i) if and only if σ(j, i) 0 for all 1 j  n−1, γ 1(i) is a β(1, i)×σ(1, i)
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i.e.,
γ n−1(i) = ((n − 1)σ(n−1,i), . . . ,1σ(1,i))′.
We have proved that a flag F(i) going in the central vertex (n, i) contributes to the space of
semi-invariants SI(Q,β)σ with
Sγ
n−1(i)V ∗n (i),
where γ n−1(i) is completely determined by the weight σ along the flag F(i).
Similarly, if F(l) is a flag going out of the central vertex (n, l), then σ(j, l)  0 for all 1 
j  n − 1 and F(l) contributes to SI(Q,β)σ with
Sγ
n−1(l)Vn(l),
where
γ n−1(l) = ((n − 1)−σ(n−1,l), . . . ,1−σ(1,l))′.
Next, the main m−3 arrows of our quiver give us partitions μ(1), . . . ,μ(m−3), with at most
n parts, and the central vertices give us the following spaces of semi-invariants:
(
Sγ
n−1(1)V (2) ⊗ Sμ(1)V (2) ⊗ Sγ n−1(2)V ∗(2))SL(V (2))
coming from the vertex 2,
(
Sγ
n−1(3)V (3) ⊗ Sμ(1)V ∗(3) ⊗ Sμ(2)V ∗(3))SL(V (3))
coming from the vertex 3 and so on. Taking into account the weights at the central vertices, it is
clear that the dimension of the space of semi-invariants SI(Q,β)σ is the desired sum of products
of Littlewood–Richardson coefficients. 
Let λ(1), . . . , λ(m) be weakly decreasing sequences of n integers. To show that f (λ(1), . . . ,
λ(m)) can be viewed as the dimension of a space of semi-invariants, we are going to apply
Lemma 3.1. Let us define σλ by
σλ(j, i) = (−1)i
(
λj (i) − λj+1(i)
)
, ∀1 j  n − 1, ∀1 i m, (2)
σλ(i) = (−1)iλn(i), ∀i = 2,m − 1, (3)
σλ(2) = λn(2) − λn(1), (4)
σλ(m − 1) = (−1)m−1
(
λn(m − 1) − λn(m)
)
. (5)
If m = 3 then σλ at the central vertex becomes
σλ(2) = λn(2) − λn(1) − λn(3).
With these notations we have:
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every integer r  1,
f
(
rλ(1), . . . , rλ(m)
)= dim SI(Q,β)rσλ .
Proof. We prove this lemma when r = 1, as the general case reduces to this one. First, let us
consider the following transformations
γ (1) = λ(1) − (λn(1)n),
γ (2) = λ(2) − (λn(1)n),
γ (m − 1) = λ(m − 1) − (λn(m)n),
γ (m) = λ(m) − (λn(m)n),
γ (i) = λ(i), ∀i /∈ {1,2,m − 1,m}.
If m = 3 then γ (2) becomes γ (2) = λ(2) − ((λn(1) + λn(3))n). With this transformations, we
have
γ (1) = ((n − 1)−σ(n−1,1), . . . ,1−σ(1,1))′,
γ (m) = ((n − 1)(−1)m·σ(n−1,m), . . . ,1(−1)m·σ(1,m))′,
γ (i) = (n(−1)i ·σ(n,i), . . . ,1(−1)i ·σ(1,i))′,
for all i ∈ {2, . . . ,m − 1}. Applying Lemma 3.1, we get that
f
(
γ (1), . . . , γ (m)
)= dim SI(Q,β)σλ .
On the other hand, we clearly have f (λ(1), . . . , λ(m)) = f (γ (1), . . . , γ (m)) and so the proof
follows. 
Remark 3.3. Let us note that if f (λ(1), . . . , λ(m)) is non-zero then the first part of Lemma 3.1
tells us that λ(i), i /∈ {1,2,m − 1,m} are in fact partitions. Of course, this is also clear from the
definition of f (λ(1), . . . , λ(m)).
Proof of Theorem 1.4. The proof follows from Theorem 2.1 and Lemma 3.2. 
4. The cone of effective weights for quivers
Let Q be a quiver without oriented cycles and β a dimension vector. In this section, we will
further describe the rational convex polyhedral cone whose lattice points form the set of integral
effective weights
Σ(Q,β) = {σ ∈ ZQ0 ∣∣ SI(Q,β)σ = 0}.
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σ(α) =
∑
x∈Q0
σ(x)α(x).
A necessary condition for a weight σ ∈ ZQ0 to belong to Σ(Q,β) is σ(β) = 0. Indeed, the
action of the one-dimensional torus {(t Idβ(i))i∈Q0 | t ∈ K \ {0}} on the representation space
Rep(Q,β) is trivial. If f is a non-zero semi-invariant of weight σ and gt = (t Idβ(i))i∈Q0 ∈
GL(β) then
gt · f = tσ (β) · f
clearly implies that σ(β) = 0.
Lemma 4.1 (Reciprocity Property). (See [4, Corollary 1].) Let α and β be two dimension vectors.
Then:
dim SI(Q,β)〈α,·〉 = dim SI(Q,α)−〈·,β〉.
Now, we can define α ◦ β by
α ◦ β = dim SI(Q,β)〈α,·〉 = dim SI(Q,α)−〈·,β〉.
Following Schofield [18], we write α ↪→ β if every representation of dimension vector β has
a subrepresentation of dimension vector α.
Theorem 4.2. (See [4, Theorem 3].) Let Q be a quiver and β a sincere dimension vector. If
σ = 〈α, ·〉 ∈ ZQ0 is a weight with α ∈ ZQ0 then the following statements are equivalent:
(1) dim SI(Q,β)σ = 0;
(2) σ(β) = 0 and σ(β ′) 0, for every β ′ ↪→ β;
(3) α must be a dimension vector, σ(β) = 0 and α ↪→ α + β.
Remark 4.3. It turns out that some of the linear homogeneous inequalities obtained in Theo-
rem 4.2(2) are redundant. In the next subsection, we will explain how to find a minimal list of
such inequalities.
A representation V is said to be Schur if EndQ(V ) = C. We say that a dimension vector β is
a Schur root if there exists a Schur representation V of dimension vector β .
Theorem 4.4. (See [18, Theorem 6.1].) Let Q be a quiver and β a dimension vector. Then the
following are equivalent:
(1) β is a Schur root;
(2) σβ(β ′) < 0, ∀β ′ ↪→ β , β ′ = 0, β, where σβ = 〈β, ·〉 − 〈·, β〉.
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C(Q,β) = {σ ∈ H(β) ∣∣ σ(β) = 0, σ (β ′) 0 for all β ′ ↪→ β}.
We call C(Q,β) the cone of effective weights associated to the quiver setting (Q,β). Note that
C(Q,β) ∩ ZQ0 = Σ(Q,β) and the dimension of this cone is at most N − 1, where N = |Q0| is
the number of vertices of Q.
It is a very interesting question to describe the facets of C(Q,β). The answer to this question
was given by Derksen and Weyman in [5, Corollary 5.2]:
Proposition 4.5. Let Q be a quiver with N vertices and β a Schur root. Then:
(1) dimC(Q,β) = N − 1.
(2) σ ∈ C(Q,β) if and only if σ(β) = 0 and σ(β1) 0 for every decomposition β = c1β1 +c2β2
with β1, β2 Schur roots, β1 ◦ β2 = 1 and ci = 1 whenever 〈βi,βi〉 < 0.
Remark 4.6. Note that in Proposition 4.5(2), we can replace β1 ◦ β2 = 1 with β1 ◦ β2 = 0. Of
course, in this case we get a longer list of necessary and sufficient inequalities.
5. The facets of the cone associated to the generalized flag quiver
We use the methods from Section 4 to describe the facets of the cone of effective weights
associated to the generalized flag quiver setting.
Throughout this section, we work with the generalized flag quiver setting (Q,β) from Sec-
tion 3. For the convenience of the reader, we briefly recall this set up. The quiver Q has m − 2
central vertices with m equioriented An quivers (or flags) F(1), . . . ,F(m) attached to them. The
dimension vector β is defined by β(j, i) = j for all j ∈ {1, . . . , n} and i ∈ {1, . . . ,m}. First, let
us prove a simple lemma:
Lemma 5.1. The dimension vector β is a Schur root.
Proof. Note that the dimension vector β is indivisible, meaning that the greatest common di-
visor of its coordinates is one. Next, let us assume that either n = 2,m  4 or n  3. If this is
the case then β lies in the so-called fundamental region, i.e., the support of β is a connected
graph and 〈εi, β〉 + 〈β, εi〉 0, for all vertices i ∈ Q0. It follows now from a result of Kac [11,
Theorem B(d)] that β is a Schur root. If either n = 2,m = 3 or n = 1 then β is actually a real
Schur root. 
Now, let D be the set of all dimension vectors β1 that take one of the following forms:
(1) β1 = ε(j,2i+1) or β1 = β − ε(j,2i), for 1 j  n − 1 (call such a dimension vector trivial);
or
(2) β1 = β , β1 ◦ (β − β1) = 1, and β1 is weakly increasing with jumps of at most one (from the
bottom to the top) along the m flags.
Note that if β1 is in D then β1 ↪→ β and hence −β1 is in the dual of the cone C(Q,β).
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F = H(β1) ∩ C(Q,β),
for some β1 in D.
Proof. From Proposition 4.5 it follows that there are two Schur roots β1 and β2 such that
F = H(β1) ∩ C(Q,β)
with β1 ◦ β2 = 1 and β = c1β1 + c2β2 for some c1, c2  1.
Now let us assume that β1 is not trivial. In this case, we will show that β1 is weakly increasing
with jumps of at most one along the flags. Let us denote c1β1 = β ′, c2β2 = β ′′. Since β ′ ◦β ′′ = 0
it follows from Theorem 4.2 that any representation of dimension vector β has a subrepresenta-
tion of dimension vector β ′. Therefore, β ′ must be weakly increasing along each flag going in
and it has jumps of at most one along each flag going out.
Next, we will show that β ′ has jumps of at most one along each flag F(i) going in a cen-
tral vertex and β ′ is weakly increasing along each flag F(i) going out of a central vertex. For
simplicity, let us write
F(i) : 1  2 · · · n − 1  n,
for a flag going in its central vertex (n, i) (i.e. i is even). Assume to the contrary that there is an
l ∈ {1, . . . , n − 1} such that β ′(l + 1) > β ′(l) + 1. Then β ′′(l + 1) < β ′′(l) which implies that
εl ↪→ β ′′. Since β ′′ is 〈β ′, ·〉-semi-stable it follows that 〈β ′, l〉  0. So, β ′(l)  β ′(l − 1) and
hence β ′(l) = β ′(l − 1) or β ′′(l) = β ′′(l − 1) + 1. This shows that c2 = 1 and β ′′ − εl ↪→ β ′′.
From the fact that β ′′(= β2) is a Schur root and Theorem 4.4 we obtain that β ′′ is σβ ′′ -stable.
Since εl ↪→ β ′′, β ′′ − εl ↪→ β ′′ and β ′′ = l it follows 〈β ′′, l〉− 〈εl, β ′′〉 < 0 and 〈β ′′, β ′′ − εl〉−
〈β ′′ − εl, β ′′〉 < 0. But this is a contradiction. We have just proved that β ′ has jumps of at most
one along each flag going in. Similarly, one can show that β ′ has to be weakly increasing along
each flag going out.
Now, let us show that c1 = c2 = 1. Since β ′ = c1β1 has jumps of at most one along each
flag, we obtain 0 c1(β1(l + 1, i)− β1(l, i)) 1 for all l ∈ {1, . . . , n− 1} and i ∈ {1, . . . ,m}. If
there are l, i such that β1(l + 1, i) − β1(l, i) = 0 then c1 = 1. Otherwise, there is an i such that
β ′(1, i) = 1 and so c1 = 1. Similarly, one can show c2 = 1.
In conclusion, β = β1 + β2 with β1 weakly increasing with jumps of at most one along the m
flags. So, β1 ∈D and this finishes the proof. 
Lemma 5.3. Let σ ∈ H(β). Then σ ∈ C(Q,β) if and only if the following are true
(1) (chamber inequalities) (−1)iσ (ε(j,i)) 0, ∀1 j  n − 1, ∀1 i m;
(2) (regular inequalities) σ(β1)  0 for every β1 = β weakly increasing with jumps of at most
one along the m flags and β1 ◦ (β − β1) = 1.
Proof. Let us assume that σ ∈ H(β) satisfies the chamber and regular inequalities. Then the
description of the facets of C(Q,β) given in Lemma 5.2 shows that σ ∈ C(Q,β).
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Remark 5.4. Let σλ be the weight defined by Eqs. (2)–(5) in Section 3. Then by definition we
have that
σλ(ε(j,i)) = (−1)i
(
λj (i) − λj+1(i)
)
, ∀1 j  n − 1, ∀1 i m.
Consequently, the chamber inequalities just tell us that the λ(i) are weakly decreasing sequences.
This is something that we will always assume.
Example 5.5. For m = 4 and n = 2, there are exactly 9 dimension vectors β1 that satisfy the
second condition in Lemma 5.3. It turns out that exactly one of the 9 pairs gives us a redundant
inequality. Next we find the necessary and sufficient inequalities for σλ to be in C(Q,β).
For
β1 = β = 2 21 1 1 1 ,
we must have the identity σλ(β) = 0, i.e.,∣∣λ(1)∣∣+ ∣∣λ(3)∣∣= ∣∣λ(2)∣∣+ ∣∣λ(4)∣∣.
For β1 = 1 20 0 1 1 and β1 = 1 21 1 1 1 , we have the inequalities
λ2(2) +
∣∣λ(4)∣∣ λ2(1) + ∣∣λ(3)∣∣,
and
λ1(2) +
∣∣λ(4)∣∣ λ1(1) + ∣∣λ(3)∣∣.
For β1 = 0 10 0 1 1 and β1 = 0 10 0 0 0 , we have the inequalities
λ1(4) λ1(3) and λ2(4) λ2(3).
For β1 = 1 11 0 1 1 and β1 = 1 11 1 1 0 , we have the inequalities
λ2(2) + λ1(4) λ1(1) + λ1(3)
and
λ1(2) + λ2(4) λ1(1) + λ1(3).
For β1 = 1 10 0 1 0 and β1 = 1 11 0 0 0 , we have the inequalities
λ2(2) + λ2(4) λ2(1) + λ1(3)
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λ2(2) + λ2(4) λ1(1) + λ2(3).
For
β1 = 0 20 0 1 1 ,
we obtain the only redundant inequality ∣∣λ(4)∣∣ ∣∣λ(3)∣∣.
6. The Horn type inequalities
Our goal in this section is to give a closed form to the polyhedral inequalities that we obtained
in Lemma 5.3.
First, let us describe the dimension vectors β1 that define the regular inequalities from
Lemma 5.3(2). Let β1 be a dimension vector that is weakly increasing with jumps of at most
one along the m flags. We define the following jump sets
Ii =
{
l
∣∣ β1(l, i) > β1(l − 1, i), 1 l  n},
with the convention that β1(0, i) = 0 for all i ∈ {1, . . . ,m}. We also denote β1 by βI .
Note also that |Ii | = βI (n, i) for all i ∈ {1, . . . ,m}. Therefore, |I1| = |I2| = βI (2) and
|Im−1| = |Im| = βI (m − 1).
Conversely, it is clear that each m-tuple I = (I1, . . . , Im) of subsets of the set {1, . . . , n} with
|I1| = |I2| and |Im−1| = |Im| uniquely determines the dimension vector βI . Indeed, if
Ii =
{
z1(i) < · · · < zr(i)
}
,
we have that
βI (k, i) = j − 1, ∀zj−1(i) k < zj (i), ∀1 j  r + 1,
with the convention that z0(i) = 0 and zr+1(i) = n + 1 for all 1 i m.
Definition 6.1. We define S(n,m) to be the set consisting of all m-tuples I = (I1, . . . , Im) such
that |I1| = |I2|, |Im−1| = |Im|, βI = β and
βI ◦ (β − βI ) = 1.
A further description of the set S(n,m) will be given in Lemmas 6.4 and 6.6.
Proposition 6.2. Let λ(1), . . . , λ(m) be weakly decreasing sequences of n reals. Then the follow-
ing are equivalent:
(1) σλ ∈ C(Q,β);
(2)
∑∣∣λ(i)∣∣=∑∣∣λ(i)∣∣
i even i odd
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∑
i even
(∑
j∈Ii
λj (i)
)

∑
i odd
(∑
j∈Ii
λj (i)
)
for every m-tuple (I1, . . . , Im) ∈ S(n,m).
Proof. We have seen that the set of all β1 occurring in Lemma 5.3(2) are exactly those of the
form βI with I = (I1, . . . , Im) ∈ S(n,m). Furthermore it is easy to see that
σλ(βI ) =
∑
i even
(∑
j∈Ii
λj (i)
)
−
∑
i odd
(∑
j∈Ii
λj (i)
)
and
σλ(β) =
∑
i even
∣∣λ(i)∣∣−∑
i odd
∣∣λ(i)∣∣.
The Proposition is now an immediate consequence of Lemma 5.3. 
Example 6.3. In this example we will work out the case when n = 1. Let d1, . . . , dm be m 3
positive integers. Then the following are equivalent:
(1) There exists a long exact sequence of the form
0 → (Z/p)d1 → ·· · → (Z/p)dm → 0.
(2) There exists a long exact sequence of the form
0 → Z/pd1 → ·· · → Z/pdm → 0.
(3) (Horn type inequalities)
∑
j even
dj =
∑
j odd
dj
and if m > 3 ∑
j even,1ji
dj 
∑
j odd,1ji
dj
and ∑
j even, ijm
dj 
∑
j odd, ijm
dj ,
for every i odd with 2 i m − 2, together with dm  dm−1 if m is even.
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f
(
λ(1), . . . , λ(m)
) = 0 ⇔ f (λ′(1), . . . , λ′(m)) = 0.
To prove the equivalence (2) ⇔ (3), we explicitly describe the facets of the cone C(Q,β),
where Q is the generalized quiver when n = 1. When m = 3, the only inequality is d2 = d1 + d3.
Let us assume that m  4. In this case, our quiver Q is an alternating type Am−2 quiver with
m − 2 vertices such that 2 is a source, 3 is a sink and so on. For example if m is odd then our
generalized flag quiver becomes:
2  3  · · · m − 2  m − 1.
First, let β1, β2 be two Schur roots (i.e. positive roots of type A) such that β1 + β2 = β =
(1, . . . ,1) and 〈β1, β2〉 = 0. Then it is easy to see that
β1 = (1, . . . ,1,0, . . . ,0) or β1 = (0, . . . ,0,1, . . . ,1),
with supp(β1) = {2, . . . , i} or {i, . . . ,m − 1} and 2  i  m − 1 odd. To find a minimal list of
necessary and sufficient inequalities, we will focus on those m-tuples I = (I1, . . . , Im) ∈ S for
which the corresponding dimension vectors βI , β − βI are Schur roots. If this the case, we must
have that
Ij =
{ {1} if 1 j  i,
∅ if i < j m
or
Ij =
{∅ if 1 j < i,
{1} if i  j m,
where 2 i m−2 is odd. If m is even, there is one more possibility, namely β1 = (0, . . . ,0,1).
In this case, I1 = · · · = Im−2 = ∅ and Im−1 = Im = {1}. For all such tuples I , we also have that
βI ◦ (β − βI ) = 1. This way, we obtain the equivalence of (2) and (3). Note that the list of
inequalities obtained is minimal.
Now, let us show that S(n,m) can be described in terms of the generalized Littlewood–
Richardson coefficients. For convenience, let us recall some of the notation from Section 1. Let
(I1, . . . , Im) be an m-tuple of subsets of {1, . . . , n} such that at least one of them has cardinality
at most n−1. We define the following weakly decreasing sequences of integers (using conjugate
partitions):
λ(I1) = λ′(I1), λ(Im) =
{
λ′(Im) if m is odd,
λ′(Im \ {n}) if m is even,
and for 2 i m − 1
λ(Ii) =
⎧⎨
⎩
λ′(Ii) if i is even,
λ′(Ii) − ((|Ii | − |Ii+1| − |Ii−1|)n−|Ii |) if i m − 2 is odd,
λ′(Ii) − ((|Im−1| − |Im−2| − |Im \ {n}|)n−|Ii |) if i = m − 1 is odd.
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(a) |I1| = |I2|;
(b) |Im−1| = |Im|;
(c) at least one of the subsets I1, . . . , Im has cardinality < n;
(d) λ(Ii) is a partition, ∀1 i m;
(e) f (λ(I1), . . . , λ(Im)) = 1.
Proof. Let I = (I1, . . . , Im) be an m-tuple in S(n,m). By definition, we know that (a) and (b)
are satisfied.
Let us denote βI = β1 and β − βI = β2.
(c) If min1im |Ii | = n then we would have β1 = β which is not allowed.
(d), (e) We compute the dimension β1 ◦β2 = dim SI(Q,β2)〈β1,·〉 using the same arguments as
in Lemma 3.1 with β replaced by β2 and σ by σ1 = 〈β1, ·〉. Since β1 is weakly increasing and
has jumps of at most one along the flags it is easy to see that
σ1(l, i) =
{1 if l ∈ Ii,
0 otherwise,
for all l ∈ {1, . . . , n − 1} and i even and
σ1(l, i) =
{−1 if l + 1 ∈ Ii,
0 otherwise,
for all l ∈ {1, . . . , n − 1} and i odd. At the central vertices 2, . . . ,m − 1, the values of σ1 are
σ1(i) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 if i is even and n /∈ Ii,
1 if i is even and n ∈ Ii,
|Ii | − |Ii+1| − |Ii−1| if i m − 2 is odd,
|Im−1| − |Im−2| − |Im \ {n}| if i = m − 1 is odd.
Arguing as in Lemma 3.1, we obtain
γ (1) = (β2(n − 1,1)−σ1(n−1,1), . . . , β2(1,1)−σ1(1,1))′,
γ (m) = (β2(n − 1,m)(−1)m·σ1(n−1,m), . . . , β2(1,m)(−1)m·σ1(1,m))′,
γ (i) = (β2(n − 1, i)(−1)i ·σ1(n−1,i), . . . , β2(1, i)(−1)i ·σ1(1,i))′ + (((−1)i · σ1(n, i))β2(n,i)),
must be partitions for all 2 i m − 1 and
dim SI(Q,β2)σ1 = f
(
γ (1), . . . , γ (m)
)
.
Furthermore, if Ii = {z1(i) < · · · < zr(i)} then we have
β2
(
zj (i), i
)= zj (i) − j = β2(zj (i) − 1, i)
for all j ∈ {1, . . . , r}.
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f
(
λ(I1), . . . , λ(Im)
)= 1.
We have just proved that if (I1, . . . , Im) is in S(n,m) then (a)–(e) are fulfilled.
Conversely, let I = (I1, . . . , Im) be an m-tuple of subsets of {1, . . . , n} satisfying (a)–(e). Then
we can define βI such that βI = β and
βI ◦ (β − βI ) = f
(
λ(I1), . . . , λ(Im)
)= 1.
Thus, I = (I1, . . . , Im) ∈ S(n,m) and so we are done. 
Proposition 6.5. Let λ(i) = (λ1(i), . . . , λn(i)), i ∈ {1, . . . ,m} be m weakly decreasing sequences
of n reals. Then the following are equivalent:
(1) σλ ∈ C(Q,β);
(2) the numbers λj (i) satisfy
∑
i even
∣∣λ(i)∣∣=∑
i odd
∣∣λ(i)∣∣
together with
∑
i even
(∑
j∈Ii
λj (i)
)

∑
i odd
(∑
j∈Ii
λj (i)
)
(∗)
for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|, λ(Ii), 1  i  m are
partitions and
f
(
λ(I1), . . . , λ(Im)
) = 0;
(3) the numbers λj (i) satisfy
∑
i even
∣∣λ(i)∣∣=∑
i odd
∣∣λ(i)∣∣
and (∗) for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|, λ(Ii), 1 i m
are partitions and
f
(
λ(I1), . . . , λ(Im)
)= 1.
Proof. The proof follows from Proposition 6.2, Lemma 6.4 and Remark 4.6. 
We end this section with some further remarks on the set S(n,m). The next lemma gives us
constraints on the possible m-tuples I = (I1, . . . , Im) of the set S(n,m).
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(a) (if m > 3) for each i odd, 2 i m − 2
max
{|Ii−1|, |Ii+1|} |Ii | |Ii−1| + |Ii+1| + si ,
where si is the smallest k ∈ {0, . . . , |Ii |} such that n − k /∈ |Ii |;
(b) if i = m− 1 is odd we have |Im−2| |Im−1| and if n ∈ Im then either n ∈ Im−1 or Im−2 = ∅.
Proof. (a) Let us denote βI = β1 and β −βI = β2. Since β1 ◦β2 = 0 we have from Theorem 4.2
that any representation V of dimension vector β = β1 +β2 has a subrepresentation of dimension
vector β1. Choose V such that V (a) is invertible for every main arrow a. Then for each i odd,
2 i m − 1, we clearly have
max
{|Ii−1|, |Ii+1|} |Ii |.
Let us denote 〈β1, ·〉 by σ1. A necessary condition for dim SI(Q,β2)〈β1,·〉 not to be zero is that
λ(Ii), ∀1 i m be partitions, i.e. they must have non-negative parts.
Suppose that 2  i  m − 1 is odd and let si be the smallest k ∈ {0, . . . , |Ii |} such that
n − k /∈ Ii . Then the smallest part of λ′(Ii) is exactly si .
For 2 i m − 2 odd, we have seen that λ(Ii) = λ′(Ii) − (σ1(i)n−|Ii |). On the other hand,
we know that σ1(i) = |Ii | − |Ii−1| − |Ii+1| and the smallest part of λ′(Ii) is precisely si . Thus,
λ(Ii) is a partition if and only if
0 |Ii−1| + |Ii+1| − |Ii | + si .
(b) If i = m − 1 is odd and n /∈ Im then
σ1(m − 1) = |Im−1| − |Im| − |Im−2| = −|Im−2| 0
in which case λ(Im−1) is clearly a partition.
Now let assume that i = m − 1 is odd and n ∈ Im. Then
σ1(m − 1) = |Im−1| − |Im| + 1 − |Im−2| = 1 − |Im−2|
and hence λ(Im−1) is a partition when
sm−1 + |Im−2| 1.
So, in this case we must have that either n ∈ Im−1 or Im−2 = ∅. 
Remark 6.7. When m = 3, the set S(n,3) is just the set of all triples (I1, I2, I3) of subsets
of {1, . . . , n} of the same cardinality r with r < n and cλ(I2)λ(I1),λ(I3) = 1. So, K(n,3) is indeed the
Klyachko’s cone. Therefore, in this case we recover the Horn type inequalities that solve the
non-vanishing of the Littlewood–Richardson coefficients problem and Horn’s conjecture.
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Before we prove our main theorem, we briefly recall the following moment map description
of the cone of effective weights.
Proposition 7.1. (See [1, Proposition 1.3].) Let Q be a quiver without oriented cycles, β be a
dimension vector and σ ∈ RQ0 . Then the following statements are equivalent:
(1) σ ∈ C(Q,β);
(2) there exists W = {W(a)}a∈Q1 ∈ Rep(Q,β) satisfying
∑
a∈Q1
ta=x
W(a)∗W(a) −
∑
a∈Q1
ha=x
W(a)W(a)∗ = σ(x) Idβ(x), (†)
for all x ∈ Q0, where W(a)∗ is the adjoint of W(a) with respect to the standard Hermitian
inner product on Cn.
In what follows, we work with the generalized flag quiver setting from Section 3. To apply
Proposition 7.1, we need the following useful fact from linear algebra:
Lemma 7.2. Let σ(1), . . . , σ (n− 1) be non-positive real numbers. Then the following are equiv-
alent:
(1) there exist Wi ∈ Mati×(i+1)(C),1 i  n − 1 such that
Wi · W
i − W
i−1 · Wi−1 = −σ(i) IdCi for 2 i  n − 1,
W1 · W
1 = −σ(1);
(2) there exists an n × n Hermitian matrix H(= W
n−1 · Wn−1) with eigenvalues
ν(i) = −
n−1∑
j=i
σ (j), ∀1 i  n − 1 and ν(n) = 0.
Proof. See [3, Section 3.4]. 
Proposition 7.3. Let λ(i) = (λ1(i), . . . , λn(i)), 1  i  m be m weakly decreasing sequences
of n reals. Then
σλ ∈ C(Q,β) ⇔
(
λ(1), . . . , λ(m)
) ∈K(n,m).
Proof. From Proposition 7.1, we know that σλ ∈ C(Q,β) if and only if there exists W ∈
Rep(Q,β) satisfying the quiver matrix equations (†).
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those from Lemma 7.2. So, they are equivalent to the existence of Hermitian matrices H(i) with
eigenvalues (
λ1(i) − λn(i), . . . , λn−1(i) − λn(i),0
)
.
Let a1, . . . , am−3 denote the main arrows, i.e., those connecting the central vertices. Taking into
account the matrix equations coming from the main vertices, we see that σλ ∈ C(Q,β) if and
only if there exist Hermitian matrices H ′(i) with spectrum λ(i),1  i m and n × n complex
matrices W(ai) such that:
H ′(1) + W(a1)∗ · W(a1) = H ′(2),
W(a1) · W(a1)∗ + W(a2) · W(a2)∗ = H ′(3),
...
H ′(m) + W(am−3)∗ · W(am−3) = H ′(m − 1).
When writing the last equation of the system above, we assumed that m is odd. Of course, if m
is even, the last equation looks like
H ′(m) + W(am−3) · W(am−3)∗ = H ′(m − 1).
To bring the matrix equations above in a for us convenient form, we can conjugate (if necessary)
the equations by unitary matrices. Also, note that for any n×n matrix, say A, we have that A ·A∗
and A∗ · A are both positive semi-definite and have the same spectrum. Moreover, any positive
semi-definite Hermitian matrix B can be written as W · W ∗ or W ∗ · W.
Thus, we obtain that σλ ∈ C(Q,β) if and only if there exist Hermitian matrices H(i) with
spectrum λ(i),1 i m and positive semi-definite n × n matrices B(i) such that:
H(1) + B(1) = H(2),
B(1) + B(2) = H(3),
...
H(m) + B(m − 3) = H(m − 1).
Solving this system of matrix equations for B(i), we deduce that
B(i − 1) =
i∑
j=1
(−1)j+iH(j), ∀2 i m − 2
and
B(m − 3) = H(m − 1) − H(m).
Now, the proof follows. 
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(1) ⇔ (3). Using Lemma 3.2 and Proposition 7.3 the equivalence follows.
(3) ⇔ (4). Note that any long exact sequence breaks into short exact sequences by taking
cokernels. Thus, (3) is equivalent to the existence of short exact sequences
0 → M1 → M2 → N1 → 0,
0 → N1 → M3 → N2 → 0,
...
0 → Nm−3 → Mm−1 → Mm → 0,
where μ(1), . . . ,μ(m − 3) are some partitions of length at most n and N1, . . . ,Nm−3 are finite
abelian p-groups of types μ(1), . . . ,μ(m − 3). This is equivalent to (4) by Klein’s Theorem
(see [12]). 
Remark 7.4. By definition, we know that (λ(1), . . . , λ(m)) ∈ K(n,m) if and only if there exist
Hermitian matrices with prescribed eigenvalues and such that they satisfy a system of matrix
(in)equalities. In principle, one can use the eigenvalue and the majorization problems (see [1]
or [8]) to find necessary and sufficient Horn type inequalities for each of the matrix (in)equality
defining the cone K(n,m). When we put together these inequalities we obtain a list of necessary
but not sufficient Horn type inequalities. Indeed, let us look at these inequalities when m = 4 and
n = 2. In this case, we want to find inequalities in the parts of λ(1), λ(2), λ(3), λ(4) such that
there exist 2×2 Hermitian matrices H(1), H(2), H(3), H(4) with eigenvalues λ(1), λ(2), λ(3),
λ(4) and
H(2) + H(4) = H(1) + H(3)
and
H(1)H(2).
The two conditions above imply the following list of necessary Horn type inequalities:
∣∣λ(2)∣∣+ ∣∣λ(4)∣∣= ∣∣λ(1)∣∣+ ∣∣λ(3)∣∣,
λ2(2) + λ1(4) λ1(1) + λ1(3),
λ1(2) + λ2(4) λ1(1) + λ1(3),
and
λ2(2) + λ2(4) λ2(1) + λ1(3),
λ2(2) + λ2(4) λ1(1) + λ2(3),
and
λ1(1) λ1(2), λ2(1) λ2(2).
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the majorization problems give necessary Horn type inequalities which are not sufficient. For
example, one can take λ(1) = (2,1), λ(2) = (3,1), λ(3) = (4,1), and λ(4) = (2,2).
Proof of Proposition 1.7. (1) The chamber inequalities of Lemma 5.3(1) and Proposition 7.3
show that
K(n,m) → C(Q,β) × R2,
λ = (λ(1), . . . , λ(m))→ (σλ,λn(1), λn(m))
is an isomorphism of cones. Since β is a Schur root, the dimension of the cone C(Q,β) is the
number of the vertices of the generalized flag quiver minus one and so (1) follows.
(2) This is a consequence of Proposition 6.5. 
8. Representation theoretic interpretations
In this section, we give two representation theoretic interpretations of the generalized
Littlewood–Richardson coefficients.
8.1. Parabolic Kazhdan–Lusztig polynomials
In [16], Leclerc and Miyachi obtained some remarkable closed formulas for certain vectors
of the canonical bases of the Fock space representation of the quantum affine algebra Uq(ŝln).
As a direct consequence, they derived a combinatorial description of certain parabolic affine
Kazhdan–Lusztig polynomials. To state some of their results, we need to review some definitions
from [16, Section 5]. Let v be an indeterminate. We denote by K = C(v) the field of rational
functions in v and let Sym be the algebra over K of symmetric functions in a countable set X
of variables. Let P be the set of all partitions and Sλ be the Schur function labeled by λ ∈ P . It
is well known that the functions Sλ form a linear basis for Sym. We denote by 〈·,·〉 the scalar
product for which this basis is orthonormal.
Now, let N  1 be an integer and let A0, . . . ,AN−1 be N countable sets of indeterminates.
Let
S = Sym(A0, . . . ,AN−1)
be the algebra over K of functions symmetric in each set A0, . . . ,AN−1 separately. If λ =
(λ0, . . . , λN−1) ∈PN, consider
Sλ = Sλ0(A0) · · ·SλN−1(AN−1).
Then {Sλ | λ ∈ PN } forms a linear basis which is orthonormal with respect with the induced
scalar product. In [16, Section 5.6], the authors introduced a canonical basis {ηλ(v) | λ ∈ PN }
and showed that:
Lemma 8.1. (See [16, Lemma 4].) For λ,μ ∈ PN, we have
〈
Sλ, ημ(v)
〉= (−v)δ(λ,μ)∑ ∏ cμj
αj ,βj
· cλj
βj ,(αj+1)′0jN−1
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∣∣αi∣∣= ∑
0ji−1
∣∣λj ∣∣− ∣∣μj ∣∣, ∣∣βi∣∣= ∣∣μi∣∣+ ∑
0ji−1
∣∣μj ∣∣− ∣∣λj ∣∣,
and
δ(λ,μ) =
∑
0jN−2
(N − 1 − j)(∣∣λj ∣∣− ∣∣μj ∣∣).
Here the convention is that an empty sum is equal to zero. Hence, α0 is the empty partition,
|β0| = |μ0| and so
c
μ0
α0,β0
· cλ0
β0,(α1)′ = cλ
0
μ0,(α1)′ .
By convention, αN is the empty partition and hence
c
μN−1
αN−1,βN−1 · cλ
N−1
βN−1,(αN )′ = cμ
N−1
αN−1,λN−1 .
Now, let us rewrite the above scalar product using our generalized Littlewood–Richardson
coefficients. It is easy to see that for λ,μ ∈ PN we have
〈
Sλ, ημ(v)
〉= (−v)δ(λ,μ) · f (μ0, λ0, (μ1)′, (λ1)′, . . . ,μN−1, λN−1).
Note that in the above formula we assumed that N is odd. For N even, just replace μN−1 and
λN−1 in f with (μN−1)′ and (λN−1)′, respectively.
Next, we explain how these formulas are related to some parabolic Kazhdan–Lusztig polyno-
mials. Let w  1 be an integer and let ρ = (ρ1, . . . , ρl) be the large N -core associated with w.
By P(ρ), we denote the set of partitions with N -core ρ. Let P(ρ,w) ⊆ P(ρ) be the subset of
partitions with N -weight  w. To each λ ∈ P(ρ), one can associate its N -quotient denoted by
λ = (λ0, . . . , λN−1). For all these definitions, we refer to [16, Section 6].
Corollary 8.2. (See [16, Corollary 10].) Let λ,μ ∈ P(ρ,w). Then
dλ,μ(v) = (−1)δ(λ,μ)
〈
Sλ, ημ(v)
〉 ∈ N[v]
is a parabolic Kazhdan–Lusztig polynomial.
Furthermore, one has that dλ,μ(1) is a decomposition number of a q-Schur algebra at a primi-
tive N th root q of unity (see also [10, Theorem 2]). Note that in this case, dλ,μ(1) is a generalized
Littlewood–Richardson coefficient.
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We show that the generalized Littlewood–Richardson coefficients can be viewed as multi-
plicities of some irreducible representations of a product of general linear groups in the affine
coordinate ring of some representation space. For this, let us consider the alternating type Am
quiver with vertices 1,2, . . . ,m such that 1 is a source, 2 is a sink, and so on. For example, if m
is odd the alternating quiver looks like:
1  2 · · · m − 1  m.
Now, let α be the dimension vector α = (n, . . . , n). For simplicity, let us write V (i) = Cn.
Without loss of generality, let us assume that m is odd. Using the Littlewood–Richardson rule,
we can decompose C[Rep(Q,α)] as follows:⊕
f
(
λ(1), . . . , λ(m)
)(
Sλ(1)V (1) ⊗ Sλ(2)V ∗(2) ⊗ · · · ⊗ Sλ(m)V (m)),
where the sum is taken over all partitions λ(i), 1  i  m of length at most n. Thus,
f (λ(1), . . . , λ(m)) is equal to the multiplicity:
multGL(α)
(
Sλ(1)V (1) ⊗ Sλ(2)V ∗(2) ⊗ · · · ⊗ Sλ(m)V (m),C[Rep(Q,α)]).
If m is even then f (λ(1), . . . , λ(m)) is equal to the multiplicity:
multGL(α)
(
Sλ(1)V (1) ⊗ Sλ(2)V ∗(2) ⊗ · · · ⊗ Sλ(m)V ∗(m),C[Rep(Q,α)]).
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