Evoked potentials are widely used to diagnose diseases and disorders in the central nervous system. It is thus essential to develop fast algorithms which can track the variations of evoked potentials for a variety of clinical applications. The background noise in evoked potentials may present an impulsive characteristic which is far from Gaussian but suitable to be modeled by the α-stable distribution. For such environments, this study derives an adaptive estimator modeled by the radial basis function neural network with the least mean p-norm criterion for evoked potentials. However, its performance may degrade when the α value dynamically changes. To overcome this drawback, this study proposes an adaptive algorithm that uses a non-linear transform in the weight updating formula expressed in matrix form. The algorithm can track the underlying evoked potentials well, trial-by-trial, without the need to estimate the α value on-line and without a reference that depends on a priori knowledge. Simulations and experiments on human visual evoked potentials and event-related potentials are carried out to examine the performance of the proposed approach. Both theoretical analysis and experimental results show that the method can improve both estimation accuracy and convergence speed without significantly increasing computational time. Hence, the adaptive estimator for evoked potentials is robust under an impulsive noise environment.
Introduction
Evoked potentials (EPs) are bioelectrical signals generated by the central nervous system (CNS) when it is stimulated by well-defined external events [1, 2] . Common types of stimulation include visual, audio, and electrical [3] . The analysis of EP signals is very meaningful in many clinical applications, such as the diagnosis of possible brain injury and the intraoperative monitoring of the functionality of the spinal cord [4] [5] [6] [7] .
It has been shown that EP signals have non-stationary [8] [9] [10] [11] , time-locked characteristics and are always accompanied by ongoing electroencephalogram (EEG) signals, which are considered noise in EP analysis. In general, the amplitude of the EEG signal is much higher than that of the EP signal, with the signal-to-noise ratio (SNR) being as low as -10 dB [12, 13] . Conventional digital filtering methods cannot separate the EP and EEG signals from each other due to their significantly overlapping spectra. Ensemble averaging (EA) is the most widely used method for the estimation of EP signals in noisy backgrounds [8] . EA can improve SNR with the assumption that the underlying EP signal is roughly identical in each stimulus whereas the noise signal is a zero-mean random process. Hundreds, even thousands, of trials are averaged to obtain a reliable EP estimation, depending on the type of EP signal. However, studies have shown that EP signals can often be non-stationary and vary from trial to trial [9, 10] . Therefore, EA leads to the loss of detailed information related to a single trial. Another drawback of EA is that the excessively repetitive stimulation can fatigue the CNS and thus make the averaging results unreliable.
A lot of effort has thus been devoted to tracking trialto-trial variations in EPs to improve SNR and to speed up measurement. Many researchers have applied adaptive filtering methods for estimating EP signals. Conventional adaptive filter (AF)-based methods were widely used in early works [14] [15] [16] [17] [18] [19] . These methods usually need a meaningful reference signal or some a priori knowledge about the underlying signal, which can directly determine the performance of the estimator. However, it is difficult to obtain a good reference signal in many cases due to the highly non-stationary and non-linear characteristics of EPs in clinical practice. Furthermore, the linear processing of a conventional AF estimator is insufficient for tracking the non-linear dynamic changes in EPs. Therefore, Fung et al. [20] proposed an EP estimation approach that combines adaptive signal processing and a neural network processor. This approach utilizes a radial basis function neural network (RBFNN) as a model for the EP signal, instead of the linear model in conventional AF. It is assumed that the underlying EP signals can be obtained by a linear combination of a finite number of Gaussian radial basis functions (RBFs). The connection weights are adaptively determined by minimizing the variance of the error signal using the least-mean-square (LMS) algorithm. For convenience, this EP estimation approach is referred to as LMS-RBFNN hereafter. The LMS-RBFNN can estimate EP signals more effectively by utilizing the non-linear fitting capability of an RBFNN [21] than the conventional AF. Another advantage of this approach is that it does not need any reference signal. Hence, it is suitable for estimating the underlying EP signals without a priori knowledge. There are many improved versions of the LMS-RBFNN [6, 22, 23] .
Traditionally, the noise in EP signals is considered to be a Gaussian random process for mathematical convenience. However, some studies have shown that the background noise in clinical EP signals is often impulsive non-Gaussian distributed [12] . The measurement noise in EP signals obtained in an operating room or other hostile environments may contain artifacts with characteristics that are far from Gaussian [24] . Consequently, the EP estimation algorithms developed under a Gaussian background noise assumption may fail or be not optimal. That is, the impulsive feature in the noise may cause the performance of algorithms based on the second-order moment (SOM) to degrade, or even fail. Thus, developing robust EP estimation algorithms that are robust under both Gaussian and non-Gaussian noise environments is essential for ensuring the reliability of estimation results. The α-stable distribution is a widely used class of statistical distributions for impulsive non-Gaussian random processes. One common property of any α-stable process is that it is a unique limit distribution for the sums of independently identically distributed random variables. In comparison with a Gaussian process, an α-stable process often has many more sharp spikes in its realization and a probability density function (PDF) with a heavy tail. It has been shown that an α-stable process is more suitable for modeling the background noise in EP observations than is a Gaussian process because the noise is often impulsive and its PDF has a heavy tail [25, 26] . This will degrade the performance of the LMS-RBFNN algorithm.
This paper introduces the RBFNN model for EP signal estimation under an α-stable noise assumption, in which the connection weights are adjusted by utilizing the least mean p-norm (LMP) criterion, and derives the weight updating formula in matrix form, which is similar to that of the LMS-RBFNN algorithm (called LMP-RBFNN hereafter). Then, an approach called non-linear sigmoid transform RBFNN (NLST-RBFNN) for EP signal estimation is proposed to improve the performance of the LMP-RBFNN under a dynamically changing α value condition. Experimental results show that the NLST-RBFNN algorithm can work well when the α value dynamically changes. It tracks the underlying EP signals efficiently by utilizing the excellent non-linear fitting capability of an RBFNN and is a robust adaptive estimator for EPs in clinical practice. , where
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The superscript T denotes the transpose of a vector or matrix, and i and k denote the trial number and the time index, respectively.
LMS-RBFNN for EP estimation
RBFNN is a special type of multilayer feedforward neural network consisting of an input layer of source nodes, a layer of non-linear hidden units that operate as kernel nodes, and an output layer of linear weights. The activation function for each of the hidden units is an RBF. The weights between the input layer and the hidden layer are generally set to 1, whereas the connection weights between the hidden layer and the output layer are adaptively adjusted with an appropriate learning criterion. It thus provides a bridge between linear adaptive algorithms and neural networks. The most commonly used RBF is the Gaussian function. The RBFNN has a very good function fitting capability.
The weights of common RBFNNs are usually trained in a supervised way, that is, by minimizing the difference between the network output and the reference signal. However, for the specific application of the single-trial estimation of EPs, the LMS-RBFNN has a particular network configuration. It also
as the reference signal of the network. That is, it does not require a priori knowledge about the underlying EPs to be estimated. The model order N is the number of RBFs in the hidden layer. Its value depends on the waveform of the underlying EPs. A small number of RBFs cannot estimate the EP signal precisely, whereas a large number of RBFs will result in overfitting and reduce the convergence speed. If there are N hidden nodes, the th k output of the th j hidden node may be simply denoted as for 1 j  to N . It has been proven that an RBFNN with RBFs having equal kernel widths is sufficient for universal approximation [21] . Therefore, all the RBFs are designed to have the kernel width  , and it is reasonable to consider that  is proportional to the separation between RBFs, i.e. 
NLST-RBFNN, a robust adaptive estimator for EPs
Alpha stable distribution
Although there is no closed-form expression for a PDF, an α-stable distribution can be conveniently described by its characteristic function as follows [25] : One distinct feature of an FLOA process is that there are more samples far away from the mean or the median than those of a Gaussian process. Thus, the waveforms of FLOA observations have many more impulsive spikes.
LMP-RBFNN under SS  noise environments
The EP observations in clinical practice may present different levels of impulsive characteristics under different measurement conditions, such as impact acceleration experiments and hypoxia experiments, or various artifacts in the course of signal acquisition. Kong and Qiu [12] analyzed the EP observations acquired from an impact acceleration experiment using the sample fractile method [25] and found that the noise in the EP observations is in accordance with an FLOA process. For an FLOA distribution with characteristic exponent  , only moments of order less than  are finite. These moments are generally called fractional lower-order moments (FLOMs). Since the SOM of an FLOA process tends to be infinite, the performance of SOM-based processors, such as the LMS algorithm based on the MMSE criterion, significantly degrades and even diverges in this case. Therefore, the underlying signal is usually estimated with the minimum dispersion (MD) criterion [25] under FLOA noise environments.
The MD criterion is a direct generalization of the MMSE criterion and it is available for both Gaussian and FLOA processes. To utilize the MD criterion, the  value must be known in advance. The MD criterion is difficult to implement in practice since it is difficult to estimate the  value dynamically during the adaptive process. Fortunately, the MD criterion is equivalent to the criterion obtained by minimizing the FLOM according to the theory of the α-stable distribution. This criterion is commonly called the LMP criterion [25] . By using the LMP criterion for EP estimation, the cost function of LMP-RBFNN can be written as 
where ˆp
. By using the conventional identity
, the th j element of ˆi  can be obtained by:
where a mapping vector i e with respect to i e is defined as:
With the derivation above, the weight updating formula of LMP-RBFNN is obtained as:
When 2 p  , Eq. (6) has the same form as Eq. (1), and LMP-RBFNN becomes LMS-RBFNN.
NLST-RBFNN algorithm
The  value was estimated from noise-contaminated signals to ensure the stability of the LMP-RBFNN algorithm, because the selection of the parameter p is directly related to the value of  . However, it is difficult to evaluate the  value on-line. One alternative is to choose 1 p  in Eq. (5) and Eq. (6) to guarantee the stability of the algorithm when the parameter  of the noisy signal changes dynamically during the adaptive process [25, 26] . For convenience, this special case of LMP-RBFNN is referred to as LMAD-RBFNN hereafter. The LMAD-RBFNN algorithm essentially changes an FLOA process to a binary sequence with the sign function to meet 1 p   for all iterations. Such a transformation can suppress FLOA noise efficiently, but since the amplitude information of () i ek is completely lost, it may lead to an imbalance between the estimation accuracy and the convergence rate.
Compared to Eq. (1), one major difference in Eq. (6) is in replacement of i e with i e . Equation (5) shows that the LMP algorithm can suppress FLOA noise because the non-linear transform
essentially changes the FLOA process i e into an SOM process. In fact, many non-linear transformations can be used to suppress FLOA noise. The goal is to find one that not only suppresses FLOA noise without the requirement of estimating the  value dynamically but also avoids the complete loss of amplitude information in () i ek. The ideal non-linear function () u  should be a monotonically increasing odd function, and its value should not increase too fast with u   . For these considerations, an algorithm that uses the non-linear sigmoid transform (NLST) for estimating the latency change of EPs was proposed by Qiu et al. [27] . Their bipolar sigmoid function is expressed as:
where 0   is a constant scale factor. Defining a new mapping vector s ig i e with respect to i e , whose element has the form given in Eq. (7), yields:
By replacing i e with s ig i e and replacing 2 with  in Eq. (1), the NLST-RBFNN algorithm for EP estimation is obtained. Its updating formula with respect to i w is:
Robustness of NLST-RBFNN
The robustness of the NLST-RBFNN algorithm was compared to that of the LMP-RBFNN algorithm. The main difference between Eq. (9) and Eq. (6) is the use of different non-linear transforms with respect to i e . Because the non-linear transform in each algorithm above is applied separately to each element () i ek, the non-linear transform with respect to a single variable is the focus of the following discussion. The cost function of the single-variable LMP-RBFNN algorithm can be rewritten as:
where ( ) ( ) ( )
The updating formula with respect to the weight vector i w has the form 
where tanh( ) represents a hyperbolic tangent function. A new function F ( ) u  is denoted as:
It can be derived that F ( ) u  is one of the primitive functions of
has the following features: it is a smooth even function for ( , ) u    ; it is a convex function and reaches its minimum value (2 ) 
Results and discussion
Simulations
Computer simulation was conducted to verify the performance of the NLST-RBFNN algorithm for EP signal estimation under FLOA noise environments. Four adaptive estimation algorithms for EP signals, namely LMS-RBFNN, LMP-RBFNN, LMAD-RBFNN, and NLST-RBFNN, were compared in the following simulations. 3 noise-free signals were used for these experiments, denoted SIG1, SIG2, and SIG3, respectively. Each had 400 samples (  and v  are defined in Eq. (14) . Firstly, the robustness of the algorithms for a dynamically changing  was determined. The observations comprised 600 trials. They were divided into 3 groups. Each group consisted of 200 trials to allow all algorithms to converge sufficiently. Every trial in the 1 st group was the mixture of SIG1 and FLOA noise, whose length was equal to that of SIG1 and characteristic exponent  was set to 2. The 2 nd and 3 rd groups were similarly generated, but with SIG2 and SIG3 instead of SIG1 and  values of 1.6 and 1.2, respectively. All 600 of observations were generated with the same MSNR (-10 dB). The adaptive gain  for each algorithm was adjusted for optimal estimation accuracy. The curves of ŝ s  with an average of 30 independent runs for the four algorithms are shown in Fig. 2 . To ensure good estimation accuracy, the convergence rate in the LMAP-RBFNN algorithm must be reduced. The NLST-RBFNN algorithm is robust throughout the adaptive iterative process and does not require the  value to be estimated on-line. The curves of SNR I are shown in Fig. 3 , with results similar to those in Fig. 2 The second experiment examined how the performance of the four algorithms is affected by changes in the impulsiveness of the FLOA noise. The  value was changed from 2 to 1.1 in increments of 0.1. SIG2 was used as the noise-free signal here and in subsequent simulations. For each  value, 200 observations were generated with the same MSNR (-10 dB). During the process of adaptive estimation, the MSNR of the observations may change with time due to the nonstationary feature of the background noise. Therefore, in the third experiment, the performance of the four algorithms under various MSNR conditions was examined. The MSNR of the observations was changed from + 6 dB to -20 dB in increments of -2 dB. For each MSNR value, 200 observations with a given  value ( 
Data analysis
Experiments with human VEPs and event-related potentials (ERPs) were carried out in to evaluate the performance of the four algorithms. The number of hidden nodes in each algorithm was set to 30. For LMP-RBFNN, occipital region of the scalp (Oz), using the right earlobe as the reference, with the forehead grounded. The subjects were required to gaze at a cross on the stimulus screen. The stimulus pattern was a conventional black-and-white checkerboard reversed every half a second. The records were collected using a digital EEG recording system (NuAmps EEG Amplifier, NeuroScan, USA) with a sampling rate of 1000 Hz and stored on a computer. The signals were bandpass filtered in the range of 0.05 to 450 Hz. The recording time for each trial was 400 ms, beginning from 100 ms before the stimulus onset. In the VEP signal, critical responses are located at about 75 ms and 100 ms after stimulation, where the negative peak (N75) and the positive peak (P100) occur, respectively. With the step size adjusted to achieve the best estimate performance, a total of 305 trials were iteratively processed byeach algorithm. The results are summarized in Fig. 5 , where some snapshots taken during the iterative process are shown. iteration obtained using the four algorithms, respectively. The NLST-RBFNN algorithm can track the underlying signal more quickly and precisely than the other three RBFNN algorithms, especially with a low number of iterations (10 or 20) . LMP-RBFNN has to choose the p value in advance according to observations and LMAD-RBFNN has to reduce the tracking speed due to the use of the binary transform. LMS-RBFNN has the lowest tracking capability among the algorithms. And the results show that the FLOA distribution is more suitable to describe the background noise in EPs than the Gaussian distribution. Figure 6 shows a comparison between the average of 5 waveforms estimated by NLSTBRFNN and the template signal, which is the average of all 305 acceptable recorded trials. The correlation coefficient and the power of residual error between the two are 0.99 and 0.15, respectively. This is superior to the result of averaging 100 recorded trials using the EA method, which is also displayed in Fig. 6 . The correlation coefficient and the power of residual error between the results obtained by EA and the template signal are 0.97 and 0.73, respectively. Figure 7 shows the isometric views of the results obtained by the EA method and the NLST-RBFNN algorithm across trials. Figures 7(a) and 7(b) show that the EA method loses detailed information whereas NLST-RBFNN tracks the dynamic changes from trial to trial.
Figure 5. VEP waveforms estimated by EA (average of previous i records) and the four algorithms (at the th i iteration). The human ERPs recorded using the Chinese-English bilingual code-switching paradigm were also used to evaluate the performance of the NLST-RBFNN algorithm. The signals were recorded using a digital EEG recording system (NuAmps EEG Amplifier, NeuroScan, USA) with the aid of an electrode cap with 36 Ag/AgCl electrodes, which were arranged according to the international 10-20 system. The average of the left and the right mastoids was used as the reference. The EEG records were amplified and sent to the computer. All of the signals were sampled at 250 Hz and bandpass filtered in a range of 0.05-70 Hz. The single-channel (Pz) records were used in the experiments. The focus was on the critical response of the underlying signal, which is located at about 300 ms after stimulation, where the positive peak (P300) occurs. Each trial was processed from 0 ms to 700 ms.
The four RBFNN algorithms and the EA method were employed to estimate the underlying ERP signals from a total of 72 trials. Figure 8 shows some snapshots taken during the iterative process. The top row shows the th i recorded trial and the remaining rows show the results estimated by the algorithms, including the EA method. The NLST-RBFNN algorithm has the best tracking capability. It can track the underlying ERP signal well with the fewest number of iterations. The EA method can improve the SNR continuously with increasing number of trials, but it completely loses the detailed information from trial to trial. For the comparison, the average result of all 72 recorded trials was used as the template signal to evaluate the performance of the NLST-RBFNN algorithm. Figure 9 shows the comparison results between the average of 5 waveforms estimated by NLST-RBFNN and the template signal; the correlation coefficient and the power of residual error between the two are 0.98 and 0.17, respectively. The average of 35 ERP recorded trials obtained using EA is also displayed in Fig. 9 . The correlation coefficient and the power of residual error between the results obtained by EA and the template signal are 0.98 and 0.85, respectively. The waveform obtained by NLST-RBFNN is significantly better than that obtained by EA, even though their correlation coefficients are equal. It is also shown in Fig. 9 that the NLSTRBNN algorithm tracks the P300 peak well. Figures 10(a) and 10(b) show isometric views of the results given by the EA method and the NLST-RBFNN algorithm, respectively. In Fig.  10(b) , the ERP signal clearly varies in both amplitude and latency from trial to trial; this is not easily seen in Fig. 10(a) . 
Computational complexity
Computational complexity is an important aspect for adaptive algorithms. By comparing the weight updating formulas, it can be observed that LMP-RBFNN needs one more step to compute i e according to Eq. (5) than does LMS-RBFNN. Thus, the computational complexity of the former is slightly higher than that of the latter. The computational complexity of NLST-RBFNN is similar to that of LMP-RBFNN.
The runtimes of the four algorithms for a given dataset were compared on a Intel Core Duo computer under the MATLAB environment. The dataset comprised 200 VEP trials, each with 400 samples. Each algorithm was required to iterate 200 times to finish the operation. The number of hidden nodes was set to 30 for each algorithm. The average runtimes with 100 independent runs for all the algorithms are shown in Table 5 . The results are in accordance with expectations. The runtimes of LMP-RBFNN and NLST-RBFNN are only several milliseconds longer than those of LMS -RBFNN and LMAD-RBFNN, which is insignificant in clinical applications. Table 5 shows that the four algorithms are all suitable for 
Conclusion
EPs provide useful information for the clinical monitoring and diagnosis of the CNS. In many clinical situations, such as operating theatres and intensive care units, it is important to track abrupt changes to alert the clinicians. It is thus necessary to develop fast algorithms for clinical applications. The LMS-RBFNN algorithm presented by Fung et al. has been applied for EPs using an RBFNN model with the MMSE criterion under the Gaussian background noise assumption. However, studies have shown that the background noise may present some non-Gaussian impulsive characteristic in many clinical situations, which can be modeled more appropriately by an FLOA process. In this case, the performance of the LMS algorithm significantly degrades, whereas the LMP can work well because it essentially changes the FLOA process to an SOM process. Therefore, the LMP-RBFNN algorithm, whose weight updating formula was expressed in matrix form in accordance with that of the LMS-RBFNN, was derived here using the LMP criterion for the estimation of EPs under FLOA noise conditions. However, the parameter p must be carefully chosen; it must be less than  to ensure the effectiveness of this approach. Unfortunately, it is difficult to estimate the  value on-line, and thus the performance of the LMP-RBFNN algorithm degrades under a dynamically changing  value, which often occurs, during the adaptive process. A compromise is to choose 1 p  in the LMP-RBFNN algorithm so that p a  can always be met for any (1, 2]   , but this degrades performance because the amplitude information of the error signal i e is completely discarded by the binary transform. To overcome these drawbacks, this study proposed an adaptive algorithm called NLST-RBFNN for EPs estimation that uses the bipolar sigmoid non-linear transform to improve the weight updating formula of LMP-RBFNN. It can track the underlying EP signals without the need to estimate the  value, and it compensates for errors caused by the binary transform. The robustness of NLST-RBFNN was analyzed using a cost function. Finally, simulations and experiments were carried out on human VEPs and ERPs to examine the performance of the proposed approach. The results show that the NLST-RBFNN algorithm can well balance estimation accuracy and convergence speed under both Gaussian and FLOA noise environments. It is thus a robust adaptive estimator for EPs in clinical practice.
