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Abstract
Twitter is a microblogging website where any user can publicly release a
message, called a tweet, expressing their feelings about current events or their
own lives. This candid, unfiltered feedback is valuable in the spaces of healthcare
and public health communications, where it may be difficult for cancer patients
to divulge personal information to healthcare teams, and randomly selected pa-
tients may decline participation in surveys about their experiences. In this thesis,
BERTweet, a state-of-the-art natural language processing (NLP) model, was used
to predict sentiment and emotion labels for cancer-related tweets collected in 2019
and 2020. In longitudinal plots, trends in these emotions and sentiment values can
be clearly linked to popular cancer awareness events, the beginning of stay-at-home
mandates related to COVID-19, and the relative mortality rates of different cancer
diagnoses. This thesis demonstrates the accuracy and viability of using state-
of-the-art NLP techniques to advance the field of public health communications
analysis.
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1 Introduction
Twitter has exploded in popularity since its inception in 2006 to become one
of the most used social media sites in the world. As of 2021, the platform boasts
almost 200 million daily active users worldwide1. The character constraint on the
text posts on Twitter lends itself well to spontaneous and organic interaction, with
the majority of tweets being simply what the author is feeling at the moment. This
type of communication is invaluable in the healthcare space. Patients spend little
time with their care providers in comparison to their other frequent activities and
it can be difficult for healthcare workers to address needs or feelings that patients
often find uncomfortable disclosing to others.
Therefore, tweets, which are available through easily-acquired developer
API tokens, represent an untapped resource for patient communication. Tweets
from cancer patients have the potential to be especially valuable as feedback to
healthcare providers, given the length of time that cancer patients are in contact
with the same team of healthcare workers. Previous researchers [1, 2, 3, 4, 5, 6, 7, 8]
have conducted sentiment and emotion analysis on tweets containing the keyword
‘cancer’ in several manners. For instance, by-hand analyses, examining network
structure, using word embeddings, and applying rudimentary machine learning
language models to the task.
In this thesis, more advanced language models will be implemented than
in previous research. BERTweet [9] is a large-scale transformer model based on
the RoBERTa [10] pre-training and fine-tuning process. RoBERTa is itself an
improvement over the original BERT transformer model [11]. BERTweet is the
first model of its kind to be released to other researchers for further improvements
and novel applications; BERTweet was trained on 850 million English tweets col-
lected from 2012 to 2019, as well as 23 million additional English tweets related to
1https://www.oberlo.com/blog/twitter-statistics
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COVID-19, which prepares it well for downstream classification tasks on tweets.
This pipeline of pre-training on a large text corpus and then fine-tuning the model
for classification tasks is called transfer learning. It has been shown that pre-
training is integral to model performance on downstream tasks, and it follows that
pre-training a model on material which is similar to the texts in the downstream
task will yield improved performance.
Using BERTweet, two downstream transfer learning tasks will be carried
out. Both tasks come from Task 1 of the 12th International Workshop on Semantic
Evaluation (SemEval 2018) [12], which involves predicting sentiment and emotion
in tweets. Subtask 4 is to predict the sentiment of a tweet on a seven-point scale
from negative to positive and subtask 5 is a multi-label classification task to predict
the emotions found in a tweet from a list of 11 different emotion labels. Participants
in the competition for these tasks were allowed to train their models on human-
labeled data and then submit their predictions on the test data to be scored and
placed on a leaderboard. Using BERTweet trained on these competition datasets,
two research aims will be explored in this thesis. The first aim is to conduct
sentiment and emotion analysis on tweets based on the type of cancer mentioned. It
is hypothesized that tweets which mention cancers with higher mortality rates will
be more negative on average than tweets which mention cancers with low mortality
rates. The second aim is to compare the average sentiment and emotion labels of
tweets mentioning cancer before and after the beginning of major lockdowns due
to COVID-19. It has been discussed that lockdowns have lowered the hopefulness
of cancer patients and introduced perceived barriers to care [13]. It is hypothesized




Using patient tweets to mine sentiment and analyze content types is not a
novel practice in journals regarding heathcare communication. It is common to
take random samples of tweets collected using keyword matching and annotate
them by hand, noting the types of accounts that write the tweets and the sub-
jective content of the tweets. Then analysis can be performed on the correlations
between, for example, accounts owned by organizations and their proportion of
tweets related to breast cancer awareness in contrast to the proportion tweeted by
individuals [4]. A similar approach was conducted by Sutton et al., who collected
1.3 million tweets matching common cancer keywords, took a random sample of
3,000 tweets stratified by cancer diagnosis (e.g. lung, breast, etc.), and then coded
tweets in this sample with markers for both content and account type [5]. La-
bels for content type included ‘awareness’, ‘prevention and risk’, ‘diagnosis’, and
‘treatment’. Labels for account type were ‘individual’, ‘media’, ‘organizational’,
and ‘unknown’. An analysis of 1.7 million tweets collected during breast cancer
awareness month by Thackeray et al. also quantified differences in tweet content
between organizational and individual accounts [8]. Vraga et al. explored the
amount of discussion related to female and male cancers (primarily breast cancer
and prostate cancer/Movember) on both Instagram and Twitter over an entire year
[2]. Expectedly, increases in activity matching keywords related to breast cancer
occurred during October, which is breast cancer awareness month. Also, increases
in posts related to Movember, a men’s healthcare movement emphasizing prostate
cancer, testicular cancer, mental health, and suicide prevention, occurred during
November, the month after which the movement is named. One finding of note is
that Movember was mentioned much more frequently on Instagram than Twitter,
which the authors attribute to the selection of moustaches and other facial hair as
the visual representation of support for Movember, something that is not possible
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for visuals that directly show breast and reproductive organs.
Other papers included sentiment classification in their analysis of text within
tweets. Crannell et al. separated tweets by cancer diagnosis [1]. Each set of
diagnosis-specific tweets was further divided and sets for each individual patient
were created. Then, happiness values for each patient’s tweets were calculated
using a quantitative hedonometric analysis with the Mechanical Turk (LabMT)
word list. LabMT is a word happiness list of the most frequently occurring ∼10k
English words based on several large corpora. The average happiness value for
a single tweet, therefore, is a weighted arithmetic mean of each word’s frequency
and the word’s corresponding average happiness score from LabMT. One important
note by Crannell et al. is that the research is limited by the keyword “cancer”;
diseases such as melanoma, leukemia, and lymphoma are excluded in the cases
where the user does not also include the word “cancer” in the tweet [1]. Hedono-
metric analysis via LabMT was also used by Clark et al. to conduct a longitudinal
study of sentiment in tweets which contain keywords “breast” and “cancer”, in
which important dates pertaining to legislature and awareness events are taken
into consideration [3].
While hedonometric analysis with resources such as LabMT is relatively
fast and easy, the approach does not allow sentiment to be mined from delicate
semantic usages of language. LabMT does not take into account the order of
words, the combination of individual words into phrases, or idiomatic expressions.
A better approach is to use a lexicon with rules to account for these more ad-
vanced semantics. Gabarron et al. use the SentiStrength algorithm to compare
sentiment values between tweets mentioning type 1 and type 2 diabetes [14]. Sen-
tiStrength, like LabMT, has a word list with positive and negative terms classified
with a sentiment strength value from 2 (slightly positive/negative) to 5 (very pos-
itive/negative). Unlike LabMT, however, SentiStrength modifies these per-word
sentiment values with a spelling correction algorithm, a booster word list (e.g.
very, extremely), a negating word list (e.g. not), boosting strength of words with
repeated letters, an emoticon list, and inclusion of punctuation in the calculation
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of sentiment [15]. Sewalk et al. use VADER to track longitudinal trends by geo-
graphic location in tweets which were collected matching a set of keywords related
to medical patient experiences [16]. VADER (Valence Aware Dictionary and sEn-
timent Reasoner) is a modern version of SentiStrength. It uses a sentiment lexicon
with additional rules which modify sentiment values in texts, but it has more rules
than SentiStrength, and more nuanced rules, as well [17]. For example, VADER
examines tri-grams preceding words with large sentiment values to detect negation,
not just the presence of negating words like “not”. Wolny takes the emoji process-
ing of algorithms such as SentiStrength and VADER to the extreme, classifying
emotions in tweets based solely on emojis and emoticons [18]. Wolny argues that
only a limited set of emoticons is needed for effective emotion analysis, because
the top 20 emoticons account for a large amount of tweets.
Others have also taken into account the network structure of Twitter replies
and retweets to engineer features used for tweet classification. Retweets, replies,
and mentions between users can easily be adapted into large directed graphs.
Volkova et al. incorporate both tweet text and social network graph features
into a single deep learning model to label tweets and Twitter accounts as propa-
ganda, hoax, clickbait, and satire [19]. Garimella et al. use network graphs to
quantify controversy on social media. The authors built graphs for different top-
ics, based on hashtags, then partitioned each graph into exactly two components
[20]. To measure controversy, the degree of separation between the two pieces was
quantified with a formula called random walk controversy (RWC), coined by the
authors. Sentiment analysis was also used to quantify the difference between two
sides of a controversial topic and sentiment disparity between controversial and
non-controversial topics. Wang et al. analyzed emotions in a month’s worth of
tweets which contained cancer-related hashtags [6]. Correlation between certain
graphical measures and emotion in tweets was explored, and the authors found
that tweets with joy, sadness, and hope received more likes, whereas tweets with
joy and anger were more retweeted. Himelboim et al. used network analysis to
discover clusters of users in graphs created from tweets collected pertaining to ei-
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ther breast or prostate cancer [7]. At the center of these clusters, which they call
hubs, lie the most followed users. The descriptions in the user profiles of these
hubs were used to categorize these popular users as either media, academic or-
ganization, health organization, grassroots (individual/blogs), or celebrity. While
the inclusion of network analysis in text classification tasks, especially sentiment
analysis, has been shown to offer marginal improvements in accuracy, its largest
benefit is the ability to visualize data and transform tweets and text data into
spatial data that can be made into insightful figures.asdlkfj;
6
3 Methods
After discussion of methods for sentiment and social network analysis used
in past years, we now approach the state-of-the-art. Sequential models such as
Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi-LSTM), and Recur-
rent Neural Network (RNN) pass and update a hidden state from one token to
the next as they process a sequence, and the final hidden state contains the repre-
sentation of the entire sequence. The sequential nature of the calculation of these
hidden states makes pretraining LSTM and RNN models very computationally ex-
pensive. In an experiment to boost the performance of these models, the attention
mechanism was developed [21], which takes hidden states at all stages of a recur-
rent network into account to reach a final representation of the entire sequence.
Using a Bi-LSTM architecture equipped with a multi-layer self-attention mech-
anism, Baziotis et. al. achieved competitive results in the SemEval-2018 Task
1 competition, the same one being used in this thesis, by pretraining on 550m
English tweets [22]. In 2018, Vaswani et al. proposed the transformer model,
which relies entirely on self-attention to draw global dependencies between input
and output [23]. This model architecture allows for significantly more paralleliza-
tion compared to sequential and recurrent models, dramatically decreasing the
amount of time needed to pretrain on large text corpora. In the recent past, deep
learning models following the transformer architecture have achieved state-of-the-
art performance in many natural language processing tasks. In 2019, Devlin et
al. introduced BERT (Bidirectional Encoder Representations from Transformers),
which improves upon the original transformer model by learning token representa-
tions in both directions [11]. To achieve this, BERT uses a revamped pretraining
procedure which includes masked language model and next sentence prediction
objectives. Many BERT models pretrained on a variety of texts and languages
are available to the public. This creates an easy ‘plug-and-play’ approach to using
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these pretrained models for downstream NLP tasks such as text classification and
question answering. After BERT was introduced, Liu et al. developed RoBERTa,
a Robustly optimized BERT pretraining approach [10]. RoBERTa is the result
of the authors’ experimentation with hyperparameters while pretraining BERT. It
was found that BERT was significantly undertrained, and that with some tweaks,
it is able to outperform newer and even larger transformer models. Pretraining
optimizations in RoBERTa include dynamic masking, large mini-batches, larger
byte-pair encodings, and using full sentences across documents. Like BERT, many
pretrained variations of RoBERTa are available online.
In this thesis, the transformer model BERTweet will be used for sentiment
analysis and emotion classification. BERTweet is a large-scale BERT model which
was pretrained using the RoBERTa procedure on a corpus of 850 million English
tweets collected over several years [9]. Because downstream NLP tasks in this
thesis will involve only English tweets, it is advantageous to have such a large
pretrained model exposed to the type of language used in the tweets. It is expected
that accuracy of text classification on tweets would not be as high if the model
was pretrained on text such as movie reviews or Wikipedia articles, which is the
case with many publicly available pretrained models. Nguyen et al. declare that
BERTweet is the first public large-scale pretrained language model for English
Tweets.
To conduct sentiment analysis for individuals and based on cancer type, the
datasets for SemEval-2018 Task 1 were used to create a model which could gen-
erate predictions for tweets collected independently of the competition datasets
[12]. Task 1 involved predicting affect in tweets in several ways, including emo-
tion classification and valence ordinal classification, which apply to this thesis.
SemEval-2018 Task 1 subtasks were available in English, Spanish, and Arabic, as
mentioned above, only English sets were used in this thesis.
SemEval-2018 Task 1-4 is valence ordinal classification in English, meaning
predicting the sentiment of a tweet on a seven-point scale from negative to neutral
to positive. For this task, BERTweet was fine-tuned using the train and dev
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datasets for 30 epochs with batch sizes of 32 and a learning rate of 0.00005. All
other hyperparameters were left to the default values defined for classification
models in the Simple Transformers API1, which was used to initialize, train, and
predict labels with BERTweet. Simple Transformers works with a large number of
pre-trained models available through HuggingFace’s model repository2, including
RoBERTa and BERTweet. Using this fine-tuning procedure, BERTweet achieved
first place in the SemEval-2018 Task 1-4 leaderboard3, with a Pearson Correlation
Coefficient of 0.856, beating the next best of 0.836.
SemEval-2018 Task 1-5 is multi-label emotion classification in English. This
task is, based on the text content of a tweet, to assign any number out of 11 different
emotions: anger, anticipation, disgust, fear, joy, love, trust, surprise, sadness,
pessimism, and optimism. For example, a tweet may be given labels of anticipation
and optimism, while another may be assigned anger, disgust, and pessimism. The
evaluation metrics for this task were accuracy and F1 score, both micro-averaged
and macro-averaged. BERTweet was fine-tuned on the dev and train datasets for
this task using the same procedure as in Task 1-4. While BERTweet’s accuracy
is ranked fifth, with 0.587 versus first place at 0.604, BERTweet’s micro-averaged
and macro-averaged F1 scores are in third and fourth place respectively, with 0.706
and 0.575, respectively, behind first place at 0.713 and 0.584, respectively.
Using the models produced by fine-tuning base BERTweet on SemEval-
2018 Tasks 1-4 and 1-5, predicted labels were generated for collected tweets. For
tweet collection, the Twython library was used as a pure Python wrapper around
the Twitter streaming API. Tweets were collected over the entire years of 2019
and 2020 which matched a set of cancer related keywords based on the approach
by Clark et al. [3] to exclude horoscope and astrology-related tweets. This gives
over one year of COVID-19-free tweets and nine months of tweets which potentially





made by automated accounts. Using these predictions, longitudinal analysis was




To conduct analysis to address the research aims discussed in the intro-
duction, sentiment predictions of individual tweets were averaged by day to reach
a daily sentiment value for every day in 2019 and 2020. These values were then
plotted in a connected line in order to reveal trends over the past two years. The
total tweet set was also divided into smaller sets which each mentioned a different
type of cancer. Cancer types used to make subsets of the total data were breast,
prostate, skin, colorectal, lung, and pancreatic. It is important to note that the
tweet sets labeled with a specific cancer type are subsets of the total data set,
but the total data set labeled ‘all cancers’ in the figures is not simply the sum of
the individual tweet sets, but it is all tweets which matched the single keyword
‘cancer’. As mentioned by Crannell et al. [1], the usage of ‘cancer’ as the only key-
word when collecting tweets likely causes under-representation for diseases such
as melanoma, leukemia, and lymphoma, where patients are not as likely to use
‘cancer’ in their tweet. It is also very difficult to filter out tweets using ‘cancer’
as a slang term to describe something in an intensely negative way, such as with
phrases like “〈person〉 is cancer” or “〈thing〉 is a cancer on society.”
The plot using the raw sentiment data is found in Figure 4.1. The title ‘raw
data’ refers to the lack of any smoothing or averaging on this plot. As detailed in
the methods section, sentiment values were predicted on a seven-point scale, with
an integer of −3 being the most negative, 3 being the most positive, and 0 being
neutral. As can be seen, this plot is very noisy and sentiment fluctuates often for
all cancer tweet sets. To make this data easier to read, exponential smoothing was
applied to the original plot and this representation can be found in Figure 4.2.
Because of the high level of noise in the raw data sets, exponential smoothing will
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be used in all longitudinal plots in the rest of this thesis. In addition, the average
sentiment of all tweets over 2019-2020 for each set of tweets is presented in Table
4.1 along with the 5-year relative survival rate of each corresponding type of cancer
for diagnoses in the years 2010-2016 across all sexes (where applicable), ages, and
races in the United States. Data for mortality rates is provided by the National
Cancer Institute1. It is interesting to note that prostate cancer, with the highest
survival rate of 98.3%, has the highest average sentiment of −0.5. Conversely,
pancreatic cancer, with the lowest survival rate of 10.5%, does not have the lowest
sentiment value; however, the lowest sentiment value of −1.07 belongs to lung
cancer, with the second-lowest survival rate of the cancers listed. These findings
partially support the hypothesis that average sentiment for tweets mentioning a
specific type of cancer is correlated with the mortality of that cancer type. All
tweets matching the keyword ‘cancer’ have an average sentiment of −0.94, which
is to be expected given the negative connotation of the word, regardless of the
context in which it is used.
In Figure 4.2, several clear longitudinal trends and events can be seen.
First, there is a notable decrease in sentiment across all cancer-related tweets in
late March 2020. This decrease corresponds with the beginning of nationwide
lockdown initiatives and stay-at-home mandates. This clear increase in negativity
gives hard evidence supporting thoughts expressed by Norman Sharpless, current
director of the National Institute of Cancer. In an editorial article from June 2020
he explored the possible increase in future cancer-related deaths due to the COVID-
19 pandemic [13]. Sharpless explained that the fear of contracting the coronavirus
in healthcare settings was dissuading people from the screening, diagnosis, and
treatment for non–COVID-19 diseases such as cancer. Also, at many hospitals, so-
called ‘elective’ cancer treatments and surgeries were being deprioritized to preserve
clinical capacity for COVID-19 patients. For example, some patients began to
receive less intense chemotherapy and/or radiotherapy, and in other cases, patients’
1https://seer.cancer.gov/csr/1975_2017/browse_csr.php
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Figure 4.1: Sentiment over time in 2019 and 2020, by type of cancer mentioned.
Raw data with no smoothing. 0 is neutral sentiment, −3 is strongly negative, and
3 is strongly positive.








Table 4.1: Average sentiment of all tweets combined in 2019-2020 by type of
cancer mentioned. Sentiment value of 0 is neutral, −3 is very negative, and 3 is
very positive. Survival is 5-year relative survival (percent) for diagnoses between
2010-2016 of the corresponding cancer type, across all ages, races, and sexes (where
applicable).
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Figure 4.2: Sentiment over time in 2019 and 2020, by type of cancer mentioned.
Exponential smoothing applied to data. 0 is neutral sentiment, −3 is strongly
negative, and 3 is strongly positive.
operations to remove a newly detected tumor were delayed. After the sentiment
drop seen in Figure 4.2, sentiment values for all cancer types rebounded, but not
quite to the levels seen in the previous year of 2019.
Common cancer awareness events and holidays can also be seen represented
by positive spikes in sentiment in Figure 4.2. For tweets mentioning breast cancer,
sentiment becomes much more positive during the month of October, which is Na-
tional Breast Cancer Awareness Month, than the rest of the year. Breast cancer
awareness month is commonly celebrated with support for current breast cancer
patients and breast cancer survivors across social media. The highest sentiment
values across both 2019 and 2020 for pancreatic cancer occur on the third Thurs-
day of November, which is World Pancreatic Cancer Day. For tweets mentioning
colorectal cancer, the highest sentiment values across the year occur in the month
of March, which is National Colon Cancer Awareness Month. In the next section,
longitudinal plots will be displayed based not on sentiment, but on the frequency
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of classification of tweets with a specific emotion label. Looking at a range of
different emotion labels instead of a simple scale of sentiment from positive to
negative gives a more nuanced view of the trends and behaviors of Twitter users
mentioning cancer.
4.2 Emotional Analysis
Eleven emotions were possible when labeling tweets: trust, surprise, sad-
ness, pessimism, optimism, love, anger, anticipation, disgust, fear, and joy. Any
number of these emotions could be assigned to a given tweet; for example, a tweet
could be labeled with ‘love’ and ‘optimism’ or ‘disgust’,‘fear’, and ‘sadness’. The
emotions of trust, surprise, and love will not be explored in this analysis due to
the extremely low frequency with which these labels were applied.
In the last section, average sentiment of tweets per day was used to show
longitudinal trends and indicate the effects of notable events on tweet content. A
time-series plot showing the proportion of the day’s tweets labeled as fearful, rather
than the average sentiment, paints a much more dramatic picture of the impact of
stay-at-home mandates on tweets mentioning cancer. In Figure 4.3, a very large
spike is seen across all tweet sets in late March 2020, corresponding with the start
of lockdown protocols in the United States. Across all cancer-related tweets, it
can be seen that fearful language stayed more frequent after March 2020 than in
the previous year of 2019. Similarly, in Figure 4.4, a spike in pessimism is seen
in March 2020, and levels of pessimism after this spike appear higher, on average,
than in all of 2019. On a more positive note, the plot for optimism excellently
shows the occurrence of cancer awareness events and their celebration on social
media. In Figure 4.5, notable increases in optimism for tweets mentioning breast
cancer occur in the months of October, which, as mentioned before, is National
Breast Cancer Awareness Month. An increase in optimism for pancreatic cancer
tweets happens around the third Thursday of November, which is World Pancreatic
Cancer Day, and a spike in optimism for colorectal cancer tweets happens in March,
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Figure 4.3: Proportion of each day’s tweets labeled fearful in 2019 and 2020, by
type of cancer mentioned. Exponential smoothing applied to data.
which is National Colorectal Cancer Awareness Month. All three of these markers
were visible in Figure 4.2, but are exaggerated in Figure 4.5. It is worthy to note
that higher peaks in optimism occurred in 2019 than in 2020 for all the cancer
awareness events mentioned above.
To explore the hypothesis that the frequency of positive and negative emo-
tions in cancer-related tweets is correlated with the mortality rate of the types
of cancers mentioned in the tweets, Table 4.2 shows the average proportion of
tweets assigned each emotion label across the entire two-year span of 2019-2020,
divided by type of cancer mentioned in the tweet set. These values are placed next
to the 5-year relative survival rate for each type of cancer for comparison, with
the highest number for individual cancer types in bold for each emotion label.
Interestingly, most of the emotions do not seem to be correlated with mortality
rate at all. However, when correlation coefficients are calculated between survival
rate and emotion prevalence, it is found that the emotion labels of sadness and
anger have the strongest correlation with survival rate, with Pearson coefficients
16
Figure 4.4: Proportion of each day’s tweets labeled pessimistic in 2019 and 2020,
by type of cancer mentioned. Exponential smoothing applied to data.
Figure 4.5: Proportion of each day’s tweets labeled optimistic in 2019 and 2020,
by type of cancer mentioned. Exponential smoothing applied to data.
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Cancer Fear Sadness Anger Disgust Pessimism Optimism Joy Anticipation Survival (%)
Prostate 0.139 0.375 0.120 0.241 0.165 0.344 0.236 0.374 98.3
Skin 0.202 0.391 0.269 0.423 0.096 0.225 0.188 0.205 95.0
Breast 0.165 0.503 0.155 0.245 0.109 0.407 0.323 0.306 91.4
Colorectal 0.179 0.493 0.138 0.243 0.175 0.316 0.218 0.287 66.1
Lung 0.195 0.500 0.234 0.375 0.203 0.213 0.162 0.172 21.8
Pancreatic 0.157 0.609 0.130 0.179 0.211 0.346 0.250 0.291 10.5
All 0.131 0.408 0.326 0.405 0.123 0.256 0.221 0.186 69.5
Table 4.2: Average proportion of tweets per day labeled with each emotion across
both 2019 and 2020, by type of cancer mentioned in the tweet set. Survival is 5-year
relative survival (percent) for diagnoses between 2010-2016 of the corresponding
cancer type, across all ages, races, and sexes (where applicable).
of r = −0.809 and r = −0.833, respectively. This negative correlation coefficient
means that tweets mentioning cancers with lower survival rates tend to contain
more sad and angry language, which supports the hypothesis that tweets which
mention more serious cancer diagnoses are likely to contain more negative emotion
than cancer types with higher survival rates.
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5 Conclusion
The vast number of tweets written every day by those with cancer go largely
unnoticed by the healthcare teams that treat such patients. Asking cancer patients
for participation in surveys about the emotions surrounding their care and their
situation does not often yield many volunteers, and patients might even hide these
feelings from their professional healthcare teams. The COVID-19 pandemic led to
tightened restrictions around hospitals and healthcare locations, as well as nation-
wide stay-at-home orders. These circumstances significantly reduced the amount
of cancer screening and diagnoses in the United States and introduced both per-
ceived and real barriers to care for those already diagnosed with cancer [13]. It was
hypothesized that an increase in negative sentiment and emotions in tweets related
to cancer would be seen around March 2020, when COVID-19 lockdown policies
went into effect around the country. It was also predicted that tweets mentioning
cancer diagnoses with lower survival rates would use more negative language that
other cancer diagnoses. Clear increases in pessimism and fear in tweets, linked to
COVID-19 lockdown policies, was shown in longitudinal plots covering the years
of 2019 and 2020, as well as a drop in the overall sentiment of tweets during that
time. Out of all emotion labels possible for tweets collected, sadness and anger
were the two most correlated with cancer diagnosis survival rate, which matches
the prediction that negative emotions in tweets and survival rate are inversely
correlated.
In future iterations of this work, human-coded subsets of the tweets col-
lected marking them with relevance, sentiment, and emotion labels would improve
the accuracy of the BERTweet model used. In particular, a machine learning
classifier to filter out non-relevant tweets would be of great value when looking
at tweets with the keyword ‘cancer’, because of the word’s common usage in as-
trological horoscopes and as a colloquial way to describe something as extremely
19
negative. Although the analysis performed in this thesis were conducted in retro-
spect, it would be possible to conduct sentiment and emotion analysis of tweets
collected in real-time, due to the streaming nature of the Twitter official API. Such
analysis would allow healthcare providers to know within weeks or days the real
effects of changes in policy or care availability, such as in the case of COVID-19
lockdowns. As discussed in the section regarding related work, easily available,
state-of-the-art natural language processing and machine learning techniques are
being under-utilized in the field of public health communications. This research
aims to demonstrate the viability of integrating such techniques into the existing
longitudinal analysis pipelines of many public health researchers and to showcase
insights that these machine learning models are capable of providing.
20
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