We investigate the random dynamics of polynomial maps on the Riemann sphereĈ and the dynamics of semigroups of polynomial maps onĈ. In particular, the dynamics of a semigroup G of polynomials whose planar postcritical set is bounded and the associated random dynamics are studied. In general, the Julia set of such a G may be disconnected. We show that if G is such a semigroup, then regarding the associated random dynamics, the chaos of the averaged system disappears in the C 0 sense, and the function T∞ of probability of tending to ∞ ∈Ĉ is continuous onĈ and varies only on the Julia set of G. Moreover, the function T∞ has a kind of monotonicity. It turns out that T∞ is a complex analogue of the devil's staircase, and we call T∞ a "devil's coliseum." We investigate the details of T∞ when G is generated by two polynomials. In this case, T∞ varies precisely on the Julia set of G, which is a thin fractal set. Moreover, under this condition, we investigate the pointwise Hölder exponents of T∞.
Introduction
Some results of this paper have been announced in [24] without proofs.
In this paper, we simultaneously investigate the random dynamics of polynomial maps on the Riemann sphereĈ and the dynamics of polynomial semigroups (i.e., semigroups of non-constant polynomial maps where the semigroup operation is functional composition) onĈ.
The first study of random complex dynamics was given by J. E. Fornaess and N. Sibony ( [5] ). For research on random complex dynamics of quadratic polynomials, see [2, 6] . For research on random dynamics of polynomials (of general degrees) with bounded planar postcritical set, see the author's works [20, 21, 22, 27, 24] . In [23, 25] , the author of this paper discussed more general random dynamics of rational maps with a systematic approach.
The first study of dynamics of polynomial semigroups was conducted by A. Hinkkanen and G. J. Martin ( [8] ), who were interested in the role of the dynamics of polynomial semigroups while studying various one-complex-dimensional moduli spaces for discrete groups, and by F. Ren's group ( [7] ), who studied such semigroups from the perspective of random dynamical systems. Since the Julia set J(G) of a finitely generated polynomial semigroup G generated by {h 1 , . . . , h m } has "backward self-similarity," i.e., J(G) = m j=1 h −1 j (J(G)) (see [13, Lemma 1.1.4] ), the study of the dynamics of rational semigroups can be regarded as the study of "backward iterated function systems," and also as a generalization of the study of self-similar sets in fractal geometry. For recent work on the dynamics of polynomial semigroups, see [13] - [25] , [12, 26, 27] .
In order to consider the random dynamics of a family of polynomials onĈ, for each z ∈Ĉ, let T ∞ (z) be the probability of tending to ∞ ∈Ĉ starting with the initial value z ∈Ĉ. Note that in the usual iteration dynamics of a single polynomial f with deg(f ) ≥ 2, the function T ∞ is equal to the constant 1 in the basin of infinity, and T ∞ is equal to the constant 0 in the filled-in Julia set of f . Thus T ∞ is not continuous at any point in the Julia set of f. However, in this paper, we see that if the planar postcritical set of the associated semigroup G is bounded and the Julia set of G is disconnected, then the "Julia set" and the chaos of the averaged system disappears in the "C 0 " sense, the function T ∞ :Ĉ → [0, 1] is continuous onĈ, T ∞ has a kind of monotonicity, and under certain conditions T ∞ has some singular properties (for instance, it varies only on a thin fractal set, the so-called Julia set of a polynomial semigroup), and this function is a complex analogue of the devil's staircase (Cantor function) or Lebesgue's singular functions (see Theorems 2.3, 2.10, 2.11, Example 5.5). (For the definition of the devil's staircase and Lebesgue's singular functions, see [29] .) Graphs of T ∞ are illustrated in [23] . Thus even though the chaos of the averaged system disappears, the system has new kind of complexity. These are new phenomena which cannot hold in the usual iteration dynamics of a single polynomial. To explain the detail of the above result, we first remark that these well-known singular functions (the devil's staircase and Lebesgue's singular functions) defined on [0, 1] can be redefined by using random dynamical systems on R as follows (see [23, 24] ). Let f 1 (x) := 3x, f 2 (x) := 3(x− 1)+ 1 (x ∈ R) and we consider the random dynamical system (random walk) on R such that at every step we choose f 1 with probability 1/2 and f 2 with probability 1/2. We setR := R∪{±∞}. We denote by T +∞ (x) the probability of tending to +∞ ∈R starting with the initial value x ∈ R. Then, we can see that the function T +∞ | [0, 1] : [0, 1] → [0, 1] is equal to the devil's staircase. Similarly, let g 1 (x) := 2x, g 2 (x) := 2(x − 1) + 1 (x ∈ R) and let 0 < a < 1 be a constant. We consider the random dynamical system on R such that at every step we choose the map g 1 with probability a and the map g 2 with probability 1 − a. Let T +∞,a (x) be the probability of tending to +∞ starting with the initial value x ∈ R. Then, we can see that the function T +∞,a | [0,1] : [0, 1] → [0, 1] is equal to Lebesgue's singular function L a with respect to the parameter a provided a = 1/2. From the above point of view, the function T ∞ :Ĉ → [0, 1] is a complex analogue of the devil's staircase and Lebesgue's singular functions. We call T ∞ a "devil's coliseum. " We now give the main idea of this paper. A polynomial semigroup is a semigroup generated by a family of non-constant polynomial maps on the Riemann sphereĈ with the semigroup operation being functional composition( [8, 7] ). For a polynomial semigroup G, we denote by F (G) the Fatou set of G, which is defined to be the maximal open subset ofĈ where G is equicontinuous with respect to the spherical distance onĈ (for the definition of equicontinuity, see [1, Definition 3.11] ). We call J(G) :=Ĉ \ F (G) the Julia set of G. The Julia set is backward invariant under each element h ∈ G, but might not be forward invariant. For finitely many polynomial maps g 1 , . . . , g m , we denote by g 1 , . . . , g m the polynomial semigroup generated by {g 1 , . . . , g m }. For a polynomial map g, we set F (g) := F ( g ) and J(g) := J( g ).
We set P := {g :Ĉ →Ĉ | g is a polynomial, deg(g) ≥ 2} endowed with the distance κ which is defined by κ(f, g) := sup z∈Ĉ d(f (z), g(z)), where d denotes the spherical distance onĈ. For a polynomial semigroup G, we set P (G) := g∈G {z ∈Ĉ | z is a critical value of g :Ĉ →Ĉ}. This is called the postcritical set of G. Moreover, we set P * (G) := P (G) \ {∞}, and call it the planar postcritical set of G. A polynomial semigroup G is said to be postcritically bounded if P * (G) is bounded in C. We denote by G the set of all postcritically bounded polynomial semigroups G with G ⊂ P. Moreover, we set G dis := {G ∈ G | J(G) is disconnected}. It is well-known that if g ∈ P, then J(g) is connected if and only if g ∈ G. However, we remark that there are many examples of elements of G dis (see section 5, [20, 22] ). In fact, it is easy to construct such examples by using (1) , and many systematic studies on the dynamics of semigroups G in G or G dis are given ∞ j=1 τ ∈ M 1 (P N ). For each z ∈Ĉ, let T ∞,τ (z) :=τ ({γ = (γ 1 , γ 2 , . . .) ∈ P N | γ n · · · γ 1 (z) → ∞ as n → ∞}). This is nothing else but the probability of tending to ∞ starting with the initial value z ∈Ĉ. This T ∞,τ was introduced by the author and many results are obtained in [23] . In this paper, we are interested in the function T ∞,τ :Ĉ → [0, 1] for a τ ∈ M 1 (P) with G τ ∈ G dis . One of the purposes of this paper is to combine the study of the dynamics of G ∈ G dis and the study of random dynamics of polynomials. We now present the following result. 2. For each U ∈ Con(F (G τ )), there exists a constant C U ∈ [0, 1] such that T ∞,τ | U ≡ C U .
(Monotonicity)
Let A := {U ∈ Con(F (G τ )) | U is doubly connected}.
(a) If A 1 , A 2 ∈ A and A 1 < s A 2 , then C A1 < C A2 . In particular, all elements of {C A | A ∈ A} are mutually distinct.
(b) If J 1 , J 2 ∈ Con(J(G τ )) and J 1 < s J 2 , then sup z∈J1 T ∞,τ (z) ≤ inf z∈J2 T ∞,τ (z).
LetK(G
τ ) = {z ∈ C | ∪ g∈Gτ {g(z)} is bounded in C}. Let F ∞ (G τ ) be the connected compo- nent of F (G τ ) containing ∞. Then for each A ∈ A, T ∞,τ |K (Gτ ) ≡ 0 < C A < 1 ≡ C F∞(Gτ ) .
Let Q be an open subset ofĈ with
To prove Theorem 1.3 (especially statements 2 and 6), we need the following result from [23, Theorem 3.15] : if the kernel Julia set J ker (G τ ) := ∩ g∈Gτ g −1 (J(G τ )) is empty, then T ∞,τ is continuous onĈ and there exists a finite dimensional subspace U τ of C(Ĉ) with M τ (U τ ) = U τ and a bounded operator π τ : C(Ĉ) → U τ such that M n τ (ϕ) → π τ (ϕ) as n → ∞ for each ϕ ∈ C(Ĉ). Therefore, to prove Theorem 1.3, it is an important key to prove that if G τ ∈ G dis then J ker (G τ ) = ∅, which is proved in Lemma 4.1 of this paper. In order to prove the monotonicity of T ∞,τ and statements 4 and 5, we combine the idea from [23] and new careful observations on the dynamics of G τ ∈ G dis .
We now present the results on the pointwise Hölder exponents and (non-)differentiability of T ∞,τ at points in J(G τ ).
be the maximal relative entropy measure for f : Γ N ×Ĉ → Γ N ×Ĉ with respect to (σ,τ ) (see Definition 2.7). We define a functioñ
, where D(γ 1 ) y s denotes the norm of the derivative of γ 1 at y with respect to the spherical metric onĈ. Let λ = (πĈ) * (µ) ∈ M 1 (Ĉ). Suppose that G ∈ G and h
j (J(G)) = ∅ for each (i, j) with i = j. Then, we have all of the following.
1. G τ = G ∈ G dis , and all statements in Theorem 1.3 hold for τ. Moreover, J(G) = {z ∈ C | for any neighborhood U of z, T ∞,τ | U is not constant} and int(J(G)) = ∅. Furthermore, supp λ = J(G) and for each z ∈ J(G), λ({z}) = 0.
2. Let Höl(T ∞,τ , y) := inf{β ∈ R | lim sup z→y,z =y |T∞,τ (z)−T∞,τ (y)| |z−y| β = ∞} for each y ∈ C. Then there exists a Borel subset A of J(G) with λ(A) = 1 such that for each z 0 ∈ A,
3. We have that
where dim H denotes the Hausdorff dimension with respect to the Euclidian distance on C.
4. For each non-empty open subset U of J(G) there exists an uncountable dense subset A U of U such that for each z ∈ A U , T ∞,τ is non-differentiable at z.
Note that if Höl(T ∞,τ , y) < 1, then T ∞,τ is non-differentiable at y. We call Höl(T ∞,τ , y) the pointwise Hölder exponent of T ∞,τ at y. In [23, Theorem 3.82] , it is assumed that G is hyperbolic, i.e., P (G) ⊂ F (G). However, in Theorem 1.4 (Theorem 2.10), we do not assume hyperbolicity of G. Note that there are many examples of (non-hyperbolic) G = h 1 , . . . , h m ∈ G dis for which
are mutually disjoint (see Proposition 5.2, Remark 5.3, Theorem 2.11). Theorem 1.4 (Theorem 2.10) means that even though the chaos of the averaged system disappears in the C 0 sense as in statement 6 of Theorem 1.3, it can remain in the C α sense with some α ∈ (0, 1), where C α denotes the space of α-Hölder continuous functions. In [25] it is shown that T ∞,τ is Hölder continuous onĈ with some exponent. From these, we can say that we have a gradation between chaos and non-chaos. In the proof (section 4) of Theorem 1.4, we use Birkhoff's ergodic theorem, potential theory, the Koebe distortion theorem, and some observations ( [20] ) about Con(J(G)) and the Julia set of the associated real affine semigroup.
We present a result on 2-generator semigroup G = h 1 , h 2 ∈ G dis and the associated random dynamics generated by τ = 2 j=1 p j δ hj where (p 1 , p 2 ) ∈ (0, 1) 2 with 2 j=1 p j = 1.
Then, we have all of the following.
2 (J(G)) = ∅ and there exist uncountably many connected components of J(G).
We also prove several results on 3-generator semigroups in G dis and associated random dynamics (see Theorem 2.14, Corollary 2.15, Remark 2.16). In order to prove Theorem 1.5 (Theorem 2.11) and results on 3-generator semigroups in G dis and associated random dynamics, we need the idea of the nerves of backward images of J(G) under elements of G and their inverse limit from [19] , which are related to certain kind of cohomology groups introduced by the author.
In section 2, we give the details of the main results. In section 3, we explain the known results and tools to prove the main results. In section 4, we prove the main results. In section 5, we give some examples. Acknowledgment: The author thanks Rich Stankewitz for valuable comments.
Main results
In this section, we give the details of the main results. We use notations and definitions in section 1.
A polynomial semigroup is a semigroup generated by a family of non-constant polynomial maps on the Riemann sphereĈ with the semigroup operation being functional composition( [8, 7] ). We set P := {g :Ĉ →Ĉ | g is a polynomial, deg(g) ≥ 2} endowed with the distance κ which is defined by κ(f, g) := sup z∈Ĉ d(f (z), g(z)), where d denotes the spherical distance onĈ. Note that g n → g in P if and only if (i) deg(g n ) = deg(g) for each large n, and (ii) the coefficients of g n converge appropriately to the coefficients of g ( [1] ). For a polynomial semigroup G, we denote by F (G) the Fatou set of G, which is defined to be the maximal open subset ofĈ where G is equicontinuous with respect to the spherical distance onĈ (for the definition of equicontinuity, see [1, Definition 3.11] ). We call J(G) :=Ĉ \ F (G) the Julia set of G. For fundamental properties on the Fatou sets and Julia sets, see [8, 15] . The Julia set is backward invariant under each element h ∈ G, but might not be forward invariant. This is a difficulty of the theory of rational semigroups. Nevertheless, we "utilize" this to investigate the associated random complex dynamics. For a non-empty subset Λ of P, we denote by Λ the polynomial semigroup generated by Λ. Thus
. . , h m ∈ Λ}. For finitely many polynomial maps g 1 , . . . , g m , we denote by g 1 , . . . , g m the polynomial semigroup generated by {g 1 , . . . , g m }. For a polynomial map g, we set F (g) := F ( g ) and J(g) := J( g ). For a polynomial semigroup G, we set G * := G∪{Id}, where Id denotes the identity map. For a polynomial semigroup G and a subset A ofĈ, we set G(A) := g∈G g(A) and
For a polynomial semigroup G, we setK(G) := {z ∈ C | G({z}) is bounded in C}. This is called the smallest filled-in Julia set of G. For a polynomial g ∈ P, we set K(g) :=K( g ). For a polynomial semigroup G, we set P (G) := g∈G {z ∈Ĉ | z is a critical value of g :Ĉ →Ĉ}. This is called the postcritical set of G. Note that if G = Λ , then
Thus for each g ∈ G, g(P (G)) ⊂ P (G). For a polynomial semigroup G, we set P * (G) := P (G)\{∞}. This is called the planar postcritical set of G. A polynomial semigroup G is said to be postcritically bounded if P * (G) is bounded in C. We denote by G the set of all postcritically bounded polynomial semigroups G with G ⊂ P. Moreover, we set
It is well-known that if g ∈ P, then J(g) is connected if and only if g ∈ G. However, we remark that there are many examples of elements of G dis (see section 5, [20, 22] ). In fact, it is easy to construct such examples by using (1) , and many systematic studies on the dynamics of semigroups G in G or G dis are given in [20, 21, 22, 19] . Thus we are very interested in the new phenomena on G dis . It is very natural to ask "what happens for a G ∈ G dis and the associated random dynamics?" "How can we classify the elements G in G dis in terms of the dynamics of G and the associated random dynamics?" For a polynomial semigroup G with ∞ ∈ F (G), we denote by F ∞ (G) the connected component of F (G) containing ∞. Note that if G is generated by a compact subset of P, then ∞ ∈ F (G). For a polynomial g ∈ P, we set
For a topological space X, we denote by Con(X) the set of all connected components of X. For a metric space X, let M 1 (X) be the space of all Borel probability measures on X endowed with the topology induced by the weak convergence (thus µ n → µ in M 1 (X) if and only if ϕdµ n → ϕdµ for each bounded continuous function ϕ : X → R). Note that if X is a compact metric space, then M 1 (X) is compact and metrizable. For each τ ∈ M 1 (X), we denote by supp τ the topological support of τ. Let M 1,c (X) be the space of all Borel probability measures τ on X such that supp τ is compact.
Let τ ∈ M 1 (P). In the following, we consider the independent and identically-distributed random dynamical system onĈ such that at every step we choose a polynomial map according to the probability distribution τ ( [23] ). This determines a time-discrete Markov process with timehomogeneous transition probabilities on the phase spaceĈ such that for each x ∈Ĉ and each Borel subset A ofĈ, the transition probability p(x, A) from x to A is equal to τ ({g ∈ P | g(x) ∈ A}). We set Γ τ := supp τ and X τ := (supp τ ) N . We setτ := ⊗ ∞ j=1 τ . This is the unique Borel probability measure on P N such that, for each n ∈ N, if A 1 , A 2 , . . . , A n are Borel subsets of P, theñ τ (A 1 × A 2 × · · ·× A n × P × P · · · ) = n j=1 τ (A j ). Note that suppτ = X τ . Let G τ be the polynomial semigroup generated by the family supp τ of polynomial maps. We set C(Ĉ) := {ϕ :Ĉ → C | ϕ is continuous} endowed with the supremum norm. We define an operator M τ :
can be regarded as the averaged map of elements of supp τ with respect to τ. We denote by F meas (τ ) the set of all µ ∈ M 1 (Ĉ) satisfying the following: There exists a neighborhood B of
Moreover, we set J meas (τ ) := M 1 (Ĉ) \ F meas (τ ). We remark that if h ∈ P and τ = δ h (the Dirac measure at h), then J meas (τ ) = ∅. In fact, by embeddingĈ into M 1 (Ĉ) under the map z → δ z , we have J(h) ⊂ J meas (τ ). However, we will see later that for any τ ∈ M 1,c (P) with G τ ∈ G dis , J meas (τ ) = ∅ (Theorem 2.3) .
Let G be a rational semigroup. We say that a non-empty compact subset K ofĈ is a minimal set for (G,Ĉ) if K is minimal in the space {L | L is a non-empty compact subset ofĈ, ∀g ∈ G, g(L) ⊂ L} with respect to the inclusion. We set Min(G,Ĉ) := {K | K is a minimal set for (G,Ĉ)}. Note that by Zorn's lemma, Min(G,Ĉ) = ∅. For any γ = (γ 1 , γ 2 , . . . , ) ∈ P N and any n, m ∈ N with n > m, we set γ n,m := γ n • · · · • γ m . Let τ ∈ M 1 (P) and let A be a non-empty subset ofĈ. For any z ∈Ĉ, we set
. This is nothing else but the probability of tending to A starting with the initial value z ∈Ĉ regarding the random dynamics onĈ such that at every step we choose a polynomial according to τ. Moreover, for a point a ∈Ĉ, wet set T a,τ (z) := T {a},τ (z). Note that if G ⊂ P, then {∞} is a minimal set for (G,Ĉ). Note also that by [23, Lemma 5.27] , if τ ∈ M 1 (P) and if ∞ ∈ F (G τ ), then for each connected component U of F (G τ ), the function T ∞,τ | U is constant (the constant value depends on U ). The main purpose of this paper is that if τ ∈ M 1,c (P) satisfies that G τ ∈ G dis , then under certain conditions the function T ∞,τ can be regarded as a complex analogue of the devil's staircase. The following, which was introduced by the author in [23] , is the key to investigating the dynamics of rational semigroups and the random complex dynamics.
Definition 2.1 ([23]
). Let G be a rational semigroup. We set J ker (G) := g∈G g −1 (J(G)) and this is called the kernel Julia set of G.
Definition 2.2 ([20]
). For any connected sets K 1 and K 2 in C, we write K 1 ≤ s K 2 to indicate that
Note that ≤ s is a partial order in the space of all non-empty compact connected sets in C. This ≤ s is called the surrounding order.
Recalling Remark 1.2, we now present the main results of this paper. Theorem 2.3. Let τ ∈ M 1,c (P). Suppose that G τ ∈ G dis . Then, all of the following 2-9 hold.
For each
More precisely, {∞} is a minimal set for (G τ ,Ĉ), and there exists a unique minimal set
9. There exists a unique M * τ -invariant Borel probability measure µ τ onK(G τ ) which satisfies the following ( * ).
is two-dimensional and it is spanned by the constant function and T ∞,τ . Moreover, the set of ergodic components of 
we sometimes call the function T ∞,τ a "devil's coliseum", especially when int(J(G τ )) = ∅. This terminology and the study were introduced by the author of this paper in [23] . For the graph of T ∞,τ , see figures in [23] . Statement 5 means that T ∞,τ can detects many parts of J(G τ ). Thus, by obtaining results about the dynamics of polynomial semigroups, one can correspondingly apply such results to the setting of random complex dynamics. Conversely, studying the level sets of T ∞,τ , we can get much information about J(G). In other words, in order to investigate the dynamics of polynomial semigroups, it is very effective to study the associated random complex dynamics and then apply the results to the original polynomial semigroups. In the proof (section 4) of Theorem 2.3, we combine some results (geometric observations) on the dynamics of a G ∈ G dis from [20] and some results on random complex dynamics from [23] . It is critical to know whether or not J ker (G τ ) = ∅. This condition implies that the chaos of the averaged system disappears in the C 0 sense due to the cooperation of many kinds of maps in the system even though each map has a chaotic part. For the details of the study of random dynamics generated by τ ∈ M 1,c (P) with J ker (G τ ) = ∅, see [23, 25] . In [23, 25] , it is shown that regarding the random dynamics of complex polynomials, for a generic τ ∈ M 1,c (P), we have that J ker (G τ ) = ∅, the chaos of the averaged system disappears in the C 0 sense due to the automatic cooperation of many kinds of maps in the system (cooperation principle), and T ∞,τ is continuous onĈ. We remark that many physicists have observed by numerical experiments that if we add uniform noise to a chaotic map on R, there are many cases in which the chaos of the averaged system disappears. This phenomenon in random dynamics on R is called the "noise-induced order" ( [10] ).
We are interested in the pointwise Hölder exponents and (non-)differentiability of T ∞,τ at points in J(G τ ). In order to state the result, we need several definitions. Definition 2.5. Let Γ be a non-empty compact subset of P. We endow Γ N ×Ĉ with the product topology. Thus this is a compact metrizable space. We define a map f : For each γ ∈ Γ N and n ∈ N, we set f
. Moreover, we set J(f ) := γ∈Γ N J γ , where the closure is taken in the product space Γ N ×Ĉ. Furthermore, we set
For any point z ∈Ĉ, we denote by TĈ z the complex tangent space ofĈ at z. For any holomorphic map ϕ defined on a domain V and for any point z ∈ V , we denote by Dϕ z : TĈ z → TĈ ϕ(z) the derivative map at z. For each z = (γ, y) ∈ Γ N ×Ĉ, we set Df z := (Dγ 1 ) y . Let U be a domain inĈ and let g : U →Ĉ be a meromorphic function. For each z ∈ U , we denote by Dg z s the norm of the derivative of g at z with respect to the spherical metric.
.)), and we set
(when the integral in the denominator converges). For each γ ∈ P N , we set A ∞,γ := {z ∈Ĉ | γ n,1 (z) → ∞ (n → ∞)} and K γ := {z ∈ C | {γ n,1 (z)} n∈N is bounded in C}. For any (γ, y) ∈ Γ N × C, let G γ (y) := lim n→∞ 1 deg(γn,1) log + |γ n,1 (y)|, where log + a := max{log a, 0} for each a > 0. By the arguments in [11] , for each γ ∈ Γ N , G γ (y) exists, G γ is subharmonic on C, and G γ | A∞,γ is equal to the Green's function on A ∞,γ with pole at ∞.
Note that by the argument in [9] , µ γ is a Borel probability measure on J γ such that supp µ γ = J γ . Let f : Γ N ×Ĉ → Γ N ×Ĉ be the skew product map associated with Γ. Moreover, let p = (p 1 , . . . , p m ) ∈ W m and let τ = m j=1 p j δ hj ∈ M 1 (Γ). Then, there exists a unique f -invariant ergodic Borel probability measure µ on Γ N ×Ĉ such that π * (µ) =τ and
, where h ρ (f |σ) denotes the relative metric entropy of (f, ρ) with respect to (σ,τ ), and E 1 (·) denotes the space of ergodic measures (see [15] ). This µ is called the maximal relative entropy measure for f with respect to (σ,τ ). Note that in [23, Lemma 5.51] it was shown that for each continuous function ϕ :
Definition 2.8. Let V be a non-empty open subset of C. Let ϕ : V → C be a function and let y ∈ V be a point. Suppose that ϕ is bounded around y. Then we set Höl(ϕ, y) := inf{β ∈ R | lim sup z→y,z =y |ϕ(z)−ϕ(y)| |z−y| β = ∞}. This is called the pointwise Hölder exponent of ϕ at y.
Remark 2.9. If Höl(ϕ, y) < 1, then ϕ is non-differentiable at y. If Höl(ϕ, y) > 1, then ϕ is differentiable at y and the derivative at y is equal to 0.
1. G τ = G ∈ G dis , J ker (G) = ∅, and all statements in Theorem 2.3 hold for τ. Moreover, J(G) = {z ∈Ĉ | for any neighborhood U of z, T ∞,τ | U is not constant} and int(J(G)) = ∅. Furthermore, supp λ = J(G) and for each z ∈ J(G), λ({z}) = 0.
2. There exists a Borel subset A of J(G) with λ(A) = 1 such that for each z 0 ∈ A,
For each non-empty open subset U of J(G) there exists an uncountable dense subset
We present a result on 2-generator semigroup G = h 1 , h 2 ∈ G dis and the associated random dynamics generated by τ =
N with respect to the Hausdorff metric in the space of all non-empty compact sets inĈ.
For each
The map γ → J γ is a bijection between Γ N and Con(J(G)). In particular, there exist uncountably many connected components of J(G).
3. There exist infinitely many doubly connected components of F (G).
. Without loss of generality, we may assume that
. Moreover, for each t ∈ (0, 1), exactly one of the following (a) and (b) holds. 2, 2, 2 , . . .) and µ = (2, 1, 1, 1, . . .) , or (ii) there exists a finite word (i 1 , . . . , i n ) ∈ {1, 2} n for some n ∈ N such that ρ = (i 1 , . . . , i n , 1, 2, 2, 2, . . .) and µ = (i 1 , . . . , i n , 2, 1, 1, 1, . . .). Moreover, there exists a doubly connected component A of
. Under the assumptions of Theorem 2.11, for the studies of {J γ } γ∈Γ N , see [21, 22] . In [21] , under the assumptions of Theorem 2.11 and assuming that h 1 (with J(h 1 ) < s J(h 2 )) is hyperbolic and
, a classification of the fiberwise Julia sets J γ was given. In particular, it was shown that under the assumptions of Theorem 2.11, if the above h 1 is hyperbolic,
. .) as k → ∞, the Julia set J γ of γ satisfies that (I) J γ is a Jordan curve but not a quasicircle, (II) the unbounded component A ∞,γ ofĈ \ J γ is a John domain, and (III) the bounded component of C \ J γ is not a John domain. Note that the above phenomenon is a new one which cannot hold in the usual iteration dynamics of a single polynomial.
Remark 2.13. Under the assumption of Theorem 2.11, suppose that h 1 and h 2 with J(h 1 ) < s J(h 2 ) are real polynomials. Then for each γ ∈ Γ N , J γ is symmetric with respect to the real axis, and T ∞,τ is symmetric with respect to the real axis. If, in addition to the above assumption, h 1 is hyperbolic, P * ( h 2 ) ⊂ int(K(h 1 )) and the case 7(a) in Theorem 2.11 holds, then by [21, 22] , J γ(w) is a Jordan curve and ♯(J γ(w) ∩ R) = 2. For the figure of the Julia set of h 1 , h 2 ∈ G dis and the graph of T ∞,τ , see [23] .
We now present some results on 3-generator semigroups in G dis and the associated random dynamics.
Theorem 2.14.
Then, we have exactly one of the following (1),(2),(3).
(1) {h
Moreover, we have the following.
Corollary 2.15. Let G = h 1 , h 2 , h 3 ∈ G dis . Then there exist infinitely many connected components of J(G) and there exist infinitely many doubly connected components of F (G). More precisely, there exists an i ∈ {1, 2, 3} such that (1) h
There are many examples of each of (1), (2), and (3) of Theorem 2.14 ( [20] ).
Remark 2.17. In [20] , it was shown that there exists a 3-generator semigroup G = h 1 , h 2 , h 3 ∈ G dis such that ♯Con(J(G)) = ℵ 0 . In [20] , it was also shown that for each n ∈ N with n ≥ 2, there exists a 2n-generator semigroup G = h 1 , . . . , h 2n ∈ G dis with ♯Con(J(G)) = n. By developing the idea in [20] , it was shown in [12] that for each n ∈ N with n ≥ 2, there exists a 4-generator semigroup G = h 1 , . . . , h 4 ∈ G dis with ♯Con(J(G)) = n. Note that in [19] , the author of this paper constructed a new cohomology theory for "backward self-similar systems" (backward IFSs), and by using it, for a finitely generated semigroup G = h 1 , . . . , h m ∈ G, we can investigate the cardinality of Con(J(G)) and Con(F (G)). More precisely, we investigate the cohomology groups of the nerve
. . , m} k } for each k ∈ N and their direct limits as k → ∞. In the proofs (section 4) of Theorems 2.11 and 2.14, we use some results (geometric observations on the nerves N k and their inverse limit, e.g. Con(J(G)) ∼ =Con(lim ← −k |N k |)) from [19] and some results on the dynamics of G ∈ G dis from [20] . 
Background and tools
In this section, we give the known results and tools to prove the main results.
(I) We first explain the known results on general polynomial semigroups. Let G be a polynomial semigroup in P. Then F (G) is an open subset ofĈ, J(G) is a compact subset ofĈ, and for each
The Julia set J(G) is a perfect set. The Julia set J(G) is the unique minimal element in the space of all compact subsets K ofĈ with ♯K ≥ 3 for which g
The Julia set J(G) is equal to the closure of the set of repelling fixed points of elements of G. In particular, J(G) = ∪ g∈G J(g). For the proofs of these results, see [8] . Moreover, if G = h 1 , . . . , h m , then
Moreover, it is easy to see that if G is generated by a compact subset of P, then ∞ ∈ F (G).
(II) We next explain the known results on the dynamics of G ∈ G dis . Let G ∈ G dis . Then, ∞ ∈ F (G) and (Con(J(G)), ≤ s ) is totally ordered. Moreover, there exists a unique minimal element J min (G) ∈ (Con(J(G)), ≤ s ) and a unique maximal element J max (G) ∈ (Con(J(G)), ≤ s ). Each connected component of F (G) is either simply or doubly connected. F ∞ (G) is simply connected. For the proofs of these results, see [20] .
(III) We next explain the known results on the random dynamics of polynomials obtained in [23] . Let τ ∈ M 1,c (P). Suppose J ker (G τ ) = ∅. Then there exists a non-empty finite dimensional subspace U τ of C(Ĉ) with M τ (U τ ) = U τ and a bounded operator π τ :
In the proofs of the main results of this paper, we combine the above results in (I)-(III) and some new careful observations on the dynamics of G ∈ G dis and associated random dynamics.
Proofs of the main results

Proof of Theorem 2.3
In this subsection, we prove Theorem 2.3. We need several lemmas.
Lemma 4.1. Let G ∈ G dis (possibly generated by a non-compact subset of P). 
Zorn's lemma implies that there exists a minimal set L 0 for (G τ ,Ĉ) with L 0 ⊂K(G τ ). Considering the dynamics of g inK(G τ ), it follows that there exists a unique minimal set L τ for (G τ ,Ĉ) with 
and such that supp ρ 1 = {∞} and supp ρ 2 = L τ . From this, it is easy to see that ρ 1 = δ ∞ and ρ 2 is a Borel probability measure onĈ. Moreover, by [23, , we obtain that T ∞,τ (z) + T Lτ ,τ (z) = 1 for each z ∈Ĉ. From these arguments, statement 9 holds. Lemma 4.3. Let τ ∈ M 1 (P). Suppose that ∞ ∈ F (G τ ). Let U be a multiply connected component of F (G τ ). Let B be a bounded component of C \ U. Let y ∈ B and let z ∈ U. Then, for any γ ∈ X τ with γ n,1 (y) → ∞ as n → ∞, we have γ n,1 (z) → ∞ as n → ∞. In particular, T ∞,τ (y) ≤ T ∞,τ (z).
Proof. Suppose that γ n,1 (y) → ∞ as n → ∞. Let ζ be a Jordan curve (i.e. simple closed curve) in U such that y belongs to the bounded component of C \ ζ. By the maximum principle and [23, Lemma 5.24], we obtain that γ n,1 → ∞ as n → ∞ on ζ. Hence, γ n,1 (z) → ∞ as n → ∞. Proposition 4.4. Let τ ∈ M 1 (P). Let U be a multiply connected component of F (G τ ). Let C be the boundary of a bounded component of C \ U. Let V be an open subset ofĈ such that V ∩ C = ∅. Then, we have the following.
Proof. We may assume that V does not meet the unbounded component ofĈ \ U. We first prove statement 1. Suppose that ∞ ∈ F (G τ ) and int(K(G τ )) = ∅. Let y ∈ V ∩C. Let ζ be a Jordan curve in U such that y belongs to the bounded component
, then the maximum principle implies that A ⊂ F (g), which is a contradiction. Hence,
. . , ρ m ) ∈ W }. Then, for each ω ∈ Z, {ω r,1 (y 1 )} r∈N is bounded in C and ω r,1 (y 2 ) → ∞ as r → ∞. Hence, y 1 belongs to a bounded component B of C \ U. By Lemma 4.3, {ρ ∈ X τ | ρ n,1 (y 1 ) → ∞} ⊂ {ρ ∈ X τ | ρ n,1 (y 2 ) → ∞}. From these arguments, it follows that T ∞,τ (y 1 ) +τ (Z) ≤ T ∞,τ (y 2 ). Sinceτ (Z) > 0, we obtain that T ∞,τ (y 1 ) < T ∞,τ (y 2 ). Therefore, T ∞,τ | V is not constant. Thus, we have proved statement 1.
We now prove statement 2. Let ζ be a Jordan curve in U such that y belongs to the bounded component A of C \ ζ. We now show the following claim 1: Claim 1: There exists a g ∈ G τ , an l ∈ N, and a point
In order to show claim 1, we consider the following two cases. Case 1.
Suppose that we have case 1. By [8, Corollary 3.1], there exists a g ∈ G τ such that J(g)∩V ∩A = ∅. Since ♯K(G τ ) ≥ 2 and ∪ n∈N g n (V ∩ A) ⊂ C, Montel's theorem implies that there exists an l ∈ N and a point y 1 ∈ V ∩ A such that g l (y 1 ) ∈K(G τ ). Hence, the statement of claim 1 holds when we have case 1.
Suppose that we have case 2. Let z 0 ∈ C be such thatK(G τ ) = {z 0 }. By [23, Lemma 5.28], h(z 0 ) = z 0 for each h ∈ Γ τ and z 0 ∈ J(G τ ). Since Γ τ is compact, there exists an element β 1 ∈ Γ τ such that z 0 ∈ E(β 1 ), where E(β 1 ) denotes the exceptional set of β 1 . Moreover, [8, Corollary 3.1] implies that there exists an element
Since h(z 0 ) = z 0 for each h ∈ G τ and z 0 ∈ E(β 1 ), we obtain that z 0 ∈ E(g). Therefore, there exists an l ∈ N and a point y 1 ∈ V ∩ A such that g l (y 1 ) = z 0 ∈K(G τ ). Thus, we have shown claim 1. Let (g, l, y 1 ) be as in claim 1. Let y 2 ∈ U ∩ V be a point. Since J(g) ∩ V ∩ A = ∅, the maximum principle implies that g n → ∞ as n → ∞ on U. Hence, we may assume that g l (y 2 ) ∈ F ∞ (G τ ). Therefore g l (y 1 ) ∈K(G τ ), g l (y 2 ) ∈ F ∞ (G τ ) and y 1 belongs to a bounded component B of C \ U. Combining this with the method in the proof of statement 1, we obtain that T ∞,τ (y 1 ) < T ∞,τ (y 2 ). Therefore, T ∞,τ | V is not constant. Thus, we have proved statement 2. n,1 (B). Therefore A ∞,γ is simply connected. Thus K γ is connected. Lemma 4.7. Let τ ∈ M 1 (P). Suppose G τ ∈ G dis . Let A be a doubly connected component of F (G τ ). Let y 1 ∈ A and let y 2 be a point in the unbounded component of C \ A. Then, we have the following.
1. For any γ ∈ X τ with γ n,1 (y 1 ) → ∞ as n → ∞, we have γ n,1 (y 2 ) → ∞ as n → ∞. In particular, T ∞,τ (y 1 ) ≤ T ∞,τ (y 2 ).
2. In addition to the assumptions of our lemma, suppose y 2 ∈ F (G τ ). Let U be the connected component of F (G τ ) containing y 2 . Suppose that either U is doubly connected or
Proof. We first prove statement 1. Since G τ ∈ G dis , by [20, Theorem 2.20] we have ∞ ∈ F (G τ ). Let γ ∈ X τ and suppose γ n,1 (y 1 ) → ∞ as n → ∞. By [23, Lemma 5.24 ], γ n,1 → ∞ locally uniformly on A as n → ∞.
is included in the bounded component of C \ A, and since K γ is connected (see Lemma 4.6), it follows that K γ is included in the bounded component of C \ A. Therefore γ n,1 (y 2 ) → ∞ as n → ∞. Thus we have proved statement 1. We now prove statement 2. We prove the following claim: Claim: There exists a map g ∈ G τ such that g(y 1 ) ∈ int(K(G τ )) and g(y 2 ) ∈ F ∞ (G τ ).
To prove this claim, let B 1 and B 2 be the two connected components of ∂A. We may assume 
Since z h belongs to the bounded component of C \ J(h), it follows that y 1 belongs to the bounded component of C \ J(h). Therefore, there exists an n ∈ N such that h n (y 1 ) ∈ int(K(G τ )) and h n (y 2 ) ∈ F ∞ (G τ ). Thus, we have proved the claim. Let g ∈ G τ be the element in the above claim. Let h 1 , . . . , h n ∈ Γ τ be some elements such that g = h n • · · · • h 1 . Then there exists a neighborhood W of (h 1 , . . . , h n ) in Γ n τ such that for each ω = (ω 1 , . . . , ω n ) ∈ W , ω n · · · ω 1 (y 1 ) ∈ int(K(G τ )) and ω n · · · ω 1 (y 2 ) ∈ F ∞ (G τ ). Therefore, for each γ ∈ X τ with (γ 1 , . . . , γ n ) ∈ W , we have that {γ r,1 (y 1 )} r∈N is bounded and that γ r,1 (y 2 ) → ∞ as r → ∞. Combining it with statement 1, we get T ∞,τ (y 1 ) +τ ({γ ∈ X τ | (γ 1 , . . . , γ n ) ∈ W }) ≤ T ∞,τ (y 2 ). Sinceτ ({γ ∈ X τ | (γ 1 , . . . , γ n ) ∈ W }) > 0, we obtain T ∞,τ (y 1 ) < T ∞,τ (y 2 ). Therefore we have proved statement 2. 
Lemma 4.9. Let τ ∈ M 1 (P) and suppose ∞ ∈ F (G τ ). Let A ∈ Con(F (G τ )) be multiply connected and let y 1 ∈ A. Then T ∞,τ (y 1 ) > 0. [20, 5] , it follows that J(g) is a quasicircle and there exists an attracting fixed point
From the above arguments, we obtain that there exists a number n 1 ∈ N such that for each n ∈ N with n ≥ n 1 , g n (y 1 ) ∈ int(K(G τ )). Moreover, since J(g) ∩ Q = ∅, there exists a point y 2 ∈ Q and a number n 2 ∈ N such that for each n ∈ N with n ≥ n 2 ,
. Therefore, for each γ ∈ X τ with (γ 1 , . . . , γ p ) ∈ W , {γ r,1 (y 1 )} r∈N is bounded and γ r,1 (y 2 ) → ∞ as n → ∞. Combining it with Lemma 4.7-1, it follows that T ∞,τ (y 1 ) < T ∞,τ (y 1 ) +τ ({γ ∈ X τ | (γ 1 , . . . , γ p ) ∈ W }) ≤ T ∞,τ (y 2 ). Therefore, T ∞,τ | Q is not constant. Thus, we have proved our lemma.
Lemma 4.12. Let τ ∈ M 1 (P). Suppose int(K(G τ )) = ∅. Then we have the following.
If, in addition to the assumption of our lemma,
Proof. We first prove statement 1. We prove the following claim. Claim. For each z 0 ∈ T −1 ∞,τ ({1}), there exists no g ∈ G τ with g(z 0 ) ∈ int(K(G τ )). To prove this claim, let z 0 ∈ T −1 ∞,τ ({1}) and suppose there exists an element g ∈ G τ with g(z 0 ) ∈ int(K(G τ )). Let h 1 , . . . , h m ∈ Γ τ be some elements with g = h m • · · ·• h 1 . Then there exists a neighborhood W of (h 1 , . . . , h m ) in Γ m τ such that for each ω = (ω 1 , . . . , ω m ) ∈ W , ω m · · · ω 1 (z 0 ) ∈ int(K(G τ )). Therefore for each γ ∈ X τ with (γ 1 , . . . , γ m ) ∈ W , {γ n,1 (z 0 )} n∈N is bounded. Thus T ∞,τ (z 0 ) ≤ 1 −τ ({γ ∈ X τ | (γ 1 , . . . , γ m ) ∈ W }) < 1. This is a contradiction. Hence we have proved the claim.
From this claim,
Thus we have proved statement 1.
We now prove statement 2.
Combining it with statement 1, We obtain that T ∞,τ | Q is not constant. Thus we have proved statement 2.
Proof. We can prove this lemma in the same way as that in the proof of Lemma 4.12.
Theorem 4.14. Let τ ∈ M 1 (P) (we do not assume that supp τ is compact). Suppose G τ ∈ G dis . 
Proof of Theorem 2.10
In this subsection, we prove Theorem 2.10. We need several lemmas. Lemma 4.16. Under the assumptions of Theorem 2.10, we obtain that (1) for λ-a.e. z 0 ∈ J(G), 1, 1 , . . .)}. Since π * (µ) =τ , and sinceτ ({ (1, 1, 1, . . .)}) = 0, it follows that µ(A) = 0.
Since πĈ :J(f ) → J(G) is surjective ([23, Lemma 4.5]), and since h
j (J(G)) = ∅ for each (i, j) with i = j, we obtain that πĈ :J(f ) → J(G) is a homeomorphism. Thus λ(πĈ(A)) = 0. Let {t n } ∞ n=1 be a decreasing sequence of real numbers such that t n > u(h, p, µ) for each n ∈ N and such that t n → u(h, p, µ) as n → ∞. By Birkhoff's ergodic theorem and [23, Lemma 5.52], for each n ∈ N there exists a Borel subset B n ofJ(f ) with µ(B n ) = 1 such there exists a j ∈ {2 , . . . , m} and a strictly increasing sequence {n k } ∞ k=1 of positive integers such that γ n k +1 = j for each k ∈ N.
. We may assume that there exists a point (2) and [23, Lemma 5.48-1], we obtain that for each n ∈ N, lim sup z→z0,z =z0 p, µ) . Thus we have proved our lemma.
Definition 4.17 ([20]
). For a polynomial g, we denote by a(g) ∈ C the coefficient of the highest degree term of g. We set RA := {ax+b ∈ R[x] | a, b ∈ R, a = 0}. The space RA is a semigroup with the semigroup operation being functional composition. Any subsemigroup of RA will be called a real affine semigroup. We define a map Ψ : P → RA as follows: For a polynomial g ∈ P, we set Ψ(g)(x) := deg(g)x + log |a(g)|. We remark that Ψ(g • h) = Ψ(g) • Ψ(h). For a polynomial semigroup G, we set Ψ(G) := {Ψ(g) | g ∈ G} (⊂ RA). Thus Ψ(G) is a real affine semigroup. We setR := R ∪ {±∞} endowed with the topology such that {(r, +∞]} r∈R makes a fundamental neighborhood system of +∞, and such that {[−∞, r)} r∈R makes a fundamental neighborhood system of −∞. For a real affine semigroup H, we set
, where the closure is taken in the spaceR. We denote by η : RA → P the natural embedding defined by η(x → ax + b) = (z → az + b), where x ∈ R and z ∈ C.
Lemma 4.18. Under the assumptions of Theorem 2.10, we get that
= ∅ for each (i, j) with i = j, and (4)
Proof. We use the arguments in the proof of [20, Lemma 4.9] . For each 
deg(γn,1) log |a(γ n,1 )| is the fixed point of Ψ(γ n,1 ) in I. Therefore By [15, Theorem 1. 
Proof of Theorem 2.11
In this subsection, we prove Theorem 2.11. We need several lemmas and propositions.
Lemma 4.19. Let Γ be a non-empty compact subset of P. Let f : Γ N ×Ĉ → Γ N ×Ĉ be the skew product associated with Γ. Let G = Γ . Let γ ∈ Γ N be a point. Let y 0 ∈ F γ and suppose that there exists a strictly increasing sequence {n j } j∈N of positive integers such that {γ nj ,1 } j∈N converges to a non-constant map around y 0 . Moreover, suppose that G ∈ G. Then, there exists a number j ∈ N such that γ nj ,1 (y
Proof. We may assume that lim j→∞ f nj (γ, y 0 ) exists. We set (x ∞ , y ∞ ) := lim j→∞ f nj (γ, y 0 ). We set V := {y ∈Ĉ | ∃ǫ > 0, lim i→∞ sup j>i sup d(ξ,y)≤ǫ d(f σ n i (γ),nj−ni (ξ), ξ) = 0}. Then, by [ 
Hence, there exists a number k ∈ N such that for each j ≥ k, f γ,nj (y 0 ) ∈ V. Since {x ∞ } × ∂V ⊂J(f ) ∩ P (f ), we have ∂V ⊂ P * (G). Since g(P * (G)) ⊂ P * (G) for each g ∈ G, the maximum principle implies that V ⊂ int(K(G)). Hence, f γ,nj (y 0 ) ∈ int(K(G)). Therefore, we have proved Lemma 4.19. 
Suppose that there exists a point y 0 ∈Ĵ γ,Γ \ J γ . We now consider the following two cases. Case 1:
Suppose that we have Case 1. Then there exists an open neighborhood U of y 0 inĈ, a strictly increasing sequence {n j } ∞ j=1 of positive integers, a number i ∈ {2, . . . , m}, and a map ϕ : U →Ĉ, such that γ nj +1 = i for each j ∈ N, and such that γ nj ,1 → ϕ uniformly on U as j → ∞. Since γ nj ,1 (y 0 ) ∈ J(G) for each j, Lemma 4.19 implies that ϕ is constant. By [22, Lemma 3.13] , it follows that d(γ nj ,1 (y 0 ), P * (G)) → 0 as j → ∞. Moreover, since γ nj +1 = i, we obtain
. This is a contradiction. Hence, we cannot have Case 1.
Suppose we have Case 2. Let r ∈ N be a number such that for each s ∈ N with s ≥ r, γ s = 1. Then h n 1 (γ r,1 (y 0 )) ∈ J(G) for each n ≥ 0. Since y 0 ∈ J γ , we have γ r,1 (y 0 ) ∈ J(h 1 ). Moreover, since γ r,1 (y 0 ) ∈ J(G) and intK(h 1 ) ⊂ F (G), it follows that γ r,1 (y 0 ) belongs to F ∞ (h 1 ). It implies that h n 1 (γ r,1 (y 0 )) → ∞ as n → ∞. However, this contradicts that h n 1 (γ r,1 (y 0 )) ∈ J(G) for each n ≥ 0. Therefore, we cannot have Case 2.
Thus, for each γ ∈ Γ,
, we obtain that the map γ → J γ is continuous. 
For each
Proof. Since J(G) = 
n (J(G)). Moreover, by [22, Lemma 3.6 ], J γ is connected for each γ ∈ Γ N . Therefore J γ is a connected component of J(G) for each γ ∈ Γ N . Moreover, the map γ ∈ Γ N → J γ ∈ Con(J(G)) is a bijection. In particular, there exist uncountably many connected components of J(G). Combining that with [20, Theorem 2.7-1, Lemma 4.4], we obtain that there are infinitely many doubly connected components of F (G). Let J ∈ Con(J(G)). Then there exists a unique element α ∈ Γ N such that J = J α . Let z 0 ∈ J be a point. Let γ ∈ Γ N be an element. Suppose γ n,1 (z 0 ) → ∞. Then γ = α. By the uniqueness of α, we obtain J γ = J α . By [20, Theorem 2.7] and that γ n,1 (z 0 ) → ∞, it follows that J γ < s J = J α . Therefore, for each z ∈ J, γ n,1 (z) → ∞. Thus, T ∞,τ | J is constant.
We now let J 1 , J 2 ∈ Con(J(G)) with J 1 = J 2 and suppose T ∞,τ | J1 = T ∞,τ | J2 . Without loss of generality, we may assume J 1 < s J 2 . By [20, Lemma 4.4] , there exists a doubly connected component A of F (G) such that J 1 < s A < s J 2 . Let B 1 and B 2 be two connected components of ∂A with 
Thus we have proved our proposition.
We now prove Theorem 2.11. Proof of 2.11: 
. We now prove the following claim. Claim 1. h
Thus we have proved Claim 1.
We have that h −1 1 (A) and h −1 2 (A) are connected compact set. We prove the following claim. Claim 2.
To prove this claim, suppose that J β < s J α does not hold. Then by [20, Theorem 2.7 
Therefore there exists a strictly increasing sequence {n j } ∞ j=1 in N such that for each j, γ nj +1 = h 2 . Since y ∈ F γ , we may assume that there exists an open neighborhood U of y inĈ and a holomorphic map ϕ : U →Ĉ such that γ nj ,1 → ϕ uniformly on U as j → ∞. Since γ nj ,1 (y) ∈ F ∞ (h 1 ) ∩ A ⊂ (Ĉ \K(G)) ∩ A for each j, Lemma 4.19 implies that there exists a constant c ∈ C such that ϕ = c on U. By [22, Lemma 3.13] , it follows that c ∈ P * (G). Since P * (G) ⊂ K(h 1 ) and since γ nj ,1 (y) ∈ F ∞ (h 1 ) for each j, it follows that d(γ nj ,1 (y), J(h 1 )) → 0 as j → ∞. Combining it with that γ nj +1 = h 2 for each j, we obtain that d(γ nj ,1 (y), h −1
2 (J(h 1 )), it follows that c ∈ F ∞ (h 1 ). However, this is a contradiction, since c ∈ P * (G) ⊂ K(h 1 ). Therefore, J β < s J α . Thus we have proved Claim 2.
Let 
∞,τ ({0}). Moreover, for any y ∈ F ∞ (h 2 ), there exists an element g ∈ G with g(y) ∈ F ∞ (G). Therefore T ∞,τ (y) > 0. It follows that T
. By [20, , int(K(h 2 )) is connected, int(K(h 2 )) is the immediate basin of an attracting fixed point a of h 2 , and a ∈ int(K(G)). Therefore, for any z ∈ int(K(h 2 )), there exists an element h ∈ G such that h(z) ∈K(G). Thus T ∞,τ (z) < 1. Hence, T −1 ∞,τ ({1}) = F ∞ (h 2 ). We now let w = (w 1 , w 2 , . . .) ∈ {1, 2} N . We first consider the case
We prove the following claim. Claim 3. There exists exactly one bounded component B w of F γ(w) .
To prove this claim, for each u ∈ N let s u ∈ N be a number such that s u > u and w su = 2. We may assume
Combining it with statement 2, J γ(w u ) < s J γ(w) . Therfore there exists a bounded component U of F γ(w) such that for each u ∈ N, J γ(w u ) ⊂ U. Suppose there exists a bounded component V of F γ(w) with V = U . Let y ∈ V be a point. We may assume that there exists a map ϕ defined in a neighborhood W of y such that γ(w) su −1,1 → ϕ uniformly on W as u → ∞. We have two cases: (i) ϕ is non-constant. (ii) ϕ is constant. If we have case (i): ϕ is non-constant, then by Lemma 4.19, there exists an n ∈ N such that γ(w) n,1 (y) ∈ int(K(G)) ⊂ K(h 1 ). If we have case (ii): ϕ is a constant function c ∈ C, then by [22, Lemma 3.13] , c ∈ P
2 (J(h 1 )), This is a contradiction. Therefore c ∈ int(K(h 1 )) ⊂ int(K(G)). Thus there exists an n ∈ N such that γ(w) n,1 (y) ∈ int(K(G)) ⊂ K(h 1 ). Hence in both cases (i)(ii) we have that there exists an n ∈ N such that γ(w) n,1 (y) ∈K(G) = K(h 1 ). Since s n > n we obtain that γ(w) sn−1,1 (y) ∈ K(h 1 ). Since (1, 1, 1 . . .) < lw n , there exists a bounded component B of F γ(w n ) such that K(h 1 ) ⊂ B. Therefore γ(w) sn−1,1 (y) ∈ B. Since γ(w) sn−1,1 : V → B is surjective, it follows that V ∩ ((γ(w) sn−1,1 ) −1 (J(h 1 )) = ∅. Moreover, (γ(w) sn−1,1 ) −1 (J(h 1 )) = J γ(w n ) . Therefore V ∩ J γ(w n ) = ∅. However, this is a contradiction, since J γ(w n ) ⊂ U and U = V. Thus, we have proved Claim 3.
Since B w = int(K γ(w) ), by [22, Lemma 3.4(5) ] we obtain ∂B w = ∂A ∞,γ(w) = J γ(w) . By (3), there exists a sequence {λ n } ∞ n=1 in {1, 2} N such that λ 1 < l λ 2 < l · · · and λ n → w as n → ∞. By statements 2, 6, it follows that J γ(λ 1 ) < s J γ(λ 2 ) < s . . . and J γ(λ n ) → J γ(w) as n → ∞ with respect to the Hausdorff metric. Combining it with [20, Lemma 4.4], Theorem 2.3-3 and Lemmas 4.3, 4.7, we obtain that for each y in the bounded connected component ofĈ \ J γ(w) , T ∞,τ (y) < T ∞,τ | J γ(w) . Similarly, we can obtain that for each y in the unbounded connected component ofĈ \ J γ(w) , T ∞,τ (y) > T ∞,τ | J γ(w) . Therefore letting t := T ∞,τ | J γ(w) ∈ (0, 1), T −1 ∞,τ ({t}) = J γ(w) . We now consider the case {n ∈ N | w n = 1} < ∞, w = (2, 2, 2, . . .).
Let r ∈ N be the minimum number such that for each n ≥ r, w n = 2. Then r ≥ 2 and w r−1 = 1. Let ρ = w and let µ = (w 1 , . . . w r−2 , 2, 1, 1, 1, 1, . . .) ∈ {1, 2} N (if r = 2, then let µ = (2, 1, 1, 1, 1, . . .)). Then there exists no λ ∈ {1, 2} N with ρ < l λ < l µ. By statements 4, 6 and Theorem 2.3-1, we obtain that there exists a doubly connected component A of F (G) with ∂A ⊂ J γ(ρ) ∪ J γ(µ) , and that there exists a t ∈ (0, 1) with T ∞,τ | K γ(µ) \int(Kρ) = t. Moreover, since (h wr−1 · · · h w1 ) −1 (J(h 2 )) = J γ(ρ) , since J(h 2 ) is a quasicircle ([20, Theorem 2.20-4]), and since P * (G) ⊂ int(K(h 2 )), we obtain that J γ(ρ) is a quasicircle. For the element ρ, there exists a sequence {λ n } ∞ n=1 in {1, 2} N such that λ 1 < l λ 2 < l · · · and λ n → ρ as n → ∞. By statements 2, 6, it follows that J γ(λ 1 ) < s J γ(λ 2 ) < s . . . Combining all of the above arguments, we obtain that (a) if J 1 = J 2 , then statement (3) of our theorem holds, and (b) if J 2 = J 3 , then statement (2) of our theorem holds. We now suppose h Suppose J(h i ) = J max . By the arguments similar to those in the previous paragraph, we obtain that there exists a sequence {J n } of mutually distinct elements in Con(J(G)) and a sequence {A n } of mutually distinct doubly connected components of F (G) such that J n → J(h i ) and A n → J(h i ) as n → ∞ with respect to the Hausdorff metric. Thus we have proved Corollary 2.15.
Examples
In this section we give some examples.
Definition 5.1. Let G be a polynomial semigroup. We say that G is semi-hyperbolic if there exists an N ∈ N and a δ > 0 such that for each z ∈ J(G) and for each g ∈ G, deg(g : V → B(z, δ)) ≤ N for each V ∈ Con(g −1 (B(z, δ))). Here, deg denotes the degree of finite branched covering. We say that G is hyperbolic if P (G) ⊂ F (G).
Proposition 5.2 (Proposition 2.40 in [20] ). Let G be a polynomial semigroup generated by a compact subset Γ of P. Suppose that G ∈ G and int(K(G)) = ∅. Let b ∈ int(K(G)). Moreover, let d ∈ N be any positive integer such that d ≥ 2, and such that (d, deg(h)) = (2, 2) for each h ∈ Γ. Then, there exists a number c > 0 such that for each a ∈ C with 0 < |a| < c, there exists a compact neighborhood V of g a (z) = a(z − b)
d + b in P satisfying that for any non-empty subset V ′ of V , the polynomial semigroup Γ ∪ V ′ generated by the family Γ ∪ V ′ belongs to G dis and K( Γ ∪ V ′ ) =K(G). Moreover, in addition to the assumption above, if G is semi-hyperbolic (resp. hyperbolic), then the above Γ ∪ V ′ is semi-hyperbolic (resp. hyperbolic). 
