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SIMPLICIAL INVERSE SEQUENCES IN EXTENSION
THEORY
LEONARD R. RUBIN AND VERA TONIC´
Abstract. In extension theory, in particular in dimension theory, it is
frequently useful to represent a given compact metrizable space X as
the limit of an inverse sequence of compact polyhedra. We are going to
show that, for the purposes of extension theory, it is possible to replace
such an X by a better metrizable compactum Z. This Z will come as
the limit of an inverse sequence of triangulated polyhedra with simplicial
bonding maps that factor in a certain way. There will be a cell-like map
pi : Z → X, and we shall show that if K is a CW-complex with XτK,
then ZτK.
1. Introduction
In extension theory, and in particular the theories of dimension and coho-
mological dimension dimG over an abelian group G ([Ku]), it is frequently
useful to represent a given compact metrizable space X as the limit of an in-
verse sequence of compact polyhedra. This was of importance in the proofs
of the Edwards-Walsh cell-like resolution theorem ([Ed], [Wa]), Dranish-
nikov’s Z/p-resolution theorem ([Dr]), and Levin’s Q-resolution theorem
([Le]). In each case the hypothesis was that dimGX ≤ n (the abelian
group G depending on which of the three cases was under consideration),
and the first step in their respective proofs of the existence of a resolution of
the desired type (cell-like, Z /p-acyclic, Q-acyclic, respectively) was to rep-
resent X as the inverse limit of an inverse sequence of compact polyhedra.
That this can always be done comes originally from H. Freudenthal ([Fr]),
but the result can be found also as Corollary 4.10.11. in [Sa]. It stipulates
that each compact metrizable space can be written as the inverse limit of
an inverse sequence (Xi, p
i+1
i ) of finite polyhedra with surjective piecewise
linear bonding maps pi+1i : Xi+1 → Xi, where piecewise linear means that
the domain and range of pi+1i can be triangulated in such a manner that
pi+1i is simplicial with respect to these triangulations.
One might ask if it is possible to arrange such an inverse sequence so that
each polyhedron has a fixed triangulation and so that all the bonding maps
are simplicial with respect to these triangulations. It was shown in [Ma] that
this is not always attainable. On the other hand, at least for the purposes
of extension theory, can such an obstacle be removed? Let us give a brief
explanation of what we have accomplished in this direction.
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When X and K are spaces, we are going to write XτK to mean that
X is an absolute co-extensor for K, i.e., for each closed subset A of X and
map f : A → K, there exists a map g : X → K that extends f . This
is the fundamental notion of extension theory, and typically K is a CW-
complex. Let X be a compact metrizable space. Then XτSn if and only
if dimX ≤ n. For cohomological dimension dimG over an abelian group
G, one has that dimGX ≤ n if and only if XτK(G,n) where K(G,n) is
any Eilenberg-MacLane complex of type (G,n). Thus extension theory is a
unifying structure in the study of dimension theory.
Our main result is Theorem 8.5. It states that for a given nonempty
metrizable compactum X, there exists a metrizable compactum Z and a
cell-like map (see Definition 8.3) π : Z → X such that if K is a CW-
complex with XτK, then ZτK. Moreover, the compactum Z comes as
the limit of an inverse sequence Z = (|Tj |, g
j+1
j ) in which all the bonding
maps are simplicial with respect to the given finite triangulations Ti of the
polyhedra |Ti|. These g
j+1
j have simplicial factorizations (see Lemma 5.2)
gj+1j = f
j+1
j ◦ ϕj+1 : |Tj+1| → |Tj |, ϕj+1 : |Tj+1| → |T˜j+1|, where Tj+1 is a
subdivision of T˜j+1 and ϕj+1 is a simplicial approximation to the identity
map; these play a prominent role in our development.
We also provide a theory of “adjustments” (Definition 7.3) to such a
Z. If n ≥ 0, (ji) is an increasing sequence in N, and each g
ji+1
ji
∣∣|T (n)ji+1 | :
|T
(n)
ji+1
| → |T
(n)
ji
|, is replaced by a map hi+1i that is a Tji-modification of it
(see Definition 2.1), then we get a new inverse sequence M = (|T
(n)
ji
|, hi+1i ).
There is a uniquely induced surjective map π : limM→ X. This is covered
in Lemma 7.8, where it is shown how to describe each fiber π−1(x) of π as
the limit of three different sub-inverse sequences of M. This was employed
in our proof of Theorem 8.5. The existence of such maps whose fibers are
so well-described has the potential to be used in other resolution theorems.
2. Simplicial Complexes and Extensors
For each simplicial complex T , |T | will designate its polyhedron with the
weak topology. The n-skeleton of T is going to be written T (n). If T is
finite, then we shall supply it with the metric induced by T ; in this case
the weak topology on |T | is the same as the metric topology. If v ∈ T (0),
then st(v, T ) will denote the open star of v in T and st(v, T ) will denote the
closed star of v in T . Of course, st(v, T ) is an open neighborhood of v in
the polyhedron |T |, st(v, T ) is a closed subset of |T |, and st(v, T ) ⊂ st(v, T ).
Moreover, each of st(v, T ) and st(v, T ) is contractible, and there is a unique
subcomplex Sv,T of T such that |Sv,T | = st(v, T ). We make the convention
that T (∞) = T . Map will always mean continuous function. Also,
Definition 2.1. If f : X → |T | is a function where T is a simplicial com-
plex, then a function g : X → |T | is called a T -modification of f if for each
x ∈ X and simplex σ of T with f(x) ∈ σ, g(x) ∈ σ. This is equivalent to
saying that for each x ∈ X and simplex σ of T with f(x) ∈ int(σ), g(x) ∈ σ.
The “straight line” homotopy gives us the next fact.
Lemma 2.2. Let T be a finite simplicial complex, X a space, and f , g maps
of X to |T | such that g is a T -modification of f . Then g ≃ f . 
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Definition 2.3. For each simplicial complex T and nonempty subset D ⊂
|T |, we shall denote by ND,T the subcomplex of T consisting of the simplexes
of T that intersect D and all faces of such simplexes. This is the simplicial
neighborhood of D in T .
Let us review the notion of extensor ([Hu]). A space K is an absolute
neighborhood extensor for a space X, written K ∈ ANE(X), if each map of
a closed subspace A of X to K extends to a map of a neighborhood of A
in X to K. An ANR, absolute neighborhood retract, is a metrizable space
that is an absolute neighborhood extensor for any metrizable space.
We state a version of (R1) from page 74 of [MS] that will be suitable for
our purposes.
Lemma 2.4. Let Y = (Yi, g
i+1
i ) be an inverse sequence of metrizable com-
pacta, Y = limY, P an ANR with metric d, µ : X → P a map, and ǫ > 0.
Then there exists i such that for all j ≥ i, there is a map f : Yj → P with
d(f ◦ gj,∞, µ) < ǫ.
Lemma 2.5. Let K be a CW-complex. Then K has an open cover V such
that any two V-close maps of any space to K are homotopic.
Proof. There exists a simplicial complex L such that |L|m, that is |L| with
the metric topology, is homotopy equivalent to K. Choose a homotopy
equivalence f : K → |L|m. By Theorem III.11.3 (page 106) of [Hu], |L|m
is an ANR. Theorem IV.1.1 (page 111) of [Hu] shows that there is an open
coverW of |L|m having the property that any twoW-close maps of any space
to |L|m are homotopic. The open cover needed for K is V = f
−1(W). 
There is a relatively standard technique that can be used to help detect
when the limit of an inverse sequence of metrizable compacta is an absolute
co-extensor for a given CW-complex. Here are the needed concepts.
Proposition 2.6. Let Z = (Zi, g
i+1
i ) be an inverse sequence of nonempty
compact metrizable spaces, Z = limZ, and K a CW-complex. Suppose that
for each i ∈ N, closed subset D of Zi, and map f : D → K, there exist j ≥ i
and a map g : Zj → K such that for all x ∈ (g
j
i )
−1(D), g(x) = f ◦ gji (x).
Then ZτK. 
Definition 2.7. Let Z be a nonempty space and B a collection of nonempty
closed subsets of Z. We shall call B a base for the closed subsets of Z
provided that for each closed subset C of Z and neighborhood U of C in Z,
there exists A ∈ B with C ⊂ intZ A ⊂ A ⊂ U .
Lemma 2.8. Every compact metrizable space has a countable base for its
closed subsets. 
Definition 2.9. For each compact metrizable space X, let B(X) designate
a fixed countable base for the closed subsets of X.
Proposition 2.10. Let Z = (Zi, g
i+1
i ) be an inverse sequence of compact
metrizable spaces, Z = limZ, and K a CW-complex. Suppose that for each
i ∈ N, D ∈ B(Zi), and map f : D → K, there exist j ≥ i and a map
g : Zj → K such that for all x ∈ (g
j
i )
−1(D), g(x) = f ◦ gji (x). Then
ZτK. 
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We need to organize certain collections of homotopy classes. Here is the
fundamental fact.
Lemma 2.11. For each compact metrizable space X and compact polyhe-
dron P , the set [X,P ] of homotopy classes of maps of X to P is count-
able. 
Definition 2.12. For each compact metrizable space X and compact poly-
hedron P , select a countable collection H(X,P ) consisting of one represen-
tative from each homotopy class in [X,P ].
3. Extensor Lemma
For the remainder of this paper, I∞ will denote the Hilbert cube, i.e.,
I∞ =
∏
{Ii | i ∈ N} where Ii = I for each i. For each j ∈ N, we factor I
∞
as Ij × I∞j . Let 0j denote the element of I
∞
j each of whose coordinates is
0. If P ⊂ Ij , then we may treat P as P × {0j} ⊂ I
∞. The context should
make this clear when we apply it. In this setting, an element of P becomes
the element of I∞ whose first j coordinates are the ones it inherits from P
and whose remaining coordinates are all 0.
We shall use the metric ρ on I∞ given by ρ(x, y) =
∑∞
i=1
|xi−yi|
2i
. For each
k ∈ N, pk,∞ : I
∞ → Ik will denote the k-coordinate projection map, and if
j ≤ k, we will use pkj : I
k → Ij for the j-coordinate projection map. In case
x ∈ Ik, then according to our convention x = (x, 0, 0, . . . ) ∈ I∞, so one has
that pkj (x) = pj,∞(x) ∈ I
j .
The main result of this section is Lemma 3.3. It provides us with a
statement, see (3), about extending a map under the condition that a given
compactum X has been embedded in I∞.
Lemma 3.1. Let X ⊂ I∞ be compact and nonempty. Then there exist an
increasing sequence (nj) in N with n1 = 1, and a sequence (Pj) of compact
polyhedra Pj ⊂ I
nj , such that:
(1) for all j ∈ N, X ⊂ intI∞(Pj × I
∞
nj
) ⊂ N(X, 2
j
), and
(2) if j ∈ N≥2, then p
nj
nj−1(Pj) ⊂ intInj−1 Pj−1.
Proof. Put n1 = 1 and P1 = I
1. Then (1) is true in case j = 1 since
diam I∞ ≤ 1, and (2) is true vacuously. Proceed by induction. Suppose
that j ∈ N, and we have found finite sequences n1 < · · · < nj in N and
compact polyhedra P1, . . . , Pj such that for 1 ≤ s ≤ k, Ps ⊂ I
ns , (1) is true
up to j and (2) is true up to j − 1 in case 1 < j.
One may choose nj+1 ∈ N such that nj+1 > nj and X ⊂ pnj+1,∞(X) ×
I∞nj+1 ⊂ N(X,
2
j+1). There is a neighborhood V of pnj+1,∞(X) such that
V × I∞nj+1 ⊂ N(X,
2
j+1). Choose a compact polyhedron Pj+1 of I
nj+1 so
that, pnj+1,∞(X) ⊂ intInj+1 Pj+1 ⊂ Pj+1 ⊂ V . This gives us (1) for j + 1.
Notice that (1) for j implies, pnj ,∞(X) = p
nj+1
nj ◦ pnj+1,∞(X) ⊂ intInj Pj .
Hence, pnj+1,∞(X) ⊂ (p
nj+1
nj )
−1(intInj (Pj)). Thus, making Pj+1 smaller if
necessary, we may have (1) and simultaneously, Pj+1 ⊂ (p
nj+1
nj )
−1(intInj (Pj)).
This achieves (2) for j + 1. 
The condition (2) of Lemma 3.1 shows that if we replace j by j + 1,
we find that p
nj+1
nj (Pj+1) ⊂ intInj Pj . This implies that Pj+1 × I
∞
nj+1
⊂
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(intInj Pj) × I
∞
nj
. This and (1) of Lemma 3.1 lead us to the next piece of
information.
Corollary 3.2. In the setting of Lemma3.1,
(1) for each j ∈ N, Pj+1 × I
∞
nj+1
⊂ intI∞(Pj × I
∞
nj
), and
(2) X =
⋂
{Pj × I
∞
nj
| j ∈ N}. 
In reading (3) of the ensuing lemma, one should consult (2) of Lemma 3.1
to see that whenever j ≤ l, then pnlnj (Pl) ⊂ Pj .
Lemma 3.3. Let X ⊂ I∞, (nj), (Pj) be as in Lemma 3.1, and K be a CW-
complex with XτK. Suppose that j ∈ N and Bj is a closed subset of Pj .
For each k ≥ j, let Bk = (p
nk
nj
)−1(Bj) ∩ Pk and put Bj,∞ = p
−1
nj ,∞(Bj) ∩X.
The following are true.
(1) For any open neighborhood S of Bj,∞ in I
∞, there exists k ≥ j such
that for all l ≥ k, Bl ⊂ S.
1
(2) If f : Bj → K is a map, then there exists k ≥ j such that for all
l ≥ k, there is a map f∗ : Pl → K that extends the composition
f ◦ pnlnj |Bl : Bl → K where we treat p
nl
nj
|Bl : Bl → Bj.
(3) Suppose that j ∈ N, Tj is a triangulation of Pj , L is a subcomplex
of Tj , and that |N|L|,Tj |, N|L|,Tj being the simplicial neighborhood of
|L| in Tj , is a regular neighborhood of |L| in |Tj |. Assume that k ≥ j
is as in (2) with Bj = |L|, l ≥ k, and g : Pl → |Tj | is a map which
is a Tj-modification of p
nl
nj
|Pl : Pl → Pj = |Tj |. Let f : |L| → K be a
map and E = g−1(|L|) ⊂ Pl. Then there is a map g
∗ : Pl → K that
extends the composition f ◦ g|E : E → K.
Proof. Let S be an open neighborhood of Bj,∞ in I
∞. If the conclusion of
(1) is not true, then there is an increasing sequence (mi) in N, m1 ≥ j, so
that for each i, there exists bi ∈ Bmi \S ⊂ Pmi . Passing to a subsequence if
necessary, we may assume that the sequence (bi) in the compactum I
∞ \ S
converges in I∞ to b ∈ I∞ \ S. Applying Corollary 3.2(1,2) along with the
fact that bi ∈ Pmi , one sees that b ∈ X \ Bj,∞, from which we deduce that
pnj ,∞(b) /∈ Bj.
For each i, psinj (bi) = pnj ,∞(bi) ∈ Bj , si = nmi . Hence {pnj ,∞(bi) | i ∈
N} ⊂ Bj . Since Bj is closed in Pj , pnj ,∞ is a map, and (bi) converges to b,
then pnj ,∞(b) ∈ Bj, a contradiction. This yields (1). Now to prove (2).
Employing Lemma 2.5, select an open cover V of K such that for any
space Y , any maps g1 : Y → K and g2 : Y → K that are V-close are
homotopic. Let V1 be an open cover of K that star-refines V. Choose an
open cover W of Bj such that if W ∈ W, then there exists VW ∈ V1 with
f(W ) ⊂ VW .
Observe that Bj,∞ is a closed subset of X and that pnj ,∞(Bj,∞) ⊂ Bj.
Since XτK, then the map f ◦ pnj ,∞|Bj,∞ : Bj,∞ → K extends to a map
h : U → K where U is an open neighborhood of X in I∞. Select an
open cover R of X in U having the property that for each R ∈ R, there
exists VR ∈ V1 with h(R) ⊂ VR. Let S =
⋃
R ⊂ U . Then S is an open
neighborhood of X in I∞. So by (1), we may choose k ∈ N so that for all
l ≥ k, Bl ⊂ S. Using Corollary 3.2(1,2), we may also require that for such
l, Pl = Pl × {0nl} ⊂ S.
1Statement (1) is true independently of the condition XτK.
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Put B∗ = Bj,∞ ∪
⋃
{Bl | l ≥ k} ⊂ S. Then of course pj,∞ : B
∗ → Bj is
a map. For each b ∈ Bj,∞, select a neighborhood Eb of b in B
∗ such that
pj,∞(Eb) is contained in an element Wb of W and that in addition, there
exists Rb ∈ R with Eb ⊂ Rb. Let S0 =
⋃
{Eb | b ∈ Bj,∞}. Then S0 is an
open neighborhood of Bj,∞ in B
∗ ⊂ I∞. So there is an open subset S1 of I
∞
having the property that S1∩B
∗ = S0. Plainly, S1 is an open neighborhood
of Bj,∞ in I
∞. An application of (1) with S1 in place of S gives us the
existence of a k1 ≥ k so that for all l ≥ k1, we have Bl ⊂ S1. But then
Bl ⊂ S1 ∩B
∗ = S0.
We are going to show that f ◦ pnlnj |Bl : Bl → K is homotopic to h|Bl :
Bl → K. For in that case, if we define h0 = h|Bl : Bl → K, then of course
since Pl ⊂ S, h0 extends to the map h|Pl : Pl → K, and the homotopy
extension theorem will complete our proof.
Let x ∈ Bl. It will be sufficient to show that f ◦ p
nl
nj
(x) and h0(x) lie in
an element of V. There exists b ∈ Bj,∞ such that x ∈ Eb. Now b ∈ Eb ⊂
Rb ∈ R. It follows that there is an element V1 ∈ V1 with {h(b), h(x)} =
{h(b), h0(x)} ⊂ V1. One sees from the definition of h and the fact that
b ∈ Bj,∞, that h(b) = f ◦ pj,∞(b). So we have that {f ◦ pj,∞(b), h0(x)} ⊂
V1 ∈ V1. We know that pj,∞(b) ∈ pj,∞(Eb) ⊂ Wb ∈ W. Thus f ◦ pj,∞(b) ∈
f ◦ pj,∞(Eb) ⊂ f(Wb) ⊂ V2 for some V2 ∈ V1. Now x ∈ Eb ∩Bl ⊂ Eb ∩ Pl ⊂
Eb ∩ I
nl , so pj,∞(x) = p
nl
nj
(x) ∈ pj,∞(Eb), and we see that f ◦ p
nl
nj
(x) ∈
f ◦ pj,∞(Eb) ⊂ V2. Hence, {f ◦ pj,∞(b), f ◦ p
nl
nj
(x)} ⊂ V2. Since V1 is a
star-refinement of V, f ◦ pj,∞(b) ∈ V1 ∩ V2, h0(x) ∈ V1, and f ◦ p
nl
nj
(x) ∈ V2,
one may find V ∈ V with {f ◦ pnlnj(x), h0(x)} ⊂ V1 ∪ V2 ⊂ V .
Lastly, we prove (3). Since |N|L|,Tj | is a regular neighborhood of |L| in
|Tj| and hence |L| is a retract of this regular neighborhood, then there is
no loss of generality in assuming that f : |N|L|,Tj | → K. Now we apply (2)
with Bj = |N|L|,Tj |. So there exists k ≥ j such that for all l ≥ k, there is a
map f∗ : Pl → K that extends the composition f ◦ p
nl
nj
|Bl : Bl → K where
Bl = (p
nl
nj
)−1(Bj) ∩ Pl = (p
nl
nj
)−1(|N|L|,Tj |) ∩ Pl.
Here we treat pnlnj |Bl : Bl → Bj = |N|L|,Tj |. By definition (see(3)),
E = g−1(|L|) ⊂ Pl.
Let us demonstrate that,
(†1) p
nl
nj
(E) ⊂ |N|L|,Tj |.
Suppose, for the sake of contradiction, that x ∈ E and pnlnj(x) ∈ Pj \
|N|L|,Tj | = |Tj | \ |N|L|,Tj |. There is a simplex σ ∈ Tj with p
nl
nj
(x) ∈ int(σ)
and so that σ ∩ |L| = ∅. Applying the fact that g is a Tj-modification of
pnlnj : Pl → Pj , one sees that g(x) ∈ σ. But then g(x) /∈ |L|, which is false.
So we get (†1).
The preceding and Lemma 2.2 show that the maps g|E : E → |L| ⊂
|N|L|,Tj | and p
nl
nj
|E : E → |N|L|,Tj | are homotopic in |N|L|,Tj |. Hence the
compositions f ◦ g|E : E → K and f ◦ pnlnj |E : E → K are homotopic.
Using (†1), one has,
(†2) E = g
−1(|L|)∩Pl ⊂ (p
nl
nj
)−1(|N|L|,Tj |)∩Pl = (p
nl
nj
)−1(Bj)∩Pl = Bl.
The map f∗ : Pl → K extends the composition f ◦ p
nl
nj
: Bl → K. Using
this and (†2), one sees that f
∗ extends the composition f ◦ pnlnj |E : E → K.
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So an application of the homotopy extension theorem gives us the desired
map g∗, completing our proof of (3). 
4. Extension Dimension
In order to strengthen forthcoming results, we are going to employ the
notion of extension dimension. The reader can find a good exposition of this
in [IR], but we will provide all the necessary ideas in this section.
Let C be a class of spaces and T a class of CW-complexes. For each
K ∈ T , there is a subclass [K](C,T ) ⊂ T which is called the extension type of
K relative to (C,T ). Indeed, the extension types form a decomposition of
T . There is a partial order ≤(C,T ) on the class of extension types (see page
384 of [IR]). We are not going to explain it here, but we shall indicate later
how this comes into play for us.
Henceforward, C will be the class of metrizable compacta and T will be
the class of CW-complexes. We only need to mention that metrizable spaces
are stratifiable ((SP7) on p. 386 of [IR]), and hence the results of [IR] will
apply to our choice of C.
Proposition 4.1. For all X ∈ C and K ∈ T , XτK if and only if XτL for
all L ∈ [K](C,T ).
On the basis of Proposition 4.1, if P is an extension type, then one usually
writes XτP to mean that XτK for all K ∈ P . Fix X ∈ C and consider
the class E(X) consisting of those extension types P relative to (C,T ) with
XτP . If (E(X),≤(C,T )) has an initial element
2, then that element is called
the extension dimension of X with respect to (C,T ), written extdim(C,T )X.
Here are the facts that are salient to us.
By Corollary 5.4 of [IR],
Proposition 4.2. The extension dimension, extdim(C,T )X, exists for every
metrizable compactum X.
Proposition 4.3. For all K, L ∈ T , [K](C,T ) = [L](C,T ) whenever K ≃ L.
Proposition 4.4. For every metrizable compactum X, there exists a poly-
hedron K such that [|K|](C,T ) = extdim(C,T )X.
Lemma 4.5. Let X be a metrizable compactum and K a CW-complex with
[K](C,T ) = extdim(C,T )X. Then for every metrizable compactum Y , Y τK
implies that Y τL whenever L is a CW-complex and XτL. 
5. Simplicial Resolution
Often when a space is given as the limit of an inverse system, that inverse
system is called a “resolution” of the space. It has been shown by S. Mardesˇic´
(see [Ma]) that in general it is impossible to resolve a metrizable compactum
by an inverse sequence of triangulated compact polyhedra in which each
bonding map is simplicial with respect to these triangulations. But having
such a resolution might be valuable in extension theory. Starting with a
nonempty metrizable compactum X we are going to prove the existence of
a certain “simplicial” inverse sequence (see Definition 5.3). This will be an
2An initial element s0 ∈ S of a partially ordered set (S,≤) is understood in the following
sense: for every s ∈ S, s0 ≤ s. Such s0, if it exists, is unique.
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important step in reaching our goal of finding a “replacement” of the original
space X for the purpose of extension theory. The construction that yields
what we want is found in Lemma 5.2.
Definition 5.1. For a given nonempty simplicial complex K, let F(K) be a
countable set of finite simplicial complexes having the property that for each
N ∈ F(K) there exists a subcomplex N∗ of K that is simplicially isomorphic
to N and such that for each finite subcomplex E of K, there exists an element
N of F(K) that is simplicially isomorphic to E.
Lemma 5.2. Let X ⊂ I∞ be compact and nonempty and K be a simplicial
complex such that [|K|](C,T ) = extdim(C,T )X. Select a bijective function
η : N→ N×N, denote
(∗1) η(j) = (sj , tj) for each j ∈ N,
and require that,
(∗2) sj ≤ j for each j ∈ N.
Then there exists a sequence (Sj), Sj = (nj, Pj , ǫj , T˜j , f
j+1
j , δj , Tj , ϕj , g
j+1
j ),
such that (nj) is an increasing sequence in N, (Pj) is a sequence of compact
polyhedra, for each j, Pj ⊂ I
nj , p
nj+1
nj (Pj+1) ⊂ Pj , f
j+1
j : Pj+1 → Pj
is a map, (ǫj) and (δj) are sequences of positive real numbers, and T˜j
and Tj are triangulations of Pj , Tj being a subdivision of T˜j . The se-
quence will be constructed so that f j+1j : |T˜j+1| → |Tj | is a simplicial
approximation of p
nj+1
nj |Pj+1 : Pj+1 → Pj , ϕj : |Tj | → |T˜j | is a simpli-
cial approximation of the identity map of Pj = |Tj |, and we shall define
gj+1j = f
j+1
j ◦ ϕj+1 : |Tj+1| → |Tj |. For each j ∈ N, we shall index the
countable set Fj =
⋃
{H(D, |N |) | (D,N) ∈ B(Pj)× F(K)} as {fj,k | k ∈ N}
where fj,k : Dj,k → |Nj,k|. All eight of the following conditions will be
satisfied simultaneously by these choices:
(1) if j > 1, u, v ∈ I∞ and ρ(u, v) < ǫj, then ρ(pns,∞(u), pns,∞(v)) < δs
for all 1 ≤ s < j,
(2) 5 · 2−nj < ǫj,
(3) δj < 2
1−nj ,
(4) meshTj <
δj
2 ,
(5) the map fsj ,tj ◦g
j
sj |(g
j
sj )
−1(Dsj ,tj ) : (g
j
sj )
−1(Dsj ,tj )→ |Nsj ,tj | extends
to a map fˆsj ,tj : |Esj ,tj | → |Nsj ,tj |, where Esj ,tj is the simplicial
neighborhood of (gjsj )
−1(Dsj ,tj ) in Tj ,
(6) |E∗sj ,tj | is a regular neighborhood of |Esj ,tj | in Tj where E
∗
sj ,tj
is the
simplicial neighborhood of |Esj ,tj | in Tj,
(7) for each x ∈ X, there exists vx,j ∈ T˜
(0)
j such that N(pnj ,∞(x), 2δj)∩
Pj ⊂ st(vx,j, T˜j) ⊂ N(pnj ,∞(x), ǫj) ∩ Pj , and
(8) whenever j > 1 and 1 ≤ s < j, the simplicial map gjs : |Tj | → |Ts| is
a simplicial approximation of the restricted projection p
nj
ns |Pj : Pj →
Ps.
Proof. Let (nj) be an increasing sequence in N as in Lemma 3.1. There is also
a sequence (Pj) of polyhedra given there, and for each of these we select the
set Fj indexed as in the hypothesis. In the ensuing proof we might have to
find an increasing sequence (ji) in N and replace (nj) with the nondecreasing
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subsequence (mi), mi = nji. To conserve notation, we shall not introduce
the symbols mi, but rather will simply rename nj as needed and rely on
Lemma 3.1 and Corollary 3.2 to help fill in any gaps that this might seem
to present. A similar case will also apply to the polyhedra Pj. Note that
n1 = 1.
Choose ǫ1 = 5 and a triangulation T˜1 of P1 = I
1 with mesh T˜1 <
5
2 =
ǫ1
2 .
Let λ1 be a Lebesgue number of the open cover U1 = {st(v, T˜1) | v ∈ T˜
(0)
1 }
of P1 = I
1, and pick 0 < δ1 = min{
λ1
3 , 2
−1}.
Using (∗1), (∗2), observe that η(1) = (s1, t1) = (1, t1) for some t1 ∈ N.
The map f1,t1 = fs1,t1 : Ds1,t1 → |Ns1,t1 | lies in Fs1 = F1, so its domainDs1,t1
is a closed subset of P1 and its range is a compact polyhedron. Hence fs1,t1
extends to a map f∗s1,t1 : D
∗
s1,t1
→ |Ns1,t1 |, where D
∗
s1,t1
is a neighborhood
of Ds1,t1 in P1. Select a triangulation T1 of P1 that refines T˜1 and so that
meshT1 <
δ1
2 . We may also assume about the triangulation T1 that |Es1,t1 | ⊂
D∗s1,t1 , where Es1,t1 is the simplicial neighborhood of Ds1,t1 with respect
to T1. Employing f
∗
s1,t1
and the preceding, we see that fs1,t1 extends to
a map fˆs1,t1 : |Es1,t1 | → |Nsj ,tj |. We may go even further and require
that |E∗s1,t1 | is a regular neighborhood of |Es1,t1 | in |T1|, where E
∗
s1,t1
is the
simplicial neighborhood of |Es1,t1 | in T1. Let ϕ1 : |T1| → |T˜1| be a simplicial
approximation of the identity map of P1.
Since 2δ1 < λ1, then for each x ∈ X we may choose vx,1 ∈ T˜
(0)
1 such that
N(pn1,∞(x), 2δ1) ⊂ st(vx,1, T˜1). For a given y ∈ st(vx,1, T˜1), ρ(y, pn1,∞(x)) ≤
2mesh T˜1 < ǫ1, so st(vx,1, T˜1) ⊂ N(pn1,∞(x), ǫ1) = N(pn1,∞(x), ǫ1) ∩ P1.
It follows that, N(pn1,∞(x), 2δ1) = N(pn1,∞(x), 2δ1) ∩ P1 ⊂ st(vx,1, T˜1) ⊂
N(pn1,∞(x), ǫ1) ∩ P1.
Taking the preceding as the first step in a recursion, then all of (1)–(8)
hold true for j = 1. Now assume that i ∈ N, and that we have completed the
construction of Sj for each 1 ≤ j ≤ i in accordance with (1)–(8). Aside from
the inductive assumptions, and as mentioned above, we insist on one proviso.
We shall agree that the numbers {n1, . . . , ni} are in reality {nj1 , . . . , nji}
where j1 < · · · < ji, so we get a finite nondecreasing subsequence of the
given infinite sequence (nj) (retaining the symbol nj in order to conserve
notation). Now we proceed for the (i+ 1)-step.
Applying the uniform continuity of the coordinate projections of I∞, se-
lect 0 < ǫi+1 so that if u, v ∈ I
∞ and ρ(u, v) < ǫi+1, then for each 1 ≤ s ≤ i,
ρ(pns,∞(u), pns,∞(v)) < δs. This achieves (1) for j = i+ 1.
Choose ni+1 > ni so that (2) is satisfied for j = i+ 1. As a consequence
of Lemma 3.1(2), p
nj
ns(Pj) ⊂ Ps for all 1 ≤ s < j ≤ i + 1. So we can
write the restrictions of the projections as p
nj
ns |Pj : Pj → Ps, for such s.
Keep in mind that Pi+1 ⊂ I
ni+1 . Select a triangulation T˜i+1 of Pi+1 with
mesh T˜i+1 <
ǫi+1
2 and so that at the same time we may find a simplicial
approximation f i+1i : |T˜i+1| → |Ti| to the map p
ni+1
ni |Pi+1 : Pi+1 → Pi. Let
λi+1 be a Lebesgue number of the open cover Ui+1 = {st(v, T˜i+1) | v ∈ T˜
(0)
i+1}
of Pi+1, and pick 0 < δi+1 = min{
λi+1
3 , 2
1−ni+1}. This gives us (3) for
j = i+ 1.
Using (∗1), (∗2), observe that η(i + 1) = (si+1, ti+1) for some ti+1 ∈ N
and where si+1 ≤ i + 1. The map fsi+1,ti+1 : Dsi+1,ti+1 → |Nsi+1,ti+1 | lies
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in Fsi+1 , so its domain Dsi+1,ti+1 is a closed subset of Psi+1 and its range
is a compact polyhedron. So the map fsi+1,ti+1 ◦ g
i+1
si+1
|(gi+1si+1)
−1(Dsi+1,ti+1) :
(gi+1si+1)
−1(Dsi+1,ti+1) → |Nsi+1,ti+1 | extends to a map f
∗
si+1,ti+1
: D∗si+1,ti+1 →
|Nsi+1,t+1 |, where D
∗
si+1,ti+1
is a neighborhood of (gi+1si+1)
−1(Dsi+1,ti+1) in
Pi+1. Select a triangulation Ti+1 of Pi+1 that refines T˜i+1 and so that
meshTi+1 <
δi+1
2 ; this accomplishes (4) for j = i+ 1. We may also assume
about the triangulation Ti+1 that |Esi+1,ti+1 | ⊂ D
∗
si+1,ti+1
, where Esi+1,ti+1
is the simplicial neighborhood of (gi+1si+1)
−1(Dsi+1,ti+1) with respect to Ti+1.
Employing f∗si+1,ti+1 and the preceding, we see that fsi+1,ti+1 extends to a
map fˆsi+1,ti+1 : |Esi+1,ti+1 | → |Nsi+1,ti+1 |, so we get (5). We may go even
further and require that |E∗si+1,ti+1 | is a regular neighborhood of |Esi+1,ti+1 |
in |T1|, where E
∗
si+1,ti+1
is the simplicial neighborhood of |Esi+1,ti+1 | in Ti+1.
This yields (6). Let ϕi+1 : |Ti+1| → |T˜i+1| be a simplicial approximation of
the identity map of Pi+1.
Since 2δi+1 < λi+1, then for each x ∈ X we may choose vx,i+1 ∈ T˜
(0)
i+1
such that N(pni+1,∞(x), 2δi+1) ∩ Pi+1 ⊂ st(vx,i+1, T˜i+1). For a given y ∈
st(vx,i+1, T˜i+1), ρ(y, pni+1,∞(x)) ≤ 2mesh T˜i+1 < ǫi+1, so st(vx,i+1, T˜i+1) ⊂
N(pni+1,∞(x), ǫi+1) ∩ Pi+1. It follows that, N(pni+1,∞(x), 2δi+1) ∩ Pi+1 ⊂
st(vx,i+1, T˜i+1) ⊂ N(pni+1,∞(x), ǫi+1) ∩ Pi+1. We have achieved (7) for j =
i+ 1. Put gi+1i = f
i+1
i ◦ ϕi+1 : |Ti+1| → |Ti|. We see that g
i+1
i is simplicial.
It follows that for each 1 ≤ s < i+1, gi+1s : |Ti+1| → |Ts| is a simplicial map.
The next thing to establish is (8) for j = i + 1. We have to show that
if 1 ≤ s < i + 1, then gi+1s : |Ti+1| → |Ts| is a simplicial approximation
of p
ni+1
ns |Pi+1 : Pi+1 → Ps. The inductive assumption is that (8) is true
whenever 1 ≤ i0 < i and j = i0 + 1. This means that if 1 ≤ s < i0 + 1, then
gi0+1s : |Ti0+1| → |Ts| is a simplicial approximation of p
ni0+1
ns |Pi0+1 : Pi0+1 →
Ps. Let us determine a fact that will be useful twice.
(†) Let x ∈ Pi+1. There are a unique σ ∈ Ti with p
ni+1
ni (x) ∈ int(σ),
τ ∈ Ti+1 with x ∈ int(τ), and τ
∗ ∈ T˜i+1 with x ∈ int(τ
∗). Thus, τ ⊂ τ∗,
and ϕi+1(x) ∈ τ
∗. Since f i+1i : |T˜i+1| → |Ti| is a simplicial approximation
of p
ni+1
ni |Pi+1 : Pi+1 → Pi, σ ∈ Ti, x ∈ int(τ
∗), and p
ni+1
ni (x) ∈ int(σ), then
f i+1i (τ
∗) ⊂ σ.
Consider first the case that s = i. We have to show that the simplicial map
gi+1i : |Ti+1| → |Ti| is a simplicial approximation of p
ni+1
ni |Pi+1 : Pi+1 → Pi.
The result of (†) shows that gi+1i (x) = f
i+1
i ◦ ϕi+1(x) ∈ f
i+1
i (τ
∗) ⊂ σ, as
required for (8).
The other case is that s < i. The inductive assumption gives us:
(∗) gis : |Ti| → |Ts| is a simplicial approximation of p
ni
ns
|Pi : Pi → Ps.
Choose κ ∈ Ts such that p
ni+1
ns (x) = p
ni
ns
◦ p
ni+1
ni (x) ∈ intκ. By (∗),
gis ◦ p
ni+1
ni (x) ∈ κ. Take σ from (†). Then p
ni+1
ni (x) ∈ int(σ), σ ∈ Ti, and
gis◦p
ni+1
ni (x) ∈ κ, so since g
i
s is simplicial, one has that g
i
s(σ) ⊂ κ. In the case
s = i, we showed that gi+1i (x) ∈ σ. It follows that g
i+1
s (x) = g
i
s ◦ g
i+1
i (x) ∈
gis(σ) ⊂ κ, which is what we need to complete the proof of (8). 
Definition 5.3. For each nonempty metrizable compactum X, select an
embedding X →֒ I∞, let K be a simplicial complex such that [|K|](C,T ) =
extdim(C,T )X, and choose a sequence (Sj) as in Lemma 5.2. Then Z =
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(|Tj |, g
j+1
j ) will be called an induced inverse sequence for X. We shall
usually use the term induced inverse sequence without reference to the se-
quence (Sj), but the latter will always be available if needed in an argument.
6. Extension-Theoretic Property of an Induced Inverse
Sequence
Theorem 6.1 provides the second step in showing how to replace a given
nonempty metrizable compactum with a better one for the purposes of ex-
tension theory.
Theorem 6.1. Let X be a nonempty metrizable compactum and suppose
that Z = (|Tj |, g
j+1
j ) is an induced inverse sequence for X as in Definition 5.3.
Put Z = limZ. If K0 is a CW-complex and XτK0, then ZτK0.
Proof. Let us incorporate all the notation from Lemma 5.2. It follows from
Theorem 4.1, that we only have to show that Zτ |K|. Let j ∈ N, D ∈ B(Pj)
(Pj = |Tj |), and f : D → |K| a map. We are going to find k ≥ j and a map
g : Pk → |K| such that for all x ∈ (g
k
j )
−1(D), g(x) = f ◦ gkj (x). According
to Proposition 2.10, that will complete our proof.
There is a finite subcomplex F of K with f(D) ⊂ |F |. Choose an element
N of F(K) that is simplicially isomorphic to F and let φ : |F | → |N | and
ψ : |N | → |F | be inverse homeomorphisms. Put f0 = f : D → |F |, and then
f∗ = φ ◦ f0 : D → |N |. There exists l ∈ N so that Nj,l = N , Dj,l = D, and
fj,l ≃ f
∗, where fj,l : Dj,l → |Nj,l|. (See Definition 5.1 and Fj of Lemma
5.2).
Since η of Lemma 5.2 is surjective, choose j∗ so that η(j∗) = (j, l). This
means that (j, l) = (sj∗, tj∗) and, of course, sj∗ = j ≤ j
∗ (see (∗1) and (∗2)
of Lemma 5.2). By this, one can see that D = Dsj∗ ,tj∗ , Nj,l = Nsj∗ ,tj∗ ,
fj,l = fsj∗ ,tj∗ ≃ f
∗ : Dsj∗ ,tj∗ → |Nsj∗ ,tj∗ |, and that ψ : |Nsj∗ ,tj∗ | →
|F |. With j∗ in place of j, employ (5) and (6) of Lemma 5.2. The map
fsj∗ ,tj∗ ◦ g
j∗
sj∗ |(g
j∗
sj∗ )
−1(Dsj∗ ,tj∗ ) : (g
j∗
sj∗ )
−1(Dsj∗ ,tj∗ ) → |Nsj∗ ,tj∗ | extends to a
map fˆsj∗ ,tj∗ : |Esj∗ ,tj∗ | → |Nsj∗ ,tj∗ | where Esj∗ ,tj∗ is the simplicial neighbor-
hood of (gj
∗
sj∗ )
−1(Dsj∗ ,tj∗ ) in Tj∗, and |E
∗
sj∗ ,tj∗
| is a regular neighborhood of
|Esj∗ ,tj∗ | in |Tj∗|, where E
∗
sj∗ ,tj∗
is the simplicial neighborhood of |Esj∗ ,tj∗ |
in Tj∗. Now put fˆ = ψ ◦ fˆsj∗ ,tj∗ : |Esj∗ ,tj∗ | → |F | ⊂ |K|CW.
Next we put Lemma 3.3 into play. Replace j by j∗ and L by Esj∗ ,tj∗ in
(3) of that Lemma, and make the observation that the simplicial neighbor-
hood E∗sj∗ ,tj∗ of |Esj∗ ,tj∗ | in Tj∗ produces the desired regular neighborhood
|E∗sj∗ ,tj∗ | of |Esj∗ ,tj∗ | in Tj∗ . Assume that k ≥ j
∗ is as in (2) of Lemma 3.3
with Bj∗ = |Esj∗ ,tj∗ | playing the role of Bj, and use g
k
j∗ : Pk → |Tj∗ | as the
map g which is a Tj∗-modification of p
nk
nj∗
|Pk : Pk → Pj∗ = |Tj∗ | (in this
instance we just take l = k for the l of Lemma 3.3). The map f of (3) of the
cited lemma will be fˆ . In this case we shall have E = (gkj∗)
−1(|Esj∗ ,tj∗ |) ⊂
Pk.
From all this, we conclude that there is a map g∗ : Pk → |K| that ex-
tends the composition fˆ ◦ gkj∗ |E : E → |K|. Since j = sj∗ ≤ j
∗ ≤ k,
and (gj
∗
sj∗ )
−1(Dsj∗ ,tj∗ ) ⊂ |Esj∗ ,tj∗ |, then (g
k
j )
−1(D) = (gks∗j
)−1(Dsj∗ ,tj∗ ) ⊂ E.
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Therefore according to the first paragraph of this proof, it is simply a mat-
ter of showing that fˆ ◦ gkj∗ |(g
k
sj∗
)−1(Dsj∗ ,tj∗ ) : (g
k
sj∗
)−1(Dsj∗ ,tj∗ ) → |K| is
homotopic to the map f ◦ gksj∗ |(g
k
sj∗
)−1(Dsj∗ ,tj∗ ) : (g
k
sj∗
)−1(Dsj∗ ,tj∗ ) → |K|.
Since gksj∗ = g
j∗
sj∗ ◦g
k
j∗ , then this comes to showing that fˆ |(g
j∗
sj∗ )
−1(Dsj∗ ,tj∗ ) :
(gj
∗
sj∗ )
−1(Dsj∗ ,tj∗ )→ |K| is homotopic to
f ◦ gj
∗
sj∗
|(gj
∗
sj∗
)−1(Dsj∗ ,tj∗ ) : (g
j∗
sj∗
)−1(Dsj∗ ,tj∗ )→ |K|.
Recall that fˆ = ψ ◦ fˆsj∗ ,tj∗ , and fˆsj∗ ,tj∗ |(g
j∗
sj∗ )
−1(Dsj∗ ,tj∗ ) = fsj∗ ,tj∗ ◦
gj
∗
sj∗ |(g
j∗
sj∗ )
−1(Dsj∗ ,tj∗ ). But fsj∗ ,tj∗ = f
∗ = φ◦f0 = φ◦f |Dsj∗ ,tj∗ . Since φ and
ψ are inverse homeomorphisms, then we get the result by substitution. 
7. Adjustments of an Induced Inverse Sequence
We want to increase the flexibility of our work so that it can have multi-
ple applications. The major development of this section towards that goal
is Lemma 7.8. For the remainder of this section, let X be a nonempty
metrizable compactum, Z = (|Tj |, g
j+1
j ) an induced inverse sequence for X,
and Z = limZ. Fix n ≥ 0, including n = ∞, and for each j ∈ N, let
Mj ⊂ |Tj| ⊂ I
nj be a nonempty closed subset such that gj+1j (Mj+1) ⊂ Mj .
For each i, we shall write
(∗1) gˆ
k
i = g
k
i
∣∣|T (n)k | : |T (n)k | → |T (n)i | whenever i ≤ k,
(∗2) ϕ̂i = ϕi
∣∣|T (n)i | : |T (n)i | → |T˜ (n)i |,
(∗3) fˆ
i+1
i = f
i+1
i
∣∣|T˜ (n)i+1| : |T˜ (n)i+1| → |T (n)i |, and
(∗4) αi for the inclusion |T˜
(n)
i | →֒ |T˜
(n+1)
i |.
Of course when i < k, then gki factors as g
s
i ◦ g
k
s whenever i ≤ s ≤ k.
Such a property is “inherited” by gˆki . Let us make some notes about this
and others that can be gleaned from the preceding. For each i < k,
(∗5) gˆ
k
i = gˆ
k−1
i ◦ gˆ
k
k−1,
(∗6) gˆ
k
k−1 = fˆ
k
k−1 ◦ ϕ̂k, and
(∗7) gˆ
k
i = gˆ
k−1
i ◦ fˆ
k
k−1 ◦ ϕ̂k.
We need to name some sets.
Definition 7.1. For each x ∈ X and j ∈ N, let vx,j be the vertex of T˜j in
Lemma 5.2(5), and define:
(1) Bx,j = N(pnj ,∞(x), 2δj) ∩Mj ,
(2) B+x,j = st(vx,j, T˜j) ∩Mj ,
(3) B#x,j = N(pnj ,∞(x), ǫj) ∩Mj , and
(4) Dx,j = st(vx,j, T˜j) ∩ |T˜
(n)
j |.
Notice that T˜j induces a unique triangulation L˜x,j of st(vx,j, T˜j). So
one has, from Definition 7.1(4), that Dx,j = |L˜
(n)
x,j |. Since st(vx,j, T˜j) is
contractible and dim L˜
(n)
x,j ≤ n, then Dx,j contracts to a point in |L˜
(n+1)
x,j | ⊂
|L˜x,j|. On the other hand, since Tj is a subdivision of T˜j, it follows that Tj
induces a unique triangulation Lx,j of st(vx,j, T˜j), and |L˜
(n)
x,j | ⊂ |L
(n)
x,j |. So if
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Mj = |T
(n)
j |, then B
+
x,j = |L
(n)
x,j |, and Dx,j ⊂ B
+
x,j. Since ϕj : |Tj | → |T˜j| in
Lemma 5.2 is a simplicial approximation to the identity on |Tj | = |T˜j |, we get
that ϕ̂j(|T
(n)
j |) = |T˜
(n)
j | and ϕ̂j(B
+
x,j) = Dx,j. Another fact of importance
to us is that since st(vx,j , T˜j) is connected, then both B
+
x,j and Dx,j are
nonempty metrizable continua. Let us record the preceding information
now.
Lemma 7.2. Let B+x,j and Dx,j be as in Definition 7.1(2, 4) where Mj =
|T
(n)
j |. Then
(1) B+x,j = |L
(n)
x,j | and Dx,j = |L˜
(n)
x,j |, Lx,j being a subcomplex of Tj and
L˜x,j being a subcomplex of T˜j ,
(2) B+x,j and Dx,j are nonempty metrizable continua,
(3) Dx,j ⊂ B
+
x,j,
(4) ϕ̂j(|T
(n)
j |) = |T˜
(n)
j |,
(5) ϕ̂j(B
+
x,j) = Dx,j, and
(6) Dx,j contracts to a point in |L˜
(n+1)
x,j |. 
Here is the definition that will provide the flexibility that we mentioned
above.
Definition 7.3. Suppose that (ji) is an increasing sequence in N and for
each i, we are given a map hi+1i : Mji+1 → Mji such that h
i+1
i is a Tji-
modification of the restriction g
ji+1
ji
|Mji+1 : Mji+1 → Mji. Then we shall
refer to M = (Mji , h
i+1
i ) as an adjustment of Z.
As a consequence of Definition 7.3, (∗1), Lemma 5.2(8), and Lemma 2.2,
we obtain a statement about adjustments.
Lemma 7.4. Let (ji) be an increasing sequence in N. Then,
(1) M = (|T
(n)
ji
|, gˆ
ji+1
ji
) is an adjustment of Z, and
(2) if (|T
(n)
ji
|, hi+1i ) is an adjustment of Z, then for all i, h
i+1
i ≃ gˆ
ji+1
ji
.
Lemma 7.5. If we take n = ∞ and ji = i for all i, then the adjustment
M = (|T
(n)
ji
|, gˆi+1i ) = (|Ti|, g
i+1
i ) of Lemma7.4(1) equals Z. 
Definition 7.6. We shall call the adjustment of Z coming from Lemma7.5
the trivial adjustment of Z.
This way we can create a theory of adjustments that takes into account
Z and all other adjustments. The fundamentals for this are in Lemma 7.8.
Definition 7.7. Let (ji) be an increasing sequence in N, M = (Mji , h
i+1
i ) be
an adjustment of Z, and M = limM. Whenever a point w = (a1, a2, . . . ) ∈
M , then (ai) is a sequence in I
∞ which we shall call the sequence associated
with w. For each i ∈ N, we get a function πi : M → I
∞ by setting
πi(w) = ai.
We shall now give a form of Lemma 3.1 of [AJR] that is suited to our
present situation. In Lemma 7.8, we shall use the notation from Definition
7.1. It is worth mentioning that this lemma is independent of the choice of
the fixed n ≥ 0, even n =∞.
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Lemma 7.8. Let (ji) be an increasing sequence in N, M = (Mji , h
i+1
i ) be
an adjustment of Z, and M = limM. Then,
(1) for each w = (a1, a2, . . . ) ∈ M , the sequence (ai) in I
∞ associated
with w is a Cauchy sequence in I∞ whose limit lies in X,
(2) the sequence (πi), πi :M → I
∞, is a Cauchy sequence of maps whose
limit π :M → I∞ is a map having the property that π(M) ⊂ X,
(3) for each x ∈ X and i ∈ N, Bx,ji ⊂ B
+
x,ji
⊂ B#x,ji, and h
i+1
i (B
#
x,ji+1
) ⊂
Bx,ji,
(4) if for each x ∈ X, we define Mx = (Bx,ji , h
i+1
i |Bx,ji+1), M
+
x =
(B+x,ji , h
i+1
i |B
+
x,ji+1
), and M#x = (B
#
x,ji
, hi+1i |B
#
x,ji+1
), then each of
Mx, M
+
x , and M
#
x is an inverse sequence of metrizable compacta,
(5) for all x ∈ X, limMx = limM
+
x = limM
#
x ,
(6) for all x ∈ X, π−1(x) = limMx, and
(7) if for all i ∈ N, |T
(0)
ji
| ⊂Mji, then π : M → X is surjective.
Proof. For each i ∈ N, put mi = nji . Our choice of metric for I
∞ shows
that,
(†1) for each i ∈ N and x ∈ I
∞, ρ(pmi,∞(x), x) ≤ 2
−mi .
Let u ∈ Mji+1 ⊂ |T |ji+1 ⊂ I
mi+1 . Applying Lemma 5.2(8), there is a
simplex σ of Tji , and a face τ of σ such that p
mi+1
mi (u) ∈ int σ and g
ji+1
ji
(u) ∈
int τ . By Definition 7.3, hi+1i (u) ∈ τ . Hence {h
i+1
i (u), p
mi+1
mi (u)} ⊂ σ. It
follows from this and Lemma 5.2(3,4) that,
(†2) for each i ∈ N and u ∈Mji+1 , ρ(h
i+1
i (u), p
mi+1
mi (u)) <
δji
2 < 2
−mi .
Now let w = (a1, a2, . . . ) ∈ M . Thus, ρ(ai, ai+1) = ρ(h
i+1
i (ai+1), ai+1).
We know that ai+1 ∈Mji+1 . So an application of (†2) gives us,
(†3) for all w = (a1, a2, . . . ) ∈M , ρ(h
i+1
i (ai+1), p
mi+1
mi (ai+1)) < 2
−mi .
If one applies the triangle inequality and uses (†3) and (†1) with x = ai+1,
one gets that ρ(ai, ai+1) = ρ(h
i+1
i (ai+1), ai+1) ≤ ρ(h
i+1
i (ai+1), p
mi+1
mi (ai+1))+
ρ(p
mi+1
mi (ai+1), ai+1) < 2
−mi + 2−mi = 21−mi independently of the choice of
w ∈M . We record this fact:
(†4) Whenever w = (a1, a2, . . . ) ∈M and i ∈ N, one has that ρ(ai, ai+1) <
21−mi .
Thus (ai) is a Cauchy sequence in I
∞, and (πi) is a Cauchy sequence
of maps of M to I∞ whose limit π is a map of M to I∞. But for each i,
ai ∈Mji ⊂ |Tji | ⊂ |Tji | × I
∞
mi
, so an application of Corollary 3.2 yields that
π(M) ⊂ X. We have established (1) and (2).
Let x ∈ X. The first part of (3) comes from Lemma 5.2(7). Let u ∈
B#x,ji+1. Then, it is true that ρ(h
i+1
i (u), pmi,∞(x)) ≤ ρ(h
i+1
i (u), p
mi+1
mi (u)) +
ρ(p
mi+1
mi (u), pmi,∞(x)) = ρ(h
i+1
i (u), p
mi+1
mi (u))+ρ(p
mi+1
mi (u), p
mi+1
mi ◦pmi+1,∞(x)).
In (†2) we recorded that ρ(h
i+1
i (u), p
mi+1
mi (u)) <
δji
2 . But u ∈ B
#
x,ji+1
im-
plies that ρ(u, pmi+1,∞(x)) < ǫji+1 . It follows from Lemma 5.2(1) that
ρ(p
mi+1
mi (u), p
mi+1
mi ◦ pmi+1,∞(x)) < δji . We therefore conclude that h
i+1
i (u) ∈
N(pmi,∞(x), 2δji), so the second part of (3) is substantiated. From (3), both
(4) and (5) follow handily. We must prove (6).
Suppose that (a1, a2, . . . ) ∈ limMx and i ∈ N. Then ai ∈ Bx,ji, so
ρ(ai, pmi,∞(x)) ≤ 2δji . If we apply this, (†1), and Lemma 5.2(3), we conclude
Simplicial Inverse Sequences in Extension Theory 15
that ρ(ai, x) ≤ ρ(ai, pmi,∞(x))+ρ(pmi,∞(x), x) ≤ 2δji+2
−mi < 22−mi+2−mi .
Therefore, π((ai)) = lim(ai) = x, so we have shown that limMx ⊂ π
−1(x).
We have to establish the opposite inclusion.
Suppose that a thread (a1, a2, . . . ) of M lies in π
−1(x). For the next,
make use of (†1), (†4), and Lemma 5.2(2). For all i ∈ N, ρ(ai, pmi,∞(x)) ≤
ρ(ai, x)+ρ(x, pmi ,∞(x)) ≤
∑∞
k=i ρ(ak, ak+1)+2
−mi ≤
∑∞
k=i 2
1−mk +2−mi ≤
2 · 21−mi + 2−mi = 5 · 2−mi < ǫmi . This puts ai ∈ B
#
x,i. So, (a1, a2, . . . ) ∈
limM#x = limMx, as required to complete the proof of (6).
To prove (7), we only need to show that for each x ∈ X, π−1(x) 6= ∅,
and for this we use (6). It is sufficient to demonstrate that for each i ∈ N,
Bx,ji 6= ∅. Lemma 5.2(4) states that meshTji <
δji
2 . So N(pmi,∞(x), 2δji)
has to contain some v ∈ T
(0)
ji
. By hypothesis, v ∈Mji . So Bx,ji 6= ∅. 
More technical facts need to be established.
Lemma 7.9. Let (ji) be an increasing sequence in N and M = (|T
(n)
ji
|, gˆ
ji+1
ji
)
be the adjustment of Z as indicated in Lemma7.4(1). Then for each i < k
in N and x ∈ X,
(1) gˆjkji = gˆ
jk−1
ji
◦ gˆjkjk−1,
(2) gˆjkjk−1 = fˆ
jk
jk−1
◦ ϕ̂jk ,
(3) gˆjkji = gˆ
jk−1
ji
◦ fˆ jkjk−1 ◦ ϕ̂jk ,
(4) gˆjkji (B
+
x,jk
) ⊂ B+x,ji, and
(5) fˆ jkjk−1(Dx,jk) ⊂ B
+
x,jk−1
.
Proof. We get (1)-(3) from (∗5)-(∗7) and (4) from Lemma 7.8(4) when ap-
plying the adjustment M to the inverse sequence M+x . One arrives at (5)
from Lemma 7.2(5), (2), and (4) as applied to gˆjkjk−1. 
Lemma 7.10. Let (|T
(n)
ji
|, hi+1i ) be an adjustment of Z, x ∈ X, and i ∈ N.
Then,
(1) hi+1i (B
+
x,ji+1
) ⊂ B+x,ji, and
(2) hi+1i |B
+
x,ji+1
≃ gˆ
ji+1
ji
|B+x,ji+1 as maps to B
+
x,ji
.
Proof. Lemma 7.8(4) implies (1). By Lemma 7.2(1), B+x,ji = |L
(n)
x,ji
| where
Lx,ji is a subcomplex of Tji . By this, Lemma 7.9(4), the fact that h
i+1
i is a
Tji-modification of gˆ
ji+1
ji
, and Lemma 2.2 we get (2). 
Lemma 7.11. Let (ji) be an increasing sequence in N andM = (|T
(n)
ji
|, gˆ
ji+1
ji
)
be the adjustment of Z as indicated in Lemma7.4(1). Then for each i < k
in N and x ∈ X,
(1) αjk(Dx,jk) ⊂ |L˜
(n+1)
x,jk
|,
(2) ϕjk(|L
(n+1)
x,jk
|) = |L˜
(n+1)
x,jk
|,
(3) gjkji (B
+
x,jk
) ⊂ |L
(n+1)
x,ji
|,
(4) gjkji |B
+
x,jk
: B+x,jk → |L
(n+1)
x,ji
| is homotopic to a constant map, and
(5) in particular if n = ∞, then gjkji |B
+
x,jk
: B+x,jk → B
+
x,ji
is homotopic
to a constant map.
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Proof. We obtain (1) from the triangulation of Dx,jk from Lemma 7.2(1) and
(∗4). Item (2) comes from Lemma 7.2(5) with n replaced by n+ 1. To get
(3), use Lemma 7.9(4), Lemma 7.2(1) and the fact that |L
(n)
x,ji
| ⊂ |L
(n+1)
x,ji
|.
To obtain (4), let us write the map gjkji as a composition. Let t ∈ B
+
x,jk
.
Then gjkji (t) = g
jk−1
ji
◦ f jkjk−1 ◦αjk ◦ ϕ̂jk(t) because of Lemma 7.9(3) and (∗4).
But Lemma 7.2(5) shows that ϕ̂jk(B
+
x,jk
) = Dx,jk = |L˜
(n)
x,jk
| which con-
tracts to a point in |L˜
(n+1)
x,jk
| by (6) of that lemma; so αjk : Dx,jk → |L˜
(n+1)
x,jk
|
is homotopic to a constant map. Now f jkjk−1(|L˜
(n+1)
x,jk
|) ⊂ |L
(n+1)
x,jk−1
| as a result
of applying Lemma 7.9(5) in the case that n is replaced by n + 1. Next
apply Lemma 7.9(3) to complete the argument for (4). The statement (5)
follows when we choose n =∞ in (4). 
Lemma 7.12. Let M = (|T
(n)
ji
|, hi+1i ) be an adjustment of Z, M = limM,
and π :M → X the map of Lemma 7.8(2). Then for each x ∈ X, π−1(x) 6=
∅, i.e., π is surjective.
Proof. Since for each i, |T
(0)
ji
| ⊂ |T
(n)
ji
|, then Lemma 7.8(7) yields that
π−1(x) 6= ∅. 
8. Cell-like Map
Theorem 8.5 is the third and last step in showing how we can obtain
from a given metrizable compactum X, a metrizable compactum Z that is
a substitute for X in the sense of extension theory, where the replacement
Z is rich in the (useful) properties seen in Lemma 5.2.
Definition 8.1. A compact metrizable space is said to have trivial shape
(or is called cell-like) if it has the shape of a point [MS]. Such a space
always has to be a nonempty continuum.
Lemma 8.2. Let X = (Xi, h
i+1
i ) be an inverse sequence of metrizable com-
pacta and X = limX. Then X has trivial shape if for each i ∈ N, there
exists j > i such that hji : Xj → Xi is null homotopic. 
Definition 8.3. A proper map of one space to another whose fibers are
cell-like will be called a cell-like map.
One should note that cell-like maps have to be surjective. Since every
finite-dimensional metrizable compactum embeds in some Rn, then one can
use Corollary 5A, p. 145 of [Da], to justify the next fact.3
Lemma 8.4. If X is a finite-dimensional cell-like space, then there exists
n ∈ N so that X can be embedded in Rn as a cellular subset. 
Theorem 8.5. Let X be a nonempty metrizable compactum, Z = (|Ti|, g
i+1
i )
an induced inverse sequence for X, and Z = limZ. Then the map π : Z → X
of Lemma 7.8(2) under the trivial adjustment is a cell-like map from the
metrizable compactum Z = limZ. Moreover,
(∗) for each CW-complex K0 with XτK0, ZτK0.
3This particular property of cell-like continua plays no role herein.
Simplicial Inverse Sequences in Extension Theory 17
Proof. By Definition 7.6, Z = (|Ti|, g
i+1
i ) is the trivial adjustment of Z. By
Lemma 7.12, π is surjective. Fix x ∈ X. From Lemma 7.8(5,6), π−1(x) =
limM+x . In this case, M
+
x = (B
+
x,i, g
i+1
i |B
+
x,i+1). By Lemma 7.11(5), every
bonding map gi+1i |B
+
x,i+1 : B
+
x,i+1 → B
+
x,i in M
+
x is homotopic to a constant
map. So Lemma 8.2 may be used to complete the proof that π is cell-like.
Apply Theorem 6.1 to obtain (∗). 
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