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Linear Monotone Subspaes
of Loally Convex Spaes
M.D. Voisei and C. Z linesu
Abstrat
The main fous of this paper is to study multi-valued linear monotone operators in
the ontexts of loally onvex spaes via the use of their Fitzpatrik and Penot fun-
tions. Notions suh as maximal monotoniity, uniqueness, negative-inmum, and (dual-)
representability are studied and riteria are provided.
1 Preliminaries
Motivated by the fats that, besides the subdierentials, single-valued linear maximal mono-
tone operators enjoy a set of stronger monotoniity properties and belong to most of the
speial lasses of maximal monotone operators introdued in the non-reexive Banah spae
settings the linear monotone subspaes of a non-reexive Banah spae made the objet of
extensive studies in [1, 2, 18, 3℄.
It is also hoped that a linear maximal monotone would be a part of a ounter-example to
the elebrated Rokafellar Conjeture (see e.g. [5℄), that is why, a thorough study of linear
monotone operators ould help aomplish that goal.
The vast majority of the results onerning monotone operators are stated in the ontext
of Banah spaes with a few exeptions (see e.g. [6, 8℄). In the ontext of non-reexive Banah
spaes it is natural to use topologies ompatible with the simple duality (X ×X∗,X∗ ×X)
instead of the strong topologies. This leads to the ontext of loally onvex spaes under
whih, fortunately, many of the results stated in Banah spaes for monotone operators still
hold.
Our goal in this paper is twofold: - to extend and add to the known results onerning
maximal monotone multi-valued operators in the ontext of loally onvex spaes and - to
provide general riteria for various lasses of linear monotone operators while performing a
omparison of the main types of linear maximal monotone operators through examples and
ounter-examples.
It is interesting to mention that in a loally onvex spae ontext, urrently, there are two
haraterization of maximal monotoniity of a general operator:
• (Fitzpatrik [8, Theorem 3.8℄) Let X be a loally onvex spae and T : X ⇒ X∗ be
monotone. Then T is maximal monotone i ϕT (x, x
∗) = sup{x∗(y)+y∗(x−y) | (y, y∗) ∈
gphT} > x∗(x), for every (x, x∗) ∈ X ×X∗ \ gphT .
• (Voisei & Z linesu [31, Theorem 1℄) Let X be a loally onvex spae and T : X ⇒ X∗.
Then T is maximal monotone i T is representable and T is NI in X ×X∗.
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Here, we provide another haraterization for the maximality of a monotone operator in terms
of uniqueness, namely
• Let X be a loally onvex spae and T : X ⇒ X∗ be monotone. Then T is maximal
monotone i T is unique and dual-representable (see Theorem 6 below).
The plan of the paper is as follows. In the seond setion the main notions and notation
together with the most representative results onerning these notions are presented. Setion
3 studies general monotone operator properties suh as uniqueness, NI type, graph-onvexity,
(dual-)representability, and maximal monotoniity. Setion 4 deals with skew linear monotone
operators. In Setion 5 the main types of linear monotone subsets are studied and riteria are
provided.
2 Main notions and notations
For a loally onvex spae (E,µ) and A ⊂ E, we denote by convA the onvex hull of A,
aff A the ane hull of A,  linA the linear hull of A, clµA the µ−losure of A, Ai the
algebrai interior of A,  iA the relative algebrai interior of A with respet to aff A, while
icA := iA if aff A is µ−losed and icA := ∅ otherwise, is the relative algebrai interior of A
with respet to clµ(aff A). In the sequel when the topology is impliitly understood we avoid
the use of the µ−notation. A subset A is a one if R+A = A while A is a double-one if
RA = A.
For f, g : E → R := R ∪ {−∞,+∞} we set [f ≤ g] := {x ∈ E | f(x) ≤ g(x)}; the sets
[f = g], [f < g] and [f > g] are dened similarly.
Throughout this paper, if not otherwise expliitly mentioned, (X, τ) is a non trivial (that
is, X 6= {0}) separated loally onvex spae, X∗ is its topologial dual endowed with the weak-
star topology w∗, the topologial dual of (X∗, w∗) is identied with X, and the weak topology
on X is denoted by w. The duality produt of X×X∗ is denoted by 〈x, x∗〉 := x∗(x) =: c(x, x∗)
for x ∈ X, x∗ ∈ X∗.
To an operator (or multifuntion) T : X ⇒ X∗ we assoiate its graph: gphT = {(x, x∗) ∈
X × X∗ | x∗ ∈ T (x)}, inverse: T−1 : X∗ ⇒ X, gphT−1 = {(x∗, x) | (x, x∗) ∈ gphT},
domain: domT := {x ∈ X | T (x) 6= ∅} = PrX(T ), and range: ImT := {x∗ ∈ X∗ | x∗ ∈
T (x) for some x ∈ X} = PrX∗(T ). Here PrX and PrX∗ are the projetions of X ×X∗ onto
X and X∗, respetively. When no onfusion an our, T will be identied with gphT .
On X, we onsider the following lasses of funtions and operators:
Λ(X) the lass formed by proper onvex funtions f : X → R. Reall that f is proper if
dom f := {x ∈ X | f(x) <∞} is nonempty and f does not take the value −∞,
Γτ (X) the lass of funtions f ∈ Λ(X) that are τlower semiontinuous (τls for short);
when the topology is impliitly understood we use the notation Γ(X),
M(X) the lass of monotone operators T : X ⇒ X∗. Reall that T : X ⇒ X∗ is monotone if
〈x1 − x2, x∗1 − x∗2〉 ≥ 0, for all x∗1 ∈ Tx1, x∗2 ∈ Tx2.
M(X) the lass of maximal monotone operators T : X ⇒ X∗. The maximality is understood
in the sense of graph inlusion as subsets of X ×X∗.
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Notions assoiated to a proper funtion f : X → R:
epi f := {(x, t) ∈ X × R | f(x) ≤ t} is the epigraph of f ,
conv f : X → R, the onvex hull of f , is the greatest onvex funtion majorized by f , (conv f)(x) :=
inf{t ∈ R | (x, t) ∈ conv(epi f)} for x ∈ X,
clτ conv f : X → R, the τ−ls onvex hull of f , is the greatest τls onvex funtion majorized
by f , (clτ conv f)(x) := inf{t ∈ R | (x, t) ∈ clτ (conv epi f)} for x ∈ X,
f∗ : X∗ → R is the onvex onjugate of f : X → R with respet to the dual system (X,X∗),
f∗(x∗) := sup{〈x, x∗〉 − f(x) | x ∈ X} for x∗ ∈ X∗.
∂f(x) is the subdierential of f at x ∈ X; ∂f(x) := {x∗ ∈ X∗ | 〈x′ − x, x∗〉 + f(x) ≤
f(x′), ∀x′ ∈ X} for x ∈ X (it is lear that ∂f(x) := ∅ for x 6∈ dom f ). Reall that
NC = ∂ιC is the normal one of C, where ιC is the indiator funtion of C ⊂ X dened
by ιC(x) := 0 for x ∈ C and ιC(x) :=∞ for x ∈ X \ C.
Let Z := X ×X∗. It is known that (Z, τ × w∗)∗ = Z via the oupling
z · z′ := 〈x, x′∗〉+ 〈x′, x∗〉 , for z = (x, x∗), z′ = (x′, x′∗) ∈ Z.
For a proper funtion f : Z → R all the above notions are dened similarly. In addition, with
respet to the natural dual system (Z,Z) indued by the previous oupling, the onjugate of
f is given by
f : Z → R, f(z) = sup{z · z′ − f(z′) | z′ ∈ Z},
and by the bionjugate formula, f = clτ×w∗ conv f whenever f

(or clτ×w∗ conv f ) is proper.
To a multifuntion T : X ⇒ X∗ we assoiate the following funtions: cT : Z → R,
cT := c + ιT , ψT : Z → R, ψT := cl τ×w∗ conv cT is the Penot funtion of T , ϕT : Z → R,
ϕT := c

T = ψ

T is the Fitzpatrik funtion of T .
From the denition of ϕT one has (as observed in [28, Proposition 2℄)
T ⊂ (domT ×X∗) ∪ (X × Im T ) ⊂ [ϕT ≥ c]. (1)
Moreover, as observed in several plaes (see e.g. [14, 15, 26, 28, 29, 31℄),
T ∈ M(X)⇐⇒ conv cT ≥ c⇐⇒ ψT ≥ c⇐⇒ T ⊂ [ϕT = c]⇐⇒ T ⊂ [ϕT ≤ c], (2)
T ∈ M(X)⇒ T ⊂ [ψT = c] ⊂ [ϕT = c], (3)
and
T ∈M(X)⇐⇒ T = [ϕT ≤ c]⇐⇒
[
ϕT ≥ c and T = [ϕT = c]
]
. (4)
To the equivalenes in (4) we add the following
T ∈M(X)⇔ T ∈ M(X), [ϕT ≤ c] ⊂ T. (5)
While, from the last equivalene in (4), the diret impliation is obvious, for the onverse
impliation we have, by (1), that [ϕT ≤ c] ⊂ T ⊂ [ϕT ≥ c]; whene ϕT ≥ c and [ϕT = c] ⊂ T .
Sine T is monotone, by (3), we get T = [ϕT = c] and so, from (4), T ∈M(X).
Note that ondition T ∈ M(X) is not superuous in (5). Take for example the non-
monotone T = {(x, y) ∈ R2 | xy ≥ 0} for whih [ϕT ≤ c] = {(0, 0)} ⊂ T .
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The preeding relations suggest the introdution of the following lasses of funtions:
F := F(Z) := {f ∈ Λ(Z) | f ≥ c},
R := R(Z) := Γτ×w∗(Z) ∩ F(Z),
D := D(Z) := {f ∈ R(Z) | f ≥ c}.
It is known that [f = c] ∈ M(X), for every f ∈ F(Z) (see e.g. [15℄).
We onsider the following lasses of multifuntions T : X ⇒ X∗:
• T is representable in Z if T = [f = c], for some f ∈ R; in this ase f is alled a
representative of T . We denote by RT the lass of representatives of T .
• T is dual-representable if T = [f = c], for some f ∈ D; in this ase f is alled a
drepresentative of T . We denote by DT the lass of d-representatives of T .
• T is of negative inmum type in Z (NI for short) if ϕT ≥ c in Z. Note that in the ase
X is a Banah spae, this notion is a weaker form relative to X∗ ×X∗∗ of the original
version introdued by Simons [22℄ in the sense that T is NI in the sense of Simons means
that T is maximal monotone in X×X∗ and T−1 is NI in X∗×X∗∗ in the present sense.
However, if T−1 is NI in X∗×X∗∗ in the present sense, then T is NI in X ×X∗. In this
form this notion was rst onsidered in [29, Remark 3.5℄.
• T is unique in Z if T is monotone and admits a unique maximal monotone extension in
Z. In the ontext of Banah spaes in [14℄ the preeding notion was onsidered under
the name of pre-maximal monotone operator. Previously, the uniqueness notion was
used in [10, 21, 1℄; T is unique in their sense of i T−1 (as a subset of X∗ × X∗∗) is
unique in X∗ ×X∗∗ in the present sense.
Fitzpatrik proved in [8, Theorem 2.4℄ that
f ∈ F =⇒ [f = c] ⊂ [f = c], (6)
from whih, it follows that
[f = c] = [f = c] ∀f ∈ D. (7)
As observed in [29, Remark 3.6℄ (see also [31℄), if f ∈ RT , that is, T is representable with f
a representative of T , then we have
ϕT ≤ f ≤ ψT , ϕT ≤ f ≤ ψT . (8)
Hene, if T ∈M(X) and f ∈ RT then f ∈ DT . Moreover,
(
f ∈ R, T ⊂ [f = c]) =⇒ (f ≤ ψT , [ψT = c] ⊂ [f = c]
)
. (9)
Indeed, T ⊂ [f = c] imply f ≤ cT , whene, beause f ∈ R, f ≤ ψT ; therefore [ψT = c] ⊂ [f =
c].
In partiular, (9) shows that [ψT = c] is the smallest representable extension of T ∈ M(X)
in the sense of graph inlusion and so [ψT = c] =
⋂{M | T ⊂M, M representable}.
Remark 1 For a Banah spae X with topologial dual X∗, both endowed with their strong
topology denoted by s, there have been onsidered three dierent notions of representability
of a monotone operator T : X ⇒ X∗:
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• the one above (rst introdued in [26℄) that will be used throughout this artile,
• Martinez-LegazSvaiter (MLS) representability. In [14℄ one says that T is representable
if there exists an s × s−ls onvex funtion h : X × X∗ → R suh that h ≥ c and
T = [h = c]. Note that these two types of representability oinide if X is reexive but
they are dierent in the non-reexive ase. Indeed, onsider E a non-reexive Banah
spae, X := E∗ and S := {0} × E ⊂ X × X∗ (here E is identied with its image by
the anonial injetion of E into E∗∗ = X∗). Clearly S is a skew strongly losed linear
spae in X × X∗, and S = [ιS = c] whih makes S MLS-representable. However S
is not representable in our sense beause its Penot funtion in X ×X∗, namely, ψS =
cls×w∗ ιS = ι{0}×X∗ 6= cls×s ιS = ι{0}×E and so [ψS = c] = {0} ×X∗ = cls×w∗ S % S.
• Borwein representability involves no topology (see [5, Setion 2.2℄) or the strong topology
on X×X∗ (see [4, page 3918℄) and the equality T = [h = c] in the MLS-representability
is replaed by the inlusion T ⊂ [h = c] for an s×s−ls onvex funtion h : X×X∗ → R
with h ≥ c. While it is lear that Borwein representability of a monotone operator is
dierent from the other two, in the ase of a maximal monotone operator Borwein's
representability oinides with the MLS-representability.
3 Types of monotone operators
The next haraterizations of representability and maximality were stated in the ontext of
Banah spaes but their arguments work in a loally onvex settings (see also [31, Theorem
1℄).
Theorem 1 ([26, Ths. 2.2, 2.3℄)
(i) T is representable i T ∈ M(X) and T = [ψT = c], that is, ψT is a representative of
T (or ψT ∈ RT ),
(ii) T is maximal monotone i T is representable and T is of negative inmum type, that
is, ϕT is a (d)representative of T (or ϕT ∈ RT , or ϕT ∈ DT ).
It is important to notie that, in the ontext of non-reexive Banah spaes, the pre-
vious haraterization of maximality fails if our representability is replaed by the MLS-
representability. Indeed, letX be a non-reexive Banah spae and S = {0}×X ( {0}×X∗∗ ⊂
Z∗. As previously seen in Remark 1, S is MLS-representable sine ιS is strongly ls onvex,
ιS ≥ c, and S = [ιS = c], while S is NI in Z∗ beause ϕS(x∗, x∗∗) = ∞ for x∗∗ 6= 0 and
ϕS(x
∗, 0) = 0 for x∗ ∈ X∗, and learly S is not maximal monotone in Z∗.
As in [14℄ (for X a Banah spae and with a dierent notation), for a subset A of Z we
set
A+ := [ϕA ≤ c] = {z ∈ Z | c(z − w) ≥ 0, ∀w ∈ A},
the set of all z ∈ Z that are monotonially related to (m.r.t. for short) A and A++ := (A+)+.
Note that ∅+ = Z, Z+ = ∅, A ⊂ B ⊂ Z implies B+ ⊂ A+ and (∪i∈IAi)+ = ∩i∈IA+i for any
family (Ai)i∈I of subsets of Z. Moreover, for A ⊂ Z one has:
A ∈ M(X)⇔ A ⊂ A+, A ∈M(X)⇔ A = A+. (10)
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For T ∈ M(X) we have
T+ =
⋃{M |M ∈M(X), T ⊂M}, (11)
and so
T++ =
⋂{M |M ∈M(X), T ⊂M}. (12)
In partiular, for T ∈ M(X) we have that T++ ∈ M(X) and T ⊂ T++ ⊂ T+. Moreover,
from (11) it is easily notied that T ∈ M(X) is unique i T+ is maximal monotone.
Note that the above mentioned properties of T+ an also be found in [14℄.
Lemma 2 (i) For every A ⊂ Z we have ψA ≥ ϕA+ in Z.
(ii) If T ∈ M(X) then T+ is NI, that is ϕT+ ≥ c in Z.
Proof. (i) Notie that A ⊂ A++ = [ϕA+ ≤ c] for every A ⊂ Z. Hene ϕA+ ≤ cA and so
ϕA+ ≤ ψA in Z sine ϕA+ is onvex and w ×w∗−ls.
(ii) Let M ⊂ Z be a maximal monotone extension of T . Then M ⊂ T+, and so ϕT+ ≥
ϕM ≥ c in Z.
For uniqueness one has the following haraterizations (see also Proposition 33 below for
double-ones); these haraterizations an also be found in [14, Proposition 36℄), [21, Theorem
19℄, and [1, Fat 2.6℄.
Proposition 3 Let T ∈ M(X). TFAE:
(i) T is unique,
(ii) T+ is monotone,
(iii) T+ is maximal monotone,
(iv) T+ = T++,
(v) T++ is maximal monotone.
In this ase the unique maximal monotone extension of T is T+ = T++.
Proof. Note that (i) ⇒ (iii) is true beause of (11), (iii) ⇒ (ii) is obvious, while (iii) ⇔ (iv)
and (iv) ⇒ (v) follow from the seond part of (10). The impliation (ii) ⇒ (iv) holds sine
whenever T+ is monotone we have, by the rst part in (10), that T+ ⊂ T++; the reversed
inlusion being true beause T is monotone. To omplete the proof it sues to show (v) ⇒
(i). To this end we see from (12) that if T++ is maximal monotone then T++ is the unique
maximal monotone extension of T .
As it would be expeted from Theorem 1, the following haraterization theorem shows
that the NI ondition for T ∈ M(X) is atually equivalent to the maximality of [ψT = c]
whih is the minimal representable operator that ontains T .
Proposition 4 Let T ∈ M(X). Then
(i) ϕT = ϕ[ψT=c] and ψT = ψ[ψT=c]; in partiular T
+ = [ψT = c]
+
.
(ii) T is NI i [ψT = c] is NI i [ψT = c] is maximal monotone i T has a unique
representable extension.
(iii) If T is NI then T is unique and
T+ = [ψT = c] = [ϕT = c] = [ϕT ≤ c]
is the unique representable extension and the unique maximal monotone extension of T .
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Proof. Set R := [ψT = c] the smallest representable extension of T ∈ M(X).
(i) From (3), we see that T ⊂ R, and so ϕT ≤ ϕR. Conversely, by the Fenhel inequality,
for all z, w ∈ Z
ϕT (z) ≥ z · w − ψT (w).
Pass to supremum over w ∈ R to nd ϕT (z) ≥ ϕR(z) for every z ∈ Z. The other relation is
obtained by onjugation.
(ii) Aording to (i) and from Theorem 1 (ii) applied for R we get that R is maximal
monotone i R is NI i T is NI.
Assume now that R is maximal monotone and h ∈ R is suh that T ⊂ [h = c]. By (9) we
have R ⊂ [h = c]. Beause R is maximal monotone and [h = c] is monotone we obtain that
R = [h = c], and so R is the unique representable extension of T . Conversely, assume that
T has a unique representable extension. Sine any maximal monotone extension of T is also
representable it follows that R is maximal monotone and the unique representable extension
of T .
(iii) Assume that T is NI. Hene T+ = [ϕT ≤ c] = [ϕT = c]. By (ii) R is the unique
representable extension of T ; in partiular R is the unique maximal monotone extension of T ,
and so, aording to Proposition 3, R = T+.
Reently in [3, Theorem 4.2℄ it is proved, in the ontext of a Banah spae, that a max-
imal monotone operator with a onvex graph is in fat ane. This result holds in loally
onvex spaes as a onsequene of the broader fat that the ane hull of a monotone onvex
multifuntion remains monotone.
Proposition 5 Let T ⊂ X ×X∗. TFAE:
(i) cT is onvex,
(ii) T is monotone and onvex.
In this ase aff T is monotone and T ⊂ aff T ⊂ T+. In partiular, if T is maximal
monotone and onvex then T is ane.
Proof. (i) ⇒ (ii) Sine cT is onvex so is dom cT = T , while cT ≥ c and T = [cT = c] show
that T is monotone.
(ii) ⇒ (i) For all λ ∈ [0, 1] and z, z′ ∈ T = dom cT we have λz + (1 − λ)z′ ∈ T sine T is
onvex and
cT (λz + (1− λ)z′)− λcT (z)− (1− λ)cT (z′) = −λ(1− λ)c(z − z′) ≤ 0,
beause T is monotone. Hene cT is onvex.
Assume that T is nonempty, onvex and monotone. Beause (T − z)+ = T+− z for every
z ∈ Z, we may (and do) assume that 0 ∈ T . In this ase aff T = R+T−R+T sine R+T−R+T
is linear.
Let z, z′ ∈ T , α,α′ ∈ R+. For α+ α′ 6= 0 we have αα+α′ z, α
′
α+α′ z
′ ∈ T beause T is onvex
and 0 ∈ T . Sine T is monotone we get
c(αz − α′z′) = (α+ α′)2c( α
α+ α′
z − α
′
α+ α′
z′
) ≥ 0,
and this implies that aff T is monotone.
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To prove that aff T ⊂ T+ rst note that [1,∞)T+ ⊂ T+. Indeed for z ∈ T+, t ≥ 1,
and an arbitrary u ∈ T we have t−1u ∈ T sine T is onvex and 0 ∈ T . Consequently, the
monotoniity of T provides us with
c(tz − u) = t2c(z − t−1u) ≥ 0,
that is, tz ∈ T+ for all z ∈ T+ and t ≥ 1.
Reall that (see (10)) T monotone is equivalent to T ⊂ T+, from whih [1,∞)T ⊂
[1,∞)T+ ⊂ T+. Sine by the onvexity of T , [0, 1]T = T , we obtain R+T ⊂ T+.
It is time to show that aff T = R+T − R+T ⊂ T+. Indeed, let α,α′ ≥ 0 and z, z′ ∈ T .
Again, for arbitrary u ∈ T we have
c(αz − α′z′ − u) = (1 + α′)2c( α
′
1 + α′
z′ +
1
1 + α′
u− α
1 + α′
z
) ≥ 0,
beause
α′
1+α′ z
′ + 11+α′u ∈ T and α1+α′ z ∈ R+T ⊂ T+, hene αz − α′z′ ∈ T+.
If, in addition, T is maximal monotone then either from aff T monotone or from T = T+ =
aff T we get that T is ane.
Remark 2 For T monotone and onvex the sets aff T and T+ an be very dierent. For
example, take T := {(0, 0)} ⊂ R × R. Then aff T = {(0, 0)} while T+ overs quadrants I and
III.
Also, we annot expet T+ to be onvex or a one. Take T := {(x, 0) | 0 ≤ x ≤ 1} ⊂ R×R.
Then T+ = {(x, y) | x ≤ 0, y ≤ 0} ∪ T ∪ {(x, y) | x ≥ 1, y ≥ 0} is neither a one nor onvex
sine for example (1, 1), (0, 0) ∈ T+ and (1/2, 1/2) 6∈ T+.
However it is easily heked that T+ is a (double-)one whenever T is a (double-)one.
It is lear that every maximal monotone operator is dual-representable with its Fitzpatrik
or Penot funtions as (d-)representatives. The onverse of the previous fat is urrently an
open problem. In reexive spaes dual-representable operators are maximal monotone (see e.g.
[7, Th. 3.1℄). Under the uniqueness property dual-representable operators beome maximal
even in loally onvex spaes.
Theorem 6 The operator T : X ⇒ X∗ is maximal monotone i T is dual-representable and
unique.
Proof. While the diret impliation is lear (see e.g. Theorem 1 (ii)), for the onverse let T
be unique and dual-representable with a d-representative h. From (8) we have that ϕT ≤ h.
For the maximality of T it sues to prove that T is NI or T+ = [ϕT ≤ c] ⊂ [ϕT = c].
Assume by ontradition that there exists z0 ∈ T+ \ [ϕT = c] = [ϕT < c]. Then
domh ⊂ {z0}+ = {z ∈ Z | c(z − z0) ≥ 0}. (13)
Indeed, if there is a z ∈ domh (⊂ domϕT ) suh that c(z − z0) < 0 then z 6∈ T+ sine T+
is monotone and z0 ∈ T+. This implies that z ∈ [ϕT > c] ∩ domϕT . From the ontinuity
of ϕT − c on the segment [z, z0] := {tz + (1 − t)z0 | 0 ≤ t ≤ 1} there exists t ∈ (0, 1) suh
that w := tz + (1 − t)z0 ∈ [ϕT = c] ⊂ T+. It follows that c(w − z0) = t2c(z − z0) < 0. This
ontradits the monotoniity of T+. Therefore (13) holds.
The inlusion in (13) yields that
h(z) ≥ c(z) − c(z − z0) = z · z0 − c(z0) ∀z ∈ Z, (14)
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or c(z0) ≥ z · z0 − h(z), for every z ∈ Z. After passing to supremum over z ∈ Z we nd that
z0 ∈ [h = c] = T ⊂ [ϕT = c]. This is in ontradition with the hoie of z0. Hene T is NI
and onsequently maximal monotone.
Corollary 7 The monotone operator T : X ⇒ X∗ admits a unique dual-representable exten-
sion i T admits a unique maximal monotone extension.
Proof. The diret impliation is plain sine every maximal monotone operator is dual-
representable. For the onverse impliation let h ∈ D be suh that T ⊂ [h = c] =: D. Sine T
is unique, so is D, hene, aording to Theorem 6, D is maximal monotone. Therefore D is
the unique maximal monotone and dual-representable extension of T .
Remark 3 Note that a unique and non-maximal monotone operator is not dual-representable
while a representable and non-maximal monotone operator is not of NI type. Therefore a
unique representable non-maximal monotone operator is neither NI nor dual-representable.
In view of Theorem 6 a path to a proof of the Rokafellar Conjeture is provided by the
following result.
Corollary 8 Let X,Y be Banah spaes, A : X → Y a ontinuous linear operator, M ∈
M(X) and N ∈M(Y ) with 0 ∈ ic(conv(domN −A(domM))). Then M +A⊤NA is maximal
monotone i M +A⊤NA is unique. Here A⊤ : Y ∗ → X∗ stands for the adjoint of A.
Proof. As seen in [31, Remark 1℄ the mentioned qualiation onstraint ensures the dual
representability of M +A⊤NA, a d-representative for it being given by
h(x, x∗) = min
{
f(x, x∗ −A⊤y∗) + g(Ax, y∗) | y∗ ∈ Y ∗}, ∀(x, x∗) ∈ X ×X∗,
where f ∈ RM , g ∈ RN . The stated equivalene follows diretly from Theorem 6.
Proposition 9 Let T be a monotone operator. Then T is unique and not of NI type i
domϕT is monotone and [ϕT = c] ( domϕT . In this ase [ψT = c] is unique representable
and neither NI nor dual representable and domϕT is ane and the unique maximal monotone
extension of both T and [ψT = c].
Proof. For the diret impliation, sine T is not of NI type the set [ϕT < c] is non-empty;
hene [ϕT = c] 6= domϕT . Let z0 ∈ [ϕT < c], z ∈ domϕT and zt = (1− t)z0+ tz for 0 ≤ t ≤ 1.
The funtion [0, 1] ∋ t→ (ϕT − c)(zt) is ontinuous and limt↓0(ϕT − c)(zt) = (ϕT − c)(z0) < 0.
This shows that for every z ∈ domϕT there is δ ∈ (0, 1] suh that (1 − t)z0 + tz ∈ [ϕT ≤ c]
for every t ∈ [0, δ].
Therefore, for z1, z2 ∈ domϕT there is λ ∈ (0, 1) suh that (1−λ)z0+λz1, (1−λ)z0+λz2 ∈
[ϕT ≤ c]. This yields that c(z1 − z2) ≥ 0, sine T is unique or equivalently T+ = [ϕT ≤ c]
is (maximal) monotone. We proved that domϕT is monotone. But T
+ ⊂ domϕT and T+
is maximal monotone. Hene T+ = domϕT is maximal monotone with a onvex graph thus
ane (see e.g. [3, Theorem 4.2℄ or Proposition 5).
Conversely, whenever domϕT is monotone we get, as above, that T
+ = domϕT is the
unique maximal monotone extension of T and ϕT (z) ≤ c(z) for every z ∈ domϕT . Together
with [ϕT = c] ( domϕT this shows that [ϕT < c] 6= ∅, i.e., T is not NI.
The remaining onlusions follow from Remark 3.
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Corollary 10 Let T ⊂ Z be monotone. Then domϕT is monotone i domϕT is maximal
monotone. In this ase T is unique and domϕT is the unique maximal monotone extension
of T .
Remark 4 Sine every unique non-NI operator has its unique maximal monotone extension
an ane operator it is natural to searh for suh an objet in the lass of linear monotone
operators (see Example 19 below).
A monotone operator T is not of NI type i T is not unique or T is unique but not NI.
This allows us to haraterize the NI operator lass.
Proposition 11 Let T ⊂ Z be monotone. Then T is NI i either [ϕT ≤ c] is monotone and
domϕT is non-monotone or [ϕT = c] = domϕT .
Proof. If T is NI then T is unique, i.e., T+ = [ϕT ≤ c] is monotone. If domϕT is non-
monotone then we are done while if domϕT is monotone then as previously seen [ϕT ≤ c] =
[ϕT = c] = domϕT .
For the onverse impliation, notie that in both ases T is unique. The onlusion follows
immediately using Proposition 9.
Remark 5 For a monotone operator T ⊂ Z, the ondition [ϕT = c] = domϕT is equivalent to
ϕT = cM , for some ane maximal monotone setM ⊂ Z. In this aseM = [ϕT = c] = domϕT
is the unique maximal monotone extension of T .
In terms of its Fitzpatrik and Penot funtions a monotone operator T is maximal mono-
tone i T = [ψT = c] and either [ϕT ≤ c] is monotone and domϕT is non-monotone or
[ϕT = c] = domϕT .
Setions 4, 5 below deal with strengthening these results in the (skew-) linear ases.
4 Skew double-ones and skew linear subspaes
As in the previous setion, in this setion X denotes a separated loally onvex spae if not
otherwise expliitly speied. A subset A of Z = X×X∗ is alled non-negative if c(z) ≥ 0, for
every z ∈ A and skew if c(z) = 0, for every z ∈ A. Our main goal in this setion is to study
skew linear subspaes and skew double-ones of Z via their Fitzpatrik and Penot funtions.
An important example of monotone operator (multifuntion) is provided by non-negative
linear subspaes L ⊂ Z = X ×X∗, that is, L is a linear spae with c(z) ≥ 0 for every z ∈ L
(one obtains immediately that L is monotone) and its partiular ase formed by skew linear
subspaes of Z.
For A ⊂ Z we set
−A := {(x, x∗) ∈ Z | (x,−x∗) ∈ A},
A⊥ := {z′ ∈ Z | 〈z, z′〉 = 0, ∀z ∈ A},
and
A0 := {z ∈ A⊥ | c(z) = 0} = A⊥ ∩ [c = 0]. (15)
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It is obvious that A⊥ = (clw×w∗(linA))
⊥
, A⊥⊥ = clw×w∗(linA), A
⊥
is a w×w∗−losed linear
subspae of Z, A0 is a double-one, and linA = aff A = convA whenever A is a double-one.
Reall that w denotes the weak topology on X and w∗ denotes the weak-star topology on X∗.
Also, note that A ⊂ A⊥ implies that A is skew.
Proposition 12 Let D ⊂ Z be a skew double-one. Then
(i) ϕD = ιD⊥ and ψD = ιclw×w∗ (linD);
(ii) z is m.r.t. D i z ∈ D⊥ and c(z) ≥ 0, or equivalently
D+ = [ϕD ≤ c] = {z ∈ D⊥ | c(z) ≥ 0}; (16)
(iii) [ψD = c] = {z ∈ clw×w∗(linD)) | c(z) = 0} = (D⊥)0;
Proof. (i) Sine D is a skew double-one we have
ϕD(z) = sup{z · z′ − c(z′) | z′ ∈ D} = sup{z · z′ | z′ ∈ D} = ιD⊥ .
Assertions (ii) and (iii) follow from the expressions of ϕD and ψD in (i) and (15).
In the next result we provide a haraterization of skew monotone double-ones.
Proposition 13 Let D ⊂ Z be a double-one. TFAE: (a) D is skew and monotone, (b) c(z+
z′) = 0 for all z, z′ ∈ D, () D ⊂ D⊥, (d) linD is a skew linear spae, (e) clw×w∗(linD) is a
skew linear spae.
In partiular a linear subspae S ⊂ Z is skew i S ⊂ S⊥; moreover clw×w∗ S is skew, for
every skew linear subspae S ⊂ Z.
Proof. Set L := clw×w∗(linD); of ourse, L is a linear subspae. The impliations (e) ⇒
(d) ⇒ (b) ⇒ (a) are obvious.
(a) ⇒ (b) Beause D is skew and monotone, by Proposition 12 we have ιL = ψD ≥ c;
hene c(z) ≤ 0 for every z ∈ L. Take z, z′ ∈ D ⊂ L; it follows that z + z′ ∈ L, and so
c(z+ z′) = c(z)+ z · z′+ c(z′) = z · z′ ≤ 0. Sine −z ∈ D we get z · z′ = 0, and so c(z+ z′) = 0.
(b) ⇒ () In the proof of (a) ⇒ (b) we obtained that z · z′ = 0 for all z, z′ ∈ D, and so
D ⊂ D⊥.
() ⇒ (b) We have that z · z′ = 0 for all z, z′ ∈ D. Taking z′ = z we get c(z) = 0 for
z ∈ D. Then c(z + z′) = c(z) + z · z′ + c(z′) = z · z′ = 0 for all z, z′ ∈ D.
(b)⇒ (e). Sine D is a double-one, from (b)⇒ (a) we have that D and −D are skew and
monotone. As in the proof of (a) ⇒ (b) we obtain that c(z) ≤ 0 for all z ∈ L and c(z′) ≤ 0
for all z′ ∈ −L; therefore, c(z) = 0 for every z ∈ L, that is, L is skew. The proof is omplete.
Corollary 14 Let D ⊂ Z be a skew monotone double-one. Then L := clw×w∗(linD) is a
skew w×w∗losed linear spae, ψD = ψL = ιL, ϕD = ϕL = ιL⊥ and [ψD = c] = domψD = L.
In partiular, D is representable i D = L, that is, D is linear and w × w∗losed.
Proof. Beause D⊥ = L⊥, using Proposition 12 (i) we obtain that ψD = ψL = ιL and
ϕD = ϕL = ιL⊥ . Moreover, by Proposition 13 we have that L is a skew linear spae. It follows
that L ⊂ [ψL = c] = [ψD = c] ⊂ domψD = domψL = L. Hene L = [ψL = c], and so L is
representable. If D is representable then D = [ψD = c] = L. The onlusion follows.
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An immediate onsequene of the previous result is that the ane hull of a skew monotone
double-one remains skew (and impliitly monotone). In setion 5 we will see that there exists
a monotone double-one whose ane hull is not monotone. Moreover, Proposition 13 and
Corollary 14 show that when dealing with skew monotone double-ones, we may assume
without loss of generality that they are linear spaes, even w × w∗losed linear spaes. For
this reason in the sequel, in this setion, we work only with skew linear spaes.
Proposition 15 Let S ⊂ Z be a skew linear spae. TFAE: (a) S is NI, (b) clw×w∗ S is NI,
() clw×w∗ S is maximal monotone, (d) S has a unique representable extension, (e) −S⊥ is
monotone.
In this ase
clw×w∗S = [ψS = c] = [ϕS ≤ c] = [ϕS = c] = {z ∈ S⊥ | c(z) = 0} = S0, (17)
S, −S, − clw×w∗ S are unique in Z, clw×w∗ S is the unique maximal monotone extension
and the unique representable extension of S in Z, and −S⊥ is the unique maximal monotone
extension, as well as the unique dual-representable extension of −S and of − clw×w∗ S in Z.
Proof. By Corollary 14 we have that L := cl w×w∗S = [ψS = c]. The equivalene of onditions
(a), (b) and (d) follows from Proposition 4 (ii), while the equivalene of (b) and (e) follows
immediately from the relation ϕS = ϕL = ιL⊥ = ιS⊥ mentioned in Corollary 14. In this ase,
from Proposition 4 (iii) and Corollary 14, we nd (17).
Assume now that S is NI. By Proposition 4 (iii) S is unique with L its unique maximal
monotone extension and unique representable extension.
Sine S is NI we have that −S⊥ = −L⊥ is monotone. Beause S is skew, so is −S,
and so (−S)+ = [ϕ−S ≤ c] = [ϕ−L ≤ c] = [ι−L⊥ ≤ c] = −L⊥ is monotone. Aording
to Proposition 3 and Corollary 7, −L⊥ is the unique maximal monotone extension and the
unique dual representable extension of −S and −L in Z.
Diret onsequenes of the previous result follow.
Corollary 16 Let S ⊂ Z be a skew linear spae suh that S⊥ is skew. Then S is NI,
cl w×w∗S = S
⊥
and S⊥ is the unique maximal monotone extension of S in Z.
Proposition 17 Let S ⊂ Z be a skew linear spae and S0 := [ϕS = c]. TFAE: (i) S is unique,
(ii) S0 is monotone, (iii) S
⊥
is monotone or −S⊥ is monotone, (iv) S0 is linear, (v) S0 is
onvex, (vi) clw×w∗S is unique.
In this ase S0 = cl w×w∗S.
Proof. By Corollary 14 we have that L := cl w×w∗S is skew and ϕS = ϕL; hene (i) ⇔ (vi).
Moreover, the impliation (iv) ⇒ (v) is obvious.
(i)⇒ (ii) Aording to Proposition 3 it is lear that S unique implies that S0 (⊂ [ϕS ≤ c])
is monotone.
(ii)⇒ (iii) For this assume that S⊥ and −S⊥ are not monotone. Then there exist z, z′ ∈ S⊥
suh that c(z′) < 0 < c(z). For t ∈ R and η(t) := c(z + tz′) = c(z) + t〈z, z′〉+ t2c(z′) we have
that η(0) > 0 and lim|t|→∞ η(t) = −∞. Therefore there exist distint t1, t2 ∈ R suh that
η(t1) = η(t2) = 0, and so z1 := z+t1z
′, z2 := z+t2z
′ ∈ S0. Sine c(z1−z2) = (t1−t2)2c(z′) < 0
we see that S0 is not monotone.
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The impliation (iii)⇒ (i) is straightforward from the seond part of Proposition 15 applied
for S or −S.
(iii) ⇒ (iv) If −S⊥ is monotone, using by Proposition 15 we obtain that S is NI and
S0 = L (see (17)). Similarly, if S
⊥
is monotone then −S0 = (−S)0 = −L. Hene in both
ases S0 = L, and so S0 is linear.
(v) ⇒ (ii) If S0 is onvex then ιS0 is onvex, ιS0 ≥ c, and S0 = [ιS0 = c]; hene S0 is
monotone. The proof is omplete.
Proposition 18 Let S ⊂ Z be a skew linear spae whih is not unique. Then S0 = [ϕS = c]
is an NI double one whih is neither monotone nor onvex, S⊥ and −S⊥ are not monotone,
cl w×w∗S is not unique, (S0)
⊥
is skew, clw×w∗ conv S0 = S
⊥
, and
S++ = (cl w×w∗S)
++ = (S0)
⊥ = cl w×w∗S ( S0 ( S+. (18)
Proof. Beause ϕS = ιS⊥ and S0 = [ϕS = c], it is lear that S0 is a skew double-one.
Beause S ⊂ Z is a skew linear spae whih is not unique, by the preeding proposition, we
know that L := cl w×w∗S is not unique, S0 is not monotone or onvex, and S
⊥
, −S⊥ are not
monotone. Beause S ⊂ [ψS = c] ⊂ [ϕS = c] = S0 ⊂ S⊥ we get L = S⊥⊥ ⊂ (S0)⊥ ⊂ S⊥.
Sine S0 is a skew double-one we have ϕS0 = ι(S0)⊥ .
Assume, by ontradition, that S0 is not NI. Then, there is z ∈ [ϕS0 < c], that is, z ∈
(S0)
⊥ ⊂ S⊥ with c(z) > 0. Clearly z is m.r.t. S0. Beause S⊥ is not monotone there is
z′ ∈ S⊥ suh that c(z′) < 0. Let η(t) := c(z + tz′) for t ∈ R. Note that η(0) = c(z) > 0 and
lim|t|→∞ η(t) = −∞. Therefore there is t0 6= 0 suh that η(t0) = 0, i.e., z0 := z + t0z′ ∈ S0.
Sine z is m.r.t. S0, we get the ontradition c(z0 − z) = t20c(z′) ≥ 0. Therefore S0 is NI and
this translates into ϕS0 ≥ c or −(S0)⊥ is monotone.
From the equivalene of (i) and (iii) in Proposition 17 we have that −S is not unique, and
so, by the above argument, −((−S)0)⊥ = (S0)⊥ is monotone. Hene (S0)⊥ is skew.
From Corollary 14 and (3) we have
S ⊂ L = [ψS = c] ⊂ [ϕS = c] = S0 ⊂ S+.
This leads to (see Lemma 2 (i))
ιL = ψS ≥ ϕS+ ≥ ϕS0 = ι(S0)⊥ , (19)
whene L ⊂ (S0)⊥ ⊂ S⊥.
Assume that z ∈ (S0)⊥ \L. By a separation theorem, there is w ∈ S⊥ suh that z ·w 6= 0.
Sine z ∈ (S0)⊥ (⊂ S⊥) we know that w 6∈ S0, whene c(w) 6= 0. Notie that, sine (S0)⊥ is
skew, c(z) = 0 and so
c(z + λ0w) = λ0z · w + λ20c(w) = 0, for λ0 := −
1
c(w)
z · w 6= 0,
that is z+λ0w ∈ S0. From z ∈ (S0)⊥ we get the ontradition 0 = z · (z+λ0w) = λ0z ·w 6= 0.
Therefore L = (S0)
⊥
, and by (19), this yields ψS = ϕS+ = ιL. Sine L is skew and S
+
is NI
by Lemma 2 (ii), we dedue S++ = [ϕS+ ≤ c] = [ϕS+ = c] = L. By Proposition 4 (i) we have
S+ = [ψS = c]
+ = L+, and so S++ = L++.
The strit inlusion L ( S0 omes from the fat that L is a skew subspae while S0
is not monotone, while the strit inlusion S0 ( S+ omes from the fat that −S⊥ is not
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monotone. The other onlusions follow from Proposition 17 while from (S0)
⊥ = clw×w∗S we
nd cl w×w∗ conv S0 = (S0)
⊥⊥ = S⊥.
We omprise some of the information on a skew linear spae (or skew monotone double-
one) S ⊂ Z in the following hart:
1. S is representable i S is linear and w × w∗−losed
2. S is NI i −S⊥ is monotone
3. S is unique i S⊥ is monotone or −S⊥ is monotone
4. S is unique and not NI i S⊥ is monotone and non-skew
5. S is maximal monotone i S is linear and w × w∗−losed, and −S⊥ is monotone
These results on skew linear subspaes pregure the results we will obtain in setion 5 for
linear multifuntions.
In the preeding results the topology w × w∗ on Z an be replaed by any loally onvex
topology σ ompatible with the natural duality (Z,Z), that is, for whih (Z, σ)∗ = Z, for
example the topology τ × w∗, where τ is the initial topology of X.
Example 19 In [10, page 89℄ Gossez onsidered the linear operator T : ℓ1 → ℓ∞ dened by
T ((xn)n≥1) := (yn)n≥1 with yn :=
∑
k≥1 xk+xn−2
∑n
k=1 xk. The operator T is skew, that is,
〈x, Tx〉 = 0 for every x ∈ ℓ1, or equivalently, 〈x, Ty〉 = −〈y, Tx〉 for all x, y ∈ ℓ1 (in the duality
of ℓ1 × ℓ∞). In fat for x ∈ ℓ1 we have that Tx ∈ c, the subspae of onvergent sequenes
of ℓ∞. Indeed, limTx = −
∑
k≥1 xk = −〈x, e〉, where en := 1 for n ≥ 1. Consequently,
T1x := Tx+ 〈x, e〉 e ∈ c0 for every x ∈ ℓ1. From Proposition 23 it follows that both {(T1x, x) |
x ∈ ℓ1} ⊂ c0×ℓ1 and {(x, T1x) | x ∈ ℓ1} ⊂ ℓ1×ℓ∞ are maximal monotone in the orresponding
spaes.
Consider
S := {(Tx, x) | x ∈ ℓ1, 〈x, e〉 = 0} ⊂ c0 × ℓ1, (20)
R := −S = {(−Tx, x) | x ∈ ℓ1, 〈x, e〉 = 0} . (21)
Let us rst determine S⊥ (in c0×ℓ1). Consider (u, v) ∈ S⊥. Then 〈u, x〉c0×ℓ1+〈Tx, v〉c0×ℓ1 = 0
for every x ∈ ℓ1 with 〈x, e〉 = 0. Sine 〈u, x〉c0×ℓ1 = 〈x, u〉 and 〈Tx, v〉c0×ℓ1 = 〈v, Tx〉 =−〈x, Tv〉, we obtain that
[x ∈ ℓ1, 〈x, e〉 = 0]⇒ 〈x, u− Tv〉 = 0,
and so neessarily u − Tv = γe, that is, u = Tv + γe, for some γ ∈ R. Sine u ∈ c0, it
follows that γ = 〈v, e〉. Hene S⊥ ⊂ {(Tv + 〈v, e〉 e, v) | v ∈ ℓ1}. Conversely, if v, x ∈ ℓ1 and
〈x, e〉 = 0 then
〈Tx, v〉
c0×ℓ1
+ 〈Tv + 〈v, e〉 e, x〉
c0×ℓ1
= 〈v, Tx〉+ 〈x, Tv〉+ 〈v, e〉 〈x, e〉 = 0,
whih proves that
S⊥ = {(Tv + 〈v, e〉 e, v) | v ∈ ℓ1} .
Moreover, S = S⊥⊥. Indeed, beause S ⊂ S⊥⊥, let us prove the onverse inlusion.
Consider (y, x) ∈ S⊥⊥. Then
0 = 〈y, v〉
c0×ℓ1
+ 〈Tv + 〈v, e〉 e, x〉
c0×ℓ1
= 〈v, y〉+ 〈x, Tv + 〈v, e〉 e〉 = 〈y − Tx+ 〈x, e〉 e, v〉
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for every v ∈ ℓ1, and so y − Tx + 〈x, e〉 e = 0. Taking the limit we get 2 〈x, e〉 = 0, and so
y = Tx. Therefore, (y, x) ∈ S, and so S = clw×w∗ S = S⊥⊥. Sine R = −S, we obtain that
R = clw×w∗ R = R
⊥⊥, too.
We know that ϕS = ιS⊥ and ϕR = ιR⊥ = ι−S⊥ . Beause 〈Tv + 〈v, e〉 e, v〉 = 〈v, e〉2 and
〈v, e〉2 > 0 for ertain v, we get that S⊥ is monotone and non-skew. Therefore, aording to
Propositions 15 and 17, S (= clw×w∗ S) is representable, unique and not NI with S
+ (= S⊥ =
domϕS) its unique maximal monotone extension; moreover, S is not dual-representable and
S = [ϕS = c] = [ιS⊥ = c].
On the other hand, beause −R⊥ = S⊥ is monotone, by Proposition 15 we have that R
(= clw×w∗ R) is maximal monotone.
Example 20 Let us onsider the sets S,R dened in (20) and (21) as subsets of ℓ∞ × ℓ1, ℓ∞
being endowed with the w∗-topology and ℓ1 with the weak topology. Then S and R are skew
linear subspaes. The alulus above shows that S⊥ = {(Tv + γe, v) | v ∈ ℓ1, γ ∈ R} . Then
one obtains immediately that S⊥⊥ = S. Hene S = clw×w∗ S = S
⊥⊥
and R = clw×w∗ R =
R⊥⊥. It follows that S and R are representable (beause S = clw×w∗ S and R = clw×w∗ R),
not unique (beause S⊥ and −S⊥ are not monotone), and onsequently, not NI.
Remark 6 Beause R is maximal monotone in c0× ℓ1 but it is not NI in ℓ∞× ℓ1, it furnishes
an example of maximal monotone operator whih is not NI in the sense of Simons.
5 Monotone double-ones and monotone linear subspaes
In the beginning of this setion we investigate monotone operators that admit ane maximal
monotone extensions.
Lemma 21 Every ane monotone subset of X × X∗ admits an ane maximal monotone
extension.
Proof. Let L0 be ane monotone in Z. Without loss of generality we assume that 0 ∈ L0.
Consider
L = {L ⊂ Z | L0 ⊂ L, L is a linear monotone subspae}
ordered by inlusion. Every hain {Li}i in L admits ∪iLi as an upper bound in L. By the
Zorn Lemma there exists a maximal element in L denoted by L.
Let z ∈ L+ and L′ = L + Rz. Clearly, L′ is linear and L′ ⊃ L0. Moreover, for every
u ∈ L and every α ∈ R we have that c(u + αz) = c(u) ≥ 0 if α = 0 and c(u + αz) =
α2c(z − α−1(−u)) ≥ 0 if α 6= 0 sine z ∈ L+ and α−1(−u) ∈ L. Therefore L′ ∈ L, and so
L′ = L, whene z ∈ L. This proves that L is maximal monotone.
Theorem 22 Every onvex monotone subset of X ×X∗ admits an ane maximal monotone
extension.
Proof. Let T be onvex monotone in X × X∗. Aording to Proposition 5, aff T is (ane
and) monotone thus, by the previous lemma, it admits an ane maximal monotone extension
that is also an extension for T .
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The possibility of nding losed forms for the Fitzpatrik and Penot funtions allowed
us in the previous setion to provide haraterizations of the main lasses of skew operators.
Similar ideas are used in this setion for the multi-valued linear monotone ase; the goal being
to oer riteria for a linear monotone operator to belong to a ertain lass in terms of its
Penot and Fitzpatrik funtions or through the monotoniity of sets diretly assoiated to the
operator via deomposition and orthogonality.
An important example of linear monotone subspae is that of non-negative single-valued
linear operator, that is, A : domA = X → X∗ with 〈x,Ax〉 ≥ 0 for every x ∈ X; if 〈x,Ax〉 = 0
for every x ∈ X then A is skew. Of ourse, the linear operator A : X → X∗ is skew i A and
−A are non-negative. The next two results refer to suh situations.
Proposition 23 (i) If A : X → X∗ is a non-negative linear operator then A is maximal
monotone.
(ii) If A′ : X∗ → X is a non-negative linear operator, that is 〈A′x∗, x∗〉 ≥ 0 for every
x∗ ∈ X∗, then A′ is maximal monotone.
(iii) Assume that X is a Banah spae and let A : X → X∗ and A′ : X∗ → X be non-
negative operators. Then A and A′ are ontinuous (for X and X∗ endowed with the norm
topologies).
Proof. (i) Assume that A : X → X∗ is a non-negative linear operator and let (u, u∗) ∈ X×X∗
be m.r.t. A. Then 〈u− x, u∗ −Ax〉 ≥ 0 for x ∈ X. Taking x = u−ty with t > 0, y ∈ X we get
〈y, u∗ −Au+ tAy〉 ≥ 0. Letting t→ 0, then replaing y by−y we obtain that 〈y, u∗ −Au〉 = 0
for every y ∈ X. Hene u∗ = Au, whih shows that A is maximal monotone.
(ii) Apply (i) for A replaed by A′ (or use a similar argument).
(iii) Assume now that X is a Banah spae. Sine A is maximal monotone, then gphA is
strongly losed and so A is ontinuous. Similarly for A′.
Note that the graph of a non-negative linear operator A : X → X∗ is a non-negative linear
subspae of Z and the graph of a skew linear operator A : X → X∗ is a skew subspae of Z.
Proposition 24 Let S ⊂ Z be a skew linear subspae. Then PrX(S) = X i S is the
graph of a skew linear operator A : X → X∗. Hene if PrX(S) = X then S = S⊥ (in
partiular S is w × w∗-losed) and S is maximal monotone. Similarly, PrX∗(S) = X∗ i
S−1 := {(x∗, x) | (x, x∗) ∈ S} is the graph of a skew linear operator A′ : X∗ → X. Hene if
PrX∗(S) = X
∗
then S = S⊥ and S is maximal monotone.
Proof. Assume that PrX(S) = X. Let u
∗ ∈ X∗ be suh that (0, u∗) ∈ S. For every x ∈ X
there exists x∗ ∈ X∗ with (x, x∗) ∈ S. Beause S is a linear subspae, (x, x∗+u∗) ∈ S. Hene
0 = 〈x, x∗ + u∗〉 = 〈x, x∗〉 + 〈x, u∗〉 = 〈x, u∗〉. Sine x ∈ X is arbitrary, we get u∗ = 0. It
follows that, for every x ∈ X, S(x) = {Ax} is a singleton. The operator A obtained in this
way is a skew linear operator. From Proposition 23 we obtain that A is maximal monotone,
and so S is maximal monotone. Similarly sine PrX(−S) = X, we know that −S is maximal
monotone, therefore −S is (NI). From Proposition 15 we have that −(−S)⊥ = S⊥ is (the
unique) maximal monotone extension of S, and so S = S⊥.
Applying the previous result for S−1 in the ase PrX∗(S) = X
∗
or repeating the above
argument we get the last assertion.
To a subset A ⊂ Z we assoiate its
• skew part SA := Skew(A) := {z ∈ A | c(z) = 0} = A ∩ [c = 0],
• positive part PA := Pos(A) := {z ∈ A | c(z) > 0} = A ∩ [c > 0],
• negative part NA := Neg(A) := {z ∈ A | c(z) < 0} = A ∩ [c < 0],
• unitary part UA := Unit(A) := {z ∈ A | c(z) = 1} = A ∩ [c = 1],
• rown CA := Crown(A) = clw×w∗(convUA);
learly A = SA ∪ PA ∪NA.
We also use the notation U = [c = 1], P = [c > 0], S = [c = 0], and introdue the map
ζ : P→ Z, ζ(z) = z/
√
c(z) (z ∈ P). (22)
Note that c(ζ(z)) = 1 for every z ∈ P, whene ζ(P) = U, ζ(z) = z for every z ∈ U, and
ζ(tz) = ζ(z) for all t ∈ R∗ and z ∈ P, where R∗ := R \ {0}.
Whenever D is a double-one, RSD = SD, R∗PD = PD = (0,∞)UD = R∗UD, R∗ND =
ND. Our analysis is based on the study of the Fitzpatrik and Penot funtions for double-
ones. Note that it is readily seen that whenever D is a double-one with a nonempty negative
part ND = D ∩ [c < 0] its Fitzpatrik funtion is identially equal to +∞ while its Penot
funtion is improper; more preisely ψD(z) = −∞ for z ∈ clw×w∗(convD) and ψD(z) = +∞
for z ∈ Z \ clw×w∗(convD). Indeed, taking z0 ∈ ND and t ∈ R we have that
ϕD(z) = sup{z · z′ − c(z′) | z′ ∈ D} ≥ sup{tz · z0 + t2(−c(z0)) | t ∈ R} =∞,
for all z ∈ Z. Hene ϕL =∞ and ϕL = −∞.
That is why, from this point of view, it is natural to study double-ones D that are non-
negative (i.e., with an empty negative part D ∩ [c < 0] or equivalently c(z) ≥ 0, for every
z ∈ D); in partiular our main interests lie in studying monotone double-ones or linear
operators. It is lear that two non-negative double-ones oinide if they have the same skew
and unitary parts.
Reall that the support funtion to A ⊂ Z is given by σA(z) = supu∈A z · u for z ∈ Z,
while barA := domσA denotes the barrier one of A, and barA = bar(clw×w∗(convA)).
By onvention sup ∅ := −∞ and inf ∅ := +∞; hene σ∅ = −∞. Moreover, the Minkowski
funtional assoiated to A ⊂ Z is given by pA(z) = inf{t > 0 | z ∈ tA}. It is well-known
that, when A is a onvex set ontaining 0, pA is a sublinear funtion whose domain is R+A;
moreover, if A is symmetri then pA is even, and so pA is a semi-norm when restrited to its
domain whih is a linear spae. When A is a symmetri losed onvex set then tA = [pA ≤ t]
for every t > 0 and [pA = 0] = A∞; in partiular pA is ls. Reall that the asymptoti one
of the nonempty losed onvex set C ⊂ Z is C∞ = ∩t>0t(C − c) for some (every) c ∈ C and
the polar of C is C◦ := [σC ≤ 1]. Of ourse, C∞ is a losed onvex one; C∞ is a linear spae
when C is symmetri. Reall also that D0 := D
⊥ ∩ [c = 0] = Skew(D⊥). We also use the
onventions 0 · (−∞) := 0 and 0 · (+∞) := +∞; therefore 0f = ιdom f .
Proposition 25 Let D ⊂ Z be a non-negative double-one with skew part S, non-empty
positive part P , unitary part U , and rown C. Then
(i) ϕD =
1
4σ
2
C + ιS⊥, or in extended form:
ϕD(z) = sup
w∈P
|z · w|2
4c(w)
if z ∈ S⊥, ϕD(z) =∞ otherwise.
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(ii) domϕD = S
⊥ ∩ barC, and so domϕD is a linear subspae of Z.
(iii) ϕD(tz) = t
2ϕD(z), for all z ∈ Z and t ∈ R.
(iv) ψD = clw×w∗[p
2
Cι
∗
S⊥
].
(v) ψD(tz) = t
2ψD(z), for all z ∈ Z and t ∈ R, domψD is a linear spae, and linD ⊂
domψD ⊂ clw×w∗(linD).
(vi) [ϕD = 0] = D
⊥, [σC = 0] = C
⊥ = U⊥ = P⊥, D⊥ = S⊥ ∩ C⊥.
(vii) D+ = D0 ∪
(
S⊥ ∩ ζ−1(2C◦)) with Skew(D+) = D0 := Skew(D⊥), Unit(D+) =
(2C◦) ∩ S⊥ ∩ U and Pos(D+) = S⊥ ∩ ζ−1(2C◦).
Proof. (i) Let z ∈ Z. Then
ϕD(z) = sup
{
z · z′ − c(z′) | z′ ∈ S ∪ RU}
= max
(
sup
{
z · z′ | z′ ∈ S} , sup{λz · z′ − λ2 | z′ ∈ U, λ ∈ R})
= max
(
ιS⊥(z), sup
{
1
4(z · z′)2 | z′ ∈ U
})
= max
(
ιS⊥(z),
1
4σ
2
U (z)
)
= ιS⊥(z) +
1
4σ
2
U (z) = ιS⊥(z) +
1
4σ
2
C(z).
The rst part in (ii) is obvious, while the linearity of domϕD and (iii) follow from the fat
that σU is an extended seminorm (sine U = −U).
(iv) Let us determine ψD. Beause ϕD =
1
4σ
2
C+ ιS⊥ , and σ
2
C , ιS⊥ are proper (w×w∗−) ls
onvex funtions with 0 ∈ domσ2C ∩ dom ιS⊥ , we have that ψD = ϕD = clw×w∗[(14σ2C)∗ι∗S⊥ ].
Clearly, ι∗
S⊥
= ιclw×w∗ (aff S).
The rown C is a symmetri set beause so is U . Note that σ∗U = σ
∗
C = ιC (see [32,
Th. 2.4.14℄). Let us determine (14σ
2
C)
∗
. To do this we apply [32, Th. 2.8.10 (iii)℄ for X
replaed by X × X∗, Y = R, Q = R+, f := 0, g(t) := 0 for t < 0, g(t) := 14t2 for t ≥ 0
and H := σC ; learly g is Qinreasing, onvex and ontinuous, hene ontinuous at any
x0 ∈ dom f ∩ H−1(dom g) = domσC . Moreover, g∗(s) = ∞ for s < 0 and g∗(s) = s2 for
s ≥ 0. Applying [32, Th. 2.8.10 (iii)℄ we obtain that
(14σ
2
C)
∗(z) = min {(sσC)∗(z) + g∗(s) | s ≥ 0}
= min
{
(0σC)
∗(z), inf
{
s(σC)
∗(s−1z) + s2 | s > 0}}
= min
{
(ιdom σC )
∗(z), inf
{
sιC(s
−1z) + s2 | s > 0}} .
But
inf
{
sιC(s
−1z) + s2 | s > 0} = inf {s2 | s > 0, (z) ∈ sC} = (pC(z))2 ,
where pC is the Minkowski funtional assoiated to C; pC is a seminorm on the linear spae
dom pC = R+C. Beause for f ∈ Γ(E) one has f∞ = σdom f∗ , we have that cl dom f∗ = ∂f∞(0)
(see e.g. [32, Exer. 2.23℄). Taking f = ιC , we obtain that cl(domσC) = ∂ιC∞(0) = (C∞)
0
.
Hene (ιdom σC )
∗ = ι(dom σC)0 = ιC∞ . Sine 0 ∈ C we have that C = C + C∞ ⊃ C∞, and so
(pC(z))
2 = 0 = (ιdom σC )
∗(z) for (z) ∈ C∞. Therefore,
(14σ
2
C)
∗(z) = (pC(z))
2 ∀z ∈ Z.
It follows that ψD = (clw×w∗ µ)
2
, where µ := pCιL with L := clw×w∗(linS).
(v) Beause pC and ιL are symmetri sublinear funtionals, so is µ; hene clw×w∗ µ is a
symmetri sublinear funtional, too. It follows that domψD = domµ is a linear spae. The
mentioned inlusions follow from the fat that ψD = clw×w∗(conv cD) ≤ cD, and so
D ⊂ [ψD = c] ⊂ domψD = dom(clw×w∗cD) ⊂ clw×w∗(conv(dom cD)) = clw×w∗(convD).
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(vi) Sine D is non-negative and 0 ∈ D, learly D⊥ ⊂ [ϕD = 0]. Let z ∈ [ϕD = 0]; then
z ·z′ ≤ c(z′) for every z′ ∈ D, whene tz ·z′ = z ·(tz′) ≤ c(tz′) = t2c(z′) for all t ∈ R and z′ ∈ D.
Dividing by t > 0, then by t < 0, and letting t→ 0 we get z ·z′ = 0 for z′ ∈ D, and so z ∈ D⊥.
Hene D⊥ = [ϕD = 0]. A simpler argument (using the symmetry of C) gives [σC = 0] = C
⊥.
It is obvious that P⊥ = U⊥ = C⊥. Thus, from D = S ∪P we get D⊥ = S⊥ ∩P⊥ = S⊥ ∩C⊥.
(vii) We know that D+ = [ϕD ≤ c] = S⊥∩ [σ2C ≤ 4c] is a non-negative double-one. Hene
Skew([σ2C ≤ 4c]) = [σC = 0] ∩ [c = 0] = C⊥ ∩ [c = 0]; therefore Skew(D+) = S⊥ ∩ P⊥ ∩ [c =
0] = Skew(D⊥) =: D0 while Pos([σ
2
C ≤ 4c]) = ζ−1(2C◦). The proof is omplete.
Let us all a double-one D positive if D is non-negative and Skew(D) = {0}. In this ase
ϕD =
1
4σ
2
C , ψD = p
2
C , where C = Crown(D), and Unit(D
+) = (2C◦)∩U, D+ = D0∪ζ−1(2C◦).
Therefore a positive double-one D is monotone i D ⊂ D+ i C ⊂ 2C◦.
Proposition 26 Let D ⊂ Z be a non-negative double-one with skew part S, non-empty
positive part P , unitary part U , and rown C. TFAE:
(a) D is monotone,
(b) 〈z, z′〉2 ≤ 4c(z) · c(z′) for all z, z′ ∈ D,
() S ⊂ D0 and U ⊂ S⊥ ∩ (2C◦),
(d) C ⊂ S⊥ ∩ (2C◦) and S ⊂ S⊥.
In this ase S is a skew monotone double-one, D ⊂ S⊥, and clw×w∗(conv S) ⊂ D⊥.
Proof. (a) ⇔ (b) Assume that D is monotone and x z, z′ ∈ D. Then tz ∈ D for t ∈ R, and
so
c(tz − z′) = t2c(z)− t 〈z, z′〉+ c(z′) ≥ 0 ∀t ∈ R,
whih is equivalent to c(z), c(z′) ≥ 0 and 〈z, z′〉2 ≤ 4c(z) · c(z′).
(a) ⇔ () Both D and D+ are non-negative double-ones with Skew(D+) = D0 and
Pos(D+) = ζ−1(2C◦) ∩ S⊥. Clearly, D is monotone i D ⊂ D+ i S ⊂ Skew(D+) and
U ⊂ Pos(D+). Note that U ⊂ ζ−1(2C◦) ∩ S⊥ i U ⊂ S⊥ ∩ 2C◦.
() ⇔ (d) The diret impliation is obvious. For the onverse we have to prove that
S ⊂ D0, or equivalently S ⊂ D⊥ (= S⊥ ∩ P⊥). First observe that P⊥ = U⊥ = C⊥. Sine
C ⊂ S⊥, we have that S ⊂ S⊥⊥ ⊂ C⊥ = P⊥. Sine by our hypothesis we have S ⊂ S⊥, we
get S ⊂ D⊥.
The inlusion D ⊂ S⊥ (⇔ S ⊂ D⊥) follows from (b), while from S ⊂ D⊥ we get
clw×w∗(conv S) ⊂ D⊥.
Remark 7 It is interesting to observe that ifD ⊂ Z is a monotone double-one, aff L ould be
non-monotone. For this laim onsider X := R2 identied with its dual, z1 := ((0, 1), (1, 1)),
z2 := ((1, 1), (1, 0)), z3 := ((1, 0), (1, 0)) and di := Rzi. We have that c(z1) = c(z2) =
c(z3) = 1 ≥ 0; moreover 〈z1, z2〉 = 〈z2, z3〉 = 2, 〈z1, z3〉 = 1, and so 〈z1, z2〉2 ≤ 4c(z1) · c(z2),
〈z2, z3〉2 ≤ 4c(z2) · c(z3), 〈z1, z3〉2 ≤ 4c(z1) · c(z3). It follows that D := ∪3i=1Rzi is a monotone
double-one. However, z := z1 − 2z2 + z3 = ((−1,−1), (0, 1)) ∈ aff D and c(z) = −1 < 0.
Hene aff L is not monotone.
It is lear that a linear subspae L is monotone i L is non-negative i L = SL ∪ PL.
Theorem 27 Let L ⊂ Z be linear monotone subspae with skew part S, nonempty positive
part P , unitary part U , and rown C. Then
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(i) S is a skew linear subspae of Z.
(ii) S + U = U , S + P = P and S ⊂ convU ⊂ C; in partiular S ⊂ C∞, and so
barU = barC ⊂ S⊥.
(iii) convU = {z ∈ L | c(z) ≤ 1} = [cL ≤ 1].
(iv) ϕL =
1
4σ
2
C , domϕL = barC ⊂ S⊥ is a linear subspae of Z and ϕL(tz) = t2ϕL(z),
for all z ∈ Z and t ∈ R.
(v) ψL = p
2
C, C = [ψL ≤ 1], C∞ = [ψL = 0], ψL(tz) = t2ψL(z) for all z ∈ Z and t ∈ R,
domψL = RC is a linear spae, and L ⊂ domψL ⊂ clw×w∗ L.
(vi) −C∞ is a w × w∗-losed monotone linear subspae.
(vii) If, moreover, L is w × w∗-losed then C∞ = S; in partiular C∞ is skew and S is
w × w∗-losed.
Proof. (i) From Proposition 26 we have that L ⊂ S⊥. Consider z, z′ ∈ S; then z + z′ ∈ L
and c(z + z′) = c(z) + z · z′ + c(z′) = 0, and so z+ z′ ∈ S. Sine S is a double-one, it follows
that S is linear.
(ii) Beause 0 ∈ S, learly U ⊂ S + U . Let z0 ∈ S and z ∈ U . Sine z ∈ L ⊂ S⊥, we have
that c(z0 + z) = c(z0) + z0 · z + c(z) = c(z) = 1; hene z0 + z ∈ U . It follows that S +U ⊂ U ,
whene S + U = U . Similarly, S + P = P .
Fix z1 ∈ U ; hene −z1 ∈ U . Then for z0 ∈ S we have that z0 + z1, z0 − z1 ∈ U , and so
z0 =
1
2(z0 + z1)+
1
2(z0− z1) ∈ convU . Hene S ⊂ convU ⊂ C. Sine C is a losed onvex set
ontaining 0 we obtain that S ⊂ C∞.
Beause for f ∈ Γ(E) one has f∞ = σdom f∗ , we have that cl(dom f∗) = ∂f∞(0) (see e.g.
[32, Exer. 2.23℄). Taking f = ιC , we obtain that cl(barC) = clw×w∗(domσC) = ∂ιC∞(0) =
(C∞)
⊥
. Hene barU = barC ⊂ (C∞)⊥ ⊂ S⊥.
(iii) Let z ∈ L be suh that t := c(z) ≤ 1. If t = 0 then z ∈ S ⊂ convU . If t > 0 then
z′ := t−1/2z ∈ U ⊂ convU , and so z = (1− t1/2)0+ t1/2z′ ∈ convU . Hene [cL ≤ 1] ⊂ convU .
Sine cL is onvex and U ⊂ [cL ≤ 1] we also have convU ⊂ [cL ≤ 1].
(iv) & (v) From (ii) we see that domσC ⊂ S⊥; hene Proposition 25 gives ϕL = 14σ2C+ιS⊥ =
1
4σ
2
C , and so ψL = p
2
C , [ψL ≤ 1] = [pC ≤ 1] = C, [ψL = 0] = [pC = 0] = C∞. The remaining
properties follow from Proposition 25, too.
(vi) The set C∞ is linear sine C is symmetri. Also, C∞ = [ψL = 0] is dissipative, that
is, C∞ ⊂ [c ≤ 0] sine ψL ≥ c; hene −C∞ is also monotone.
(vii) Assume that L is w×w∗-losed. Then C∞ ⊂ C ⊂ L, and so C∞ is monotone. Using
(vi) we obtain that C∞ is skew, whih implies C∞ ⊂ S. From (ii) we get C∞ = S.
We omplete Theorem 27 with the following result.
Proposition 28 Let L ⊂ Z be a linear monotone subspae with skew part S, nonempty
positive part P , unitary part U , and rown C. Then
(i) [ψL = c] is linear and monotone, C is not a linear spae and C
⊥ = L⊥; moreover,
[ψL = c] = {z | c(z) ≥ 0, z ∈
√
c(z) · C},
where 0 · C := C∞, and
[ϕL = c] = Skew(L
⊥) ∪ ζ−1([σC = 2]) = Skew(C⊥) ∪ ζ−1([σC = 2]).
(ii) Skew([ψL = c]) = Skew(C∞) and Skew([ψL = c]) is a w×w∗−losed (skew) and linear
subspae, Pos([ψL = c]) = ζ
−1(C), Unit([ψL = c]) = Unit(C), and Crown([ψL = c]) = C;
(iii) [ψL = c] ⊂ domψL = RC ⊂ clw×w∗ L ⊂ S⊥[ψL=c], ϕ[ψL=c] = 14σ2C , ψ[ψL=c] = p2C .
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Proof. (i) To prove that [ψL = c] is linear it sues to show that z+ z
′ ∈ [ψL = c], for every
z, z′ ∈ [ψL = c]. To this end x z′ ∈ L. Then the funtion ηz′ : Z → R ∪ {∞} dened by
ηz′(z) = ψL(z + z
′)− z · z′ − c(z′) (z ∈ Z),
is proper onvex and ls. For z ∈ L we have z + z′ ∈ L, and so ψL(z + z′) = c(z + z′) =
c(z) + z · z′ + c(z′). It follows that ηz′ ≤ cL. This yields
ψL(z + z
′) ≤ ψL(z) + z · z′ + c(z′) ∀z ∈ Z, ∀z′ ∈ L.
Hene if z ∈ [ψL = c] then z + z′ ∈ [ψL ≤ c] = [ψL = c]. We proved z + z′ ∈ [ψL = c] for all
z ∈ [ψL = c] and z′ ∈ L. Now onsider the funtion ηz′ from above with z′ ∈ [ψL = c] and
repeat the argument to onlude that [ψL = c] is linear.
The formula for [ψL = c] follows from ψL = p
2
C and Theorem 27 (v). Sine ϕL =
1
4σ
2
C ≥ 0
(and using Proposition 25 (vi)), we have that
[ϕL = c] = ([σC = 0] ∩ [c = 0]) ∪
(
[σ2C = 4c] ∩ [c > 0]
)
= Skew(C⊥) ∪ ζ−1([σC = 2]).
By Theorem 27 (ii) we have S ⊂ C, whene C⊥ ⊂ S⊥; using Proposition 25 (vi) we get
L⊥ = C⊥ ∩ S⊥ = C⊥.
Assume that C is linear. Then C = C∞ = [ψL = 0]. It follows that c(z) ≤ ψL(z) = 0 for
every z ∈ C, and so we get the ontradition 1 = c(z) ≤ 0 for every z ∈ U (⊂ C).
(ii) From Theorem 27 (v) we get
Skew([ψL = c]) = [ψL = c] ∩ [c = 0] = [ψL = 0] ∩ [c = 0] = C∞ ∩ [c = 0] = Skew(C∞).
One obtains similarly the other equalities. Beause −C∞ is a w×w∗losed monotone linear
subspae, using Theorem 27 (vii) we obtain that Skew(C∞) = − Skew(−C∞) is w×w∗losed
and linear.
(iii) All the fats are onsequenes of Theorem 27, Proposition 26, (i), and Proposition 4
(i).
In the sequel we disuss the representability of a linear subspae. Note that the smallest
representable operator that ontains a monotone double-one D, namely [ψD = c], is a (mono-
tone) double-one. In this ase it makes sense to talk about the skew, positive, and unitary
parts as well as the rown of [ψD = c].
Proposition 29 If L ⊂ Z is linear and representable then SL is a w × w∗-losed skew linear
subspae.
Proof. We know that SL is a skew linear subspae from Theorem 27. Hene, by Proposition
13, clw×w∗ SL is skew and ιclw×w∗ SL = ψSL ≥ ψL ≥ c beause L is monotone. This yields
clw×w∗ SL ⊂ [ψL = c] ∩ [c = 0] = L ∩ [c = 0] = SL.
Let us dene the w × w∗−natural onvergene (ν for short) of nets in Z as
zi →ν z ⇐⇒ [c(zi) ≤ c(z) ∀i ∈ I, and zi → z, w × w∗ in Z],
and the w × w∗−natural losure of a subset A ⊂ Z, denoted by clν A := {z ∈ Z | ∃ (zi)i ⊂
A : zi →ν z}. A set A ⊂ Z is alled ν−losed if A = clν A. Similarly, a funtion f : Z → R is
ν−ls if f(z) ≤ limi f(zi) whenever zi →ν z (zi, z ∈ Z).
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Observe that the w×w∗−natural onvergene introdued above is dierent of the onver-
gene indued by the natural topology dened by Penot in [16℄.
Note that for every T ∈ M(X), [ψT = c] is νlosed; in partiular every representable
operator is νlosed. Indeed, let (zi)i∈I ⊂ [ψT = c] suh that zi →ν z ∈ Z. Then
ψT (z) ≤ lim inf
i∈I
ψT (zi) ≤ lim sup
i∈I
ψT (zi) = lim sup
i∈I
cT (zi) ≤ c(z),
whih proves that z ∈ [ψT = c]. Moreover ψT (z) = limi ψT (zi) and similarly f(z) = limi f(zi)
for every f ∈ RT and (zi)i∈I ⊂ [f = c] with zi →ν z. The following theorem shows that a
monotone linear subspae L of Z is representable i L is ν−losed.
Theorem 30 Let L ⊂ Z be a linear monotone subspae with nonempty positive part. TFAE:
(i) L is representable,
(ii) Unit([ψL = c]) ⊂ L,
(iii) cL is νls,
(iv) L is νlosed.
Proof. The impliation (i) ⇒ (ii) is straightforward.
(ii) ⇒ (i) Let z ∈ [ψL = c]. If c(z) > 0 then 1√
c(z)
z ∈ U[ψL=c] ⊂ L and so z ∈ L. Sine
[ψL = c] is linear (by Proposition 28 (i)) with nonempty positive part, if c(z) = 0, by Theorem
27 (ii), z ∈ Skew([ψL = c]) ⊂ conv(Unit([ψL = c])) ⊂ L. Hene L = [ψL = c].
(i) ⇒ (iii) Assume that L is representable. To prove (iii) it is suient to onsider the net
(zi)i∈I ⊂ L with zi →ν z, that is, zi → z for the topology w × w∗ and c(zi) ≤ c(z) for every
i ∈ I. Note that
c(z) ≤ ψL(z) ≤ lim inf
i∈I
ψL(zi) = lim inf
i∈I
c(zi) ≤ c(z),
whih yields that z ∈ [ψL = c] = L and so cL is νls.
The impliation (iii) ⇒ (iv) is plain.
(iv) ⇒ (ii) Let z ∈ Unit([ψL = c]), that is, ψL(z) = c(z) = 1. Using Proposition 28 (ii)
and Theorem 27 (iii) we get z ∈ C = clw×w∗[cL ≤ 1], and so there exists (zi)i∈I ⊂ [cL ≤ 1]
(⊂ L) with zi → z for the topology w × w∗ in Z. Sine c(z) = 1 and L is νlosed we get
z ∈ L.
Remark 8 Note that whenever S is a skew linear subspae of Z, clν S = clw×w∗ S sine
clν S ⊂ clw×w∗ S and clw×w∗ S is skew. In this ase S is representable i S is w×w∗−losed,
that is, we reover part of Corollary 14.
Corollary 31 If L ⊂ Z is a linear monotone and w × w∗losed subspae then L is repre-
sentable.
Corollary 32 If L ⊂ Z is a linear representable subspae and (zi)i∈I ⊂ L is suh that zi →ν z,
then c(z) = limi c(zi), and f(z) = limi f(zi) for every f ∈ RL.
In the next result we haraterize the uniqueness of monotone double-ones.
Proposition 33 Let D ⊂ Z be a monotone double-one. Then D is unique i [ϕD = c] is
monotone.
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Proof. Aording to Proposition 3 it is lear that D unique implies that D1 := [ϕD = c] is
monotone. For the onverse it sues to prove that D non-unique implies that D1 is non-
monotone. Sine D is not unique we an nd z1, z2 ∈ [ϕD ≤ c] suh that c(z1 − z2) < 0. Let
d := {tz1 + (1− t)z2 | t ∈ R} be the line through z1, z2; beause z1, z2 ∈ domϕD and domϕD
is a linear spae (see Proposition 25), we have that d ⊂ domϕD. Beause c(z1 − z2) < 0
and ϕD is onvex, the funtion R ∋ t 7→ η(t) := (ϕD − c)(tz1 + (1 − t)z2) is nite-valued,
ontinuous and oerive, i.e., lim|t|→+∞ η(t) = +∞. Sine η(0) ≤ 0 and η(1) ≤ 0, there exist
t0 ≤ 0 and t1 ≥ 1 suh that η(t0) = η(t1) = 0. Then z′1 := t0z1 + (1 − t0)z2 ∈ D1 and
z′2 := t1z1 + (1 − t1)z2 ∈ D1. Beause c(z′1 − z′2) = (t1 − t0)2c(z2 − z1) < 0, we have that D1
is not monotone.
Corollary 34 Let L ⊂ Z be linear monotone with non-empty rown C. TFAE: (a) L is
unique, (b) [ϕL = c] is monotone; () ζ
−1(2C◦) ∪ Skew(L⊥) is monotone; (d) ζ−1([σC =
2]) ∪ Skew(L⊥) is monotone.
From Propositions 11 and 33 we get immediately the next result.
Corollary 35 Let D ⊂ Z be a monotone double-one. Then D is NI i either [ϕD = c] is
monotone and domϕD is not monotone or domϕD = [ϕD = c].
This result together with Proposition 28 (i) and Remark 5 yield the next result.
Corollary 36 Let L ⊂ Z be linear monotone with non-empty rown C and set M := [ϕL =
c] = ζ−1([σC = 2]) ∪ Skew(L⊥). Then L is NI i either M is monotone and barC is not
monotone or ϕL = cM .
Remark 9 When S is a skew linear subspae of Z Corollary 35 spells S is NI i either
S0 := S
⊥ ∩ [c = 0] is monotone and S⊥ is not monotone or S0 = S⊥ (that is S⊥ is skew).
Aording to Corollary 16 and Proposition 17, this omes to S is NI i −S⊥ is monotone, and
we reover part of Proposition 15.
The following hart omprises the information on a linear non-skew monotone subspae L
with rown C.
1. L is representable i L is ν−losed
2. L is unique and not NI i barC is monotone and ζ−1([σC = 2]) ∪ Skew(L⊥) ( barC
3. L is unique i ζ−1([σC = 2]) ∪ Skew(L⊥) is monotone
4. L is NI i either ζ−1([σC = 2]) ∪ Skew(L⊥) is monotone and barC is not monotone
or ϕL = c[ϕL=c]
5. L is maximal monotone i L is ν−losed and NI
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