We consider a random walk (RW) driven by a simple symmetric exclusion process (SSE). Rescaling the RW and the SSE in such a way that a joint hydrodynamic limit theorem holds we prove a joint path large deviation principle. The corresponding large deviation rate function can be split into two components, the rate function of the SSE and the one of the RW given the path of the SSE. Such components have different structures (Gaussian and Poissoinian, respectively) and to overcome this difficulty we make use of the theory of Orlicz spaces. In particular, the component of the rate function corresponding to the RW is explicit.
Introduction
Background Random evolution on a random medium is a central subject connecting mathematics with physics, chemistry and biology. It has been the subject of intense study during at least one century, and although there are plenty of rigorous and nonrigorous results obtained through a wide range of techniques and methods, it is far from being a closed subject.
Since the works of Solomon [23] , Harris [9] and Spitzer [24] , random walks in both static and dynamic random environments have been a prolific way to study this problem in a systematic way within the context of probability theory (see [26] for a review in the static case). In the case of dynamic random environments, considerable progresses have been recently achieved (see e.g. [3] , [19] , [21] and references therein), but a key ingredient common to all these developments is the availability of good mixing properties of the environment. More recently, examples of dynamic random environments with less restrictive mixing properties have been considered [10] , but the general picture is still far from being understood (see [4] for some conjectures based on simulations).
A very simple way to obtain a family of dynamic random environments with poor mixing properties is to consider conservative particle systems as dynamic environments. On the one hand these environment processes are very well understood, in particular their mixing properties are well known, on the other hand the essential difficulties coming from the poor mixing are encoded into the conservation laws.
In this article the dynamic environment is given by a simple, symmetric exclusion process, as in [1] , [2] , [3] , [4] , [12] . On top of this environment, we run a simple random walk with jumping rates depending on the portion of the environment it sees. The exclusion particles do not feel the presence of the random walk. We introduce a scaling parameter n ∈ N and we speed up the exclusion particles with respect to the random walk by a factor of n. Although this speeding up seems to be there in order to give us the necessary mixing properties for the environment, this is not the case. At least at a formal level what happens is that this scale is the transition scale between a regime on which the environment behaves basically as frozen from the point of view of the random walker, and a regime on which the environment is mixing fast enough to put us back on the setting of previous works.
The model and result at glance
Let us consider the following problem. Let n ∈ N be a scaling parameter, which will be sent to +∞ later on. On a discrete circle T n with n points, we run a symmetric, simple exclusion process {η n t ;t ∈ [0, T ]}, 1 speeded up by n 2 . We call this process the dynamic environment. Given a realization of the process {η n t ;t ∈ [0, T ]}, we run a simple random walk on T n with the following dynamics. For the sake of clarity, we describe a simple case. The walk waits an exponential time of rate n, at the end of which it jumps to the left with probability 1 3 , it jumps to the right with probability 1 3 and with probability 1 3 it looks to the environment η n t . Let x be the current position of the walk. If η n t (x) = 1, the walk jumps to the right, and if η n t (x) = 0 the walk jumps to the left. Notice that the particle is speeded up by n. Let us think about the circle T n as a discrete approximation of the continuous circle of length 1. The different speeds of the environment and the walks are taken in such a way that the environment has a diffusive scaling and the walk has a ballistic (or hyperbolic in the terminology of hydrodynamic limits) scaling. Let us start the exclusion process from a non-equilibrium initial distribution. In order to fix ideas, imagine that η n 0 (x) = 1 if |x| ≤ n 4 and η n 0 (x) = 0 otherwise. This initial distribution of particles is a discrete approximation of the density profile u 0 (x) = 1 |x|≤1/4 . It is precisely under this diffusive space-time scaling that the limiting density profile has a non-trivial evolution. This limiting profile u(t, x) turns out to be the solution of the heat equation on the continuous circle, with initial condition u 0 . This convergence is what is known in the literature as the hydrodynamic limit of the exclusion process (see Chapter 4 of [15] for more details and further references). Now let us describe the scaling limit of the walk. If the density of particles of the exclusion process is equal to ρ ∈ [0, 1], then one expects that the walk will move with velocity v(ρ) = 1 3 (2ρ − 1). Notice that an hyperbolic scaling is needed for the walk in order to have a non-trivial macroscopic velocity. Therefore, the macroscopic position of the walk should satisfy the ODEφ t = v(u(ϕ t ,t)).
(
This heuristic reasoning has been made precise in [1] in the form of a functional weak law of large numbers for the walk. We obtain in these notes the large deviations principle associated to this law of large numbers. The form of the rate function associated to this large deviations principle is given by the variational formula
where I rw (x|π) is the rate function of a random walk on a "deterministic" environment π and I ex (π) is the rate function of the large deviations principle associated to the hydrodynamic limit of the exclusion process (see Section 3 for more precise definitions). This variational formula is very reminiscent of the variational formula relating the quenched and averaged large deviations principles for random walks in random environments [8] , [7] , see in particular Eq. (9) of [7] . Notice that in our setting a 'quenched' large deviations principle or even a quenched law of large numbers is out of reach since the exclusion process does not have an almost sure hydrodynamic limit. Anyway, the interpretation of the variational formula is the same of the corresponding one for random walks in random environments. The function I rw (x|π) measures the cost of observing a trajectory x when the environment has a space-time density π, and I ex (π) measures the cost of changing the density of the environment to π. Our method of proof, however, differs from the one in [7] . In [1] , we proved a joint law of large numbers for the environment and the walk. We show in this article that the rate function of the corresponding large deviations principle is given by I rw (x|π) + I ex (π). The desired result follows as an application of the contraction principle.
Discussion
There are not many works addressing the question of large deviations for random walks in dynamic random environment. In [2] , the authors show a large deviations principle (LDP) for the empirical speed on some attractive random environments satisfying a so-called cone-mixing property. They also show that the rate function in the case of an exclusion process as a random environment has a flat piece. This reference is the closest in spirit to our work. The earliest reference seems to be [13] . In a series of papers, [25] , [20] , [6] , [21] the authors show an LDP for fairly general dynamic random environments. In [11] , the authors gave an LDP for a random walk driven by a contact process. In all of these results, the environment is Markovian and it is assumed to start from an ergodic equilibrium. One of the differences of our work with respect to these results is that we consider environments which start from a local equilibrium, see (18) . These environments are more general than ergodic equilibria and they give rise to a richer phenomenology. Our variational formula for the rate function could in principle be explicit enough to allow some finer analysis of the behavior of the walk, but we do not pursue this line of research here.
Our method of proof is very different to what has been done before, and as mentioned above it relies on a joint LDP for the couple environment-random walk. The large deviations of the environment are quadratic in nature, since large fluctuations are built up on small, synchronised variations of the behavior of individual particles, and the large deviations of the random walk are exponential in nature due to the Poissonian structure of the walk. For this reason the joint LDP proved to be very difficult to obtain. In particular, we need to deal with non-convex entropy cost functions.
From the point of view of interacting particle systems, the problem addressed in this work is close in spirit to the problem of the behavior of a tagged particle in the exclusion process. In fact, we borrowed from [14] the strategy of proof of the joint environment-walk law of large numbers, although this strategy can be traced back to the seminal article [17] . Recently, an LDP for the tagged particle in one-dimensional, nearest-neighbor symmetric exclusion process has been obtained [22] . On the one hand, the results in [22] are more demanding, because the tagged particle is not uniformly elliptic in a very bad way. On the other hand, our result is more intricate because of the mixture between Poissonian and Gaussian rate functions. This last point obliges us to use the machinery of Orlicz spaces in order to show that the variational problem that defines the rate function is wellposed. In the realm of interacting particle systems, this kind of problems poses real difficulties in order to obtain an LDP. A family of models which shares the difficulties found in this work is a conservative dynamics superposed to a creationannihilation mechanism. To our knowledge, the best result so far is found in [5] . In that article, a creation-annihilation (or Glauber) mechanism is superposed to the exclusion dynamics with a speeding up of the exclusion dynamics in order to make both dynamics relevant in the macroscopic limit. As in our case, the rate function of the LDP can be written as a combination of the Gaussian rate function of the exclusion process and a Poissonian rate function coming from the Glauber dynamics. However, they impose an additional condition (see Assumption (L1) in page 8 of [5] ) which makes some key cost functions convex. This point is very technical but also very delicate, and it is the key in order to prove that the upper and lower bounds match. We overcame this problem by using the theory of Orlicz spaces, see Section 7.3.
One unpleasant assumption made in this work, is the ellipticity assumption (9). We did not use this ellipticity in a very strong way. We believe that this is just technical and the results hold without assuming it.
Organization of the article
This article is organized as follows. In Section 2 we describe our model in full generality. We introduce some notation and in particular we introduce the environment as seen by the walker, which will be very important in order to relate the behaviors of the walk and of the environment. We also describe the hydrodynamic limits associated to the exclusion process, as well as to this environment as seen by the walker. This part summarizes the functional law of large numbers obtained in [1] . In Section 3 we start explaining what do we understand by a large deviations principle for the couple environment-walk. We put some emphasis on the topologies considered for the process, since they are not the standard ones. In particular, we look at the random walk as a signed Poisson point process. The trajectory of the random walk can be easily recovered from this process and vice-versa, but the topology of signed measures turns out to be more convenient. We also define the exponential martingales which will be used to tilt our dynamics, following the usual Donsker-Varadhan strategy of proof for large deviations of Markov processes. We finally state our main result, Theorem 7 at page 11 which is a large deviations principle for the couple environment-walk. The large deviations principle for the walk, Theorem 6 follows at once from the contraction principle. In Section 4 we show what is called in the literature the super exponential lemma. This lemma allows to do two things. First, it allows to write the exponential martingales introduced in Section 3 as a function of the couple environment-walk plus an error term which is super exponentially small. This step is the starting point of the upper bound. And second, it allows to obtain the hydrodynamic limit of suitable perturbations of the dynamics. This step is the starting point of the lower bound. In Section 5 we show an energy estimate. This energy estimate allows to restrict our considerations to the space of measures with finite energy with respect to the Lebesgue measure. In particular, all these measures will have density with respect to Lebesgue measure. This point is crucial, since we need to evaluate this density at the location of the random walk in order to know its local drift. In Section 6 we prove the large deviations upper bound and in Section 7 we prove a matching lower bound, which finishes the proof of the large deviations principle for the couple environment-walk.
The model

The environment
Let n ∈ N be a scaling parameter and let T n = 1 n Z/Z be the discrete circle of size n. Let Ω n = {0, 1} T n . We denote by η = {η(x); x ∈ T n } the elements of Ω n and we call η a configuration of particles. The elements x of T n will be called sites, and we say that there is a particle at site x ∈ T n in configuration η if η(x) = 1. Otherwise, we say that the site x is empty. We say that x, y ∈ T n are neighbours if |y − x| = 1 n . In this case we write x ∼ y. Fix T > 0. The simple, symmetric exclusion process on T n is the continuous-time Markov chain {η n t ;t ∈ [0, T ]} with the following dynamics. To each pair of neighbours {x, y} on T n we attach a Poisson clock of rate n 2 , independent of the other clocks. Each time the clock associated to the pair {x, y} rings, we exchange the values of η n t (x) and η n t (y). For η ∈ Ω n and x, y ∈ T n , we define η x,y ∈ Ω n as
The process {η n t ;t ∈ [0, T ]} is generated by the operator given by
for any f : Ω n → R. Notice that if the initial configuration η n 0 has only one particle, this particle follows a simple random walk. This fact explains the acceleration n 2 in the dynamics, corresponding to a diffusive space-time scaling. We consider the process defined on a finite time window [0, T ] to avoid uninteresting topological issues later on.
By reversibility and irreducibility, for each k ∈ {0, 1, . . . , n}, the uniform measure ν k,n on
is invariant and ergodic under the evolution of {η n t ;t ∈ [0, T ]}. Equivalently, for each ρ ∈ [0, 1] the product Bernoulli measure ν ρ on Ω n , defined by
is invariant (although not ergodic unless ρ = 0, 1) under the evolution of {η n t ;t ∈ [0, T ]}.
Some notation
We say that a set A ⊆ T n is the support of a function f :
ii) A is the smallest set satisfying i).
We denote this by A = supp( f ). Let Π : Z → T n the unique map from Z to T n such that Π(0) = 0 and Π(x+1)− Π(x) = 1 n for any x ∈ Z, that is, Π is the canonical covering of T n by Z. Consider Ω = {0, 1} Z . We say that a function f : Ω → R is local if there exists a finite
For a local function f : Ω → R, we can define supp( f ) as above. We can identify Ω n with the set {0, 1} {⌊− n 2 +1⌋,...,⌊ n 2 ⌋} . Using this identification, any local function f : Ω → R can be lifted to a function (which we still denote by f ) from Ω n to R, for any n large enough. Moreover, under this convention, the lifting is unique. We will use the following notation. A local function f : Ω n → R is actually a family of functions { f n : Ω n → R; n ≥ n 0 }, all of them lifted to Ω n from a common function f : Ω → R, which we assume to be local. For a local function f : Ω n → R, supp( f ) will denote either the support of f on Z or the support of f n on T n , which is equal to Π(supp( f )).
The random walk
Let c : Ω n × T n × {+, −} → [0, ∞) be given. We assume that c has the cocycle property: c ± (η; x) = τ x c ± (η; 0) for any η ∈ Ω n and any x ∈ T n . We assume that the functions c ± (η; 0) are local in the sense that when viewed as functions from Ω to R, they are local and independent of n. If the support of c ± is too big, we consider n large enough. We call c a jump rate. An archetypical example is
The random walk in dynamic random environment {η n t ;t ∈ [0, T ]} with jump rate c is the continuous-time Markov chain {x n t ;t ∈ [0, T ]} with values in T n with the following dynamics. For simplicity, assume that c + + c − ≡ 1. We attach to a random walker a Poisson clock of rate n, independent of the process {η n t ;t ∈ [0, T ]}. Each time the clock rings, the particle jumps to the right with probability c + (η n t ; x n t− ), and to the left with complementary probability c − (η n t ; x n t− ). We remark that the process {x n t ;t ∈ [0, T ]} is not Markovian; if we consider a fixed realization of the random environment {η n t ;t ∈ [0, T ]}, then we recover the Markov property for {x n t ;t ∈ [0, T ]}, but the resulting evolution is not homogeneous in time. The pair {(η n t ; x n t );t ∈ [0, T ]} turns out to be an homogeneous Markov chain, with values in Ω n × T n and generated by the operator given by
for any function f : Ω n × T n :→ R. At this point, two remarks are in place. Notice that for functions which depend only on η, this expression coincides with the definition of the generator of the process {η n t ;t ∈ [0, T ]}, explaining the use of the same notation for both objects. Notice as well that the dynamics of the random walk is speeded-up by n. We expect the walk to move with some velocity, on which case it needs to make n jumps in order to cross a region of order 1.
From now on and up to the end of the article, we assume that the random walk starts at 0: x n 0 = 0 for any n ∈ N. Furthermore, to avoid uninteresting technical problems, we make the following ellipticity assumption:
The environment as seen by the walker
Let {ξ n t ;t ∈ [0, T ]} be the process with values in Ω n defined by ξ n t (z) = η n t (x n t + z) for any z ∈ T n (in other words, ξ n t = τ x n t η n t ) and any t ∈ [0, T ] The process {ξ n t ;t ∈ [0, T ]} turns out to be a Markovian process and its corresponding generator is given by
for any function f : Ω n → R. The value of x n t can be recovered from the trajectory {ξ n s ; s ∈ [0,t]} in the following way. Let {N n,± t ;t ∈ [0, T ]} be the number of shifts to the right (+) and to the left (−) up to time t. Then,
This point of view, introduced by Kipnis-Varadhan, has shown to be very fruitful (see [1] for an application in this context).
The empirical measures
Let T := R/Z and let M + (T) be the space of positive, Radon measures on T. Let µ, {µ n ; n ∈ N} be in M + (T). We say that µ n → µ if f dµ n → f dµ for any continuous function f : T → R. The topology induced in M + (T) by this convergence is known as the weak topology, and the space M + (T) turns out to be a Polish space under this topology. That is, M + (T) is completely metrizable and separable under this topology. A possible metric is the following. Let { f N ; N ∈ Z} be a subset of the space C (T) of continuous functions f : T → R such that the space of finite linear combinations of { f N ; N ∈ Z} is dense on C (T). Then, d :
is the required metric.
where (·) + denotes positive part. Sometimes the functions {δ n x ; x ∈ T n } are called finite elements. The empirical density of particles is defined as the
Notice that π n t is absolutely continuous with respect to Lebesgue measure in T. We will make the following abuse of notation. We will write π n t (x) for the density of π n1 n δ x in place of δ n x , where δ x is the δ of Dirac at x ∈ T (see Chapter 4 of [KL]). we will be interested in scaling limits of the process {π n t ;t ∈ [0, T ]}. Since the number of particles per site is bounded by 1 by definition, any limit point of π n t (dx) must be a measure which is uniformly continuous with respect to Lebesgue measure in T, and moreover with Radon-Nykodim derivative bounded above by 1. Therefore, it is natural to modify the customary definition of the empirical measure π n t in such a way that it satisfies this property for any fixed n. This is accomplished by choosing δ n x (y) = ½(|y − x| ≤ 1 2n ) (see [16] for example). In our case, for topological consideration which will become more transparent later on, it will be convenient to have π n t (·) a.s. continuous, since in one hand we will need this property later on, and in the other hand we will prove that this property is shared by the possible limits of π n t . It is clear that at the level of a law of large numbers, all these definitions of empirical measures are equivalent; this is also the case at the level of large deviations principles, and we adopt this definition in order to simplify the already very technical exposition.
Let us denote by M In a similar way, the empirical measure associated to the process {ξ n t ;t
Hydrodynamic limits
Let u 0 : T → [0, 1] be a given function. We say that a sequence {µ n ; n ∈ N} of probability measures on Ω n is associated to u 0 if for any f ∈ C (T),
in distribution with respect to {µ n ; n ∈ N}. In other words, {µ n ; n ∈ N} is associated to u 0 if the empirical measure of particles converges to u 0 (y)dy, in distribution with respect to {µ n ; n ∈ N} and to the weak topology of M + (T). Notice that for any function u 0 :
there is a sequence of measures associated to it. In fact, define for n ∈ N and x ∈ T n ,
Then the product measure ν n u 0 given by ν
is associated to u 0 . These measures will play a role in the derivation of a large deviations principle later on.
and {µ n ; n ∈ N} be fixed. We denote by P n the distribution of {(η n t ; x n t );t
; Ω n × T n ) with initial distribution µ n ⊗ δ 0 , and we denote by E n the expectation with respect to P n . The following proposition is classical:
and let {µ n ; n ∈ N} be associated to u 0 . With respect to P n , lim
, where the density {u(t, x);t ∈ [0, T ], x ∈ T} is the solution of the heat equation
This proposition is what is known in the literature as the hydrodynamic limit of the process {η n t ;t ∈ [0, T ]}. A proof of this proposition which is close in spirit to the exposition here can be found in Chapter 4 of [15] . A similar result was obtained in [1] for the process {ξ n t ;t ∈ [0, T ]}, but before stating this result, we need some notation. Let us define v ± :
Notice that v ± do not depend on x. Since we have assumed that c is local,
The value of v(ρ) can be interpreted as the mean-field speed of the walk {x n t ;t ∈ [0, T ]} in an environment of density ρ, but we point out that this far from clear under which conditions we can assume that this mean-field speed is a good approximation for the real speed of the walk. The following propositions are the main results in [1] .
Proposition 2. With respect to
, where the density {û(t, x);t ∈ [0, T ], x ∈ T} is the solution of the equation
The densities u andû are related by the identityû(t, x) = u(t, f (t) + x) for any t ∈ [0, T ] and any x ∈ T. In fact, we have the following law of large numbers for 
Main results: large deviations
Propositions 1 and 3 can be understood as a functional law of large numbers for the pair of processes {(π n t , x n t );t ∈ [0, T ]}. Our aim is to show a large deviations principle for the process {x n t ;t ∈ [0, T ]}, Theorem 6 below.
Topological considerations
Let us notice that the J 1 -Skorohod topology coincides with the uniform topology when restricted to the space of continuous functions. This topology is not the only one with this property, in the original work of Skorohod, 4 different topologies are introduced on the space D([0, T ]; E ) with this property, and such that the space
is Polish with respect to those topologies. Let us recall the decomposition
is just a standard Poisson process speeded-up by n, an immediate corollary of Proposition 3 is that
in distribution with respect to the
In fact, the convergences of the processes {x n t ;t ∈ [0, T ]} and { 
} is equivalent to convergence of the sequence of positive Radon measures {ω n + ; n ∈ N} to the measure 1 2 (1 +f ′ (t))dt, with respect to the weak topology of M + ([0, T ]). We will adopt this last point of view. Notice that in order to recover the process {x n t ;t ∈ [0, T ]}, we need both processes {N n,± t ;t ∈ [0, T ]}, or equivalently, both measures {ω n ± }. Therefore, if needed, we can consider the process {x n t ;t ∈ [0, T ]} as an element of the space
equipped with the weak topology. The main advantage of this point of view is the characterization of compact sets, which is very sim-
is relatively compact if and only if sup µ∈K µ(T) < +∞. We will discuss more about topologies during the proof of the large deviations principle.
Large deviations principle
Let us describe very quickly what do we understand by a large deviations principle. Since we are going to state several large deviations principles, let us define it in full generality. Let E be a Polish space. We say that a function I : E → [0, ∞] is a rate function if it is lower semi-continuous, that is, the set {x ∈ E ; I (x) ≤ M} is closed for any M ∈ [0, ∞). We say that the rate function I is good if the sets {x ∈ E ; I (x) ≤ M} are compact for any M ∈ [0, ∞). We say that a sequence {X n ; n ∈ N} of E -valued random variables defined in some probability space (E, F , P) satisfies a large deviations principle with good rate function I if
ii) for any closed set C ⊆ E ,
The associated martingales
According to Donsker-Varadhan theory of large deviations for Markov processes, in order to show a large deviations principle, it is necessary to construct a family of exponential martingales big enough. Let F :
is a positive martingale of unit expectation. It turns out that there are two types of relevant functions for the large deviations problem. Let a : [0, T ] → R be a continuously differentiable function. Taking F t (η; x) = na(t)x, we see that the process {M a,n
(30) is a positive martingale with unit expectation. Notice that by definition, a(0)x n 0 ≡ 0. Notice as well that integrating by parts, we see that
Therefore, in a sense, knowing M a,n T for any a, we know {x n t ;t ∈ [0, T ]}. The second type of function that plays a role in the derivation of a large deviations principle is the following. Let H : [0, T ] × T → R of class C 1,2 , that is, once continuously differentiable in time and twice continuously differentiable in space.
It is not difficult to check that for x ∈ T n , y = x + 1 n , the function ∇ n x,y H t is a discrete approximation of the gradient ∇H t (x), and that ∆ n H t (x) is a discrete approximation of the Laplacian ∆H t (x). We extend the definition of ∆ n H t to T by taking linear interpolations. Taking F t (η; x) = nπ n t (H t ), we see that the process {M
and ψ(u) = e u − u − 1 is a positive martingale with unit expectation 2 . Since we are assuming that H is of class C 1,2 we can write
where the error term R n s (H) is bounded by a function of the form r n (H), depending only on the modulus of continuity of ∆H in T × [0, T ] and converging to 0 as n tends to ∞. Since the jumps of the environment and the particle are a.s. disjoint, the martingales {M 
The initial distribution of particles
In Section 2.6, we saw that in order to obtain the hydrodynamic limit of the environment process, the initial distribution of particles must be associated to some profile u 0 . It turns out that in order to obtain a large deviations principle for the environment process, it is necessary (but far from sufficient) to understand the large deviations of the initial distribution of particles. Let u 0 be a given initial profile. For simplicity, we assume that u 0 is continuous and that there exists ε > 0 such that u 0 ∈ [ε, 1 − ε]. Recall the definition of the measures {ν n u 0 ; n ∈ N} given in Section 2.6. With respect to {ν n u 0 ; n ∈ N}, the empirical measure π n 0 converges in distribution to the measure u 0 (x)dx, and a large deviations principle for the sequence {π n 0 ; n ∈ N} is not difficult to obtain. Recall that we consider π n 0 as an element in M + 0,1 . Let v 0 (x)dx be an element of M + 0,1 . This imposes the restriction 2 Notice that we are making an abuse of notation, using the same superscript structure for M a,n t and M H,n t . Later on we will introduce some more efficient way to handle multiple indices.
We have the following Proposition 4. The sequence {π n 0 ; n ∈ N} satisfies a large deviations principle with respect to the weak topology in M + 0,1 (T) with rate function h.
Large deviations principle for the environment process
A large deviations principle for the process {π n t ;t ∈ [0, T ]} has been obtained in [16] . Let us describe this result. For H :
Then, we define
We have the following.
Proposition 5.
The process {π n t ;t ∈ [0, T ]} satisfies a large deviations principle with good rate function I ex . 
Large deviations for the random walk
if x is absolutely continuous, satisfies
Our main result is the following.
Theorem 6.
The sequence {x n t ;t ∈ [0, T ]} n∈N satisfies a large deviations principle with good rate function
Actually, this result will be a consequence of a large deviations principle for the pair {(π n t ; x n t );t ∈ [0, T ]}.
Theorem 7.
The sequence {(π n t ; x n t );t ∈ [0, T ]} satisfies a large deviations principle with good rate function I rw (x|π) + I ex (π).
The rest of these notes is devoted to the proof of Theorems 6 and 7.
The super exponential estimate
One of the main challenges in order to prove a large deviations principle in the context of interacting particle systems, is to show that local functions of the dynamics, when averaged over space and time, can be expressed as functions of the empirical measure plus an error which is super exponentially small. Let us explain what is the super exponential estimate in the case of the simple exclusion process (that is, our environment process). In order to do this, we need some notation. Let f : Ω → R be a local function. Recall the convention about how to project f into
. When x = 0, we just write ι ε instead of ι ε (0). We have the following.
Proposition 8 (Super exponential estimate ). Let H : [0, T ] × T → R be a continuous function. Let us define
Then, for any δ > 0, and any t ∈ [0, T ],
This super exponential estimate is used in [16] with two purposes. First, to express Q n t (H) (recall the definition of the martingale {M H,n t ;t ∈ [0, T ]}) as a function of {π n t ;t ∈ [0, T ]} plus an error that is super exponentially small. And second, in order to obtain the hydrodynamic limit of suitable perturbations of the exclusion dynamics. Notice that, as a consequence, we can express M H,n t (more precisely,
) as a function of {π n t ;t ∈ [0, T ]} plus an error super exponentially small. Looking into the formula for M a,n t , we see that in order to express it as a function of {(π n t , x n t );t ∈ [0, T ]}, we need to express
as a function of these two processes. The super exponential estimate does not apply for two reasons. First, there is not spatial averaging. Second, the position at which we measure the local function c ± changes with time (since it follows the location of the random walk). In [14] and in the context of the tagged particle problem, both problems were overcome by considering the environment as seen from the walk, {ξ n t ;t ∈ [0, T ]}. Notice that in terms of the process {ξ n t ;t ∈ [0, T ]}, the integral in question is given by
In this section, our objective will be to show the following super exponential estimate.
Lemma 9 (Local super exponential estimate). Let f : Ω n → R be a local function. Then,
for any δ > 0 and any t ∈ [0, T ].
To make the exposition clear, the proof will be divided in various steps. Before starting the proof, we introduce some notations and conventions. Let us write
With this notation, the integral in the super exponential lemma is equal to
For simplicity, we assume that the support of f is contained on {1, . . . , ℓ 0 } for some ℓ 0 ∈ N. In that case, supp(W ℓ f ) = {1, . . . , ℓ} for any ℓ ≥ ℓ 0 . We will indistinctly denote by Λ ℓ the sets {1, . . . , ℓ} ⊆ Z and { 
Reduction to a variational problem
In this section we reduce the proof of the super exponential estimate to a variational problem involving the generator of the dynamics. Let us start introducing an elementary estimate which will be used several times.
Proposition 10.
For any positive numbers a 1 , . . . , a ℓ ,
Using the proposition, we see that for any random variable X ,
Therefore, in order to show (47), it is enough to show that
Therefore, we have got rid of the absolute value in (47). This is good, because we will able to exploit time cancellations in a better way. By the exponential Tchebyshev' s inequality, for any random variable X and any γ > 0 we have that
Therefore, it is enough to show that
since in that case, calling κ this supremum,
for any γ > 0 and sending γ to ∞, (52) follows. Since −W εn f = W εn − f we omit the ± from now on.
The next step is to put the process in near-equilibrium distribution. Fix ρ ∈ (0, 1) and let us denote by P ρ n the distribution of the process {ξ n t ;t ∈ [0, T ]} with initial distribution ν ρ (or equivalently, the process {(η n t , x n t );t ∈ [0, T ]} with initial distribution ν ρ ⊗ δ 0 ), and let E ρ n be the expectation with respect to P ρ n . The actual value of ρ will not be very important. Notice that ν ρ is not stationary under the evolution of {ξ n t ;t ∈ [0, T ]}, but it is indeed close to stationarity in a sense to be precised below. By the Markov property, dP n dP
. Moreover, since ν ρ (η) ≥ min{ρ, 1 − ρ} for any η ∈ Ω n (in fact, the worst configurations are η(x) ≡ 0 or 1), we conclude that there exists a constant K 0 = K 0 (ρ) such that dµ n dν ρ ∞ ≤ K n 0 for any n ∈ N. In particular, for any function F ≥ 0,
Therefore,
and it is enough to consider the case µ n = ν ρ . The nowadays classical argument of Varadhan (see Lemma A1.7.2 in page 336 of Kipnis-Landim) to estimate this exponential expectation, combines Feynman-Kac's formula with the variational formula for the largest eigenvalue of the operator L n + W εn f , to get the bound
where ·, · denotes the inner product in L 2 (ν ρ ), the supremum runs over functions g : Ω n → R such that g, g = 1 and L n is the generator of the process {ξ n t ;t ∈ [0, T ]}. This variational problem will be the starting point of the next step of the proof.
Some properties of g, L n g
Define, for g : Ω n → R and x, y ∈ T n ,
and define
is the Dirichlet form associated to the process {η n t ;t ∈ [0, T ]}. The following proposition was proved in [AveFraJarVol].
Proposition 11. There exists a constant K
The intuition behind this proposition is the following. The quantity g, L n g measures the entropy production rate, and if ν ρ were invariant, it should be negative. Since ν ρ is invariant under the dynamics of the environment, entropy can grow only due to the motion of the random walk. Since the random walk jumps about n times on a fixed time interval, the entropy of the distribution of the process with respect to ν ρ should grow with time linearly in n.
The following observation will be very useful.
Proposition 12.
For any x, y ∈ T n , the application
is convex. In particular, g → D( √ g) is convex.
The one-block estimate
In the previous section, we have reduced the proof of (47) to the variational problem sup 
Proof. By Proposition 11,
For the ones acquainted with the theory of hydrodynamic limits well, the supremum on the right-hand side of this inequality is basically the one appearing in Eq. 5.4.1 of Kipnis-Landim, and the proof there applies to our situation with essentially no changes. For the ones who are not familiar with hydrodynamic limits, we include a somehow simpler proof. Let us define F ℓ = σ {ξ (x); x ∈ Λ ℓ }, where the set Λ ℓ = { 1 n , . . . , ℓ n } was defined above. Notice that for any function g, D(|g|) ≤ D(g), while g 2 = |g| 2 . Therefore, we can restrict the supremum above to non-negative functions g : Ω n → R such that g, g = 1. Let us define
For a given non-negative function g with g, g = 1, let us define
and it is enough to show that
where now the supremum runs over functions g : Ω n → R such that g, g = 1 and such that supp(g) ⊆ Λ ℓ . Notice that on the supremum above, the only dependence on n is on the constant in front of D ℓ (g). Moreover, the variational problem is a finite-dimensional one (2 ℓ -dimensional, to be more precise). In particular, g lives in a compact space (topology do not matter here, because all the metrics are equivalent in finite-dimensional spaces). Therefore, for each n, there exists a function g n for which the supremum is attained. For g ≡ 1, γ W ℓ f , g 2 − nD ℓ (g) = 0. Therefore, the supremum is greater or equal than 0. Therefore, D ℓ (g n ) ≤ γ n f ∞ , and in particular D ℓ (g n ) tends to 0 as n tends to ∞. Let n ′ be a subsequence such that g n converges to some limit g ∞ . Since g → D ℓ (g) is convex, it is also lower semicontinuous. Therefore, we have that
for some functionĝ : Ω n → R satisfying g, g = 1, supp(g) ⊆ Λ ℓ and D ℓ (g) = 0. Let us identify {0, 1} Λ ℓ with Ω ℓ , where we forget about the periodic boundary condition. Recall the definition of the spaces Ω k,ℓ given in Section 2.1. By the irreducibility of the exclusion process, D ℓ (ĝ) = 0 implies thatĝ is constant on each of the spaces Ω k,ℓ , k = 0, 1, . . . , ℓ. On the set Ω k,ℓ ,
Therefore, there exists a sequence of positive numbers {p(0), . . . , p(ℓ)} such that ∑ k p(k) = 1 and
wheref (k; ℓ) = f dν k,ℓ . We have thus reduced the proof of the one-block estimate to prove that
This limit is equal to 0 in view of Prop. 3.1 of [Gonçalves-Jara], known in the literature as the equivalence of ensembles. This finishes the proof of Lemma 13.
The two-blocks estimate
In view of Lemma 13, in order to complete the proof of Lemma 9, it is enough to show the following.
Lemma 14 (Two-blocks estimate)
.
Let us define, for ξ ∈ Ω n , x ∈ T n and ℓ ≤ n,
This notation will not enter in conflict with ξ n t , since we will only use it in this section, where no reference to the evolution is done. Notice that 0) ). Since the function f is local, the functionf is a polynomial, and in particular it is uniformly Lipschitz in [0, 1]. Let K f be the corresponding Lipschitz constant. Let us assume that εn is an integer multiple of ℓ. The modifications needed if this is not the case will be evident. We have that
where the sum is over sites y ∈ Λ εn which are multiple integers of ℓ n . The two blocks on the name of Lemma 14 are the two blocks of size ℓ on the right-hand side of this inequality. Using Proposition 11 and the inequality above, we see that it is enough to show that
The proof of this inequality is very similar to the proof of the one-block estimate, so we will pass quickly through the points which are the same. Let F y ℓ = σ {ξ (x), ξ (x + y); x ∈ Λ ℓ }. We can restrict the supremum to non-negative functions g with g, g = 1. For a given non-negative g, define g ℓ, 
Proposition 15 (Path lemma). For any g
: Ω n → R and any y ∈ T n ,
Let us prove this proposition. To simplify the notation, we switch to Ω = {0, 1} Z and we consider y = ℓ − 1, ℓ ∈ N. For any permutation σ : Λ ℓ → Λ ℓ and any ξ ∈ Ω, let us define ξ σ ∈ Ω as
According to this notation,
Notice that (1 ℓ) = (1 2) . .
, that is, the transposition (1 ℓ) is the product of 2ℓ − 3 transpositions between neighbors. Let us denote by σ j the product of the first j transpositions. Since the measure ν ρ is exchangeable, for any two permutations σ , τ,
Let us write g(ξ (1 ℓ) ) − g(ξ ) as a telescopic sum:
By Cauchy-Schwarz inequality,
Notice that σ j σ −1 j−1 is a transposition between neighbors, and notice as well that each pair of neighbours appears at most twice on the sum on the right-hand side of this inequality. Since 2(2ℓ − 3) ≤ 4ℓ, the path lemma is proved.
Using the path lemma, we see that D y ℓ, * (g) ≤ (1+4εn)D(g) for any g : Ω n → R. Therefore, in order to show (74), it is enough to show that for any γ > 0,
For the reader who knows the theory of hydrodynamic limits, this variational problem is essentially the same appearing in the middle of page 93 of KipnisLandim, and in particular, they may skip the rest of the proof. Let us identify the set of F y ℓ -measurable functions with the set of functions from Ω 2 ℓ = {0, 1} Λ ℓ ×{0, 1} Λ ℓ to R. Let us denote by (ξ , ζ ) the elements of Ω 2 ℓ . With this identification, we can rewrite the supremum above as
where the supremum is over non-negative functions g : Ω 2 ℓ → R such that g, g = 1. Notice that the dependence on y has been totally washed away. Repeating the compactness argument given in the proof of the one-block estimate, this time with ε playing the role of n, we are left to prove that
where ν 2 k,ℓ is the uniform measure on the set
It turns out that it is simpler to compute
In fact, it is enough to observe that
2ℓ(2ℓ−1) . With these two computations in hand, we can show that the variance above is equal to
2ℓ−1 , which finishes the proof of Lemma 14.
Final remarks
In the previous four subsections, we have proved the local super exponential estimate, Lemma 9. It turns out that in its current form, this is not what we need in order to deal with the martingales {M a,n t ;t ∈ [0, T ]}. The problem is that the local function appearing there is also depending on time. Looking at Varadhan's argument (58), we see a constant t multiplying the supremum on the right-hand side of the inequality. This constant can be changed into an integration over [0,t] , if the local function f depends on t as well. We did not include this dependence on t from the beginning because it would have been overcharged an already heavy notation. In the application we have in mind, the dependence on t is rather simple. In fact, f (ξ ) = c ± (ξ ) (e a(t) − 1) . Therefore, the constant e a(t) − 1 could have been absorbed into γ during all the computations, and in the end what we could prove is that the local super exponential estimate remains true whenever a : [0, T ] → R remains bounded. If the reader is not satisfied with this sketch, here there is a different argument. Recall that in the construction of the martingale {M a,n t ;t ∈ [0, T ]} we are assuming that a ∈ C 1 . Actually for the argument we will explain, continuity is enough. Since f is bounded, given δ > 0 it is possible to find δ ′ > 0 such that |e a(t) − e a(s) | ≤ δ 2T if |s − t| ≤ δ ′ . Therefore, we can approximate e a(t) − 1 by a function which is piecewise constant on finite intervals of size at most δ ′ , with an error at most δ 2 . On each one of these finite intervals we can use the local super exponential estimate, proving the extension to the time-dependent function c ± (ξ )(e a(t) − 1). Since we will only need the super exponential estimate for these functions, we state it as a lemma.
Lemma 16. For any t ∈ [0, T ], any δ > 0 and any continuous function a
(87)
The energy estimate
Let u : [0, T ] × T → R be a function of class C 0,1 . The energy of the function u is defined as
Recall that according to our definition of the empirical measure {π n t ;t ∈ [0, T ]} in terms of finite elements, π n t (x) has finite energy for any n ∈ N. Our aim will be to show that in some sense, the probability of trajectories with very high energy is very small. Recall that {π n t ;t ∈ [0, T ]} is a very oscillatory object at local scales, so a naïve approach does not work. Indeed, we will need a variational characterization of the energy. Therefore, let us introduce some Hilbert spaces.
3 In this section we will only use f for test functions; do not confuse with the notation local functions used on the previous section Let us denote by H 0,T the Hilbert space { f ; f 0,T < ∞}. For f , g ∈ H 0,T , define
For f ∈ H 0,T , let us define
We denote by H 1,T the space of functions f ∈ H 0,T such that f 1,T < ∞. Notice that H 1,T is not a Hilbert space: functions which are constant in space and such that T 0 f (t) 2 dt < ∞ belong to H 1,T and satisfy f 1,T = 0. In fact, if we say that f ∼ g whenever f − g =: λ does not depend on x, then H 1,T / ∼ is a Hilbert space. We will not use this fact in what follows, but we will do use the following. Let {h j ; j ∈ N} be a sequence of functions in C 0,1 , dense in the unitary ball of H 0,T . Then, we can restrict the supremum in the variational formula of f 1,T to the set {h j ; j ∈ N}:
Throughout this section, we will denote by π n · the process {π n t ;t ∈ [0, T ]}, and we will denote by π n (without the dot) the function
from Ω n to M + 0,1 (T). Lemma 18 (Energy estimate). There exists a constant C 0 ∈ (0, ∞) such that for any M > 0, and any ℓ ∈ N,
Proof. By Proposition 10, it is enough to show that
for any j ∈ N. Using the exponential Tchebyshev's inequality, we see that for any γ > 0 and the computations done in Section 4.1,
(96) 
with r j n (t, x) a correction of order 1/n. Therefore,
We will use the following trick: for any x, y ∈ T n and any g :
for any β x,y > 0. In the first inequality we used the weighted Cauchy-Schwarz inequality and the inequality between arithmetic and geometric mean. In the second inequality we used the fact that g, g = 1.
Choosing β x,x+
, we obtain the bound γ π n (∇h
valid for any g : Ω n → R with g, g = 1. We conclude that
(101) Therefore, sending n to ∞ we see that for
Minimizing over γ we obtain the lemma.
The upper bound
Now that we have the super exponential estimate and the energy estimate at our disposal, we can show the large deviations upper bound on Theorem 7. As we have done before, for the sake of clarity, we break the proof in various steps.
The upper bound for open sets
Let us recall that we want to obtain a large deviations principle for the pair {(π n t ; x n t );t ∈ Notation will become cumbersome very quickly, unless we adopt some simplifying conventions. We will denote the process {(π n t ; x n t );t ∈ [0, T ]} by (π n , x n ). In particular, we abandon the notation introduced in Section 4, where we used the notation π n · (with a dot) for {π n t ;t
The martingales {M a,n
are not functions of (π n , x n ) but the super exponential estimates of Proposition 8 and Lemma 16 say that these martingales can be approximated by functions of (π n , x n ), with an error that is super exponentially small. We will need a mountain of indices. Therefore, we introduce some notation. Let us denote by I the set of indices i of the form i = {v 0 , a, H, ε, δ , ℓ, M}, where v 0 :
In what follows, we use the index i to denote dependence on some (sometimes all, but not always) of the variables {v 0 , a, H, ε, δ , ℓ, M}. We start by preparing an initial distribution associated to a profile v 0 . For v 0 :
Recall the definition of {ρ n x ; x ∈ T n } given in Section 2.6. Define f n x = n δ n x (y) f (y)dy and
Defineν n v 0 as the product measure in Ω n given bŷ ν
Notice that with this definition, the Radon-Nykodim derivative
is a function of the empirical density π n 0 . The process {(η n t ; x n t );t ∈ [0, T ]} with initial distribution
Let
Lemma 16 and Lemma 18 imply that
where U a,H ε,δ is a constant which converges to −∞ as ε → 0, regardless of the values of δ , a or H. We have that
T is a function of the pair (π n , x n ), plus some small error term. We have that
where U ℓ M = {sup 1≤ j≤ℓ π, ∇h j 0,T ≤ M} and the functions j ε , J n ε and h n are given by
Recall that the error term r n (H) comes from replacing a discrete version of the Laplacian of H by ∆H. The error term 2δ comes from the use of the super exponential estimates stated in Proposition 8 and Lemma 16. Using the smoothness of ∇H t and of v 0 , we see that h n and J n ε converge to the functions
Let us define
The function J i (π, x) is lower semicontinuous, since each one of the functions j ε , J i and h are continuous, and the set U ℓ M is closed. Minimizing over all the indices i, we finally obtain the upper bound
The upper bound for compact sets
Once a large deviations upper bound has been obtained for open sets, the standard way to pass from it to an upper bound for compact sets is through the so-called Minimax lemma:
Proposition 19 (Minimax Lemma). Let {F i ; i ∈ I} be a family of upper semicontinuous functions defined on a Polish space E . Let {P n ; n ∈ N} be a sequence of probability measures in E . Assume that for any open set A ⊆ E ,
Then, for any compact set K ⊆ E ,
Let K ⊆ E be a compact set. Applying the Minimax Lemma to the family of
Recall that the index i includes all the possible choices of v 0 , a, H, ε, δ , ℓ and M. We will take advantage of this by taking the infima in the right order. Observe that we can replace inf by lim inf whenever it is convenient, since the lim inf of a sequence is bigger than the inf of the same sequence. Recall the definition
is increasing in ℓ: the set where we define J i (π, x) as equal to +∞ is growing with ℓ, and outside of it, the function J i (π, x) does not depend on ℓ. This is equivalent to say that we are restricting the supremum to the intersection of K and
By the definition of the sequence {h j ; j ∈ N}, the set U M is equal to the set { π 1,T ≤ M}. Now it is the turn of sending M → ∞. Doing this, there are two effects. First, the term C 0 − M 2 goes to −∞, and we can take it out of the maximum. And second, the set U = ∪ M U M is equal to the set H 1,T = { π 1,T < +∞}. Therefore, after taking the limit in ℓ first and then in M, we end up with the bound
Notice that we have consumed all of Section 4 plus these two limit procedures, just to be able to maximize over the set K ∩ H 1,T instead of K . The reason for this will become transparent now. Now it is the turn to minimize over ε. Recall that U a,H ε,δ goes to −∞ as ε → 0 if the other parameters are fixed. But then we need to analyze the limit of J i (π, x) when ε → 0, The analysis of the term J ε (H; π) has been already done in [16] and in Chapter 10 of Kipnis-Landim. Therefore, we just need to look at j ε (a; π, x). Let us recall its definition:
When ε → 0, we cannot guarantee that π t (ι ε (x t )) goes to π t (x t ) if we only know that π t has bounded density: it may easily be the case that x t is a non-removableby-smoothing discontinuity for every t ∈ [0, T ]. The set of points of this type form a very thin subset of T, but we cannot rule out a pathological behavior assuming only that π t ∈ M + 0,1 (T). Since we can assume that π ∈ H 1,T , we can also assume that x → π t (x) is continuous for a.e. t ∈ [0, T ]. Then, π t (ι ε (x t )) converges to π t (x t ) for a.e. t ∈ [0, T ]. By the dominated convergence theorem, we conclude that j ε (a; π, x) converges, as ε → 0, to
When ε → 0, the function J ε (H; π) also has a well-defined limit, and the fact that π t ∈ M + 0,1 (T) is enough to justify the limit. The limit is equal to
After sending ε → 0, we end up with the bound
It turns out that the last supremum is exactly the rate function of the large deviations principle stated in Theorem 7 (see equations (1.1)-(1.4) in Chapter 10 of KipnisLandim for the equivalence), and therefore we have completed the large deviations upper bound of Theorem 7 for compact sets. We state this bound as a lemma for further reference.
Lemma 20. For any compact set
K ⊆ E , lim n→∞ 1 n log P n ((π n , x n ) ∈ K ) ≤ − inf (π,x)∈K {I rw (x|π) + I ex (π)(132)
Upper bound for closed sets
The canonical way to extend a large deviations upper bound from compact sets to closed sets is to prove the exponential tightness of the corresponding sequence of processes. We say that the sequence (π n , x n ) is exponentially tight if for any M > 0 there exists a compact
The relevance of this condition is given by the following proposition.
Proposition 21. Let {P n ; n ∈ N} a sequence of probability measures defined on a Polish space E . Let I : E → [0, ∞] be a lower semicontinuous function. Assume that for any compact set K ⊆ E ,
Assume in addition that the sequence {P n ; n ∈ N} is exponentially tight. Then,
for any closed set C ⊆ E .
Due to the product structure of the state space of (π n , x n ), it is enough to show exponential tightness for each of the process {π n ; n ∈ N}, {x n ; n ∈ N} separately. The exponential tightness of {π n ; n ∈ N} is proved in Chapter 10.4 of KipnisLandim, starting from eq. (4.5). We are left to prove the exponential tightness of {x n ; n ∈ N}. This is equivalent to show the exponential tightness of each one of the processes {ω n ± ; n ∈ N}. Recall the following characterisation of compact sets of M + ([0, T ]).
Proposition 22. A closet set C ⊆ M + ([0, T ]) is compact if and only if
Notice as well that ω n
T . Therefore, in order to show exponential tightness of {ω n ± ; n ∈ N}, it is enough to show that
This is actually very easy to prove. In fact, the processes {M ±,n
are positive martingales of unit expectation. In particular, taking C 1 = sup ξ c ± (ξ ),
Using the exponential Tchebyshev's inequality, we see that
which proves the exponential tightness of {x n ; n ∈ N}. Therefore, we conclude that
Some properties of the rate function
It turns out that a more explicit formula for the rate function I rw (x|π) can be obtained. Recall that we are assuming that x has finite variation. We claim that I rw (x|π) = +∞ unless x is absolutely continuous. Since x has finite variation, we can justify an integration by parts to show that
Let us assume that x is not absolutely continuous. Then there exists a compact set
For simplicity, we assume that x(K) =:
Since K is compact, there exists a sequence of smooth functions a ε :
Sending λ → ∞, we conclude that I rw (x|π) = +∞. In particular, we can rewrite the rate function I rw as
By an approximation argument, we can check that the supremum over C 1 functions can be replaced by a supremum over bounded functions. An upper bound for I rw can be obtained by exchanging the supremum and the integration. In that case, the maximizing function a is given by
Therefore, if this test function is bounded, we have an explicit form for I rw . Due to the ellipticity assumption (9), we show now that (147) is in fact always the optimizer. Under this assumption, we have the following:
To show '⇐', note that
for constants c 1 , c 2 > 0 which depend on the ellipticity assumption. From where H t (η) = ∑ x∈T n η(x)δ n x (y)H t (y) dy. We want to derive the hydrodynamic behaviour of this perturbed system, namely, the analogous of Propositions 2 and 3. For this aim, we first show that the statement of Lemma 9 remains in force under P i n .
Lemma 23. Let f : Ω n → R be a local function. Then,
Proof. By (107) and the explicit expressions of the involved factors, we have that
Recall the notations in (48) and (49) and note that
The claim now follows by using (156) and Lemma 9 to the r.h.s. of (157).
Note that the generator in (154) restricted to functions acting only on the first coordinate η corresponds to a perturbation of the exclusion process. The hydrodynamic behaviour of such a perturbed exclusion process is well known in the literature, see e.g. [15] , Proposition 5.1, Chapter 5. We recall it in the next proposition. 
We are now ready to prove the hydrodynamic behavior for our perturbed system.
Proposition 25.
Define v a (ρ,t) := e a(t) v + (ρ) − e −a(t) v − (ρ) and fix i = {v 0 , H, a}. Under P i n , the pair (π n t , x n t ) converges in distribution to (û i (t), f i (t)) with respect to Proof. Recall (108),(109) and set
T is bounded, we have
Hence,
On
Finally, when taking n → ∞, δ , ε → 0, we can use Lemma 23 together with the hydrodynamic limit for the perturbed system, Proposition 25, and obtain (165).
The lower bound
We can finally show the lower bound which together with (141) concludes the proof of Theorem 7. To show the lower bound we will proceed in two steps. We first restrict ourself to paths obtained as solutions of the perturbed system in Proposition 25. Then, in Lemma 28 below, we show that paths with finite rate function can be approximated by paths which arise via perturbation. For notational convience, define
Proof. For a given open set O ∈ E , choose parameters i = {v 0 , H, a} such that the solution (u i , f i ) of the differential equations in (159) and (161) is contained in O.
By a change of measure and Jensen's inequality we have that
Moreover, by Proposition 25 and our choice of parameters, lim n→∞ P i n (O) = 1 and
Hence, by Lemma 26,
Optimizing over i = {v 0 , H, a} such that (u i , f i ) ∈ O ends the proof.
All that remains to show is to remove the restriction to paths obtained by perturbations. 
Proof. Let us first observe that
which follows from (176) by the Lipschitz continuity of v z (ρ). In Section 6.4 we found that, when the rate function I rw (x|π) is finite, it can be written explicitly as in equation (147). We can thus rewrite (147) as
with
ρ (x) := 2h
In view of (179), to show (177), we will prove that
For j = 4, this is readily obtained due to (178). For j = 1, 2, 3, by triangular inequality, we have that
We want to show that, as N → ∞, the two terms in the r.h.s. of (183) vanish. For the first term, consider the case j = 3, the derivative bounded by an arbitrary but fixed constant, the L 1 -norm and the Orlicz-norm are equivalent, see e.g. [18] . Hence the fact that the smooth functions lie densely in the bounded functions in L 1 implies the same fact for the Orlicz space. Second, bounded functions are dense in the Orlicz space, see [18] . When j = 1, 2, this argument becomes simpler because ∂ x h ( j) ρ (x) is monotone, and |∂ x h ( j) ρ (x)| ≤ K uniformly in x and ρ, for some positive constant K. For the second term in the r.h.s. of (183), when j = 1, 2, 3, we argue as follows. First, consider the case j = 1, abbreviate c i (t) := v + (ρ i (t))v − (ρ i (t)) for i = 1, 2, and estimate
for some constant K 1 , K 2 > 0 depending on the ellipticity assumption and on the uniform bounded function 1/ x 2 + c 1 + x 2 + c 2 . Hence, the claim follows by (178). The case j = 2 is the same due to (180).
It remains to consider the case j = 3. By using Hölder inequality, estimate
By the triangle inequality, the right hand side goes to 0 if both log h (1) 
As the right term is bounded from above by some constant, (194) is estimated by
and from (190) we can conclude that the left norm in (193) goes to 0. For the right norm in (193) we can do the analogue argument with v + instead of h (1) , which completes the case j = 3.
Lemma 29. Assume π satisfies I ex (π) < ∞ and π is differentiable in time with an absolutely continuous derivative which satisfies π ∞ < M for some 0 < M < ∞. Then π t is Hölder-1/2 continuous for almost every t.
Proof. Assume π has finite energy, that is ∇π 0,T < ∞. Then, by the Sobolev embedding theorem, the conclusion follows. So what we will show is that if π has infinite energy under the given assumptions, then the rate function is infinite as well, which is a contradiction. First observe that instead of taking the supremum over all H when determining I ex we can restrict ourself to those H with H t (0) = 0, 0 ≤ t ≤ T . This is easily seen by observing that π has constant mass and hence J(H − H(0); π) = J(H; π).
Looking in more detail at J(H; π), by partial integration, the boundedness ofπ and basic estimates, 
If π has infinite energy, then by Proposition 17 there exists a sequence H n ∈ C 0,2 with ∇H n 0,T = 1 and lim n→∞ π, ∇∇H n 0,T = ∞. Since
we have lim n→∞ J(H n , π) = ∞. By approximating functions from C 0,2 by functions from C 1,2 we can conclude that I ex (π) = ∞, which is a contradiction.
Finally we can finish the lower bound. 
Proof. We extend Lemma 27 in two steps, using Lemma 28. We will always keep either π or x constant because that way it is easier to show the L 1 condition of Lemma 28. First we drop the restriction on a. To do so, fix H, v 0 and let u i be the solution of (159). By lemma 29, for almost every t u i (t, ·) is Hölder-1/2 continuous, especially u i (t, ·) is continuous.
Fix a path x with I rw (x|u i ) < ∞. We have shown in Section 6.4 that if x is such that I rw (x|π) < ∞ , then x is absolutely continuous. Since the class C 2 is dense in the set of absolutely continuous functions, we can consider a sequence of paths {y (N) : N ≥ 1} in C 2 such that y N converges to x pointwise.
For each N ≥ 1, let a N ∈ C 1 be the unique function identified by the solution of (y
Note that this is possible due to the ellipticity assumption. Hence y N is the solution of (161) 
To remove the remaining restrictions we follow the steps in [15] , Lemma 5.5, Chapter 5, where the corresponding statement for the perturbed exclusion was proved. What we will show is that the approximation steps in that lemma not only work for I ex but for I rw as well. The general idea is the following scheme. If π is smooth in time and space and is bounded away from 0 and 1 we can find H, v 0 so that π = u i , where u i is the solution of (159). In three steps the conditions are then relaxed, and in each step the convergence of the rate function is proved by use of Lemma 28. A minor difference to Lemma 5.5 in [15] is that we exchange the order of space and time convolution, however that has no influence on the convergence of I ex .
Assume π is bounded away from 0 and 1, smooth in time with I ex (π) < ∞, and let x be a path with I rw (x|π) < ∞. Let ι ε : T → [0, ∞) be a smooth function which integrates to one and has support contained in [−ε, ε]. Define π N (x) = π(x + y)ι 1/N (y) dy. By Lemma 29 π t is Hölder-1/2 continuous for a.e. t and Since π is a cadlag path π N t (x t ) converges to π t (x t ). Hence the condition for Lemma 28 is satisfied and I rw (x|π N ) converges to I rw (x|π).
As a final step, assume that I (x, π) < ∞. Letπ 0 ,π 1 be the constant paths identical to 0 and 1 respectively. Let π N = (1 − 
With Lemma 27 we complete the proof.
