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Abstract
Rings form a bicategory [Rings], with classes of bimodules as horizontal arrows,
and bimodule maps as vertical arrows. The notion of Morita equivalence for
rings can be translated in terms of bicategories in the following way. Two rings
are Morita equivalent if and only if they are isomorphic objects in the bicategory.
We repeat this construction for von Neumann algebras. Von Neumann algebras
form a bicategory [W∗], with classes of correspondences as horizontal arrows,
and intertwiners as vertical arrows. Two von Neumann algebras are Morita
equivalent if and only if they are isomorphic objects in the bicategory [W∗].
Introduction
This paper is concerned with the Morita theory of rings and von Neumann
algebras. Abstract ring theory was initiated around 1920, by, amongst others,
Fraenkel, Brauer, Artin, Hasse, and Emmy Noether. Following from abstract
field theory, ring theory has found its use in many areas of mathematics. Von
Neumann algebras, first introduced by von Neumann in 1930, are now widely
used in analysis and mathematical physics.
At first sight, the rather abstract field of ring and module theory, and the
more physical von Neumann algebra theory are wide apart. For example, ring
theory is used in number theory and algebraic geometry. Von Neumann algebras
find their use in quantum field theory and statistical mechanics, as well as in
representation theory and ergodic theory. In this paper, the author has tried
to show analogies between the two, using Morita equivalence and bicategories.
However, bicategories, though interesting objects as such, are nevertheless just
a tool for handling Morita equivalence.
Kiiti Morita introduced the traditional notion of Morita equivalence for rings,
where it is said that two rings R,S are Morita equivalent if their categories of
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right modules, MR and MS , are equivalent. In the case of von Neumann al-
gebras, M,N are said to be Morita equivalent if there exists a correspondence
M→ H← N for which the representation of M on H is faithful and
M ≃ (Nop)′ holds. However, we may choose a definition of Morita equivalence
for von Neumann algebras, similar to the definition of Morita equivalence for
rings (in terms of representation categories), which is equivalent to our defini-
tion.
The main result of this paper is the following: For both rings and von Neu-
mann algebras, it is possible to prove that Morita equivalence is nothing but
isomorphism in their respective bicategories. Despite the fact that rings and
von Neumann algebras have their use in different areas of mathematics, they
have the same underlying structure as far as Morita equivalence is concerned.
This paper is organized as follows. Section 1 contains the basic definition of
a bicategory. A few examples will be discussed.
Section 2 handles the case of rings. First, the tensor product of two modules
will be explained in Subsection 2.1. Next, we will consider the traditional Morita
theory, which handles progenerators and categories of modules in Subsection
2.2. The notion of a bicategory emerges in Subsection 2.3, where we will show
that rings form a bicategory, and we will state the Morita theory in terms
of bicategories. To justify the use of the terminology “Morita theory” in the
bicategory case, we will show that the results of Subsections 2.2 and 2.3 lead to
equivalent theories. This is done in Subsection 2.4.
Section 3 handles von Neumann algebras. The goal of this section is to ex-
plain the notion of Morita equivalence, and to exhibit corresponding statements
in terms of bicategories. It turns out to be the case that for the construction
of the bicategory of von Neumann algebras, one needs the standard form and
the identity correspondence of a von Neumann algebra, as well as the concept
of Connes fusion. These are discussed in Subsections 3.1, 3.2 and 3.3. Finally,
one will find the Morita theory of von Neumann algebras in Subsection 3.4.
2
1 Bicategories
1.1 Definitions
This section will explain the notion of a bicategory that we will use in later
sections. It is assumed that the reader is familiar with categories, functors and
natural equivalences or natural isomorphisms. In this paper, we will use the
convention that the class of objects of a category C is denoted by C0; the class
of morphisms of C is denoted by C1. The notation (A,B) is used for all arrows
B → A, which allows us to write the composition of arrows conveniently. For a
standard text on categories the reader is referred to [16]. See also [2] and [16]
for an overview of bicategories.
In several situations where we have a bifunctor B×B → B (for a categoryB),
this bifunctor is not associative. If it is, and has a unit element, our category B
becomes a so-called strict monoidal category. For a (relaxed) monoidal category,
there exist natural equivalences such that the bifunctor is associative up to
isomorphism. Further, sometimes we would like to define bifunctors B×C → D
for categories B,C,D. Such bifunctors or composition functors give rise to a
2-category if they are associative. Again, composition functors are generally
not associative. An example is a bicategory, where the composition functor is
merely associative up to isomorphism.
Definition 1.1.1. A bicategory B consists of the following ingredients:
1. A set B0 of objects.
2. For all pairs (A,B) of objects, a category. If there is no confusion pos-
sible, this category will also be denoted by (A,B). The class of all such
categories will be denoted by B1; it contains all morphisms or horizontal
arrows of B. The morphisms (arrows) (A,B)1 of the category (A,B) are
called vertical arrows.
3. For each triple (A,B,C) of objects in B0, a composition functor.
C(A,B,C) : (A,B) × (B,C) −→ (A,C). (1.1)
If (P,Q) is an element of (A,B)× (B,C), we will write P ∗Q for
C(A,B,C)(P,Q). The same notation will be used on the arrows.
4. For each object B of B0, an object IB of (B,B). IB is called the identity
arrow of B.
5. For each quadruple (A,B,C,D) of objects in B0, a natural isomorphism
β between the functors
F =
[
C(A,B,D)
]
◦
[
Id(A,B) × C(B,C,D)
]
, (1.2)
and
G =
[
C(A,C,D)
]
◦
[
C(A,B,C)× Id(C,D)
]
, (1.3)
where
F,G : (A,B)× (B,C) × (C,D) −→ (A,D). (1.4)
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This means there exists a natural equivalence β which assigns to every
object (E1, E2, E3) in (A,B) × (B,C)× (C,D) an arrow
β(E1, E2, E3) : F0(E1, E2, E3)→ G0(E1, E2, E3),
such that for every arrow
h : (E1, E2, E3)→ (E1
′, E2
′, E3
′) ∈ (A,B)× (B,C)× (C,D),
the diagram
F0(E1, E2, E3)
β(E1,E2,E3) //
F1(h)

G0(E1, E2, E3)
G1(h)

F0(E1
′, E2
′, E3
′)
β(E1
′,E2
′,E3
′) // G0(E1
′, E2
′, E3
′)
(1.5)
commutes. Note that β depends on the quadruple (A,B,C,D), but when
no confusion is possible, we will omit this.
6. For each pair of objects (A,B), two natural equivalencesR(A,B) and L(A,B)
called left and right identities. Here L(A,B) is a natural equivalence be-
tween [
C(A,A,B)
]
◦
[
IA × Id(A,B)
]
, (1.6)
and the canonical functor from 1 × (A,B) to (A,B). R(A,B) is a natural
equivalence between [
C(A,B,B)
]
◦
[
Id(A,B) × IB
]
, (1.7)
and the canonical functor from (A,B) × 1 to (A,B). When no confusion
is possible, the subscript of the right and left identities will be omitted.
7. The natural isomorphisms β, L(A,B) and R(A,B) are required to satisfy the
so-called coherence axioms.
• Associativity coherence:
If (P,Q,R, S) is an object in (A,B)× (B,C)× (C,D)× (D,E), the
following diagram commutes:
((P ∗Q) ∗R) ∗ S
β(P,Q,R)∗Id //
β(P∗Q,R,S)

(P ∗ (Q ∗R)) ∗ S
β(P,Q∗R,S)

(P ∗Q) ∗ (R ∗ S)
β(P,Q,R∗S) ))SSS
SS
SS
SS
SS
SS
S
P ∗ ((Q ∗R) ∗ S)
Id∗β(Q,R,S)uukkkk
kk
kk
kk
kk
kk
P ∗ (Q ∗ (R ∗ S)).
(1.8)
4
• Identity coherence:
If (P,Q) is an object in (A,B) × (B,C) the following diagram com-
mutes:
(P ∗ IB) ∗Q
β(P,IB ,Q) //
R(P )∗Id &&MM
MM
MM
MM
MM
P ∗ (IB ∗Q)
Id∗L(Q)xxqqq
qq
qq
qq
q
P ∗Q.
(1.9)
One would like that all diagrams concerning β, L and R are commutative.
In fact, if the coherence axioms are satisfied, all such diagrams commute. ( [16]
Section XI.7; c.f. the coherence axioms in the case of a monoidal category, [16],
Section VII.2, where commutativity of all diagrams is proven.)
Considering a bicategory and taking isomorphism classes in the categories
(A,B) as arrows, we get a category. The natural isomorphisms L and R provide
left and right identities, the natural isomorphism β provides associativity. The
coherence axioms even make this category monoidal. A 2-category, where the
composition is associative, is a special case of a bicategory: In this case the
natural isomorphisms β, L and R are all identities, so the coherence axioms are
satisfied immediately.
For later use, we need a notion of isomorphism in a bicategory, which is
broader than the usual notion of isomorphism in category theory..
Definition 1.1.2. Two objects A,B in a bicategory B are isomorphic in the
bicategory, A
b
≃ B, if an invertible (horizontal) arrow P exists, P ∈ (A,B), i.e.
P ∗ P−1 ∼= IA, (1.10)
and
P−1 ∗ P ∼= IB, (1.11)
where the symbol ∼= denotes isomorphism of objects in (A,A) and in (B,B)
respectively, in the usual sense of categories.
Note that every object of the bicategory is isomorphic to itself via its identity
arrow, which is its own inverse. Further, two objects A,B that are isomorphic
in the usual sense, are also isomorphic in the bicategory, since in that case the
categories (A,A) and (A,B) are equivalent. Hence we have isomorphism on
objects through the natural equivalence. The invertible arrow in this case is
given by the image of IA in (A,B).
1.2 Examples
• All 2-categories are bicategories. For example:
– The class of all categories as objects, functors as horizontal arrows,
and natural transformations as vertical arrows.
– The class of all topological spaces as objects, continuous maps as hor-
izontal arrows, and homotopy classes of continuous maps as vertical
arrows.
5
• Each (relaxed) monoidal categoryM forms a bicategory, which in general
is not a 2-category. The bicategory consists of one object (namelyM), the
objects of the categoryM form the horizontal arrows of the bicategory. A
composition functor M ×M →M which is associative up to isomorphism
exists, sinceM is monoidal. The arrowsM1 form the vertical arrows of the
bicategory. The natural isomorphisms that are associated to the monoidal
category make that the coherence axioms are satisfied.
• More instructive examples of bicategories are the bicategory [Rings] and
the bicategory [W∗]. The bicategory [Rings] consists of rings as objects,
categories of bimodules as horizontal arrows, and linear maps as vertical
arrows. The bicategory [W∗] consists of von Neumann algebras as objects,
categories of correspondences as horizontal arrows, and intertwiners as ver-
tical arrows. However, it is not easy to show that [Rings] and [W∗] are
indeed bicategories. Especially the definition of the composition functor
is not trivial. Therefore a proof can be found in later sections (see Propo-
sitions 2.3.1 and 3.5.3). However, these examples are the main reason to
discuss bicategories, since we use bicategories to show that the notions of
Morita equivalence for rings and von Neumann have the same underlying
structure.
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2 Morita theory for rings
It is assumed that the reader is familiar with the notion of modules and bi-
modules of rings. If not, basic ring and module theory may be found in [6].
Throughout this section, all rings will have a unit. Let R, S be rings. A left R-
module M will be denoted by RM . Right modules will be denoted analogously
by MR. A R-S bimodule N will be denoted by RNS or R → N ← S. Both
notations will be used in the following.
In this section, we will present the ”traditional” Morita theory. After that,
this theory will be reformulated in terms of bicategories. Finally, it will be
shown that these theories are equivalent. In both approaches, the notion of a
tensor product of two (bi)modules is needed, so first of all, we will discuss the
tensor product. See [5] for an extensive discussion of the tensor product.
2.1 The tensor product of bimodules
To define the tensor product of two modules, we need the following definitions.
LetM , N and L be abelian groups, R, S and T rings. A map ψ :M×N → L is
called bilinear if it satisfies ψ(m+m′, n) = ψ(m,n)+ψ(m′, n) and ψ(m,n+n′) =
ψ(m,n)+ψ(m,n′), form,m′ ∈M,n, n′ ∈ N . IfM is a left R-module, N a right
T -module and L a R-T bimodule, a linear map ψ : M ×N → L is called R-T
linear if the map ψ intertwines the R and T actions. Further, if M is a right
S-module and N is a left S-module, a map ψ :M ×N → L is called S-balanced
if it satisfies ψ(m, sn) = ψ(ms, n), for m ∈M,n ∈ N, s ∈ S.
Proposition 2.1.1. Given three rings R, S and T , and two bimodules RMN and
SNT , there exists an R-T bimodule R(M⊗SN)T and an S-balanced R-T bilinear
map τ : M × N → R(M ⊗S N)T with the following universal property: For
every R-T bimodule L and every S-balanced R-T bilinear map φ :M ×N → L
there exists a unique R-T bilinear map α : M ⊗S N → L such that φ = α ◦ τ .
In a commutative diagram:
M ×N
φ //
τ
&&MM
MM
MM
MM
MM
L
M ⊗S N.
!α
::vvvvvvvvvv
(2.1)
Proof. Existence of M ⊗S N follows directly by construction. Consider Y , the
free Z-module on M × N with embedding i : M × N → Y . Now quotient to
I, which is generated by elements of the form (m+m′n) − (m,n) − (m′, n) or
(m,n+n′)−(m,n)−(m,n′) or (ms, n)−(m, sn), form,m′ ∈M, n, n′ ∈ N, s ∈
S. Let π : Y → Y/I be the canonical surjection. The remaining quotient Y/I
forms the bimodule tensor productM⊗SN of RMS and SNT . One has to show
that this tensor product is an R-T bimodule. The left R-action on M is defined
on M ⊗S N by r(m ⊗S n) := (rm ⊗S n), which is defined because of the left
R-action on M . Note that I is closed under the left R-action, so the R-action
passes to the quotient. The right T -action descends to the quotient likewise.
Define τ = π ◦ i. The structure of M ⊗S N causes τ to be S-balanced and R-T
bilinear.
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Let L be a R-T bimodule and let φ : M × N → L be an S-balanced, R-T
linear map. We now obtain the following diagram:
M ×N
φ //
i

L
Y
π //
A
88
M ⊗S N.
α
OO (2.2)
The universal property of a free module provides the decomposition φ = A ◦ i,
where A is a linear map. Further, A vanishes on the elements of I, since φ is
bilinear and S-balanced, so we have a decomposition A = α ◦ π, where α is a
linear map. Trivially, α is bilinear and S-balanced because of the definition of
M ⊗S N . We need to show that α is an R-T bilinear map:
α(r(m ⊗S n)t) = α(rm⊗S nt) = α(τ(rm, nt))
= φ(rm, nt) = rφ(m,n)t
= r(α(m ⊗S n))t, (2.3)
for m ∈M,n ∈ N, r ∈ R, t ∈ T .
Uniqueness of α follows from taking a second R-T bilinear S-balanced map
α˜ such that φ = α˜ ◦ τ . Defining A˜ = α˜ ◦ π, a similar diagram as above can be
formed, with α˜ instead of α and A˜ instead of A. However, the universal property
of a free module guarantees that A is unique, so A˜ = A. Now α˜ ◦ π = α ◦ π and
surjectivity of π shows α˜ = α.
Finally, we show uniqueness of the pair (M ⊗S N, τ). Suppose we have a
second pair (M˜ ⊗S N, τ˜) that satisfies the properties stated in the proposition
above. Applying the universal property to both (M ⊗S N, τ) and (M˜ ⊗S N, τ˜ ),
we obtain the following commutative diagram, where both α and α˜ are unique:
M ⊗S N
!α

M ×N
τ
88qqqqqqqqqq
τ˜
%%LL
LL
LL
LL
LL
M˜ ⊗S N.
OO
!α˜
OO (2.4)
We obtain
τ = α˜ ◦ τ˜
τ˜ = α ◦ τ
}
⇒
τ = α˜ ◦ α ◦ τ ;
τ˜ = α ◦ α˜ ◦ τ˜ .
(2.5)
By construction, τ is surjective, so equation (2.5) implies α˜◦α = id onM⊗SN .
Hence α ◦ α˜ = id on M˜ ⊗S N . Now α˜ = α−1 so M ⊗S N ∼= M˜ ⊗S N and
τ = α−1 ◦ τ˜ .
Remark 2.1.2. Note that, given the above proposition, we are able to construct
the tensor product M ⊗R N between a left R-module N and a right R-module
M , for any ring R. By considering the left R-module N as a R-Z bimodule and
the right R-module M as a Z-R bimodule, the proof of the above proposition
applies.
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Let R,S, T be rings. As a preparation for the categorical statements of
Morita theory, we will show that the tensor product ⊗S defines a functor. Let
(R,S) denote the following category: The class of objects (R,S)0 consists of
R-S bimodules, the class of arrows (R,S)1 consists of R-S linear maps. The
categories (S, T ) and (R, T ) are defined likewise.
On objects, ⊗S is defined by:
⊗S : (R,S)× (S, T ) −→ (R, T )
RMS ×S NT 7−→ R(M ⊗S N)T , (2.6)
for RMS ∈ (R,S), SNT ∈ (S, T ).
On arrows, ⊗S acts as follows: Let φ : RMS → RKS be an arrow in (R,S), and
ψ : SNT → SLT be an arrow in (S, T ). Then, for
∑
i(mi ⊗S ni) ∈M ⊗S N :
(φ⊗S ψ) :R (M ⊗S N)T −→ R(K ⊗S L)T∑
i
(mi ⊗S ni) 7−→
∑
i
(φ(mi)⊗S ψ(ni)). (2.7)
Since both φ and ψ intertwine the S-action, φ⊗S ψ is well-defined.
The construction of the tensor product (Proposition 2.1) shows that on ob-
jects, the image of ⊗S lies in (R, T )0. On arrows, one has to show that for each
pair of arrows (φ×ψ) ∈
(
(R,S)× (S, T )
)
1
, the image (φ⊗S ψ) is an R-T linear
map. For r ∈ R, and
∑
i(mi ⊗S ni) ∈M ⊗S N , one has
r(φ ⊗S ψ)
∑
i
(mi ⊗S ni) = r
∑
i
(
φ(mi)⊗S ψ(ni)
)
=
∑
i
(
rφ(mi)⊗S ψ(ni)
)
=
∑
i
(
φ(rmi)⊗S ψ(ni)
)
= (φ ⊗S ψ)
∑
i
(rmi ⊗S ni)
= (φ ⊗S ψ)
(
r
∑
i
(mi ⊗S ni)
)
. (2.8)
A similar computation shows that (φ ⊗S ψ) preserves the right T -action.
It is left to show that ⊗S is a functor. By definition, a functor F from a
category C → D is a map which assigns to each object in C an object in D and
to each arrow f : c→ c′ in C an arrow F (f) : F (c)→ F (c′) in C such that
Fidc = idF (c), (2.9)
and
F (f) ◦ F (g) = F (f ◦ g), (2.10)
for all objects c in C0 and all arrows f, g in C1, whenever the composition of
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arrows f ◦ g is defined in C1. Let RMS ∈ (R,S) and SNT ∈ (S, T ). Then
⊗S ◦id(R,S)×(S,T )
(
M,N
)
= ⊗S
(
M,N
)
= R(M ⊗S N)T
= id(R,T )(M ⊗S N)
= id
⊗S
(
(R,S)×(S,T )
)(M,N),
(2.11)
and
⊗S ((f1 × f2) ◦ (g1 × g2))
∑
i
(mi ⊗S ni) = ((f1 ◦ g1)⊗S (f2 ◦ g2))
∑
i
(mi ⊗S ni)
=
∑
i
((f1 ◦ g1)(mi)⊗S (f2 ◦ g2)(ni))
= (f1 ⊗S f2)
∑
i
(g1(mi)⊗S g2(ni))
= (f1 ⊗S f2) ◦ (g1 ⊗S g2)
∑
i
(mi ⊗S ni)
= ⊗S(f) ◦ ⊗S(g)
∑
i
(mi ⊗S ni);
(2.12)
where the last equation holds whenever f ◦g is defined in (R,S)× (S, T ). Hence
⊗S is a functor. However, we will see later that ⊗S is not associative.
2.2 Traditional Morita theory
Following [14], we will discuss the traditional Morita theory. Our approach em-
phasizes the algebraic side of the theory, starting with modules and generators.
Later on, categories and functors will appear. However, see [7] for a review of
Morita theory which stresses the functoriality. All theory below concerns right
modules. Of course, an equivalent theory for left modules exists. First, we need
some general notions and definitions.
Definition 2.2.1. Let R be a ring. Then MR denotes the category of right
R-modules, the arrows of MR being given by R-module maps.
Definition 2.2.2. Let R,S be two rings. R and S are called Morita equivalent,
denoted by R
M
∼ S, if there exists a categorical equivalence between MR and
MS , i.e. a functor F : MR → MS and a functor G : MS → MR such that
(F ◦G) ≃ idMS and (G ◦ F ) ≃ idMR .
Definition 2.2.3. A right R-module P is a generator for MR if HomR(P,−)
is a faithful functor from MR to the category of abelian groups. A finitely
generated projective generator is called a progenerator. An (R,S)-progenerator
P is a faithfully balanced R-S bimodule (i.e. a bimodule for which R ∼= End(PS)
and S ∼= End(RP )) that is a progenerator for MS .
Recall that a module P is finitely generated when for all families of sub-
modules {Ni}i∈I with
∑
i∈I Ni = P there exists a finite subset J ⊆ I such that
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∑
i∈J Ni = P . Projectivity of P implies that for any epimorphism (i.e. surjec-
tive homomorphism) of right R-modules g :M → N and any R-homomorphism
h : P → N there exists an R-homomorphism f such that h = g ◦ f .
P
h

f
~~
M
g // N // 0.
(2.13)
The most trivial example of a generator for MR is the right regular module RR.
The functor HomR(RR,−) is the forgetful functor from MR to the category of
abelian groups, which is faithful. Since RR is free, it is a projective module as
well, because the universal property of a free module guarantees that a lifting
as above exists. Hence RR is a progenerator. Note that being a (pro)generator
can be expressed in terms of arrows and objects instead of elements, so being a
(pro)generator is a categorical property. These facts will be used later in this
section.
The following lemmas lead to a construction called “Morita-context”, which
is the basis for the Morita theorems.
Lemma 2.2.4. Let P ∈ MR, and write P ∗ = HomR(P,R) Consider the ring
EndR(P ). The following holds:
1. P is an EndR(P )-R bimodule.
2. P ∗ is an R-EndR(P ) bimodule.
3. There exists an R-R homomorphism α : P ∗ ⊗EndR(P ) P → R.
4. There exists an S-S homomorphism β : P ⊗R P ∗ → EndR(P ).
Proof. Trivially, EndR(P ) acts on the left of P by applying the elements of
EndR(P ) to P . Recall that P
∗ contains arrows P ← R. The right EndR(P )-
action on P ∗ is defined by (fg)(p) := f(gp), for f ∈ P ∗, g ∈ EndR(P ), p ∈ P ,
which makes sense because of the left EndR(P )-action on P . Viewing R as RRR
it follows that P ∗ has a left action of R as well. Define (rf)(p) := r(fp), r ∈
R, f ∈ P ∗, p ∈ P . This proves the first two parts of the lemma.
Proof of 3: Note that the fact that P is an EndR(P )-R bimodule and P
∗
is an R-EndR(P ) bimodule implies that the tensor product P
∗ ⊗EndR(P ) P can
be formed, and is an R-R bimodule, see Remark 2.1.2. Define a mapping α as
follows:
α : P ∗ ⊗EndR(P ) P → R,
(f ⊗EndR(P ) p) 7→ f(p), (2.14)
for f ∈ P ∗, p ∈ P . This α is well-defined: An easy computation shows that α
vanishes on all elements
∑
i(fi ⊗EndR(P ) pi) = 0. For example, for f ∈ P
∗, g ∈
EndR(P ), p ∈ P we have (fg, p) = (f, gp). Now
(fg, p) 7→ fg(p) = f(gp), (2.15)
and
(q, gp) 7→ f(gp). (2.16)
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The fact that α is a homomorphism follows from the fact that P ∗ consists of
homomorphisms. The R-R action is preserved, since P ∗ has a left R-action and
P has a right R-action.
Proof of 4: As above, the tensor product P ⊗R P ∗ can be formed. Define
β : P ⊗R P
∗ → EndR(P ), (2.17)
by
β(p⊗R f)p
′ = p(f(p′)), (2.18)
f ∈ P ∗, p, p′ ∈ P . Note that in equation (2.18), f(p′) ∈ R, so p(f(p′)) is defined
by the right R-action on P . This way, β(p⊗R f) is an R-endomorphism of P :
β(p⊗R f)(p1 + p2) = p(f(p1 + p2)) (by definition of β)
= p(f(p1) + f(p2)) (f is a homomorphism)
= p(f(p1)) + p(f(p2)) (P is a right R-module)
= β(p⊗R f)(p1) + β(p⊗R f)(p2) (by definition of β).
Further,
β(p⊗R f)(p′r) = p(f(p′r)) (by definition of β)
= p(f(p′)r) (f is R-linear)
= p(f(p′))r (P is a right R module)
= β((p⊗R f)(p′))r (by definition of β).
Similarly to the proof of 3, one can show that β is an EndR(P )-EndR(P ) ho-
momorphism.
Definition 2.2.5. In the above notation, the 6-tuple (R,P, P ∗,EndR(P );α, β)
is called the Morita-context associated with PR. The ring R is called the ground
ring for the Morita-context. More generally, for any ring T and any right T -
module L, the Morita-context associated with LT is
(T, L,HomT (L, T ),EndT (L);α, β), (2.19)
where in this case α and β are defined following the proof of (3) and (4).
Let PR be a right R-module, and fix the Morita-context
(R,P, P ∗,EndR(P );α, β). The following lemmas will show the connection be-
tween the notion of (pro)generator and the Morita-context. Despite the fact that
we will use the results extensively, we will omit the proofs, since the lengthy
computations do not provide much insight. The proofs can be found in [14],
Props. 18.17 and 18.19.
Lemma 2.2.6. 1. PR is a generator for MR iff α is an epimorphism.
2. If one (and thus both) of the above conditions hold, then
(a) α : P ∗ ⊗EndR(P ) P → R is an R-R isomorphism.
(b) P ∗ ∼= HomEndR(P )(P,EndR(P )) as R-EndR(P ) bimodules.
(c) P ∼= HomEndR(P )(P
∗,EndR(P )) as EndR(P )-R bimodules.
(d) R ∼= End(EndR(P )P )
∼= End(P ∗EndR(P )) as rings.
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One should note that the elements of the homomorphism space
HomEndR(P )(P,EndR(P )) in (2a) intertwine the left EndR(P )-action, and that
the elements of the homomorphism space HomEndR(P )(P
∗,EndR(P )) in (2b)
intertwine the right EndR(P )-action.
Lemma 2.2.7. 1. PR is a finitely generated projective module iff β is an
epimorphism.
2. If one (and thus both) of the above conditions hold, then
(a) β : P ⊗R P ∗ → EndR(P ) is an EndR(P )-EndR(P ) isomorphism.
(b) P ∗ ∼= HomR(PR, RR) as R-EndR(P ) bimodules.
(c) P ∼= HomR(RP ∗,RR) as EndR(P )-R bimodules.
(d) End(PR) ∼= End(RP ∗) as rings.
Note that the isomorphism in part (2b) is the identity by definition, it is
included for symmetry reasons.
Theorem 2.2.8 (Morita I). Let PR be a progenerator for MR and let
(R,P, P ∗,EndR(P );α, β) be the Morita-context associated with PR. Then the
functors
−⊗R P
∗ : MR →MEndR(P ) (2.20)
and
−⊗EndR(P ) P : MEndR(P ) →MR (2.21)
are mutually inverse (up to natural isomorphism) and hence they are category
equivalences.
Proof. Let UR ∈MR. Then
(U ⊗R P
∗)⊗EndR(P ) P ≃ U ⊗R (P
∗ ⊗EndR(P ) P )
≃ U ⊗R R ≃ U, (2.22)
where the first isomorphism follows from the fact that the tensor product is
associative up to isomorphism (see Proposition 2.3.1). The second isomorphism
follows from the fact that PR is a generator, so that α is an isomorphism (using
Lemma 2.2.6). The other isomorphism follows from the construction of the
tensor product. Using (2.22) we have that on objects
(−⊗EndR(P ) P ) ◦ (−⊗R P
∗) ≃ idMR . (2.23)
Now for f : UR → VR in (MR)1, the diagram
(U ⊗R P ∗)⊗EndR(P ) P //
(f⊗R idP∗ )⊗EndR(P )idP

U
f

(V ⊗R P ∗)⊗EndR(P ) P // V,
(2.24)
commutes by definition of the tensor product on arrows.
Let WEndR(P ) ∈MEndR(P ). Then, similarly,
(W ⊗EndR(P ) P )⊗R P
∗ ≃ W ⊗EndR(P ) (P ⊗R P
∗)
≃ W ⊗EndR(P ) EndR(P ) ≃ W, (2.25)
and a similar commutative diagram as above can be constructed.
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Lemma 2.2.9. Let PR be a progenerator for MR, with associated Morita-
context (R,P, P ∗,EndR(P );α, β). One has the following natural functor iso-
morphisms:
1. −⊗R P ∗ ≃ HomR(PR,−),
2. −⊗EndR(P ) P ≃ HomEndR(P )(P
∗
EndR(P )
,−),
3. P ⊗R − ≃ HomR(RP ∗,−),
4. P ∗ ⊗EndR(P ) − ≃ HomEndR(P )(EndR(P )P,−).
Proof. We construct only the first functor isomorphism. The other parts of
the lemma can be proved likewise. Take MR ∈ (MR)0. Define
βM :M ⊗R P
∗ −→ HomR(PR,MR),
by
βM (m⊗R f)(p) = m(fp). (2.26)
Defined like this, βM is an isomorphism of right EndR(P )-modules. The fact
that βM is a homomorphism is proven analogously to Lemma 2.2.4. Injectivity
is trivial, and surjectivity follows from that fact that PR is a projective module.
βM intertwines the EndR(P )-action by definition of the right EndR(P )-action
on P ∗. An isomorphism like this can be formed for all right R-modules in MR.
Therefore, we can identify the functor −⊗R P
∗ with the functor HomR(PR,−).
For g :M → N ∈ (MR)1, we will show that the diagram
M ⊗R P ∗
βM //

HomR(PR,MR)

N ⊗R P ∗
βN // HomR(PR, NR)
(2.27)
is commutative. In the upper half of the diagram
(m, f) 7→ m(f(−)) 7→ g(m(f(−)))
holds. In the lower half of the diagram we have
(m, f) 7→ (g(m), f) 7→ g(m)(f(−)) = g(m(f(−))),
since g intertwines f(−) ∈ R.
Note the similarity of the lemma above to some of the statements of Lemmas
2.2.6 and 2.2.7. For example, taking M = P in the proof above, we obtain
βM = β : P ⊗R P ∗ → HomR(PR, PR) = EndR(P ), so we may consider the
functor isomorphism above as a generalization of β.
Theorem 2.2.10 (Morita II). Let R,S be two rings, and
F : MR →MS , G : MS →MR
be mutually inverse category equivalences. Consider F (RR) and G(SS). We
have functor isomorphisms, i.e. natural equivalences
F ≃ −⊗R F (RR) and (2.28)
G ≃ −⊗S G(SS). (2.29)
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Proof. First, we show that F (RR) and G(SS) have bimodule structures:
F (RR) =R F (RR)S and G(SS) =S G(SS)R. By definition of F and G, F (RR)
has a right S-action and G(SS) has a right R-action. Further, F (RR) inherits
a right R-action from RR through F1, since R ⊂ (R,R) ⊂ (MR)1. We can
define rk := F1(r)k, r ∈ R, k ∈ F (RR). Hence F (RR) can be seen as an R-S
bimodule. A similar argument holds for G(SS) =S G(SS)R. This shows that
the tensor products in (2.28) and (2.29) can indeed be formed.
Further, since being a progenerator is a categorical property, F (RR)S is
a progenerator for MS because RR is for MR. Now we compute F (RR)
∗ as
follows:.
F (RR)
∗ = HomS(S, F (RR)) ≃ HomR(G(S), G(F (RR)))
≃ HomR(G(SS)R, RR) ≃ G(SS). (2.30)
Therefore the Morita-context associated with the progenerator F (RR)S is
(S, F (RR)S , G(SS), R;α, β), where α, β are the appropriate pairings. In partic-
ular, the Morita I can be applied.
To show the natural equivalence (2.29), let NS ∈MS . Now,
G(NS) ≃ HomS(G(NS), RR) ≃ HomR(NS , F (RR)S). (2.31)
Applying Lemma 2.2.9 proves (2.29). The other part of the theorem,
F ≃ HomR(−, G(SS)R) ≃ −⊗R F (RR),
follows by a similar argument.
Observe that Morita II is a special case of the Eilenberg-Watts theorem,
which states that (a certain class of) functors between MR and MS are natu-
ral equivalent to taking tensor products with an appropriate bimodule, see [1]
or [25]. Originally, the Eilenberg-Watts theorem holds for algebras. Viewing
rings as algebras over Z, it is applicable to rings as well.
Remark 2.2.11. Following the same line of argument as above for G(SS)R, one
may define a Morita-context (R,G(SS)R, F (RR), S;α, β) associated with the
progenerator G(SS)R of MR. The situation in Morita II is symmetric in R and
S. Given a pair of mutually inverse equivalences between MR and MS one can
construct a Morita-context with ground ring R or S. Note the difference with
the first Morita theorem where the Morita-context is fixed: there we obtain a
pair category equivalences from the rings R and EndR(P ).
The following corollary is the main result of Morita theory. It immediately
follows from Morita I and II.
Corollary 2.2.12. Two rings are Morita equivalent iff one is isomorphic to the
endomorphism ring of some progenerator of the other (and vice versa).
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Theorem 2.2.13 (Morita III). Let R,S,T be rings. Then a bijective corre-
spondence exists between the isomorphism classes of the category equivalences
MS →MR and the isomorphism classes of (S,R)-progenerators.
Composition of category equivalences MT → MS → MR corresponds to
tensor products of (T, S) and (S,R) -progenerators.
Proof. Recall that an (S,R)-progenerator SPR is an S-R bimodule P which is
a progenerator for MR and R ∼= End(SP ), S ∼= End(PR). A (S,R)-progenerator
SPR leads to a category equivalence −⊗SP : MS →MR. We have already seen
that − ⊗S P is a functor; Morita I states that it is a category equivalence as
well, using S ∼= End(PR). For an (S,R)-progenerator SQR that is isomorphic to
SPR via an isomorphism γ, we construct a category equivalence − ⊗S Q. This
category equivalence is in the same isomorphism class as −⊗S P since
id⊗S γ : K ⊗S P → K ⊗S Q, (2.32)
is a natural isomorphism.
Conversely, suppose we have a category equivalence F : MS → MR. Then
F (SS) is a progenerator for MR, since SS is a progenerator for MS . As we have
seen in the proof of Morita II, F (SS) is an S-R bimodule. Let G : MS → MR
be a category equivalence in the same isomorphism class as F . Then G(SS) is
a progenerator for MS and an S-R bimodule as well. Further,
G(SS) ≃ F (SS), (2.33)
since G ≃ F . This proves the bijective correspondence in the theorem.
Let P be an (S,R)-progenerator and Q be a (T, S)-progenerator. Then P ,
Q give rise to category equivalences
−⊗S P : MS →MR, (2.34)
−⊗T Q : MT →MS . (2.35)
Composition of these category equivalences gives the category equivalence
(− ⊗T Q)⊗S P : MT →MR, (2.36)
which is isomorphic (via natural equivalence) to
−⊗T (Q⊗S P ) : MT →MR. (2.37)
The last category equivalence is just the equivalence we obtain when we first
apply the tensor product to the progenerators Q and P , and then generate a
category equivalence from the tensor product Q⊗S P .
2.3 Morita theory with use of bicategories
To state the Morita theory in terms of bicategories, we first need to show that
rings, bimodules and bilinear maps indeed form a bicategory. This fact (without
proof) was already stated in [2] and [16]. Recall Section 1.1.
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Proposition 2.3.1. For any two rings R,S, let (R,S) be the category of R-S
bimodules as objects, and R-S linear maps as arrows. Then the collection of all
rings as objects and bimodules as arrows forms a bicategory [Rings], in which
the composition functor (R,S)× (S, T )→ (R, T ) is given by the tensor product
⊗S, and the unit arrow in (R,R) is given by IR = R→ R← R.
Proof. One by one, the properties of a bicategory as stated in Section 1.1 will
be checked.
• The object space [Rings]0 consists of all rings.
• For any two rings, there is a category (R,S). (R,S) has R-S bimodules
as objects and R-S linear maps as arrows. It is easy to see that (R,S) is
indeed a category, we will not prove this here.
• For each triple (R,S, T ) of rings there is a composition functor given by
the tensor product ⊗S .
⊗S : (R,S)× (S, T ) −→ (R, T ),
RMS ×S NT 7−→ R(M ⊗S N)T , (2.38)
for RMS ∈ (R,S),S NT ∈ (S, T ). It has been shown in Section 2.1 that
⊗S is indeed a functor, and that it is properly defined.
• For each object R of [Rings]0, the identity arrow IR of (R,R) is given by
R→ R← R.
• For each quadruple (R,S, T, U) of rings, we need a natural isomorphism β
between the functors ((−⊗S−)⊗T −) and (−⊗S (−⊗T −)), each from the
category (R,S) × (S, T )× (T, U) to the category (R,U). To each object
(M,N,P ) in (R,S)× (S, T )× (T, U), let β assign an arrow
((M ⊗S N)⊗T P )→ (M ⊗S (N ⊗T P )),
in (R,U), where β is defined as follows on the elements:
(m⊗S n)⊗T p 7→ m⊗S (n⊗T p).
Now, given an arrow
(φ, ψ, χ) : (M,N,P )→ (M ′, N ′, P ′)
in (R,S)× (S, T )× (T, U), the diagram
(M ⊗S N)⊗T P
(φ⊗Sψ)⊗Tχ

β(M,N,P ) // M ⊗S (N ⊗T P )
φ⊗S(ψ⊗Tχ)
(
M ′ ⊗S N
′
)
⊗T P
′
β(M ′,N ′,P ′) //M ′ ⊗S
(
N ′ ⊗T P
′
)
(2.39)
commutes by definition of the tensor functor on arrows.
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• For each pair of rings (R,S), we need the left identity L(R,S), which is
a natural isomorphism between the functor ⊗R ◦
[
IR × Id(R,S)
]
and the
canonical functor from 1 × (R,S) to (R,S). Let L(R,S) assign an arrow
R⊗RMS →RMS in (R,S) to each object in 1× (R,S). Then L(R,S)(1×R
MS) is given by
L(R,S)(1×RMS) : R⊗R MS → RMS
(r ⊗R m) 7→ rm. (2.40)
This is an invertible arrow, by sending m 7→ (1,m), since (r,m) = (1, rm)
in R⊗RM . Now, given an arrow (1, φ) : 1×RMS → 1×RNS in 1×(R,S),
the diagram
R⊗R M
1⊗Rφ

L(R,S)(1×RMS) //
RMS
φ

R ⊗R N
L(R,S)(1×RNS) //
RNS ,
(2.41)
is commutative. Take (r,m) ∈ R ⊗R M . Then (r,m) 7→ rm 7→ φ(r,m)
in the upper half of the diagram. In the lower half of the diagram
(r,m) 7→ (r, φ(m)) 7→ rφ(m) = φ(rm) where we used that φ is R-linear.
The right identity R(R,S) is defined likewise.
• We need to prove associativity coherence. Let R,S, T, U, V be rings, and
RKS , SLT , TMU , UNV be associated bimodules. The diagram
((K ⊗S L)⊗T M)⊗U N
β(K,L,M)⊗UId //
β(K⊗SL,M,N)

(K ⊗S (L⊗T M))⊗U N
β(K,L⊗TM,N)

(K ⊗S L)⊗T (M ⊗U N)
β(K,L,M⊗UN)

K ⊗S ((L⊗T M)⊗U N)
Id⊗Sβ(L,M,N)
uujjjj
jj
jj
jj
jj
jj
jj
jj
jj
jj
jj
jj
jj
jj
jj
j
K ⊗S (L⊗T (M ⊗U N)),
(2.42)
commutes, since β is defined elementwise.
• We need to prove identity coherence. Let R,S, T be rings with associated
bimodules RPS ,S QT . We show that the following diagram commutes:
(P ⊗S S)⊗S Q
β(P,S,Q) //
R(P,S)⊗SId ''PP
PP
PP
PP
PP
P
P ⊗S (S ⊗S Q)
Id⊗SL(S,Q)wwooo
oo
oo
oo
oo
o
P ⊗S Q.
(2.43)
Let (p ⊗S s) ⊗S q be an element of (P ⊗S S) ⊗S Q. In the upper half of
the diagram we have
(p⊗S s)⊗S q 7→ p⊗S (s⊗S q) 7→ p⊗S sq.
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In the lower half of the diagram, the equality
(p⊗S s)⊗S q 7→ ps⊗S q = p⊗S sq,
holds. Therefore, Diagram (2.43) commutes.
Recall Definition 2.2.2; equivalence of the categories of right modules of two
rings is called Morita equivalence. The next result formulates Morita equivalence
in terms of bicategories.
Theorem 2.3.2. Two rings R and S are isomorphic objects in the bicategory
[Rings] iff their categories of right modules are equivalent. In formula:
R
b
≃ S ⇐⇒MR ≃MS . (2.44)
Proof. “⇒:” Suppose R
b
≃ S. Being isomorphic in [Rings] means that there ex-
ists a bimodule RNS in (R,S) which is invertible up to isomorphism. Therefore
there exists a bimodule SN
−1
R in (S,R) such that
R→ N ⊗S N
−1 ← R ∼= R→ R← R in (R,R); (2.45)
S → N−1 ⊗R N ← S ∼= S → S ← S in (S, S). (2.46)
Now, a functor F : MR −→MS will be constructed. On objects, define
F0(K) := K ⊗R N, for K ∈ (MR)0. (2.47)
On arrows, one defines
F1(f) := f ⊗R idN , for f ∈ (MR)1. (2.48)
This way, F is a functor: To each object K in MR, F assigns an object K⊗RN
in MS . F0(K) has a right action of S which is passed to the tensor product from
the right S-action of RNS , see Section 2.1. Further, F assigns to each arrow
h : K1 → K2 in MR an arrow F1(h) : K1 ⊗R N → K2 ⊗R N in MS . Moreover,
F1(idK) (k ⊗R n) = (idK ⊗R idN ) (k ⊗R n)
= (idK(k)⊗R idN (n)) = k ⊗R n
= id(K⊗RN)(k ⊗R n)
= idF1(idK), (2.49)
and
F1(h1 ◦ h2)(k ⊗R n) = (h1 ◦ h2(k)⊗R n)
= F1(h1) (h2(k)⊗R n)
= F1(h1) ◦ F1(h2) (k ⊗R n); (2.50)
for K ∈ (MR)0, h1 and h2 ∈ (MR)1. The last equation holds whenever h1 ◦ h2
is defined in (MR)1.
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In the same way, one constructs a functor G : MS −→ MR by putting
G0(L) = L⊗S N−1 for L ∈ (MS)0 and G1(g) = g ⊗S idN−1 for g ∈ (MS)1.
To prove equivalence, we need to show that natural equivalences
(F ◦G) ≃ idMS and (G ◦ F ) ≃ idMR exist. Using (2.46) and the fact that the
tensor product is associative up to isomorphism, we get
(F ◦G)0(L) = F0(L⊗S N
−1) = (L ⊗S N
−1)⊗R N (2.51)
≃ L⊗S (N
−1 ⊗R N) ≃ L⊗S S ≃ L,
for L ∈ (MS)0.
Let g be an arrow LS →MS in MS . Clearly, the diagram,
F ◦G(L) //
g⊗S(idN−1⊗RidN )

L
g

M ⊗S (N−1 ⊗R N) // M,
(2.52)
commutes, via the isomorphism (2.52). A similar computation shows that
(G ◦ F ) ≃ idMR . This proves the “⇒” part of the theorem.
To prove the “⇐” part of the theorem, we need to construct an invertible
R-S bimodule N . Given are two equivalent functors F : MR −→ MS and
G : MS −→MR. Define
N = F0(RR).
As we have seen in the proof of Morita II, we have N ∈ (R,S): By definition of
F0, N has a right action of S. N also inherits a left action of R from the left
action ofR onRR, through F1, sinceR ⊂ (R,R) ⊂ (MR)1. Define rn := F1(r)n.
Thus N ∈ (R,S). Similarly, one defines N−1 = G0(SS). Following the same
reasoning as above, N−1 ∈ (S,R). Since F,G are mutually inverse category
equivalences, we can apply Morita II, which immediately proves (2.45) and
(2.46).
N ⊗S N
−1 = F (RR)⊗S G(SS) ≃ G(F (RR)) ≃ R,
N−1 ⊗R N = G(SS)⊗R F (RR) ≃ F (G(SS)) ≃ S. (2.53)
In other words, N is an invertible R-S bimodule, so R
b
≃ S.
2.4 Equivalence of theories
This section will show equivalence between the “traditional” Morita theory and
the Morita theory stated in terms of bicategories. In particular, we will prove
equivalence between the Morita III theorem and Theorem 2.3.2. The last the-
orem states that Morita equivalence of two rings in the traditional setting is
equivalent to being isomorphic in the bicategory [Rings]. The proof of equiva-
lence leans heavily on the following proposition.
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Proposition 2.4.1. Let RMS be an (R,S)-module. Then RMS is an invertible
module in [Rings] iff 1
1. MS is a progenerator for MS .
2. R ∼= EndSop(M) as rings.
Proof. ⇒: Suppose the bimodule R → M ← S is invertible. Using Theorem
2.3.2, a categorical equivalence F : MR → MS exists. Let G : MS → MR
denote an inverse (up to natural equivalence). As in the proof of Theorem 2.3.2,
an invertible module R→ N ← S can be constructed by defining N = F (RR).
RR is a progenerator for MR, hence NS is a progenerator for MS since being
a progenerator is a categorical property. The functor F thus obtained acts on
the objects of MR by KR 7→ K ⊗R M , so we have
NS = F (RR) = R⊗R M ∼=MS. (2.54)
This makes MS a progenerator for MS . Following Morita II, we obtain the
Morita-context
(F (RR), S,G(SS), R;α, β),
for F (RR). However, since MS ∼= F (RR) we have
R = EndSop(F (RR)) ∼= EndSop(MS), (2.55)
which proves the “⇒” part of the proposition.
⇐: Let MS be a progenerator for MS . Fix the Morita-context
(S,M,HomS(S,M),End(MS);α, β). Using the fact that R ∼= End(MS) we
obtain an S-S isomorphism HomS(S,M)⊗R M → S and an R-R isomorphism
M ⊗S HomS(S,M)→ R from Lemmas 2.2.6 and 2.2.7. So
S → HomS(S,M)⊗R M ← S ∼= S → S ← S (2.56)
R→M ⊗S HomS(S,M)← R ∼= R→ R← R (2.57)
This shows that MS is invertible, its inverse being equal to HomS(S,M).
The remainder of this subsection is devoted to the proof that Theorem 2.3.2
can be derived from Morita III and vice versa. First we will show that Theorem
2.3.2 implies the Morita III. So assume Theorem 2.3.2. Let R,S be two rings.
Suppose we have an isomorphism class of category equivalencesMR →MS . Let
F be a representative in this class. According to Theorem 2.3.2, there exists an
invertible (R,S)-module RMS , defined by F (RR). Applying Proposition 2.4.1
it follows that MS is a progenerator for MS .
1Due to the right-left symmetry of the theory, it is also possible to prove that RMS is an
invertible module iff
1. RM is a progenerator for RM.
2. S ∼= EndR(M) as rings.
Note that the second item follows immediately from Proposition 2.4.1 and Lemma 2.2.6. To
prove the first item, use
MR ≃MS ⇔RM≃S M,
and a similar argument as in the proof of Proposition 2.4.1. See [14] for further details.
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Let F˜ : MR → MS be another representative in this isomorphism class.
Hence we have a natural isomorphism σ between F and F˜ . Once again, F˜ (RR)
defines an invertible (R,S)-module RNS . Since F ≃ F˜ through σ, we have that
RMS = F (RR) ≃ F˜ (RR) =RNS . (2.58)
So elements of the isomorphism class of category equivalences lead to isomorphic
progenerators.
On the other hand, let PS , QS be two isomorphic (R,S)-progenerators for
MS . Proposition 2.4.1 shows that RPS and RQS are invertible modules. Fol-
lowing Theorem 2.3.2 we are able to construct two equivalence functors
G, G˜ : MR → MS , defined by taking the tensor product with P and Q, re-
spectively. Note that in the previous sentence, “equivalence functors” does not
mean that G and G˜ are mutually inverse equivalences, for both G and G˜ have
the same domain! It only means that G and G˜ each have an inverse. Recall
that G can be defined as follows:
G : MR →MS
G0(L) = L⊗R P for L ∈ (MR)0
G1(g) = g ⊗R id for g ∈ (MR)1. (2.59)
The functor G˜ is defined likewise. It already has been shown that G and G˜ are
functors and have an inverse; see the proof of Theorem 2.3.2. We will construct
a natural isomorphism τ : To each object L ∈ MR let τ assign an invertible
arrow L ⊗R P 7→ L ⊗R Q. We can do this by defining τ as id⊗R ρ, where ρ is
given by the isomorphism between RPS and RQS . Let φ be an arrow L 7→ L′
in MR. We obtain the following commutative diagram:
L⊗R P
φ⊗Rid

τ(L) // L⊗R Q
φ⊗Rid

L′ ⊗R P
τ(L′) // L′ ⊗R Q.
(2.60)
Hence two isomorphic (R,S)-progenerators lead to two categorical equivalences,
which are in the same isomorphism class. Thus we have Morita III.
To prove that Morita III implies Theorem 2.3.2, assume that an invertible
R-S bimodule exists. Proposition 2.4.1 provides us with a (R,S)-progenerator.
Applying Morita III, we obtain a categorical equivalence MS →MR.
In opposite direction, starting with MS ≃MR, we have a categorical equiv-
alence MS → MR. Applying Morita III, we obtain an (R,S)-progenerator.
Proposition 2.4.1 shows that this (R,S)-progenerator is invertible, so R
b
≃ S.
Thus we have Theorem 2.3.2.
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3 Morita theory for von Neumann algebras
This section discusses the von Neumann algebraic analogue of the bicategori-
cal approach to Morita theory for rings. We will briefly repeat the necessary
definitions and theory. An extensive treatment of the theory of von Neumann
algebras may be found in [3], [8], [10], [12], [21] or [22].
3.1 Basic definitions
Theorem 3.1.1 (von Neumann’s Bicommutant Theorem). Let H be a
Hilbert space, and let B(H) the space of all bounded linear operators on H. Let
A be a ⋆-subalgebra of B(H) containing 1. Then the following conditions are
equivalent:
1. A is closed in the σ-weak topology.
2. A′′ = A, where the commutant A′ is defined by
A′ = {x ∈ B(H) | ax = xa ∀a ∈ A}.
Recall that a net {xi}i converges to x ∈ B(H) in the σ-weak topology if
∞∑
j=1
< (xi − x)ηj , ζj >→ 0, (3.1)
for all ηj , ζj ∈ H such that
∑∞
j=1 ||ηj ||
2 <∞ and
∑∞
j=1 ||ζj ||
2 <∞. In fact, an
even stronger result than stated in the theorem above holds. The conditions of
Theorem 3.1.1 are also equivalent to the conditions that A is weakly closed, A
is strongly closed, or A is σ-strongly closed. A proof of Theorem 3.1.1, (as well
as the definitions of the topologies mentioned above), may be found in every
book on von Neumann algebras.
Definition 3.1.2. A von Neumann algebra2 is a ⋆-subalgebra of B(H) con-
taining 1 and satisfying one (and hence both) of the conditions of Theorem
3.1.1.
Let M be a von Neumann algebra acting on a Hilbert space H. The predual
M∗, consists of all normal linear functionals on M. Recall that normality is
equivalent to σ-weak continuity for functionals and representations. In what
follows, we will not distinguish between the two (see [3], Lemma 2.4.19). A
crucial property of von Neumann algebras is that a von Neumann algebra M
is characterized by its predual in the following way: The predual M∗ is the
(unique) Banach space, for which the dual is isomorphic to M: (M∗)
∗ ≃ M.
Furthermore, the σ-weak topology on M coincides with the weak-∗ topology on
(M∗)
∗ as a Banach space. (See [10] Thm. 5.11).
Example 3.1.3. For a (X,µ) a measure space, consider the Hilbert space
L2(X,µ). Any L∞ function acts on L2(X,µ) by multiplication. Hence L∞(X,µ)
can be seen as a subalgebra of B(L2(X,µ)); it is in fact a von Neumann algebra.
The predual L∞(X,µ)∗ is given by the Banach space L
1(X,µ), since we have
L1(X,µ)∗ = L∞(X,µ).
2A von Neumann algebras was originally called a Ring of Operators and later aW ∗-algebra;
this explains our notation [W∗] for the bicategory of von Neumann algebras.
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In the light of the previous example, a general von Neumann algebra may
be seen as the non-commutative analogue of L∞(X,µ).
Definition 3.1.4. Let M,N be von Neumann algebras, H a Hilbert space.
Suppose πl is a normal unital representation of M on H and πr is a normal
unital representation of Nop on H (or equivalently, an anti-representation of N)
such that the actions of πl(M) and πr(N) commute. The triple
[
πl, πr,H
]
is
called a correspondence, denoted by M → H ← N. We write xη instead of
πl(x)η and ηy instead of πr(y)η, for x ∈M, η ∈ H, y ∈ N.
Viewing a von Neumann algebra as a ring, a correspondence may be seen as
a bimodule. Examples of correspondences are not difficult to find. Suppose we
have a normal, unital representation of a von Neumann algebra M on a Hilbert
space H. Then we immediately have a correspondence
M→ H← (M′)op. (3.2)
Trivially, the actions ofM and (M′)op commute, andM′ acts onH by definition.
Another way of constructing correspondences is through ∗-homomorphisms: A
normal ∗-homomorphism ρ : M→ N between two von Neumann algebras gives
rise to a N-M correspondence. This correspondence, denoted by L2(ρ), is de-
fined by
L2(ρ) = {ξ ∈ L2(N) | ξρ(1) = ξ}, (3.3)
where L2(N) is the standard form of N, see below. The left N representa-
tion is given by πl(n)ξ = nξ, and the right M representation is given by
πr(m) = ξρ(m), for n ∈ N,m ∈ M, ξ ∈ L2(ρ). If ρ is unital, L2(ρ) = L2(N),
otherwise ρ(1) is a projection on L2(N). If N is properly infinite, then every N-
M correspondence is equivalent to an L2(ρ), for some normal ∗-homomorphism
ρ : M→ N (see [8]).
In what follows, we will assume that the reader is familiar with the facts and
constructions below. All topologies mentioned above are weaker than the norm
topology, so a von Neumann algebra is in particular a C∗-algebra. Further, if
the von Neumann algebra allows a normal faithful positive linear functional we
may apply the GNS-construction for von Neumann algebras ( [22] §2.2). We will
also use the existence of polar decomposition.
3.2 The standard form of a von Neumann algebra
To state the Morita theory for von Neumann algebras, the so-called identity
correspondence or standard form for a von Neumann algebra needs to be ex-
plained. The identity correspondence will act as the identity arrow in the bi-
category. Note the difference with the bicategory of rings, where each ring is
its own identity arrow. However, a von Neumann algebra is not an element of
its own representation category (see Definition 3.5.1) so we need an alternative
identity arrow. The fact that every von Neumann algebra is isomorphic to one
in standard form is one of the main results in Tomita-Takesaki theory.
Definition 3.2.1. A von Neumann algebra M acting on a Hilbert space H is
said to be in standard form if there exists a conjugation J : H → H such that
the mapping
x 7→ Jx∗J, (3.4)
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defines a (complex linear) isomorphism M → (M′)op, which is the identity on
the center Z(M) = M ∩M′ of M.
Some mathematicians include the existence of a selfdual cone P ⊂ H with
some additional properties in the definition of the standard form, see [11], [23].
However, the existence of such a cone follows directly from our definition ( [11],
Remark 2.2 ).
Theorem 3.2.2. Every von Neumann algebra is isomorphic to one in standard
form, and the standard form is unique up to unitary equivalence.
We will only give a sketch of the existence part of the proof. Uniqueness up
to unitary equivalence is proven in [11]. Let us first assume that M has a cyclic
and separating vector ξ in H, which means, respectively,
Mξ = H; (3.5)
Aξ = 0 ⇒ A = 0, A ∈M. (3.6)
Recall that the vector ξ being separating for M implies that ξ is cyclic for M′.
So equation (3.6) is equivalent to
M′ξ = H. (3.7)
Note that not every von Neumann algebra has such a cyclic and separating
vector. However, if the von Neumann algebra admits a faithful normal state,
we are able to construct one, using the GNS representation3. Suppose we have
a state φ on a von Neumann algebra M. Recall that a state is a positive,
normalized linear functional on M. A functional is normalized if φ(1) = 1. It is
normal when
φ(sup
i
xi) = sup
i
φ(xi), (3.8)
for any increasing net {xi}i in the positive cone M+. Applying the GNS-
construction to (M, φ), we obtain a Hilbert space Hφ, a normal representation
πφ on Hφ, and a cyclic and separating vector ξφ.
For now, let M be a von Neumann algebra acting on an Hilbert space H,
and let ξ be a cyclic and separating vector for M. Define unbounded anti-linear
operators
Sxξ = x∗ξ, (3.9)
for x ∈M on the dense domain Mξ, and
Fy′ξ = y′
∗
ξ, (3.10)
for y′ ∈M′ on the dense domain M′ξ. A trivial computation shows that
< Sxξ, y′ξ >=< Fy′ξ, xξ >, (3.11)
for x ∈ M, y′ ∈ M′, so F = S∗ as antilinear operators. Hence both S and F
have a densely defined linear conjugate. This means S and F are closable and
3For example, all von Neumann algebras that are σ-finite allow a cyclic and separating
vector, see [3], Prop. 2.5.6. This includes all von Neumann algebras that allow a faithful
representation on a separable Hilbert space.
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we can apply the polar decomposition to the closures, again denoted by S and
F . Let
S = J∆1/2, (3.12)
be the polar decomposition. We have the identities
S = ∆−1/2J
J = J∗ = J−1
Sm∗η = mSη,
∆1/2m = m∆1/2, (3.13)
η ∈ H,m ∈ Z(M). The first two equalities follow easily from the polar decom-
position, proof of the third can be found in [21] p. 273. A proof of the fourth
property may be found in Lemma 3.4.2 below. Since S,∆ are densely defined,
the partial isometry J is an anti-linear isometry on H. Now J is a self-adjoint,
anti-unitary operator, and ∆ is a positive self-adjoint (unbounded) operator. A
rather lengthy argument shows that
M ≃ (M′)op, (3.14)
through
x 7→ Jx∗J, (3.15)
so that
JMJ = (M′)op, (3.16)
as algebras. See [22] for the proof where S is assumed bounded and [13] for the
general case. Using the identities (3.13), it is easy to show that the isomorphism
(3.15) indeed acts like the identity on the center. Let x ∈ Z(M), η ∈ H,
Jx∗Jη = Jx∗∆1/2Sη = J∆1/2x∗Sη
= Sx∗Sη = S2xη = xη. (3.17)
In the case that we do not have a faithful normal state, we can use a similar
construction using a weight:
Definition 3.2.3. A weight on a von Neumann algebra M is an additive map
φ from the positive cone M+ into the extended reals R+ = [0,∞]. The map φ
is called semifinite if
Dφ = {x ∈M+ | φ(x) <∞}
generates M as a von Neumann algebra, and faithful if φ(x) = 0, x ∈ M+
implies x = 0. Let {xi}i be a bounded increasing net in M+. Then φ is called
normal if (3.8) holds.
We would like to apply a GNS-like construction to obtain a Hilbert space
and a representation. However, this construction will not provide us with a
cyclic and separating vector, since the identity operator is not an element of Dφ
if the weight is not finite.
Let φ be an arbitrary faithful semifinite normal weight on M. Define
Mφ = {x ∈M | φ(x
∗x) <∞}. (3.18)
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Note that Mφ is a left ideal of M, since φ is an additive positive mapping
and one has
(x+ y)∗(x + y) ≤ 2(x∗x+ y∗y), (3.19)
(mx)∗(mx) ≤ ||m||2M x
∗x, (3.20)
for x, y ∈Mφ,m ∈M. Hence we have an action of M by left multiplication on
the space Mφ. Next, we define an inner product on Mφ by
(x, y) = φ(x∗y), (3.21)
for x, y ∈ Mφ. It is easy to check that the inner product (3.21) is well defined
and positive definite. The completion of Mφ will be denoted by Hφ. Using
(3.20) we have for y ∈M, x ∈Mφ,
||yx||2
Hφ
≤ ||y||2M φ(x
∗x), (3.22)
which implies that the left multiplication of M on Mφ is bounded, so we can
extend it to a bounded operator on Hφ. Hence
πφ : M → B(Hφ);
πφ(x)η = xη, (3.23)
is a representation of M on Hφ, and, by construction, this representation is
faithful.
Remark 3.2.4. Note that it is not necessary for φ to be faithful. If we define
Nφ = {x ∈M | φ(x
∗x) = 0}, (3.24)
which is a left ideal ofM as well, we can define an inner product on the quotient
space Mφ/Nφ. Similarly to the construction above, we obtain a Hilbert space
which is the completion of the quotient in this inner product and a faithful
representation.
It can be shown that Mφ∩Mφ
∗ with the structure of a ∗-algebra induced by
M, and the scalar product induced by Hφ, is a left Hilbert algebra A ⊂ Hφ; the
associated von Neumann algebra L(A) is isomorphic to πφ(M). A left Hilbert
algebra admits a preclosed anti-linear operator
S : A → A
η 7→ η∗, (3.25)
given by the involution on A. As above, the polar decomposition S = J∆1/2
provides an anti-unitary conjugation J and a positive self-adjoint (unbounded)
operator ∆. The operators J and ∆ are called the modular conjugation and
modular operator associated withM, respectively. The anti-unitary conjugation
J in Hφ, defines an anti-isomorphism
x 7→ Jx∗J, x ∈ L(A), (3.26)
from L(A) to L(A)′, which acts like the identity on the center. This proves
that M is in standard form, since we can identify M with πφ(M). An exact
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definition of a left Hilbert algebra and a proof of the statements above can be
found in [21]. A brief discussion of the standard form, starting with left Hilbert
algebras can be found in [23].
It is left to show that every von Neumann algebra admits a faithful, normal,
semifinite weight (see [13], [21]). Let {φi}i be a maximal family of normal forms
(i.e. normal linear functionals) on M, whose supports are mutually orthogonal.
The formula
φ(a) =
∑
i
φi(a), a ∈M+, (3.27)
yields a faithful, semifinite, normal weight on M+. By definition, φ is a weight.
Faithfulness follows directly from the facts that all φi are positive and that it is
a maximal family. Let {xj}j be a bounded increasing net in M+. Then
sup
j
φ(xj) = sup
j
∑
i
φi(xj) =
∑
i
sup
j
φi(xj)
=
∑
i
φ(sup
j
xj) = φ(sup
j
xj), (3.28)
so φ is normal. Semifiniteness of φ follows from the fact that
1 =
∨
{p ∈ P(M) | φ(p) <∞}, (3.29)
where P(M) denotes the set of all projections in M, and
∨
i pi is the projection
on the subspace
∑
i piH. which holds since the supports of {φi}i are mutually
orthogonal and the family {φi}i is maximal. Equation (3.29) is equivalent to
the fact that φ is semifinite ( [22] p. 57).
3.3 The identity correspondence
Definition 3.3.1. Let M be a von Neumann algebra acting on a Hilbert space
H which is in standard form. Then the identity correspondence of M is the
Hilbert space H, the left representation πl given by multiplication and the right
representation πr defined via the anti-unitary conjugation J :
πl : M −→ B(H);
πl(x) 7−→ (η 7→ xη), (3.30)
and
πr : M −→ B(H);
πr(x) 7−→ (η 7→ Jx
∗Jη). (3.31)
The identity correspondence is denoted by
M→ L2(M)←M.
The notation L2(M) is chosen analogously to measure theory; recall that it is
considered to be the commutative version of von Neumann algebras, see Exam-
ple 3.1.3.
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3.4 The relative tensor product or Connes fusion
This section handles the relative tensor product of two matching correspon-
dences. In the construction of the bicategory [W∗], classes of correspondences
will form the horizontal arrows in the bicategory, analogously to classes of bi-
modules in the bicategory [Rings]. The relative tensor product will play the role
of the composition functor, analogously to the tensor product of bimodules in
the case of rings.
Let M → H ← N and N → K ← P be two correspondences. To obtain
the so-called relative tensor product of H and K we follow [20]. However, this
construction is not symmetric in H and K. Wassermann [24] has stated a
symmetric construction in the case that the von Neumann algebra allows a
(cyclic and separating) vacuum vector. The construction below is applicable to
general von Neumann algebras. Consider a normal, faithful, semifinite weight
ψ on N. Recall the ’GNS’-like construction from the previous section, which
provides us with a Hilbert space Hψ, a dense subset
Nψ = {y ∈ N | ψ(y
∗y) <∞},
and a representation πψ . Let Λψ : Nψ → L2(N) denote the canonical inclusion
map. We will often abuse this notation, and write y ∈ Nψ ⊂ L2(M) when we
consider y as Λ(y), an element of the Hilbert space L2(N).
Define the subset H˜ ⊂ H of ψ-bounded vectors as the set of η ∈ H for which
||ηy||
H
≤ Cη||y||Hψ , ∀y ∈ Nψ, (3.32)
holds. Note that ||y||
Hψ
is finite by definition of Nψ and of the norm on Hψ.
Equivalently, one can define the subspace H˜ as the set of η ∈ H for which the
operator
Rψη : Hψ → H, (3.33)
defined on the dense subspace Nψ by
Rψη (JΛ(y
∗)) = πr(y)η ∀y ∈ Nψ, (3.34)
is bounded. The operator J in (3.34) is the modular conjugation associated
with N. Observe that J originates from an operator S : Nψ ∩N
∗
ψ → Hψ (see
(3.25)), since we can not assume that N allows a cyclic and separating vector.
Recall that a construction like above yields the standard form of N, so we
may also write L2(N) instead of Hψ and
Rη : L
2(N)→ H, (3.35)
where Rη is defined on a dense subspace of L
2(N) by the right representation
of N on H. In the light of the previous remark, it seems reasonable that the
construction of the relative tensor product does not depend on the weight ψ (up
to unitary equivalence). This is indeed the case, a proof can be found in [20].
Lemma 3.4.1. Let M → H ← N be a correspondence, and define H˜ with the
use of an arbitrary normal faithful semifinite weight ψ. Let ∆ be the modular
operator associated with N. The following properties hold.
1. H˜ is stable under the actions of M and N.
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2. H˜ is a dense subspace of H.
3. For η1, η2 ∈ H˜, R∗η1Rη2 ∈ N holds, where N is identified with the left
representation on L2(N).
4. For η1, η2 ∈ H˜, B ∈ (Nop)′ ⊂ B(H), we have that R∗Bη1RBη2 equals
R∗η1B
∗BRη2 as operators on L
2(N).
5. For η1, η2 ∈ H˜, A ∈ N, we have that ∆
−1/2A∗∆1/2R∗η1Rη2 equals R
∗
η1A
Rη2
as operators on L2(N). Analogously, R∗η1Rη2∆
1/2A∆−1/2 equals R
∗
η1Rη2A
as operators on L2(N).
Proof. Proof of (1): First we will show that H˜ is stable under N. For
A ∈ N, η ∈ H˜, y ∈ Nψ we have
||RψηA(Jy
∗)||
H
= ||πr(y)(ηA)||H = ||(ηA)y||H ≤ Cη||Ay||Hψ
≤ Cη||A||H||y||Hψ = Cη,A||y||Hψ , (3.36)
where we used that Nψ is an ideal in N. The second inequality holds since
||Ay||2Hψ = ψ
(
(Ay)∗(Ay)
)
≤ ||A||2Hψ(y
∗y). (3.37)
Since M ⊂ (N′)op, it is sufficient to show that H˜ is stable under N′. Let
B ∈ N′, η ∈ H˜, y ∈ Nψ. We have
||RψBη(Jy
∗)||
H
= ||πr(y)(Bη)||H = ||(Bη)y||H = ||(ηy)B||H
≤ ||ηy||
H
||B||
H
≤ CηB ||y||Hψ . (3.38)
Proof of (2): This statement is due to Connes, see [9]. For n ∈ N, let
π(n) denote the corresponding operator in H and let k ∈ N denote the central
projection corresponding to the kernel of the representation π. Now π is an
isomorphism ofN(1−k) to π(N). Let ψ(1−k) denote the restriction of ψ toN(1−k).
Applying [17], Cor. 4.6.12, there exists a family {ξα}α∈I of vectors in H such
that
ψ(1−k)(n) =
∑
α
< π(n)ξα, ξα > (3.39)
for all n ∈ (N(1−k))+, since ψ(1−k) is normal. The family {ξα}α consists of
ψ-bounded vectors, since
||π(n)ξα||
2 ≤ Cξαψ(n
∗n), (3.40)
for all n ∈ N. Let E be the orthogonal projection of H on the closure of H˜.
We will show that E = 1 on N(1−k), which finishes the proof. The projection E
commutes with π(N)′, so E ∈ π(N)′′ = π(N). Therefore, E must be of the form
E = π(e) for some e ∈ N(1−k). It now follows from (3.39) that, if e 6= 1−k then
ψ((1 − k) − e) > 0, and ∃ ξα such that π(1 − k − e)ξα > 0 which contradicts
Eξα = ξα.
Proof of (3): For η1, η2 ∈ H˜, we have
R∗η1Rη2 ∈ HomNop(L
2(N),L2(N)), (3.41)
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since R∗η1Rη2 : L
2(N) → L2(N) by definition, and Rη intertwines the right
N-action. The computation
HomNop(L
2(N),L2(N)) = (Nop)′ = N′′ = N (3.42)
finishes the proof.
Proof of (4): Let η1, η2 ∈ H˜, B ∈ (Nop)′. Let x, y ∈ Nψ, and let (, ) denote
the inner product on L2(N). Then
(R∗Bη1RBη2Jx, Jy) = (R
∗
Bη1
Bη2x
∗, Jy)
= (R∗Bη1BRη2Jx, Jy)
= (Jx,R∗η2B
∗RBη1Jy)
= (Jx,R∗η2B
∗Bη1y
∗)
= (Jx,R∗η2B
∗BRη1Jy)
= (R∗η1B
∗BRη2Jx, Jy). (3.43)
Remark that we have implicitly used that H˜ is closed under the (Nop)′-action;
c.f. the proof of (2) above. Now R∗Bη1RBη2 equals R
∗
η1B
∗BRη2 as operators on
L2(N), since Nψ is dense in L
2(N).
Proof of (5): Let η1, η2 ∈ H˜, A ∈ N. Let x, y ∈ Nψ ∩N∗ψ . Then
(R∗η1ARη2Jx, Jy) = (Jx,R
∗
η2 Rη1AJy)
= (Jx,R∗η2 η1Ay
∗)
= (Jx,R∗η2 Rη1J(Ay
∗)∗)
= (Jx,R∗η2 Rη1∆
1/2S(Ay∗)∗)
= (Jx,R∗η2 Rη1∆
1/2Ay∗)
= (Jx,R∗η2 Rη1∆
1/2ASy)
= (Jx,R∗η2 Rη1∆
1/2A∆−1/2Jy)
= (∆−1/2A∗∆1/2R∗η1Rη2Jx, Jy). (3.44)
Note that we take x, y ∈ Nψ ∩N∗ψ, otherwise the expression Sy would not be
defined. Now R∗η1ARη2 equals ∆
−1/2A∗∆1/2R∗η1Rη2 as operators on L
2(N) since
Nψ ∩N∗ψ is dense in Hψ = L
2(N). Analogously, we have
(R∗η1Rη2AJx, Jy) = (Jx,R
∗
η2A Rη1Jy)
= (Jx,∆−1/2A∗∆1/2R∗η2Rη1Jy)
= (R∗η1Rη2∆
1/2A∆−1/2Jx, Jy), (3.45)
where we used (3.44). Again, a density argument shows that R∗η1Rη2A equals
R∗η1Rη2∆
1/2A∆−1/2 as operators on L2(N).
We now resume the construction of the relative tensor product. Given the
correspondences M → H ← N and N → K ← P, first construct the algebraic
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tensor product H˜ ⊗C K. On this space, define a sesquilinear form, by extension
of (
η1 ⊗ ζ1, η2 ⊗ ζ2
)
0
:= < ζ1, R
∗
η1Rη2ζ2 >K, (3.46)
where < , >K is the inner product on the Hilbert space K. This makes ( , )0 a
pre-inner product on H˜ ⊗C K. Note that, since R∗η1Rη2 ∈ N by Lemma 3.4.1.3,
the second argument of the inner product is indeed an element of K. Let N be
the null space of the this pre-inner product.
N = {η ⊗ ζ ∈ H˜ ⊗C K |
(
η ⊗ ζ, η ⊗ ζ
)
0
= 0}. (3.47)
Then ( , )0 becomes an inner product on H˜ ⊗C K/N , denoted by < , >0.
Completion in this inner product forms a Hilbert space denoted by H⊠NK, the
relative tensor product or Connes fusion of H and K.
This Hilbert space H ⊠N K is an M → H ⊠N K ← P correspondence, so
that we may regard the above construction as the fusion of correspondences
rather than merely Hilbert spaces. Namely, using the fact that H carries a left
representation πl(M) and K carries a right representation πr(P) we can define
π˜l = πl ⊗ idK, (3.48)
and
π˜r = idH ⊗ πr, (3.49)
on H⊗CK. Since H˜ is stable under the action of M, the image of M under the
left representation is still in H˜ ⊗C K. (Trivially, K is stable under the action of
P.) It remains to be shown that the null spaceN is stable under the actions ofM
and P. Let B ∈M ⊆ (Nop)′, C ∈ P ⊆ (Nop)′ and
∑
i(ηi⊗ζi),
∑
j(ηj⊗ζj) ∈ N .
Using Lemma 3.4.1.4, we obtain(
B
∑
i
(ηi ⊗ ζi), B
∑
j
(ηj ⊗ ζj)
)
0
=
(∑
i
(B(ηi)⊗ ζi),
∑
j
(B(ηj)⊗ ζj)
)
0
=
∑
i,j
< ζi, R
∗
BηiRBηj ζj >K
=
∑
i,j
< ζi, R
∗
ηiB
∗BRηj ζj >K
≤ ||B||2
∑
i,j
< ζi, R
∗
ηiRηjζj >K
= ||B||2
∑
i,j
(
ηi ⊗ ζi, ηj ⊗ ζj
)
0
= 0. (3.50)
We have used the inequality A∗B∗BA ≤ ||B||2A∗A . Hence the null space is
stable under the action of M. Further, using the Cauchy-Schwarz inequality on
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the pre-inner product ( , )0 we have
|
(∑
i
(ηi ⊗ ζi)C,
∑
j
(ηj ⊗ ζj)C
)
0
| = |
(∑
i
(ηi ⊗ (ζiC)),
∑
j
(ηj ⊗ (ζjC))
)
0
|
= |
∑
i,j
< ζiC,R
∗
ηiRηjζjC >K |
= |
∑
i,j
< ζiC
∗C,R∗ηiRηjζj >K |
= |
(∑
i
(ηi ⊗ (ζiC
∗C)),
∑
j
(ηj ⊗ ζj)
)
0
|
≤
∑
i
(
(ηi ⊗ ζiC
∗C), (ηi ⊗ ζiC
∗C)
)
0
1/2
·
∑
j
(
(ηj ⊗ ζj), (ηj ⊗ ζj)
)
0
1/2
= 0, (3.51)
so the null space N is stable under P as well.
Combining several statements of [3], Section 2.5.3, and [18] will prove the
following lemma. We will need these rather technical results in the construction
of the bicategory in the following section. The lemma asserts that the operations
we will apply are well-defined. See also [20], where the second result is used
without an explicit proof.
Lemma 3.4.2. Let M be a von Neumann algebra, and φ an arbitrary normal
faithful semifinite weight. Let x ∈ M. Let τt(x) = ∆itx∆−it, x ∈ M, be the
modular automorphism group of M. Define
xn =
√
n/π
∫
dt e−nt
2
τt(x) n = 1, 2, ... (3.52)
and
M0 = {xn | x ∈Mφ}. (3.53)
Then the following hold:
1. M0 ⊂Mφ as a σ-weakly dense subspace. Moreover, M0 ⊂Mφ as a norm
dense subspace.
2. For y ∈M0, we have ∆1/2y∆−1/2 ∈Mφ.
3. For x ∈ Z(M), we have ∆1/2x∆−1/2 = x.
Proof. First, we would like to show that if x ∈ Mφ, then xn ∈ Mφ. Consider
φ(x∗nxn). Using the fact that the integral is a Bochner integral we obtain
|φ(x∗nxn)| = |
π
n
φ(
∫
dt e−nt
2
τt(x
∗)
∫
ds e−ns
2
τs(x))|
≤
π
n
∫
dt ds e−nt
2
e−ns
2
|φ(τt(x
∗)τs(x))|, (3.54)
see, [26], Ch.V. Further,
|φ(τt(x
∗)τs(x))| ≤ φ(τt(x
∗x))1/2 · φ(τs(x
∗x))1/2, (3.55)
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since φ is positive semidefinite, and
τt(x
∗)τt(x) = ∆
itx∗∆−it∆itx∆−it = τt(x
∗x). (3.56)
It is a well-known property of the weight φ that it is invariant under the action
of the modular automorphism group ( [23], p.17), so we have
φ(τt(x
∗x)) = φ(x∗x). (3.57)
Combining (3.54), (3.55) and (3.57) shows that xn ∈ Mφ. From [3], Prop.
2.5.22, we obtain that xn → x σ-weakly. Moreover, an application of the Hahn-
Banach theorem shows that M0 ⊂ Mφ is a dense subset in the norm topology
(see [3] Cor.2.5.23). This proves the first claim of the lemma.
Also we deduce from [3], Prop. 2.5.22, that an element A ∈ M0 is analytic
for τt, see [3], Def. 2.5.20. This implies that there exists a strip
Iλ = {z | |Imz| < λ} ⊂ C,
and a function fA : Iλ →M, such that
fA(t) = τt(A) = ∆
itA∆−it, (3.58)
for t ∈ R. In this case, we have Iλ = C. Analyticy for A ∈ M0 also implies
that fA is an analytic function on C using [3], Prop. 2.5.21. Hence, we have for
z ∈ C,
fA(z) = ∆
izA∆−iz , (3.59)
since an analytic function is determined by its restriction to the real axis. This
proves that ∆1/2A∆−1/2 ∈M for A ∈M0.
It is left to show that ∆1/2A∆−1/2 ∈ Mφ for A ∈ M0. The proof of [3],
Prop. 2.5.22 shows that for r ∈ R, x ∈Mφ, we have
τr(xn) =
√
n/π
∫
dt e−n(t−r)
2
τt(x), (3.60)
where the integral on the right hand side is an analytic function on C. Hence,
for z ∈ C, we obtain
|φ(τz(xn)
∗τz(xn))| = |
π
n
φ(
∫
dt e−n(t−z)
2
τt(x
∗)
∫
ds e−n(s−z)
2
τs(x))|
≤
π
n
∫
dt ds e−n(t−z)
2
e−n(s−z)
2
|φ(τt(x
∗)τs(x))|
< ∞, (3.61)
by a similar computation as above. Applying (3.61) to z = −i/2, we obtain
φ(τ1/2(xn)
∗τ1/2(xn)) <∞. (3.62)
Hence, for A ∈M0, we have
∆1/2A∆−1/2 ∈Mφ, (3.63)
Now we will prove the third claim. Applying the construction above to
the von Neumann algebra Z(M) we obtain a dense subset Z(M)0 of analytic
elements, and trivially Z(M)0 ⊂M0. Recall
Dφ = Span{x ∈M+ | φ(x) <∞}. (3.64)
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Now [18], Prop. 3.3 states that Dφ is a two-sided ideal for M0, hence
Z(M)0Dφ ⊂ Dφ
DφZ(M)0 ⊂ Dφ. (3.65)
It follows from [18], Thm. 3.6, that Z(M)0 is contained in the fixed point
algebra of the automorphism group τt, which means
Z(M)0 ⊂ {h ∈M | τt(h) = h, t ∈ R}
= {h ∈M | ∆ith∆−it = h, t ∈ R}. (3.66)
Since Z(M)0 consists of analytic elements, we may extend the (constant) func-
tion ∆ith∆−it to C. Hence, for h ∈ Z(M)0, z ∈ C, we have
∆izh∆−iz = h. (3.67)
The fact that Z(M)0 is σ-dense in Z(M) finishes the proof.
Remark 3.4.3. After this preparation, note that the relative tensor product
⊠N has an analogous property to the ’S-balancedness’ of the tensor product
of bimodules over rings, but with a crucial and interesting modification (see
Section 2.1). Namely, for η ∈ H, n ∈ N0, ζ ∈ K we have
ηn⊠N ζ = η ⊠N (∆
1/2n∆−1/2)ζ, (3.68)
and
η ⊠N nζ1 = η(∆
−1/2n∆1/2)⊠N ζ. (3.69)
For let η2 ∈ H˜, x ∈ N0, ζ2 ∈ K; then(
η1x⊗ ζ1, η2 ⊗ ζ2
)
0
= < ζ1, R
∗
η1xRη2ζ2 >K
= < ζ1, (∆
1/2x∗∆−1/2)R∗η1Rη2ζ2 >K
= < (∆1/2x∆−1/2)ζ1, R
∗
η1 Rη2ζ2 >K
=
(
η1 ⊗ (∆
1/2x∆−1/2)ζ1, η2 ⊗ ζ2
)
0
, (3.70)
where the second equality holds because of Lemma 3.4.1.5. This implies that
(η1x ⊗ ζ1) − (η1 ⊗ (∆1/2x∆−1/2)ζ1) belongs to the null space N . Since N0 ⊂
Nψ ⊂ L2(N) are all dense, equality (3.68) holds for the completion H ⊠N K.
Note that we have used that ∆1/2x∆−1/2 is an element of N for x ∈ N0 (see
Lemma 3.4.2), so that the expression (∆1/2x∆−1/2)ζ1 is defined. The proof of
(3.69) follows by a similar argument.
3.5 Morita theory with use of bicategories
As in the case of rings, one would like to express the notion of Morita equiva-
lence of von Neumann algebras in terms of bicategories. First, let us define the
representation category of a von Neumann algebra.
Definition 3.5.1. Let M be a von Neumann algebra. Then Rep(M) denotes
the category of normal unital ∗-representations on Hilbert spaces as objects,
and bounded linear intertwiners as arrows.
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Analogously to the case of rings, one would expect that Morita equivalence
of von Neumann algebras is defined by categorical equivalence of their represen-
tation categories. However, we use another definition.
Definition 3.5.2. Two von Neumann algebras M,N are called Morita equiva-
lent, M
M
∼ N, if a correspondence M→ H← N exists, where the representation
of M on H is faithful and for which
M′ ≃ Nop, (3.71)
holds.
Note that faithfulness of M directly implies faithfulness for N, using (3.71).
Using somewhat different notation, Rieffel ( [19], Thm 8.5) proves equivalence
between the definition above and equivalence of the representation categories,
where the equivalence is implemented by a normal ∗-functor4. See also [20].
Also, compare Lemma 2.4.1 to justify this choice of definition.
Now, we will show that the collection of von Neumann algebras forms a
bicategory. This result was already stated in [15] without proof.
Proposition 3.5.3. For any two von Neumann algebra’s M,N, let (M,N) be
the category of correspondences as objects, and bounded linear bimodule maps
as arrows. Then the collection of all von Neumann algebras as objects and
correspondences as arrows forms a bicategory [W∗]. The composition functor
(M,N) × (N,P)→ (M,P) is given by the relative tensor product ⊠N, and the
unit arrow in (M,M) is given by IM = M→ L2(M)←M.
Proof. One by one, the properties of a bicategory as stated in section 1.1 will
be checked.
• The object space [W∗]0 consists of all von Neumann algebras.
• For any two von Neumann algebras M,N, there is a category (M,N).
(M,N) has correspondences M→ H ← N as objects and bounded linear
bimodule maps as arrows.
• For each triple (M,N,P) of von Neumann algebras there is a composition
functor, given by ⊠N, defined with an arbitrary normal faithful semifinite
weight ψ. On objects ⊠N is defined by:
⊠N : (M,N)× (N,P) −→ (M,P)
MHN ×N KP 7−→ M(H⊠N K)P, (3.72)
for MHN ∈ (M,N)0 and NKP ∈ (N,P)0. On arrows, ⊠N acts as follows:
Let f : MH1N →MH2N be an arrow in (M,N) and let g : NK1P →NK2P
be an arrow in (N,P). Then, for
∑
i(ηi ⊠N ζi) ∈ H1 ⊠N K1 we define
f ⊠N g : M(H1 ⊠N K1)P −→ M(H2 ⊠N K2)P∑
i
(ηi ⊠N ζi) 7−→
∑
i
(f(ηi)⊠N g(ζi)). (3.73)
4In this paper, we will not follow Rieffel’s method of proof. His proof involves so-called nor-
mal N-rigged M-modules, and tensor products of these modules. Rieffel proves an Eilenberg-
Watts like theorem,( [19], Thm. 5.5), which states that all functors of Rep(N) to Rep(M) are
equivalent to taking the tensor product with such a normal N-rigged M-module. However,
these modules are not Hilbert spaces, which is what we would like considering our definition
of the tensor product and the bicategory of von Neumann algebras.
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Since both f and g intertwine the N-action (and therefore the
∆1/2N0∆
−1/2-action by Lemma 3.4.2), f ⊠N g is well-defined.
It has already been shown that on objects, the image of ⊠N lies in (M,P)
(see Section 3.4). On arrows, one has to show that, for each pair of arrows
(f × g) ∈
(
(M,N) × (N,P)
)
1
, the image f ⊠N g is a bounded bimodule
map (in the sense that it commutes with the left representation of M and
the right representation of P). Moreover, it has to be shown that ⊠N
satisfies the properties of a functor. These proofs are left to the reader
since they are completely similar to the proofs in the case of the tensor
product for rings5, see Section 2.1.
• For each object M of [W∗]0, the identity arrow IM of (M,M) is given by
M→ L2(M)←M, the identity correspondence, as discussed above.
• For each quadruple (M,N,P,Q) of von Neumann algebras, we need a
natural isomorphism β between the functors ((−⊠N −)⊠P −) and
(−⊠N (−⊠P −)), each from the category (M,N)×(N,P)×(P,Q) to the
category (M,Q). To each object (H,K,L) in (M,N) × (N,P) × (P,Q),
let β assign an arrow
(H ⊠N K)⊠P L → H⊠N (K ⊠P L),
in (M,Q), where β is defined as follows on the elements:
(η ⊠N ζ)⊠P ξ 7→ η ⊠N (ζ ⊠Q ξ).
Now, given an arrow
(f, g, h) : (H,K,L)→ (H′,K′,L′)
in (M,N) × (N,P)× (P,Q), the diagram
(H ⊠N K)⊠P L
(f⊠Ng)⊠Ph

β(H,K,L) // H⊠N (K ⊠P L)
f⊠N(g⊠Ph)

(H′ ⊠N K′)⊠P L′
β(H′,K′,L′) // H′ ⊠N (K′ ⊠P L′)
(3.74)
commutes by definition of the relative tensor product on the arrows.
Again, observe the similarity to the case of rings.
• For each pair of von Neumann algebras (M,N), we need the left identity
L(M,N): this should be a natural isomorphism between the functor
⊠M ◦
[
IM × Id(M,N)
]
and the canonical functor from 1 × (M,N) to (M,N). To each object in
1× (M,N), let L(M,N) assign an arrow
L2(M)⊠M K → MKN,
5While proving these properties in the case of rings, we do not use the S-balancedness of
the tensor product, which is different in the case of von Neumann algebras (see Remark 3.4.3).
Hence we can apply the same arguments for von Neumann algebras.
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in (M,N). Let x ∈M0, ζ ∈ K. Then L(M,N)(1 ×MKN) is defined on the
dense subspace M0 ⊠M K by
L(M,N)(1×MKN) : M0 ⊠M K → MKN
Λ(x)⊠M ζ 7→ xζ. (3.75)
We will show that the map (3.75) is continuous, so that we may extend it
to L2(M)⊠M K. Consider
||Λ(x)⊠M ζ||
2 =< ζ,R∗Λ(x)RΛ(x)ζ >K . (3.76)
Observe that in this case, the operator RΛ(x) : L
2(M) → L2(M) is given
by
RΛ(x)JΛ(y
∗) = πr(y)Λ(x) = Jy
∗JΛ(x), (3.77)
on the dense subspace M0, by definition of the right representation of M
on L2(M).
Recall that Λ : Mψ → L2(M) denotes the inclusion map. It satisfies
xΛ(y) = Λ(xy)
∆1/2Λ(y) = Λ(∆1/2y∆−1/2), (3.78)
for x ∈M, y ∈Mψ. See [13] or [18].
The following claims lead to continuity of the map (3.75).
1. For x, z ∈M0, we have RΛ(x)Λ(z) = Λ(xz).
Proof: We have
RΛ(x)JΛ(y
∗) = RΛ(x)∆
1/2SΛ(y∗)
= RΛ(x)∆
1/2Λ(y)
= RΛ(x)Λ(∆
1/2y∆−1/2), (3.79)
hence, using (3.77) and writing y = ∆−1/2z∆1/2, we obtain
RΛ(x)Λ(z) = J∆
1/2z∗∆−1/2JΛ(x)
= Sz∗SΛ(x) = Sz∗Λ(x∗)
= SΛ(z∗x∗) = Λ(xz). (3.80)
2. For x ∈M0, the operator R∗xRx equals x
∗x as operators on L2(M).
Proof: Using (3.80), we obtain
(Λ(y), R∗xRx Λ(z)) = (RxΛ(y), RxΛ(z))
= (Λ(xy),Λ(xz))
= ψ(y∗x∗xz)
= (Λ(y), x∗xΛ(z)), (3.81)
for x, y, z ∈M0.
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Combining the statements above we obtain
||Λ(x)⊠M ζ||
2 =< ζ,R∗Λ(x)RΛ(x)ζ >K= ||xζ||
2
K. (3.82)
Hence Λ(x) ⊠ ζ 7→ xζ is a continuous map. It is left to show that L(M,N)
is unitary and hence a natural isomorphism. We know that it is isometric,
from (3.82). It is sufficient to show that the image of M0 ⊠K is dense in
K. Generally, I is not an element of L2(M). But, since M0 is dense in
L2(M), we may find a net Eα in M0, converging to I, even in norm. Let
ζ ∈ K. Then
||Eαζ − Iζ||K ≤ ||Eα − I||M · ||ζ||K → 0, (3.83)
where we used the fact that a representation is norm decreasing. Hence,
M0K is dense in K.
In contrast to the case of rings, the right identity R(M,N) is defined dif-
ferently from the left identity. The right identity should be a natural
isomorphism between the functor
⊠N ◦
[
Id(M,N) × IN
]
and the canonical functor from (M,N) × 1 to (M,N). To each object in
(M,N)× 1 let R(M,N) assign an arrow
H⊠N L
2(N)→ MHN,
in (M,N). Let η ∈ H˜, y ∈ N0. Then R(M,N)(MHN × 1) is defined on the
dense subspace H˜⊠N N0 by
R(M,N)(MHN × 1) : H˜ ⊠N N0 → MHN
η ⊠N Λ(y) 7→ η(∆
−1/2y∆1/2). (3.84)
Note that ∆−1/2y∆1/2 ∈ N, for y ∈ N0, so that η(∆
−1/2y∆1/2) is defined
by definition of the right representation ofN onH. We will show next that
the map (3.84) is continuous, so that we may extend it to H ⊠N L2(N).
Consider
||η ⊠N Λ(y)||
2 = (Λ(y), R∗ηRη Λ(y))L2(N). (3.85)
In this case, the operator Rη : L
2(N)→ H is defined by
RηJΛ(y
∗) = πr(y)η = ηy, (3.86)
on the dense subspace N0.
We make use of the following fact, proven by Connes ( [9] Lemma 4). For
ξ ∈ H˜, we have
ψ(R∗ξRξ ) = ||ξ||
2
H. (3.87)
Hence, using Lemma 3.4.1, we obtain
||η ⊠N Λ(y)||
2 = (Λ(y), R∗ηRη Λ(y))L2(N)
= ψ(y∗R∗ηRηy)
= ψ(R∗η(∆−1/2y∆1/2)Rη(∆−1/2y∆1/2))
= ||η(∆−1/2y∆1/2)||2H. (3.88)
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Hence η ⊠N Λ(y) 7→ η(∆1/2y∆−1/2) is a continuous map. It is left to
show that R(M,N) is unitary and hence a natural isomorphism. As above,
(3.88) shows that it is isometric, hence it is sufficient to show that the
image of H˜ ⊠ N0 is dense in H. As before, we have a net Eα in N0
converging to I. Consider the net ∆1/2Eα∆−1/2. This net is contained in
Nψ, following from Lemma 3.4.2. By the inclusion N0 ⊂ Nψ ⊂ L2(N)
and the continuity just proven, we have
∆1/2Eα∆
−1/2
⊠N η 7→ ηEα, (3.89)
for η ∈ H˜. The right hand side converges to η in norm. The fact that
H˜ ⊂ H is a dense subspace finishes the proof.
• We need to prove associativity coherence. Let M,N,P,Q,R be von Neu-
mann algebras, and MJN , NHP , PKQ , QLR be associated correspon-
dences. The following diagram
((J ⊠N H)⊠P K)⊠Q L
β(J ,H,K)⊠RId //
β(J⊠NH,K,L)

(J ⊠N (H ⊠P K)) ⊠Q L
β(J ,H⊠PK,L)

(J ⊠N H)⊠P (K ⊠Q L)
β(J ,H,K⊠QL)
))TTT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
T
J ⊠N ((H ⊠P K)⊠Q L)
Id⊠Nβ(H,K,L)

J ⊠N (H ⊠P (K ⊠Q L)),
(3.90)
commutes, since β is defined elementwise.
• We need to prove identity coherence. Let M,N,P be von Neumann al-
gebras and MHN,NKP associated bimodules. It will be shown that the
following diagram commutes:
(H⊠N L
2(N))⊠N K,
β(H,L2(N),K) //
R(H,L2(N))⊠NId ((RR
RR
RR
RR
RR
RR
R
H ⊠N (L
2(N) ⊠N K)
Id⊠NL(L
2(N),K)vvlll
ll
ll
ll
ll
ll
H⊠N K.
(3.91)
Since the upper arrow β(H,L2(N),K) is the associativity isomorphism,
identity coherence boils down to
(η(∆−1/2n∆1/2)⊠N ζ) ∼= (η ⊠N nζ), (3.92)
for η ∈ H, n ∈ L2(N), ζ ∈ K, which follows immediately from Remark
3.4.3.
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Note that the bicategory of von Neumann algebras constructed as above,
depends on the choice of the faithful, semifinite, normal weight for each von
Neumann algebra. The definition of the composition functor (i.e. the relative
tensor product), depends on the choice of the weight. However, different weights
lead to unitary equivalent relative tensor products. Hence the bicategory de-
pends on the weight only up to isomorphism.
The following theorem is an analogue of the Morita theorem for rings.
Theorem 3.5.4. Two von Neumann algebras are isomorphic in the bicategory
[W∗] iff they are Morita equivalent. In formula:
M
b
≃ N⇐⇒M
M
∼ N. (3.93)
Proof. First, let us reformulate the first statement of the theorem. Recall Defi-
nition 1.1.2. The property that two von Neumann algebrasM,N are isomorphic
in the bicategory means that there must be an arrow in (M,N), i.e., a corre-
spondence M → H ← N that is invertible up to isomorphism. In other words,
there exists an arrow N→ H−1 ←M in (N,M) such that
M→ H ⊠N H
−1 ←M ≃ M→ L2(M)←M in (M,M) (3.94)
N→ H−1 ⊠M H ← N ≃ N→ L
2(N)← N in (N,N). (3.95)
“⇐:” Let M,N be Morita equivalent. So we have a correspondence
M → H ← N, where the representation of M on H is faithful, and M′ ≃ Nop.
¿From M→ H← N, we can define a correspondence N→ H←M by
nη¯m := m∗ηn∗, for n ∈ N,m ∈M, η ∈ H, (3.96)
where H is H as a set, with the addition operator of H and conjugate scalar
multiplication and inner product. Sauvageot [20], Prop 3.1 proves that the
relative tensor product H⊠N H is in standard form (using explicitly that
M′ ≃ Nop), i.e.,
M→ H ⊠N H←M ≃ M→ L
2(M)←M. (3.97)
Applying the same reasoning to N → H ← M, we obtain M → H ← N and
clearly, we have H = H. Then
N→ H⊠M H ← N = N→ H⊠M H ← N
∼= N→ L2(N)← N. (3.98)
Together, (3.97) and (3.98) prove that MHN is invertible, its inverse being NHM.
“⇒:” Suppose we have an invertible correspondence M→ H← N. We need
to show that M ≃ (Nop)′, and that the representation of M is faithful. By
definition of a correspondence, we have
M ⊆ (Nop)′, (3.99)
so, considering the representation of M on H⊠N H−1, one has
M⊠ idH−1 ⊆ (N
op)′ ⊠ idH−1 . (3.100)
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Now we will use a result from Sauvageot [20], Prop. 3.3, who shows that for a
von Neumann algebra P and representations K1 ← P and P→ K2, one has[
(Pop)′ ⊠P idK2
]′
= idK1 ⊠P P
′ (3.101)
and
(Pop)′ ⊠P idK2 =
[
idK1 ⊠P P
′
]′
(3.102)
in K1 ⊠P K2. Applying (3.102) we obtain
M⊠N idH−1 ⊆ (N
op)′ ⊠N idH−1 =
[
idH ⊠N N
′
]′
, (3.103)
hence, using (3.101),
idH ⊠N N
′ ⊆
[
M⊠N idH−1
]′
= idH ⊠n M
op. (3.104)
Equation (3.104) implies that N′ ⊆Mop: Suppose N′ *Mop. Then an element
n ∈ N′ exists, such that ∀m ∈Mop:
∃ η1 ⊠N η2 ∈ H⊠N H
−1,
such that
(η1 ⊠N nη2) 6= (η1 ⊠N mη2). (3.105)
This would violate (3.104). Hence
(Nop)′ ⊆M, (3.106)
which, with (3.99), proves M ≃ (Nop)′. It remains to be shown that the repre-
sentation of M on H is faithful. However, this follows immediately from (3.94)
and the fact that the standard representation of M on L2(M) is faithful.
It is possible to restate Theorem 3.5.4 above in terms of representation cate-
gories. In the light of the remarks after Definition 3.5.2, the proof is immediate.
However, we will prove the theorem directly, c.f. the proof of Theorem 2.3.2.
Theorem 3.5.5. Two von Neumann algebras are isomorphic in the bicategory
[W∗] iff their representation categories are equivalent, where the equivalence is
implemented by a normal ∗-functor.
Proof. “⇒:” Given the invertible correspondence MHN we will construct a
functor F : Rep(M)→ Rep(N) and a functor G : Rep(N)→ Rep(M) such that
F ◦G ∼= idRep(N) and G ◦ F ∼= idRep(M). On objects, define
F0(K) := H
−1
⊠M K, K ∈ Rep(M)0. (3.107)
On arrows, define
F1(f) := idH−1 ⊠M f, f ∈ Rep(M)1. (3.108)
Since H−1 is a N −M correspondence, the image of F0 lies in Rep(N)0. We
will check that F satisfies the properties of a functor (see (2.9) and (2.10)). Let
η ∈ K ∈ Rep(M)0, ζ ∈ H−1. Then one has
F1(idK)(ζ ⊠M η) =
(
idH−1 ⊠M idK
)
(ζ ⊠M η)
=
(
idH−1(ζ) ⊠M idK(η)
)
= (ζ ⊠M η)
= id(H−1⊠MK)(ζ ⊠M η)
= idF1(K)(ζ ⊠M η), (3.109)
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and
F1(h1 ◦ h2)(ζ ⊠M η) = idH−1(ζ)⊠M (h1 ◦ h2)(η)
= F1(h1)
[
(ζ ⊠M h2(η))
]
= F1(h1) ◦ F1(h2)
[
(ζ ⊠M η)
]
; (3.110)
for h1, h2 ∈ Rep(M)1, where the last equation holds whenever h1 ◦h2 is defined
in Rep(M)1.
In the same way, one constructs a functorG : Rep(N)→ Rep(M), by putting
G0(L) := H⊠N L on objects, and G1(g) := idH ⊠N g on arrows.
Now we will show that natural equivalences (F ◦G) ∼= idRep(N) and
(G ◦ F ) ∼= idRep(M) exist. Using equation (3.94) and the fact that the relative
tensor product is associative up to isomorphism, we obtain
(G ◦ F )0(K) = G0(H
−1
⊠M K) = H⊠N (H
−1
⊠M K)
∼= (H ⊠N H
−1)⊠M K ≃ L
2(M)⊠M K
∼= K, (3.111)
for K ∈ Rep(M)0. Let f be an arrow K1 → K2 in Rep(M)1. Via the isomor-
phism in (3.111), the diagram
K1
f

// (G ◦ F )(K1)
idH⊠N(idH−1⊠Mf)

K2 // H ⊠N (H−1 ⊠M K2),
(3.112)
commutes, so (G ◦ F ) ∼= idRep(M). A similar computation shows that
(F ◦G) ∼= idRep(N).
It is left to show that F,G are normal ∗-functors. We will show that F is a
∗-functor, i.e. F1(f)
∗ = F1(f
∗). Let f : K1 → K2. Then for η1, η2 ∈ H˜−1, ζ1 ∈
K2, ζ2 ∈ K1, one has(
F1(f)
∗(η1 ⊗ ζ1), η2 ⊗ ζ2
)
0
=
(
η1 ⊗ ζ1, F1(f)(η2 ⊗ ζ2)
)
0
=
(
η1 ⊗ ζ1, η2 ⊗ f(ζ2)
)
0
= < ζ1, R
∗
η1R
∗
η2f(ζ2) >K2
= < ζ1, f(R
∗
η1R
∗
η2ζ2) >K2 (⋆)
= < f∗(ζ1), R
∗
η1R
∗
η2ζ2 >K2
=
(
η1 ⊗ f
∗(ζ1), η2 ⊗ ζ2
)
0
=
(
F1(f
∗)(η1 ⊗ ζ1), η2 ⊗ ζ2
)
0
. (3.113)
The equality (⋆) holds, since f intertwines the N-action. Note that, since f
maps into K2, the inner product ( , )0 is defined on H˜−1 ⊗C K2. Equation
(3.113) implies that F1(f)
∗ = F1(f
∗) on the closure H−1 ⊠ K1. Since F is a
category equivalence (up to isomorphism), it is automatically full and faithful.
It then follows from [19], Prop 7.3 that F is normal. A similar argument holds
for G.
“⇐:” Suppose Rep(N) ≃ Rep(M), where the categorical equivalence is im-
plemented by a ∗-functor. Let F : Rep(M) → Rep(N). Consider F (L2(M)),
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which has a left N-action by definition, and a right M-action through F1.
Sauvageot has stated an Eilenberg-Watts like theorem, [20], Prop 5.3, also cf.
Rieffel [19], Prop 5.4 and Thm 5.5:
Theorem 3.5.6 (Sauvageot). An equivalence functor F : Rep(M)→ Rep(N)
is characterized by the N-M bimodule F (L2(M)) in the following way. On
objects,
F0(K) ∼= F (L
2(M))⊠M K, (3.114)
for K ∈ Rep(M)0. On arrows, for f : K1 → K2,
F1(f) ∼= idL2(M) ⊠ f. (3.115)
Hence
F (−) ∼= F (L2(M))⊠M (−). (3.116)
Similarly, for G : Rep(N)→ Rep(M), we have,
G(−) ∼= G(L2(N))⊠N (−). (3.117)
Using the fact that G ◦ F ∼= idRep(M) and F ◦ G ∼= idRep(N) and that
composition of natural equivalences does provide a natural equivalence, we now
find
F (L2(M)) ⊠N G(L
2(N)) ∼= F
[
G(L2(N))
]
∼= L2(N), (3.118)
and
G(L2(N))⊠M F (L
2(M)) ∼= G
[
F (L2(M))
]
∼= L2(M), (3.119)
as bimodules. This shows that F (L2(M)) is an invertible N-M bimodule: its
inverse (up to isomorphism) is G(L2(N)).
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