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Abstract
A neural network approach is developed for the interpolation of sparse, spatially 
correlated earth-science data. It is shown that (universal) kriging , an interpolation 
method widely used in geostatistics, is formally equivalent to generalized radial basis 
function networks (GRBFN) that have an RBF units at each data points. The formal 
relationship provides a strong foundation and justification for a GRBFN approach to the 
problem.
The kriging approach uses a covariation model which specifies the spatial variability in 
the data to derive the optimal unbiased linear predictor for unsampled locations. 
However, the covariation model is in general unknown and has to be estimated from the 
data. Estimating the model from earth-science data has proved to be difficult in practice 
due to the sparseness of the data samples. Furthermore for many data sets, the samples 
are not collected from a single homogeneous area and, hence, cannot be accurately 
described by a global covariation model.
Based on the formal relationship between kriging and GRBFN, an empirical Bayesian 
approach is developed to train a GRBFN to learn the covariation model and interpolate 
the data. Simulation results show that the neural network approach outperforms 
traditional geostatistical methods in estimating the covariation model resulting in 
improved prediction accuracy.
Based on the idea of hierarchical mixtures of experts (HME), the approach is extended 
to use a hierarchy of GRBFNs to soft partition the input space into regions with similar 
covariation behavior, learn the local covariation models and combine the predictions of 
the local GRBFN experts. Instead of computing the ML estimates, the original 
expectation-maximization (EM) training algorithm of HME is extended to include 
priors on the parameters of the experts to improve generalization. Results on simulated 
and real non-homogeneous data sets show significant improvement in prediction 
accuracy over the single GRBFN approach.
iv
The partitioning and model fitting problems currently represent the most time 
consuming part of the kriging process, in part because they involve a large amount of 
manual intervention. The current work provides an automated solution to these 
problems while conforms with the kriging model. In addition, the new approach allows 
the two problems to be resolved in the same neural network framework allowing 
interdependent factors to be adjusted simultaneously to improve prediction accuracy.
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1. Introduction
In many earth science problems, one has a collection of measurements of a variable plus 
the geographic locations of the measurement points. One typically wants to interpolate 
between data points and extrapolate (a small distance) beyond the data. Interpolation of 
the available samples allows the study of shape and orientation of geographical features, 
inference of the presence of global trends, or estimation of local characteristics that are 
of interest.
The first problem with spatial data is the spatial dependence of the observations. 
Standard statistical techniques usually assume that observations of a phenomenon form 
a random sample, i.e. the observations are independently and identically distributed (or 
i.i.d.). For spatial data, observations that are close together in space are usually 
positively correlated. The dependence becomes stronger as the distance between them 
decreases. Departures from independence need to be modeled.
The second problem with spatial data is that the spatial locations of data are often not 
regularly spaced and the spatial location is allowed to vary continuously over space. 
While time series models are usually based on identically distributed observations that 
are dependent and occur at equally spaced time points, spatial models have to be more 
general to allow for irregularly spaced data.
The third problem is that in many earth science applications, data are observational 
rather than the result of controlled experiments. Often one has little control over the 
number and location of the samples. Thus, the opportunity to randomize, block and 
replicate is often not available nor always appropriate. Moreover, data are usually 
difficult and expensive to collect and sometimes preferentially sampled. Observations
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are typically sparse. One must take ones observations where one can and observations 
are too valuable to lightly discard.
The final problem is that very few earth science applications are sufficiently understood 
to permit a deterministic approach to prediction. Physicists can develop a somewhat 
idealized deterministic model to predict the path of a projectile because they know the 
controlling physical laws and forces. Earth scientists can seldom produce a 
deterministic description of the process generating the data.
This thesis is concerned with developing artificial neural network (ANN) techniques to 
solve the problem of interpolating sparse, spatially correlated earth-science data. 
Geostatistical methods are currently being used to deal with the interpolation problem. 
In this chapter, we will present some background information on geostatistics and 
artificial neural networks (ANN). We will briefly describe kriging, the most widely 
used geostatistical solution, to the interpolation problem. We will discuss the major 
advantages and problems of the method. We will link kriging to other related 
interpolation methods including the radial basis functions (RBF) method of 
interpolation, splines and RBF networks (RBFN), and point out their differences. In the 
case of ANN, we will briefly discuss its basic concepts and its main applications. In 
addition, we will describe the architecture of two popular classes of networks - RBFN 
and backpropagation networks (BPN). After introducing the two main fields of our 
research, we will then spell out the goals of the thesis stating the problems of kriging 
that we try to solve and the close connection between kriging and RBFN that motivates 
our approach. We will briefly describe other related works and the problems with the 
BPN approach they adopted. Finally, we will outline the structure of the rest of the 
thesis.
1.1 Geostatistics
Geostatistics is a special branch of applied statistics formalized by G. Matheron 
[Math62, Math63a, Math63b] at the Center de Morphologie Mathematique in 
Fontainebleau, France in the early 1960s. Geostatistics is related to data analysis and 
statistical modeling of spatial data. Initially, geostatistics was devised to deal with
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problems that arise when conventional statistical theory is used to infer ore reserves 
within a mine. Its strength over classical approaches to ore-reserve estimation is that it 
recognizes spatial variability at both the large scale and the small scale. That is, it 
models both the spatial trend and spatial correlation, and makes use of the spatial 
information in the data sets when making inferences. As spatial continuity is an 
essential feature of many natural phenomena, geostatistics is also applicable in various 
areas of geology and other earth sciences such as soil science, crop science, ecology, 
forestry, astronomy, atmospheric science, etc. It has even been used in fields such as 
image processing and epidemiology.
Most applications of geostatistics are related to mapping the spatial distribution of (or 
interpolating) one or more attributes using an interpolation (or prediction) method 
known as kriging, with emphasis given to characterizing the spatial dependence of the 
data with a variogram model and measuring the prediction accuracy using the kriging 
(error) variance. Figure 1.1 summarizes the typical steps of the kriging process which 
we will briefly describe in the following sections.
Estimate the trend 
parameters
Fit a variogram model to 
the residuals
Make predictions with 
the kriging predictor
Partition the data into homogeneous 
sub-populations
Postulate a spatial model of trend and 
residual for each sub-population
Figure 1.1 The typical steps of the kriging process. Note the trial-and-error approach in the 
partitioning of the data set and the fitting of an appropriate spatial model. The dotted arrows 
are possible backward paths that allow the partitioning and the spatial model to be adjusted if 
the results are not satisfactory. Once the partitioning and the spatial model are determined, 
computing the kriging predictions is quite straightforward.
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1.1.1 Probabilistic Approach to Spatial Data Modeling
Interpolation from sparse sampling is an ill-posed problem. There are infinitely many 
possible interpolation surfaces from which to choose. When one has little knowledge of 
the process generating the surface, as in the case of many earth science applications, a 
standard approach is to deal with it statistically. In geostatistics, the process generating 
the surface is modeled as a random process. The observations are viewed as a partial 
realization of a random process.
Large-scale variation in the physical process is allowed for through the mean function of 
the random process which is usually referred to as the trend. The trend will have the 
form of a smooth approximation of the random process. If the trend is removed from 
the random process, the residual (or error process) will be a zero-mean random process. 
In addition, the residual will be stationary. Hence its spatial continuity can be measured 
by, say, a sample variogram or a set of directional sample variograms and characterized 
by a variogram model. Other second-order continuity measures such as the 
covariogram and the correlogram can also be used instead of the variogram1. The 
variogram and variogram model are explained below in section 2.2.1 and 2.2.2 
respectively. For details of the covariogram and the correlogram, see the book by Isaaks 
and Srivastava [Isa89]. We will refer to the various forms of spatial continuity model as 
covariation models.
The two components of the spatial model - a deterministic trend and a stochastic 
residual - reflect a common belief among geologists that the surface is the outcome of 
two interacting sets of geological forces with one set shaping the region and the other 
causing small areas to deviate from the regional pattern.
The decomposition into a deterministic trend and a stochastic residual, however, is not 
unique and is largely subjective. It depends upon the size of the region being studied 
and the availability of data. For example, local features whose sizes approach the 
spacing between sample points simply cannot be detected. The purpose of the study
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also influences ones definition of the two spatial components. They depend very much 
on the particular application and the practitioner’s intuition, preferences, and his/her 
familiarity with the type of data. One persons deterministic trend may be the variogram 
structure of another persons stochastic residual.
The process of simultaneously finding satisfactory representations of the trend and the 
variogram structure of the residual is a principal concern of what is known as structural 
analysis in geostatistics. It is to some extent an art requiring experience and 
experimentation as well as luck. Nevertheless, the kriging predictor used in 
geostatistics is in general not very sensitive to the use of different spatial models i.e. 
different decompositions of trend and residual, provided that the model parameters are 
sensibly estimated. This is because any misspecification in the trend tends to be 
compensated for in the variogram structure of the residual and vice versa. For example, 
if the trend is underfitted, the residual is automatically overfitted [Cre93].
In this thesis, we will not concern ourselves with the problem of non-unique 
decomposition of the spatial model. We will concentrate on developing methods to 
‘sensibly’ estimate the model parameters. More specifically, we will develop neural 
network techniques that result in better estimates of the model parameter and improved 
prediction accuracy.
1.1.2 Kriging
Kriging is a geostatistical interpolation method widely used in the earth sciences. It 
employs a linear predictor and is a minimum-mean-squared-error method of spatial 
prediction that depends on the second-order properties of the random process. Kriging 
requires a priori knowledge about the spatial variability of the data. In general, this is 
not known and is determined and modeled through an initial structural analysis on the 
data. The analysis finds a low order polynomial to characterize the trend and fits a
1 Although the variogram has weaker assumptions on the stationary residual than the covariogram and the 
correlogram, most of the commonly used covariation models satisfy the stronger assumptions required by 
the covariogram and the correlogram. Hence, in general, they can be used interchangeably. Incidentally, 
it is perhaps more accurate to refer to the variogram as a spatial variability measure and the covariogram 
and correlogram as a spatial continuity measure.
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variogram model to the sample variogram(s) to characterize the spatial variability of the 
residuals.
Kriging evaluates the value at an unsampled location as a weighted sum of the sparse, 
spatially correlated sample points. Kriging uses the spatial information captured in the 
variogram model to find an optimal set of weights. The weights are optimal in the sense 
that the error variance is minimized. Under the unbiasedness constraint, minimizing the 
error variance is equivalent to minimizing the (expected) squared prediction error.
Unlike other simple interpolation methods such as inverse distance methods and 
triangulation which only weight data points according to their distance from the 
unknown point, the kriging weights take account of the spatial correlation between the 
available data points and between the unknown points and the available data points. In 
doing so, kriging not only attributes more weight to observations closer to the unknown 
point, it also declusters the available observations. That is, observations that are 
statistically close to each other are weighted less than if they are not. Another advantage 
kriging has over other interpolation methods is that it provides a measure of the error of 
the predictions.
>
In [Mat63b], Matheron named this method of optimal spatial linear prediction after D.
G. Krige, a South African mining engineer who, in the 1950s, developed empirical 
methods for ore grade prediction [Kri51]. The formulation of optimal linear prediction 
actually appeared earlier in the works of Wold [Wol38], Kolmogorov [Kol41b], and 
Wiener [Wie49] for temporal processes. At around the same time Matheron was 
developing geostatistics in France, Grandin was developing the same ideas in 
meteorology [Gra63] in the Soviet Union. Grandin called the approach objective 
analysis and the prediction method, optimum interpolation. For further details on the 
origins of kriging, see the paper by Cressie [Cre90b].
1.1.3 Problems with Kriging
Assuming the data are properly detrended, optimal prediction with kriging is achieved 
when the true variogram model of the data is used. In general, prediction (or 
generalization) improves as the estimated variogram model more closely matches the
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true covariation of the data. Nevertheless, estimating the variogram model from earth- 
science data has proved to be difficult in practice due to the sparseness of data samples. 
Furthermore, for many data sets the global stationarity assumption of kriging is not valid 
even after the data have been properly detrended.
1.1.3.1 Variogram Model Fitting
The variogram model is chosen by fitting an appropriate function to the sample 
variogram calculated directly from the sample data. The commonly used basic 
variogram models are given in section 2.2.2. In this section, we will briefly discuss the 
problems with the existing variogram fitting methods and the classical variogram 
estimator.
Most practitioners fit the postulated variogram model to the sample variogram 
graphically "by eye", or by ordinary least squares (OLS) through a selected subset of the 
sample variogram values. A number of automated and more objective fitting methods 
have been proposed including generalized least squares (GLS), weighted least squares 
(WLS), maximum likelihood (ML), restricted maximum likelihood (REML), minimum 
norm quadratic (MINQ) and minimum variance quadratic (MIVQ) [Cres93].
MINQ and MIVQ can only be applied to variogram models which are linear in their 
parameters and their estimates are respectively the generalized least squares estimates 
and the best unbiased estimates for the linear model. As the number of samples 
increases, the ML approach quickly becomes very computationally intensive. The ML 
approach produces biased estimates of the covariance parameters when the trend 
parameters are unknown. It is also not applicable to variogram models that have no 
corresponding covariance functions. REML produces less biased estimates and can be 
used on all variogram models . However, it is more computationally intensive than 
ML. While OLS and WLS are easy to compute, like the conventional graphical 
approach, they too rely on a robust variogram estimator.
2 REML can be used to estimate variogram model and generalized covariance function as well.
7
The definition of the classical variogram estimator is given in section 2.2.1. The 
estimator is unbiased; however, it is badly affected by outliers. In addition, it often 
produces erratic results when applied to positively skewed data commonly encountered 
in practice. Many proposals for robust methods for variogram estimation have been 
advanced. In [Sri89], Srivastava and Parker compared the robustness of the traditional 
variogram, the general relative variogram, the pairwise relative variogram, the 
covariogram and the correlogram using a simulated lognormal data set. They concluded 
that all other four measures perform better than the traditional variogram, and that the 
correlogram is the best as it takes into account the lag means and the lag variances. 
Nevertheless, Wan and Bone [Wan96], in repeating Srivatava and Parker’s experiment, 
showed that even the correlogram is not satisfactory.
1.1.3.2 Local Stationarity
The spatial model of geostatistics assumes that the stochastic component can be 
characterized by a (global) variogram model. Kriging requires the knowledge of such a 
global variogram model in order to optimize the set of weights to be assigned to the 
available observations. In practice, kriging uses a moving window together with a 
search strategy to determine the set of neighboring sample points to be used for each 
prediction. The moving search neighborhoods used by these local kriging algorithms 
reformulate the global interpolation problem into a series of local interpolation 
problems reducing the significance of the choice of the trend model when interpolating3 
in the case of universal kriging (where the trend is a non-constant function), and 
relaxing the assumption of a global constant mean to a local mean in the case of 
ordinary kriging (where the trend is assumed to be a constant). However, local kriging 
is still based on a globally derived variogram model.
The derivation of such a global variogram model requires the detrended data to be 
globally stationary. Over an area of large spatial extent, the global stationarity 
assumption is often inappropriate. This is due to the different geological forces 
responsible for generating various local anomalies over a large region. To address this, 
data sets are commonly manually partitioned into smaller regions within which the
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stationarity assumption is valid or approximately so. Local stationarity is a viable 
assumption in many earth-science applications even when global stationarity is clearly 
inappropriate. Nevertheless, there is currently no automated, objective way to partition 
a 2D or 3D earth-science data set.
Methods do exist for the automatic partitioning of ID sequences. Zonation is the 
partitioning of a ID sequence into relatively uniform and distinctive segments. For 
instance, airborne radiometric traverses may be partitioned into belts of uniform rock 
composition or mineralization. There are basically two contrasting approaches to 
zonation. One method works by searching for abrupt changes in moving average 
values. However, such local procedures may find large number of boundaries in a 
highly variable part of the sequence. Global zonation, on the other hand, uses 
procedures to subdivides the sequence into a specified number of segments which are as 
internally homogeneous and as distinct from adjacent segments as possible, usually by 
means of an iterative analysis of variance (ANOVA) approach [Dav89]. However, to 
partition spatial data into homogeneous regions that are approximately locally 
stationary, we propose that local measures of spatial variability is more appropriate than 
non-spatial measures of local variance.
1.2 Other Related Approaches
In this section, we will briefly discuss two widely used interpolation methods, the radial 
basis functions (RBF) method of interpolation and splines, which are closely related to 
kriging. RBF interpolation has also inspired the development of RBF networks (RBFN) 
in neural networks [Bro88].
1.2.1 RBF Interpolation
In [Math81], Matheron derived a dual set of equations for kriging and showed that the 
(universal) kriging predictor can be expressed as a weighted sum of the translated 
variogram function plus the trend expression which is usually a low order polynomial.
3 The choice of a good trend model is still important for extrapolation.
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As valid isotropic variogram models are (1-conditionally negative definite4) radial 
functions or linear combinations of (1-conditionally negative definite) radial functions, 
kriging is closely related to the radial basis functions (RBF) method of interpolation.
RBF interpolation uses a set of basis functions generated from a conditionally positive 
definite radial function plus a low order polynomial to interpolate a set of data points 
exactly in a multi-dimensional space [Pow87]. Unlike RBF interpolation, the radial 
function used in kriging is neither specified a priori nor arbitrary but is determined from 
the data empirically by an initial spatial data analysis. The analysis fits a variogram 
model to the sample variogram either "by eye" or by some variogram estimator.
Both RBF interpolation and kriging are exact interpolation methods in that the 
interpolant passes through the data points. RBF interpolation always produces a 
continuous interpolant. However, when micro-scale variation is present and specified in 
the variogram model, the resulting kriged surface displays discontinuous jumps to the 
observed values at the data points. The kriging predictor has sacrificed continuity in 
order to honor the observed values.
1.2.2 Splines
Spline functions which are multivariate interpolating functions that are derived using a 
variational approach [Duc77] [Mei79], are admissable functions for RBF interpolation. 
Furthermore, there is a close formal relationship between kriging and splines [Kim71] 
[Mat81]. The dual-kriging equations are identical in form to those of smoothing 
splines. Moreover, all the common spline functions are generalized covariance 
functions5 [Mic86] which can be used instead of a variogram in IRF& kriging6 [Mat73].
4 See definition 2.1 and definition 2.2 of chapter 2 for the definitions of positive (negative) definite 
function and ^-conditionally positive (negative) definite function respectively. If a covariance function is 
used, the covariance function has to be positive definite.
5 A generalized covariance function of order k is a conditionally positive definite function of order £+1.
6 IRF7 kriging (where IRF7 stands for intrinsic random function of order k) is an extension of kriging. It 
attempts to filter out the trend to obtain a second-order stationary residual on which optimal spatial 
prediction can be applied. IRF& kriging has the same properties as universal kriging (see section 2.3.1) 
but uses a generalized covariance function of order k instead of a variogram which corresponds to a 
generalized covariance function of order 0. Universal kriging is discussed in section 2.3.1.
10
Unlike kriging, the spline approach pre-specifies the generalized covariance function to 
be used. When using splines, apart from the degree of the spline, one only needs to 
specify a smoothing parameter which controls the trade-off between data misfit and 
smoothness. Nevertheless, the generalized covariance functions used by splines may be 
in conflict with the actual covariation in the data. When comparing kriging and splines, 
Cressie pointed out that ‘the prediction method has to be flexible, according to the 
underlying spatial variation in the data. Unlike splines, kriging has this flexibility 
because spatial dependence structure is first gauged from an initial data analysis before 
the kriging equations are solved’[Cre93]. Clearly, the same argument applies to RBF 
interpolation as well.
1.3 Artificial Neural Networks (ANN)
In this thesis, we are concerned with constructing artificial neural networks (ANN) and 
the supervised training of ANN to learn the regression task associated with interpolating 
sparse, spatially correlated earth-science data. In this section, we will go through some 
of the basic concepts of ANN as well as its main application areas. We will also 
describe the architecture of two widely used classes of ANN, the backpropagation 
network (BPN) and the RBF network (RBFN). The BPN has been used by other 
researchers to estimate ore reserves. However, as we will explain later, due to some of 
the problems of BPN and the close connection between kriging and RBFN, we have 
chosen a generalized RBFN (GRBFN) approach to the interpolation problem.
1.3.1 Concepts and Applications
Artificial neural networks or neural networks (NN) are richly connected networks of 
simple computation units (or processing elements) - the idealized neurons. The advent 
of ANN was originally inspired by brain function. Nevertheless, most current ANN 
such as the backpropagation network (BPN) bear little resemblance to biological neural 
networks in their operation. On the other hand, most ANN do incorporate certain 
distinctive features of the brain such as the use of (a large number of) simple and often 
identical computational units, the rich interconnection among these units, the generation 
of the activation by a unit from the received inputs and the transmission of the activation
to other units, the ability to perform computation locally and concurrently, the ability to 
learn the regularity in the data by adjusting the strength of the connections (or weights) 
and form local or distributed internal representations of the learned features, and the 
ability to generalize on novel inputs.
Learning or training in ANN can be classified into supervised, reinforcement and 
unsupervised. In supervised learning, the network is provided with a desired (or target) 
response for each training pattern. The error signals which measure the difference 
between the network output and the desired response are fed back to the network in 
order to influence the adjustment of the network parameters. If the error signal is 
evaluative, that is, a performance index, the learning is called reinforcement learning. If 
no desired response and thus no error signal is available, the network can still learn to 
satisfy some internal objectives that measure the quality of representation the network 
learned and become tuned to certain statistical regularities of the data. This type of 
learning is known as unsupervised or self-organized learning.
The application domains of ANN can be broadly classified into four categories:
1. associative memory where an ANN learns to retrieve a complete pattern when given 
an incomplete or corrupted pattern (autoassociative memory), or learns to retrieve a 
corresponding pattern in an output set given a pattern in an input set 
(heteroassociative memory),
2. classification where an ANN learns to classify input patterns,
3. regression where an ANN learns an input-output mapping of the data, and
4. optimization where an ANN optimizes a cost criterion under certain problem 
constraints.
1.3.2 Backpropagation Networks (BPN)
Since the revitalization of the ANN field by the publication of the PDP volumes 
[Rum86a] [Rum86b] in 1986, backpropagation networks (BPN) have become the most
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popular type of ANN. Backpropagation networks are multi-layer feed-forward 
networks that use the backpropagation algorithm [Wer74] [Par85] [leC85] [Rum86c] 
for training. A BPN, as shown in figure 1.2, consists of multiple layers of sigmoidal 
units (that is, processing units with a ‘S ’-shape transfer function). Adjacent layers are 
fully connected and there is no loop-back connection to lower layers. Like other 
nonlinear feed-forward networks, the outputs can be expressed as deterministic 
functions of the inputs and the whole network represents a multivariate non-linear 
mapping.
Figure 1.2 A typical backpropagation network. Note that the output layer can have more than 
one unit although only a single unit is shown. Also, the hidden layers are not restricted to have
the same number of units.
The original backpropagation algorithm uses a sum-of-squares error function and simple 
gradient descent for optimization. Training consists of iterating two distinct stages: a 
forward propagation of the activation generated by the inputs through the network, and 
the backward propagation of the error signals and the adjustment of weights. The 
backward propagation of errors allows the derivatives of the error function with respect 
to the network weights to be evaluated and be used in the adjustment of the weights. It
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also reduces the computational complexity in evaluating the derivatives from 0(W~) to 
0(W) where W is the number of adjustable weights.
Backpropagation is of great practical importance because of its simplicity and its 
efficiency. Backpropagation can be used in many other types of networks apart from 
multi-layer feed-forward networks. It can also be applied to other error functions and 
use a variety of optimization schemes. As long as the transfer function of the processing 
units are differentiable in their inputs and parameters, the use of sigmoidal units is also 
not essential.
2
1.3.3 RBF Networks (RBFN)
Kriging is closely related to an ANN architecture known as radial basis function 
networks [Bro88], [Moo89b], [Pog90]. The close relationship between the two has 
been examined by Wan and Bone [Wan96]. In [Wil96], Williams and Rasmussen have 
also indirectly linked kriging to regularization networks (RN)7 - a special class of RBFN 
that can be derived from regularization theory [Pog90].
linear output unit
output weights
hidden RBF units
inputs
Figure 1.3 A standard radial basis function network. Note that the output layer can have more
than one unit.
7 Williams and Rasmussen linked both kriging and regularization networks to Gaussian process 
prediction. However, they rather inaccurately referred to kriging as ‘Gaussian processes ... used in the 
geostatistics field’. In fact, the formulation of kriging is not based on a Gaussian process framework. 
Kriging is derived as the optimal unbiased linear predictor that gives the minimum error variance 
predictions. A Gaussian process assumption, if used, just makes such an optimal linear predictor also the 
optimal predictor.
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A standard RBFN, as shown in figure 1.3, is a two-layer feedforward network and 
consists of a single hidden layer of RBF units or nodes - units whose transfer functions 
are radial basis functions - and a layer of linear output units. Typically, a bias unit is 
also connected to each output unit. The role of the bias units are to compensate for the 
difference between the mean of the network outputs and the mean of the target outputs 
over the training set8. The parameters of the RBF units - their locations and widths - are 
pre-specified or set by unsupervised methods or some simple heuristics. The output 
weights between the output units and the hidden units (including any bias units) are then 
optimized by supervised training with the parameters of the RBF units fixed. The 
optimization involves solving a linear problem and is very fast.
Hartman, Keeler and Kowalski showed that Gaussian RBFNs are universal 
approximators, that is, they can approximate any continuous function to any accuracy 
provided that there are enough hidden units [Har90]. Park and Sandberg extended the 
results to other classes of radial basis functions and showed that with some mild 
restrictions on the form of the RBF functions9, the universal approximation property 
still holds [Par91].
The regularization networks are special RBFN. More specifically, a regularization 
network has as many RBF units as there are data points with each RBF unit located at 
one data point. The radial functions used by the RBF units are identical and satisfy 
certain smoothness condition imposed by a smoothness regularizer. Like splines, 
regularization networks also use a smoothing parameter to control the trade-off between 
data misfit and smoothness. In fact, splines are special regularization networks.
The standard RBFN model [Bro88] [Moo89b], differs from RBF interpolation in the 
following ways [Bis95]:
1. The number of RBF units can be much smaller than the number of data points;
2. The locations of the RBF units are not constrained to those of the data points;
8 The use of the term bias has nothing to do with the concept of statistical bias.
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3. The RBF units can have different widths;
4. The addition of the bias units to offset the network outputs is allowed.
Hence, in general, RBFNs as well as regularization networks are not exact interpolators. 
However, like RBF interpolation and splines, the class of the radial function is pre­
specified a priori while the parameters of the basis functions are set by some more or 
less ad hoc procedures. Hence, as in the case of RBF interpolation and splines, the 
radial function used may be in conflict with the actual covariation in the data. To match 
the covariation in the data, non-linear optimization of the parameters of the radial basis 
functions are required and the generalized RBFN (GRBFN) [Pog90] has to be used.
1.4 The Goals of this Thesis
The three main goals of this thesis are to:
1. investigate the formal relationship between kriging and neural networks - more 
specifically, between kriging and RBF networks,
2. apply neural network techniques to solve the variogram model fitting problem, and
3. apply neural network techniques to solve the local stationarity problem.
Current BPN approaches to ore reserve estimation have not gained wide acceptance 
among practitioners and geostatisticians. The major problem in using BPN has been the 
difficulty in specifying an appropriate model of the data to constrain the solution. It is 
equally difficulty to extract information about the model learned by the BPN in order to 
validate the method. Kriging, on the other hand, has been extensively studied and is 
well accepted by the geostatistics community. However, no serious attempt has been 
made to examine whether there exists a formal equivalence between kriging and any 
type of ANN. The availability of such a formal relationship provides a strong
9 The radial function has to be an integrable bounded kernel function such that the function is continuous 
almost everywhere and its integral over its domain is non-zero. In addition, the RBF units have to be of 
the same width.
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foundation and justification for developing and applying ANN techniques for 
interpolating earth-science data.
From the ANN perspective, a formal relationship between the kriging and RBFN offers 
an alternative interpretation of the parameters of RBFN. At the moment, Gaussian units 
have been used almost exclusively. In addition, the widths of the RBF units have 
typically been determined by more or less ad hoc heuristics. This thesis sheds some 
light on how the class and the parameters of the radial basis function of an RBFN can be 
selected for the class of problems where a spatial model is appropriate.
An equivalent or approximate RBFN implementation of kriging inevitably means 
inheriting the problems of kriging. For optimal prediction, the parameters of the kriging 
model have to reflect the trend and the covariation in the data. In other words, the 
prediction accuracy will suffer if the RBFN’s parameters are set to values that are in 
conflict with the trend and the covariation in the data. Current geostatistical solutions to 
the critical problems of local stationary and variogram model fitting are far from 
satisfactory.
In this thesis, we propose using MacKay’s evidence procedure IMac92] - an empirical 
Bayesian approach - to estimate the parameters of the ‘kriging’ RBFN. The evidence 
procedure has been applied successfully in image reconstruction [Gul89] [Wei91] and in 
neural networks [Mac92] [Tho93] [Mac94a]. While the connection between the 
parameters of a network and its generalization ability is still an area of active research, 
the evidence procedure often produces predictors with very good generalization ability 
and has won a recent prediction contest outperforming other established neural network 
and statistical techniques [Mac94a]. When applying to the interpolation of sparse earth- 
science data, as shown in Chapter 4, the method has the advantage of being consistent 
with the probabilistic approach of kriging. Moreover, it allows all the data to be used 
for training. Hence, a small sample set can often produce good prediction accuracy.
The evidence procedure for estimating the parameters of the generalized RBFN 
(GRBFN) is developed in Chapter 3, and the algorithm for applying the procedure to 
estimate the parameter of the spatial model is described in Chapter 4.
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To solve the local stationarity problem, we propose using a hierarchy of GRBFN to soft 
partition the input space into spatially correlated regions, learn the local covariation 
models and combine the predictions of the local GRBFN experts. The approach is 
based on the idea of hierarchical mixtures of expert (HME) [Jac91 ]. We suggest 
extending the original expectation-maximization (EM) training algorithm of HME 
[Jor94] to include priors on the parameters of the experts in order to improve 
generalization. The architecture of HME and the extended training algorithm are 
described in Chapter 6.
Our neural network approach allows the initial partitioning of the input space and model 
fitting as well as the subsequent interpolation to be performed within the same general 
framework. In geostatistics, these problems are tackled separately at different stages in 
different frameworks. At each subsequent stage, the results of the previous stages are 
treated as perfectly known. The use of a single neural network framework as developed 
in this thesis opens up the possibility of adjusting all the interdependent factors involved 
in the various stages of the kriging process simultaneously to achieve the single ultimate 
goal of optimal prediction.
1.5 Related Works
Neural network approaches are only recently starting to get some attention in the field of 
applied geostatistics, and their use is largely on classification tasks. Only a handful of 
researchers have used ANN for reserve estimation, and that the effort has been confined 
to the use of backpropogation networks.
In [Wu93], Wu and Zhou used the network construction algorithm of Ash [Ash89] to 
construct a BPN for ore grade prediction. On the data set and cut-off grade they used, 
they reported the predictions of the BPN to be similar but slightly more conservative 
than those of kriging. In [Dow94], Dowd attempted to use a BPN for both prediction 
and estimating the variogram. No analysis of the results were given in his review 
article.
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Instead of using a single network, Denby and Burnett [Den95] divided a mineral deposit 
into smaller rectangular overlapping zones, and used each zone to train a small BPN. 
Predictions of the networks over the overlapping areas were then averaged to obtain the 
final predictions. Denby and Burnett’s approach effectively used a local training 
algorithm and combined multiple (local) predictors to reduce the variance of the 
prediction (over the ensemble of possible training data). Like Wu and Zhou, they also 
employed a network construction scheme to incrementally increase the size of the 
hidden layers of the BPNs. They reported predictions close to the kriging predictions on 
the data sets they tested.
1.6 Reasons for Using RBFN and not BPN
The arguments propounded for using BPN are mainly:
1. They have been successfully applied to other similar real world problems such as 
image processing and time series modeling and that they have been proved to be a 
universal approximator [Hor89].
2. It is a model-free approach. No complicated mathematical model and no 
assumption about the statistical distribution of data are required. Consequently, the 
technique is general, robust and applies to all data sets.
3. Its is capable of uncovering the underlying statistical properties (including the 
spatial structures) in the data, learning the input/output relationship and then 
generalizing to new data.
4. The flexibility of the representation scheme makes it possible to include inputs other 
than the geographic locations of the data without changing the technique [Den95].
Some model and assumptions are needed to go anywhere beyond the data and no 
algorithm is universally good or better than others [Wol95]. All algorithms have some 
explicit assumptions and some implicit assumptions built into them. BPN is generally 
regarded as a ‘model-free’ approach to learning because it is not explicitly (or a priori)
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dedicated to a particular class of solutions. Nevertheless, for any fixed architecture, 
minimization of the particular error function is not over all possible functions, but over 
the class of function generated by all allowed values of the network weights.
Without the constraints of a data model, both Wu and Zhou as well as Denby and 
Burnett attempted to use a network construction algorithm to limit the capacity of the 
BPN so that it generalizes better. However, their stopping criteria was based on the 
training error which is not a good estimator of the generalization error. A separate 
validation set can also be used for estimating the generalization error. However, apart 
from its dependence on the distribution of the data in the validation set, the requirement 
of setting aside a separate set of data is unattractive because of the often limited amount 
of data.
Unlike BPN, RBFN can be derived using a regularization approach. The regularization 
approach introduces an additional term to the cost function to constrain the value of the 
network parameters. In chapter 4, we further show that the smoothness regularizer of 
RBFN can be viewed as enforcing a covariation model of the data.
The regularization approach can also be used with BPN. The most common 
regularizers for BPN are weight decay10 [Hin87] which favors small weights, and 
weight elimination [Wei90] which favors large weights. A more complex form of 
regularization known as soft weight sharing [Now92] divides the weights into groups 
whose mean values and spreads are determined as part of the training. Recently, Moody 
and Rögnvaldsson derived a family of regularizers which bound the corresponding 
regularizers of splines of various degrees11 [Moo97]. These regularizers represent 
different prior assumptions on the distribution of the weights and correspond to different 
model assumptions. However, all except Moody and Rögnvaldsson’s regularizer of 
BPNs have no obvious physical interpretation. Even Moody and Rögnvaldsson’s 
smoothness regularizers correspond approximately to a specific family of covariation 
models - those of splines - at best.
10 Weight decay corresponds to ridge regression in statistics and amounts to a Gaussian assumption to the 
distribution of the network weights around the zero weight vector.
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In summary, while the RBFN model is consistent with the kriging model and has a 
sound physical interpretation, there is a lack of knowledge on the implicit constraints of 
BPN and on the physical interpretation of the additional constraints commonly imposed 
on its parameters. In addition, a ‘model-free’ approach such as BPN performs best in a 
‘data-rich’, ‘theory-poor’ situation [Gem92] [Rum95]. In view of the sparse sampling 
that is typical of many earth-science problems, it is questionable whether a BPN is able 
to provide good generalization without the explicit constraints of a reasonable model.
Nevertheless, it should be noted that the linear kriging predictor and hence its equivalent 
RBFN is only optimal for Gaussian processes. If the geophysical process is non- 
Gaussian, given sufficient data, it is possible that the BPN approach may uncover a non­
linear mapping that better describes the data and leads to more accurate prediction.
1.7 Thesis Outline
In chapter 2, the mathematical model and formulation of kriging will be presented. The 
various measures of spatial continuity and the common variogram models will be briefly 
discussed. In chapter 3, Poggio and Girosi’s regularization approach to RBFN [Pog90] 
will be briefly described. The computation of the GRBFN parameters using the 
evidence procedure - an empirical Bayesian approach - of MacKay [Mac92] will be 
developed. Chapter 4 will examine the close formal relationship of kriging and GRBFN 
and the different data models used by the two approaches. A GRBFN approach to 
variogram model fitting and the interpolation of sparse earth-science data will be 
developed. In chapter 5, the effectiveness of the approach will be demonstrated by its 
application to simulated data sets. In chapter 6, the mixtures of experts (ME) [Jac91] 
and its hierarchical extension, hierarchical mixtures of experts (HME) [Jor94], will be 
briefly described. The GRBFN approach of chapter 4 will be extended to use a 
hierarchy of GRBFNs to soft partition the input space into statistically correlated 
regions and learn the mapping of each local region. Results on simulated and real data 
sets will be presented in chapter 7. Chapter 8 will summarize the ideas of the thesis and 
discuss the limitations of the neural network approach as well as future directions.
11 Moody and Rögnvaldsson’s regularizes are derived for the projective basis functions networks
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(PBFNs) which are feed-forward networks with a linear output layer and a single layer of hidden units 
with an arbitrary transfer function.
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2. Kriging: An Overview
Kriging is an interpolation method widely used in the earth-sciences for spatial 
prediction. Spatial prediction is ‘the prediction of unobserved values from observed 
data for which the only exogenous variables are their spatial locations’ [Cre93]. The 
kriging approach uses a spatial model which specifies the large- and small-scale spatial 
variability in the data to derive the optimal unbiased linear predictor for unsampled 
locations. The predictor is optimal in the sense that it minimizes the error variance. 
There are two main advantages of kriging over other commonly used deterministic 
predictors such as moving average and inverse-distance-squared weighted average. 
Firstly, it takes into account the spatial dependence demonstrated in the data. Secondly, 
it provides a confidence measure, the kriging variance, for the predicted value.
Nevertheless, the spatial variability in the data is in general unknown and a model has to 
be estimated from the data by an initial structural analysis. Typically, a low order 
polynomial is specified to characterize the slowly varying trend of the data. The 
analysis then fits a covariation model to a spatial continuity measure of the detrended 
data either graphically or by means of various least squares (LS) methods. Maximum 
likelihood (ML) approaches which estimate the covariation model directly from the data 
have also been used.
There exist a number of variants of (univariate) kriging. The most commonly used are 
universal kriging, ordinary kriging and indicator kriging. Ordinary kriging is actually a 
special case of universal kriging while indicator kriging is just the (universal or 
ordinary) kriging of binary indicators at specified thresholds. In addition, multivariate 
kriging also exists under the name of cokriging.
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In this chapter, the commonly used variogram models and model fitting techniques will 
be briefly described, and a short overview of the mathematical formulation of four types 
of kriging: universal kriging, ordinary kriging, indicator kriging and cokriging, will be 
presented.
Special emphasis will be given to universal kriging as, in this thesis, we are mainly 
concerned with equivalent neural networks implementations of universal kriging and 
ordinary kriging as well as their approximations. In addition, without loss of generality 
and for the sake of clarity, ordinary kriging will be used in the experiments in later 
chapters. Indicator kriging involves an initial transformation of the real sample data to 
binary indicators and the subsequent kriging of the indicators. Hence, the neural 
network approach developed in the thesis can be readily extended to indicator kriging.
Cokriging and local kriging will be briefly described in this chapter while their 
equivalent neural network implementations will be discussed in chapter 4. Trend- 
surface prediction will also be briefly described because it can be viewed as a special 
case of universal kriging that uses the same data model used by most neural networks 
for interpolation tasks.
The probabilistic approach to kriging is but one way to achieve the goal of minimizing 
the average squared prediction error. JoumeTs deterministic version of kriging will be 
briefly discussed because it gives a more concrete interpretation to the otherwise elusive 
notion of the covariation model and helps to reconcile the differences between the 
probabilistic model of kriging and the deterministic models used in most neural network 
approaches.
2.1 The Spatial Model
Let the observed data within an area A be D = {(x(,),y (,)}/ = l,...,n} where x0),s are
vectors of spatial coordinates or location vectors, and y(,) is the observed value at
location x(,). In geostatistics, the process generating the data is modeled as a random 
process and the observed data are viewed as a partial realization of the random process
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Let the random process be {k(x) x e A}. T(-) is considered to be made up of two 
components:
F(x) = /i(x) + <5(x), x e A, (2.1-1)
where //(•) is the deterministic trend which captures the large-scale structural variation 
while $•) is a zero-mean, stationary stochastic residual (or error process) that captures 
the small-scale variation. The residual is assumed to be either intrinsically or second- 
order stationary.
Definition 2.1: For a random process Z(-), intrinsic stationarity means that the 
expected value of Z(-) is independent of its location, that is, £(Z(x+h)) = £(Z(x))), and 
the variance of the first difference of Z(-) at any two locations is a function of the 
displacement (or lag) between them, that is, var(Z(x+h)- Z(x)) = 2}{h) for some 
function y
Definition 2.2: For a random process Z(-), second-order stationarity means that the 
mean and the covariance of Z(-) are both location invariant, that is, E(Z(x-i-h)) = E(Z(x)) 
and cov(Z(x+h), Z(x)) = C(h) for some function C.
As explained in section 1.1.1, the trend/residual decomposition is not unique and is 
largely subjective. It depends on the application and the experience of the modeler. In 
this thesis, we will not concern ourselves with the non-uniqueness of the decomposition. 
We are interested in developing neural network approaches to learn model parameters 
that produce accurate predictions once a spatial model is specified.
2.2 Covariation Modeling
Before kriging the data, a covariation model has to be estimated from the data to 
characterize the spatial variability. A number of spatial continuity measure can be used 
including the variogram, the covariogram (or covariance function) and the correlogram
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(or correlation function)1, with the variogram being the most commonly used. A 
variogram model is fitted to the sample variogram estimated from the data. For a 
second order stationary process, the variogram can be converted to the corresponding 
covariogram and correlogram using the relationships:
2y(h) = 2 (c (0 )-C (h ))  and (2.2-1)
p(h) = C (h)/C (0) (2.2-2)
where 2X0 is the variogram, C(-) is the covariogram and p(0 is the correlogram. Note 
that, traditionally, the variogram is denoted as 2X0 while XO is referred to as the 
semivariogram. It should be pointed out that the above relationships only hold for the 
probabilistically defined functions XO , C(0 and p(-), and are not necessarily valid for 
their corresponding estimators.
The use of a variogram implies that the process to be modeled is intrinsically stationary 
while covariogram and correlogram only exist for processes that are second-order 
stationary which is a stronger assumption than intrinsic stationarity. However, which 
assumption should be used is more or less a matter of taste as most of the commonly 
used covariation models satisfy the stronger assumption of second-order stationarity. 
Most practitioners are more familiar with covariance functions and prefer to work with 
them. Traditionally, variograms have been used for fitting covariation models. Often, 
the fitted variogram model is then converted to the corresponding covariance function 
for subsequent analysis and computation using the relationship (2.2-1).
2.2.1 Variogram
The variogram value at lag (or displacement) h, 2} (h), is defined as the variance of the 
squared differences between pairs of points that are a displacement h apart
2r(h)=var(r(x + h )-r (x )) (2.2-3)
' See [Isa89] or [Deu92] for a brief description of the various spatial continuity measures and the pointers 
there for more in-depth discussions.
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When the random process is stationary, the mean of the differences is zero and the 
variogram equals the average of the squared differences. Hence, the variogram 
measures the rate of change of a random variable along a specific direction.
The classical estimator of the variogram proposed by Matheron [Mat62] is
2 r(h ) = p ^  I  (y(x<'>)-y(xM ))2 (2.2-4)
( i j ) e N  (h)
where /V(h)= j(i,i/ ) x (,) = hj and |w(h)| is the number of sample pairs included
in the calculation. In practice, only a small number, or even no sample pairs will be 
exactly a lag h apart, pairs whose displacement are within a certain tolerance of h have 
to be included in the summation. The tolerance region should be as small as possible to 
retain spatial resolution but large enough so that the estimator is stable. Joumel and 
Huijbregts have recommended that there should be at least 30 distinct pairs for each lag 
h [Jou78].
range, a
nugget variance, b0
Figure 2.1 A generic semivariogram
Figure 2.1 shows a generic semivariogram. At lag 0, each sample point is being 
compared with itself and }{0) is strictly zero. For small lags, the samples being 
compared tend to be very similar, and Xh) are relatively small. However, factors such 
as measurement error and micro-scale variability, may cause sample values separated by 
extremely small distances to be quite different resulting in a vertical jump from the
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value of zero at the origin of the semivariogram - a feature known as the nugget effect 
which is modeled by a white noise process. The corresponding semivariogram value is 
known as nugget variance. As the lag increases, the samples being compared are less 
and less related to each other, resulting in larger ^h). At some distance, the range, the 
samples being compared are so far apart that they are not related to each other, }{h) 
approaches the variance of the random variable. Beyond the range, ){h) no longer 
increases, the semivariogram develops a flat region called the sill.
2.2.2 Variogram Model
In practice, the variogram values are calculated using a variogram model. The 
variogram model is chosen by fitting an appropriate function to the sample variogram 
calculated directly from the sample data. For the following discussion, we need the 
following definitions:
Definition 2.3: Let Rd be the ^-dimensional Euclidean space. A symmetric, real-valued 
function G(s, t) where s, t e Rd is said to be positive definite and negative definite on Rd 
if, for any real vj, ..., v„, and xi, ..., x„ e Rd, the quadratic form vTGv > 0 and vTGv < 0 
respectively, where v = [vj, ..., v„]T and (G)ij= G(x„ xj).
Definition 2.4: Let Rd be the d-dimensional Euclidean space. A symmetric, real-valued 
function G(s, t) where s, t e Rd is said to be ^-conditionally positive definite (or 
conditionally positive definite of order k) and ^-conditionally negative definite (or 
conditionally negative definite of order k) on Rd if, for any real vj ,  ..., v„, and Xj, ..., x„
I 'T' >-p rT
e R such that v [/?(xi), . .., p(xn)] = 0 where v = [vj, . .., v„] t for all polynomials p of 
degree at most k-1, the quadratic form vTGv > 0 and vTGv < 0 respectively, where (G)ij 
=  G(Xi, xj).
The need for a variogram model arises from the fact that variogram values are needed 
for some lags for which a sample variogram value is not available. Even if a sample 
variogram value does exist, it may not be statistically reliable if only a few pairs of 
samples are used to calculate it. In addition, to ensure that the kriging system is well-
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defined, the variogram function has to be 1-conditionally negative definite. If the 
covariance function is used, it has to be positive definite. This means that one cannot 
obtain such a function by simply interpolating between the sample variogram values. 
Variogram models are usually constructed by linearly combining with positive 
coefficients a few simple radial basis functions which are valid variogram models 
themselves.
The most commonly used isotropic basis semivariogram models in applied geostatistics 
are:
• the spherical model:
0 ,
rM )= k  +i1{|(J?)-i(1!1)2 3}, o < Ml
h = 0
< a
iA)+V i h > a
(2 .2-5)
where 9 = [b0,b] ] with the nugget variance b0 > 0, the magnitude of the
spherical component > 0 and the scaling parameter a > 0;
the exponential model:
r(h ;0)
0 , h = 0
b0 + b{s\ - e a X h ^ 0 (2 .2- 6)
where Q = \b0,bl , a j , b0 > 0 , bx > 0  and a > 0; and to a lesser extent
2.the power model*":
y(h;9) =
JO, h = 0
K+I-WT.  h^O
(2 .2-7)
2 The power model is unbounded. While it is a valid variogram model, it has no corresponding
covariance function.
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where 0 = [b0,m ,p j  with b0 > 0, the slope m > 0 and the power 0 < p < 2.
2.2.3 Anisotropy
In case of geometric anisotropy where the range changes with direction, the anisotropy 
axes that correspond to the minimum and maximum range have to be first identified. 
Graphically, contour maps of the variogram surface can be used to determine these 
directions. A more commonly used alternative is to plot the ranges for a number of 
directional sample variograms as solid lines (whose lengths are proportional to their 
values) at their corresponding orientations on a number of rose diagrams (figure 2.2). 
With 3D-data, the computation and comparison of a series of rose diagrams can become 
a very tedious and error prone exercise.
Figure 2.2 A rose diagram of the ranges of nine directional sample variograms whose 
directions lie on a 2D plane. The thin solid lines show the ranges of the directional sample 
variograms as well as their orientations. The dotted line is the contour of the range of the fitted
anisotropic variogram model.
The anisotropy axes are usually modeled as mutually perpendicular. The anisotropic 
model with the same types of basic models in the directional variogram models can be 
transformed into an isotropic model whose axes align with those of the coordinate
30
system by pre-multiplying the lag vector with an appropriate scaling matrix S and a 
rotation matrix R. That is, the transformed lag vector h is given by:
h* = S R h .
In the 3D case, traditionally S and R is specified as:
a x
0 0
s = 0 J_f l y 0
0 0 J_
a : _
(2 .2- 8)
(2.2-9)
R -  R yR xR z
cos(av) 0 sin(«v) 1 0  0 cos(a; ) -  sin ( a . ) 0
0 1 0 0 cos(«v) - s in ( a r ) s in (a .) cos(a .) 0
-  sin(erv) 0 cos(«v) 0 sin (at ) cos(ax) 0 0 1
( 2 .2- 10)
where az is the azimuth angle measured clockwise from the y-axis of the coordinate 
system (which points to the north) to the maximum range direction, ax is the dip angle 
measured in negative degrees from the horizontal down to the maximum range 
direction, and ay is the angle (measured clockwise) that is required to rotate the z- and 
x-axes to the two directions orthogonal to the maximum range direction once the y-axis 
has been rotated to the maximum range direction (figure 2.3). The anisotropic 
variogram model can then be evaluated using the isotropic variogram model and the 
transformed lag vector.
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Figure 2.3 The three angles which define the orientation of the anisotropy. The direction of y’ 
denotes the maximum range direction. The ellipse shown is the contour of the range of the 
anisotropic model at the model’s x’y’ plane. The shaded portion of the ellipse is the part of the 
ellipse that is below the horizontal plane xy of the coordinate system. Rotation through the 
three angles (X - ,  a x and a y are known as azimuth, dip and plunge corrections respectively in
geology.
2.2.4 Fitting a Variogram Model
Most practitioners fit the postulated variogram model to the sample variogram "by eye", 
or by ordinary least squares (OLS) through a selected subset of the sample variogram 
values. A number of automated and more objective fitting methods have been 
proposed. Generalized least squares (GLS) improves on OLS by taking the correlation 
at different lags into account. However, GLS estimates are not always easy to compute. 
Weighted least squares (WLS) which gives more weight to smaller lags and lags that 
have more sample points serves as a compromise between GLS and OLS. The 
maximum likelihood (ML) approach assumes the random process to be multivariate 
Gaussian and estimates the covariance parameters by maximizing the log likelihood. 
Unlike ML, restricted maximum likelihood (REML) applies maximum likelihood to 
error contrasts - which are weighted sums of the data whose expected values are zero - 
instead of the data themselves and its estimates are less biased. Minimum norm 
quadratic (MINQ) and minimum variance quadratic (MIVQ) can only be applied to 
variogram models which are linear in their parameters and their estimates are
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respectively the generalized least squares estimates and the best unbiased estimates for 
the linear model [Cre93]. In [Zim91], OLS and WLS were found to perform as well or 
nearly as well as the other more computationally expensive methods.
2.3 Kriging
Kriging employs a linear predictor. Given the data D = j(x ': ,> ' ) '  = 1,...,«}, its
predictions are weighted linear combinations of the values at the sample locations:
referred to as the best linear unbiased predictor. Note that, under the unbiasedness 
constraint, minimizing the error variance is equivalent to minimizing the mean-squared 
prediction error.
2.3.1 Universal Kriging
Universal kriging assumes that the trend, //(x), is an unknown linear combination of 
known functions3 / ? o ( x ) , pq{x) - usually low order monomials of the spatial 
coordinates4:
3 If the random process is assumed to be intrinsically stationary but not second-order stationary, one of the 
component functions of the trend must be identically one - usually p0(x)=\. In addition, the kriging 
equations can only be expressed in terms of the variogram function as there is no corresponding 
covariance function.
4 Polynomials have been used because they are extremely flexible and computationally convenient. It 
does not reflect a belief that geologic surfaces are polynomial functions. Indeed, one very rarely has any 
prior knowledge about what the functional form of the trend should be.
n
(2.3-1)
where Y = [y(1), . . . ,y (,!) ^  is the vector of the values at locations x(1), . . . ,x (n) and Y(x) 
is the prediction at location x. The kriging weights X = (x),... ,An (x)]1, are obtained
by minimizing the error variance var(F (x)- T(x)) under the unbiasedness constraint 
(i.e. £(y(x)J= Zs(t(x))= //(x)or the expected error equals zero). Hence, kriging is also
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(2.3-2)T(x ) = X # - iA - i (x ) + ^ ( x )
i = i
In matrix notation, the data vector Y can be written as
Y = Xß + 5 (2.3-3)
where ß = , 5 = [^(x(l)),...,^(x(" ')] , and (X).. = p ;_1(x(,)), *=1,..., n,j= 1,
..., q+\.
It can be easily shown that a necessary and sufficient condition for uniform 
unbiasedness is:
XTA, = p (2.3-4)
where p = [p0( \ p q
2.3.1.1 Kriging Equations in Terms of the Covariance Function
In terms of the covariance function, o 2 (•,•), the constrained minimization of the error 
variance yields the (universal) kriging system:
1
M X __
i
X o----1
oX__
1 V _p_
(2.3-5)
where, v = [v0,..., Vq is the vector of Lagrange multipliers used to ensure the 
unbiasedness condition of (2.3-3), o  = [cr(x ,x(1)),...,<72(x,x(”))]r and 
(Z)0- = o 2 fx(,),x ^ ), ij= 1 ,..., n. The kriging weights X are given by the solution of 
(2.3-4). To simplify the notation, we write
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(2.3-6)2 =
X X 
XT 0
x = X
V
and
a
P
The kriging system of (2.3-5) can now be rewritten as:
I X  = d .
(2.3-7)
(2.3-8)
(2.3-9)
The resulting minimum error variance or kriging variance is given by:
a 7k ( \ )  =  <j 2( x , x ) - g t X  = o  2( x ,x ) - g t Z ~ ' g  (2.3-10)
2.3.1.2 Dual Kriging Equations
In [Mat81], Matheron showed that the universal kriging predictor can also be expressed 
in dual form as:
T(x) = w ' ö  = W G  + c p (2.3-11)
where c = [c0,... ,c (j ] and w = [w,,..., w n f  are two real vectors, and w = [wT ,cT ]T is 
the solution of
Xw = Y (2.3-12)
with
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(2.3-13)
Y
Note that w is location invariant. The first term of (2.3-11) is the predicted residual at 
x:
S( \ )  = w To (2.3-14)
and the second term, the predicted trend:
/i(x ) = c [p . (2.3-15)
2.3.1.3 Kriging Equations in Terms of the Variogram
It can be shown that identical expressions to (2.3-5), (2.3-11) and (2.3-12) can be 
obtained in terms o f the variogram by simply replacing a with
7 = [7 ( x - x (l)) , . . . ,7 ( x - x ('l))J and E with T where ( r ) ^  = 7 (x(,) - x ^ ) ,  i j = l , «, 
and defining
and
f  =
r x 
xT o '
(2.3-16)
(2.3-17)
In terms of the variogram, the kriging variance is given by:
o*2(x) = = y Tf -1y . (2.3-18)
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2.3.1.4 Simultaneous Trend and Covariation Model Fitting
In order to estimate the trend parameters ß = .. ,ßq ] efficiently, knowledge of the
covariation model is needed. From (2.3-3), we have
Y = Xß + 5 .
If the covariance matrix £  is known, the generalized-least-squares (GLS) estimator of ß  
is
ß Gls = (X TX '1X ) 'lX r S~‘Y . (2.3-19)
However, the covariation model is unknown. An estimator of the covariation model 
could be used based on the residuals or detrended data:
tfQ-rQ-fXiV.O
7=1
(2.3-20)
Since the trend is unknown, one has a circular problem.
In practice, the most common solution is to come up with point estimates of the trend 
parameters. Usually ordinary-least-squares (OLS) estimates are used, that is,
ß ots = (X tX)_' x tY . (2.3-21)
The OLS estimates are then used as if they are the true trend parameters in (2.3-20) to 
compute the residuals which are, in turn, used to estimate the covariance parameters 0 . 
An iterative approach is then used to re-estimate and refine the trend and the covariance 
parameters assuming at each step the current estimates of the other component equal
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their true value3. Therefore, in practice, with both ß and 9 unknown, the universal 
kriging predictor is given by
e (y (x) d ) = o(e)rx(e)"‘ (y -  xß(e))+pTß(e), (2.3-22)
where
ß(e)=(xTx(e)~'x)' xTx(0)1 y (2.3-23)
is the GLS estimates of ß given the current estimates of the covariance parameters 0 .
2.3.2 Ordinary Kriging
Ordinary kriging assumes that the trend function is unknown but is a constant. Hence, 
ordinary kriging corresponds to universal kriging with q = 0 and po(\) = 1.
In the case of ordinary kriging, the kriging system of (2.3-5) reduces to
ZA. =
"Z 1 V G
o
1
H__
1 V 1
= o (2.3-24)
The resulting minimum error variance or kriging variance is still given by:
<7*(x) = <j2(x ,x)- o TZ = cr2(x,x)- gtZ~'g (2.3-25)
while the dual-kriging equations of (2.3-11) and (2.3-12) are reduced to:
T(x) = w ' g + c = w 'o  (2.3-26)
5 The covariation model thus generated is bias because GLS or OLS estimates instead of the true trend 
parameters are being used for detrending. The bias is substantial at large lag [Kit93] [Cre93]. However, 
in general, the kriging predictor gives data points that are close to the unknown point much larger weights 
than data points that are further away. Therefore, for good prediction, only the behavior of the covariation 
model at small to medium lags needs to be captured [Ste89].
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where w = [w1 ,c ]r is the solution of
I w  =
X 1 w Y
1
OH
1 c 0
= Y . (2 .3-27)
2.3.3 Indicator Kriging
Using a weighted linear combination of the observed values has a smoothing effect on 
the predictions. The predictions typically have less variability than the true values. 
Hence, the proportion of predictions below or above a particular threshold (or cutoff 
value) will not accurately reflect the proportion of actual values below or above the 
same threshold.
Instead of using a weighted linear combination of real sample values to calculate the 
value at an unsampled location and comparing it to a specified threshold, indicator 
kriging uses a weighted linear combination of binary sample indicators to compute the 
probability the unknown value is below the specified threshold. The indicator function 
is given by:
/(x ;z)
j l ,  i f y ( x ) <z  
[0, otherwise
(2 .3-28)
where z is the threshold value. Hence, indicator kriging is an non-linear kriging 
algorithm that applies linear kriging to a non-linear transformation of the original data.
In short, indicator kriging is just the (universal or ordinary) kriging of indicators at 
specified thresholds. The covariation model used will be a model of the spatial 
continuity of the binary indicators instead of that of the real sample values. Moreover, a 
different indicator covariation model has to be fitted for each threshold. The choice of 
the threshold values depends on the application.
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2.3.4 Cokriging
Cokriging is the multivariate extension of univariate kriging. Instead of using a single 
(primary) random variable, cokriging makes use of one or more secondary variables and 
exploits the cross-correlation between them to improve prediction. For instance, to 
predict the copper reserve in an area, one may use the data for zinc collected in the same 
area together with the copper samples in cokriging. The cokriging predictor (of the 
primary variable) is a weighted linear combination of both primary and secondary data 
values:
r.oo=£iXto;(*M)
r=1 ;=1
(2.3-29)
where r is the index of the variables and k is the number of variables.
Due to a number of practical issues, cokriging has not been used extensively. In this 
section, only the case of ordinary cokriging of two variables, one primary and one 
secondary, and those aspects of cokriging that are relevant to the thesis will be 
examined. For a description of universal cokriging, that is, cokriging with a non­
constant trend model, see the book [Jou78] by Joumel and Huijbregts.
Let the data be D, = = 1,...,«, j  and D2 = = l,...,n2j where the
subscripts are the indexes of the variables. The data can be written in matrix notation as
Let cr (v), r,s= 1,2, be the auto- and cross-covariance functions of the variables. The
cross-covariance is usually modeled as a symmetric function i.e. o\2 (•,•) = o\x (•,•). The 
auto-covariance vector between the unknown point and the sample points of the primary
variables is then given by Gj = j a , 2 , (x,x(I,1) j,...,a ,2, ^x,x^1,"1^ | r , and the cross­
covariance vector between the unknown point and the sample points of the secondary 
variable by g 2 = Jaj2 (x,x(21)) , . . . , Also, let r,5= 1,2, denote the
40
auto- and cross-covariance matrices of the data, that is, (E rj) = <7rs(x ^ » x ^ ) »  /=1, 
..., nr,j=  1 , ns.
It can be easily shown that the ‘dual-cokriging equations’ of the cokriging predictor is 
given by:
y(x)=  w ‘a,  +c. (2.3-30)
where w, is a n, x 1 vector, w 2 a n2 x 1 vector and c, a real number are the solution 
of
1
M M 13 H
-* o
__
__
_
1
V
^ 2 1  ^ 2 2  0  1 W 2 y 2
r  o 1  o o C 1 0
0 T  1 T 0  0
_ _ C2 _ 0
(2.3-31)
Note that w c [w[,W2,c,,c2J is location invariant.
Let o c = [ a ^ ,o j ,! ,o f  and
1 0 
0 1
0 0 
0 0
The resulting minimum error variance or (co)kriging variance is given by:
° lck (x)=  < 7 u (x ,x ) -S jI ; 'd c (2.3-32)
For L c to be invertable, the set of auto- and cross-covariance functions must be positive 
definite and have to be jointly estimated.
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Joint modeling of the covariances over a set of variables is tedious [Isa89]. The 
screening effect of the better (auto-)correlated primary data over the usually less 
(cross-)correlated secondary data with the unknown primary value to be predicted 
means that the weights assigned to the secondary data tend to be small. Hence, any 
improvement to the predictions will not be significant unless the primary variable is 
undersampled with respect to the secondary variable(s) [Deu92]. As a result, cokriging 
has not been used extensively in practice. When cokriging is actually used, it is unusual 
to use more than one secondary variable.
Nevertheless, as we will see in chapter 4, cokriging has given us valuable insight into 
how neural networks should be constructed to utilize known secondary features in the 
interpolation of earth-science data.
2.3.5 Local Kriging
The linear universal kriging system of (2.3-5) requires 0((/i+g+l)3) operations to solve 
and the universal kriging predictor of (2.3-2) requires 0((n+^+l)) operations for each 
prediction. In practice, kriging uses a moving window together with a search strategy to 
reduce the number of sample points in each kriging system. Only data points that are 
close to the point to be predicted are included in the kriging system. The approach was 
originally aimed at reducing the amount of computation required. However, it also 
reduces the significance of the choice of the trend model when interpolating6 in the case 
of universal kriging, and relaxes the assumption of a global constant mean to that of a 
local mean in the case of ordinary kriging. Nevertheless, this local approach to kriging 
still relies on a globally derived covariation model. In chapter 4, we will discuss similar 
local approach in neural networks.
2.4 Trend-Surface Prediction
Trend-surface prediction decomposes a random process into a deterministic trend / i( - )  
and a white-noise process £(•), that is,
6The choice of a good trend model is still important for extrapolation.
42
y(x) = /i(x )+ f(x ). (2.4-1)
Hence,
E(y (x ))= p(x) (2.4-2)
cov(K(x),y(u)) =
X = u,
x ^ u ,
(2.4-3)
where the noise variance o]  is equivalent to the nugget variance in the kriging model.
When the trend is modeled as
<7 + 1
m(x)=
j= 1
(2.4-4)
(2.4-1) becomes a special case of the universal kriging model with an extreme form of 
trend/residual decomposition. In this case, the best linear unbiased trend-surface 
predictor at x is given by
r(x) = PTß, (2.4-5)
where
ß = (x tx )_1x ty (2.4-6)
and the corresponding mean-squared prediction error at x is
e (y M - Y ( x ))2 = ( i + p t(x tx )“Ip )<t£2. (2.4-7)
For the same representation of the trend, universal kriging usually produces better 
predictions when the spatial-covariance structure is known or can be estimated
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accurately because it takes the covariation in the data into account when weighting the 
data.
2.5 Deterministic Version of Kriging
The probabilistic approach to kriging looks at the data as a partial realization of a 
random process. However, it can be argued that there is actually no random variation in 
the physical quantities one tries to interpolate in earth sciences apart from possible 
measurement error [Jou85].
Joumel pointed out that ‘stationarity is not an intrinsic property of the deposit (i.e. the 
data) but is a property of the probabilistic model’. Probabilistic inference is only 
possible when there is some repetitiveness of the phenomenon of interest. In the earth 
sciences, where a location is rarely sampled more than once, (assumed) repetitiveness is 
usually obtained by averaging over a certain area or volume. Joumel showed that the 
stationarity assumption corresponds to the decision to make use of a certain average 
spatial property captured in a covariation model to average out prediction errors over the 
area of interest and kriging is equivalent to a deterministic process of minimizing the 
average squared prediction error. Joumel was able to obtain the ordinary kriging system 
by equating the sample variogram estimate to that of a spatial average without using a 
probabilistic model. Hence, kriging is consistent with most neural networks approaches 
that assume the data is the noisy sample of a deterministic process and attempt to 
minimize the mean squared prediction error.
2.6 Some Final Remarks
In this chapter, we have briefly described kriging - a geostatistical method of spatial 
prediction - and its common variants. Kriging is generally used to refer to the whole 
process of fitting a covariation model to a spatial continuity measure of the data and the 
subsequent generation of predictions using the kriging predictor, and not just the latter.
In universal kriging, the trend coefficients and the parameters of the covariation model 
are assumed to be fixed but unknown. Point estimates of these parameters are used for
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generating predictions. To account for the uncertainty in the values of these parameters, 
a Bayesian approach can be adopted [Kit86]. The approach treats these parameters as 
random variables and assigns priors to them. In general, different priors result in 
different Bayesian kriging predictors and universal kriging corresponds to using a 
diffuse prior (or improper prior) that assumes all valid parameter values as equally 
probable. If an appropriate and convenient class of priors can be found, the Bayesian 
predictor can be expected to generalize better than the universal kriging predictor 
[Cre93]. In this thesis, we are only interested in neural network models that are 
equivalent to or approximate universal kriging. Hence, diffuse priors will be used for 
the model parameters in the Bayesian analysis in chapter 3 and 4.
The stationarity assumption reduces the number of model parameters so that the 
covariation model can be estimated from the data. Deviation from the stationarity 
assumption by a slowly varying trend is allowed for in the kriging model. However, if 
the stationarity assumption is violated not just by a gradual trend in the data values but 
by the existence of sub-populations that are statistically distinct, then neither universal 
kriging nor its local variant are sufficient to account for the deviation. In this case, the 
sub-populations have to be identified. A local covariation model has to be constructed 
and a separate kriging performed for each sub-population. In the language of Joumel’s 
deterministic version of kriging, spatial averaging is only sensible over an 
‘homogeneous’ area i.e. an area within which the sub-population of data have similar 
spatial characteristics, and hence the need to partition a ‘heterogeneous’ area into 
‘homogeneous’ sub-areas before kriging. A neural networks solution to the problem 
will be discussed in chapter 6.
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3. Radial Basis Function Networks
Radial basis function networks (RBFN) are a class of artificial neural networks. The 
standard RBFN has a very simple structure (see figure 1.3). It has a single layer of 
(sometimes normalized) RBF units and a layer of linear output units. Typically, a bias 
unit with a constant output of 1 is also connected to each output unit. The i-th output of 
the RBFN is given by:
y,(x)=X H -,p(|x-ti||)+ C (3.0-1)
where k is the number of RBF units, q> is an isotropic radial functions, {t, }are
the location of the basis functions, w = [ w , , . . . ,^  ]' are the output weights, and c is the 
weight of the bias unit.
The RBFN model was originally motivated by the multivariable function interpolation 
technique of radial basis functions (or RBF interpolation) [Bro88] and biological 
systems with ‘locally-tuned’ units [Moo89b]. The RBFN model can also be derived 
from regularization theory [Pog90] and smooth regression [Web94], and is closely 
related to kernel regression [Bis95]. RBFN has been used in a wide range of 
applications including time series analysis, speech recognition, image processing and 
feature extraction.
In this chapter, we will first look at some of the practical issues of RBFN and the 
relevance of these issues to earth-science applications. We will briefly present Poggio 
and Girosi’s regularization formulation of RBFN, the regularization network (RN). and
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its generalization - the generalized RBFN (GRBFN)1 [Pog90] [Pog94]. We will adapt 
the evidence procedure - an empirical Bayesian approach proposed by MacKay [Mac92] 
- to the specific case of GRBFN to select the regularization parameter and the RBF 
parameters. The resulting procedure will be used by the algorithms developed in 
chapter 4 and 6 to train GRBFN that implements or approximates universal kriging.
The commonly used heuristics and unsupervised methods for setting the RBF 
parameters will also be briefly described in this chapter. These methods are needed for 
positioning the RBF units of some of the ‘kriging’ GRBFN.
3.1 Major Practical Issues of RBFN and their Relevance to 
Earth-Science Applications
A major advantage of RBFN over other neural network architectures is that training is 
substantially faster. When the RBF parameters are pre-specified or determined by some 
relatively fast unsupervised methods, optimizing the output weights of the RBFN only 
involves solving a linear system which is very fast for low-dimensional problems. The 
parameters of the RBF units can also be optimized. However, the non-linear 
optimization of these parameters greatly reduced the speed of training and hence the 
advantage of RBFN over other networks such as the backpropagation networks. Hence, 
in most applications, isotropic Gaussian units are used, and the RBF parameters are set 
by fast heuristics and unsupervised methods.
Empirical results have shown that generalization can be improved when anisotropy is 
accounted for. For instance, Botros and Atkeson found that the choice of the input 
distance metric used is crucial for good generalization of RBFN [Bot91]. Saha et al 
also reported that RBFNs with properly oriented units lead to better function 
approximators and require fewer hidden units [Sah91]. Such improvement in 
performance does come with a price and requires the nonlinear optimization of the RBF 
parameters.
Nevertheless, the regularization solution which kriging is equivalent to requires the 
anisotropic RBF units to use the same input transformation matrix. The input
1 In [Gir93], Girosi, Jones and Poggio referred to the same neural network model as generalized
48
transformation matrix has 3 free parameters for a 2D input and 5 free parameters for a 
3D input. Hence, when the RBF centers are set by heuristics or unsupervised methods, 
the extra free parameters only account for a very moderate increase in the amount of 
computation for many earth-science applications.
A major problem with RBFN is that in a high dimensional input space, a large number 
of RBF units are required to adequately cover the subspace of interest. The number of 
basis functions required to fill out the subspace of the data increases exponentially with 
the dimension of the sub-space [Har90]. As the computational complexity of a standard 
RBFN scales approximately as 0(/c3) where k is the number of RBF units, the training 
time increases rapidly with input dimension.
The problem with high dimensional input becomes even more problematic if there are 
irrelevant input variables with significant variance. The isotropic RBF units commonly 
used in RBFN treat all input variables as equal. A lot of RBF units will then be wasted 
covering the dimensions of the irrelevant inputs. Unless the basis function parameters 
are optimized through supervised training, there is no way to deduce the relevance of 
the inputs and ignore those that are irrelevant.
Neither problem really undermines the use of RBFN in the interpolation of earth-science 
data as the inputs are usually ID to 3D geographical locations. In addition, apart from 
improving prediction accuracy, optimization of the RBF parameters is essential in that 
the parameters reveal important structures in the data which are of great practical 
interest in their own right. For instance, the orientation of a set of anisotropic RBF units 
may reveal a preferred orientation in a mineral deposit. One of the strengths of RBFN, 
which is often overlooked, is that its parameters can often be assigned sound physical, 
statistical or biological interpretation.
3.2 The Regularization Network
Regularization is a method for solving ill-posed problems that have no unique solutions 
[Tik77]. To transform an ill-posed problem to a well-posed one, the class of possible
regularization network (GRN).
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solutions must be restricted by imposing appropriate constraints on the possible 
solutions or utilizing appropriate statistical properties of the solution space. The basic 
principle of regularization is to augment the original error functional with a non­
the solution. The choice of the regularizer is based on mathematical properties and 
physical plausibility. In standard regularization methods, a quadratic norm and linear 
operators are used for reasons of mathematical and computational tractability.
In a broad sense, learning an input-output mapping from examples as in the case of the 
supervised training of neural networks, is equivalent to function approximation i.e. 
approximating an unknown function from sparse data. Poggio and Girosi have argued 
that some form of smoothness constraint is necessary to allow meaningful 
generalization in function approximation problems as similar inputs should be expected 
to generate similar outputs. They have shown that a special type of RBFN which they 
refer to as regularization network (RN) can be derived using the regularization principle 
[Pog90] [Gir93] [Pog94].
Let D = {(x(,), y(,)} / = 1,__be the data set used to train a network with a single
output /(x )  to minimize the error functional:
negative regularization functional (or regularizer)2 that embeds prior information about
E ( f )  = ED{ f )  + AER( f )
where ED( f )  is the sum-of-squares error which measures the data misfit
(3.2-1)
(3.2-2)
ER( f )  is the regularizer with a differential operator P to penalize mappings that are
not smooth
(3.2-3)
2 The regularization functional is also referred to as the stabilizing functional and the stablizer.
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and A is the (non-negative) regularization parameter that controls the compromise 
between the degree of regularization and the degree to which the data are honored. 
Poggio and Girosi showed that the function that minimizes the error functional has the 
form:
n m
/  (x) = £  w, G (x; x(,)) + C-y/t (x)
1=1 1=1
(3.2-4)
where :i = 1 ,...,ra} is a basis of the m (which may be zero) dimensional null space
of the regularizer and the coefficients w = [ w , .., wn ]T and c = [ c , .. ,cm j7 satisfy the 
linear system:
"G0 + A\ W
V T 0
w
c
(3.2-5)
with y = [y(1), . . . ,y (',)]T, (G 0)„ = g (x0);x(' )), i j= \,  . . „ « a n d  (W)y = yr,.(x(i)) f i= l, 
..., «,7=1, ..., m. The function G is the Green’s function of the operator P P , that is:
PPG(x\x') = Sx. (3.2-6)
where P is the adjoint differential operator to P and Sx, denotes the Dirac delta 
distribution centered at x ' . In addition, the regularizer can be expressed as:
£R(/ )  = i N |2 = i w TGoW (3.2-7)
When A = 0 , the solution corresponds to an exact interpolator that minimizes the 
regularizer.
If the operator P is translationally and rotationally invariant, the Green’s function will 
be a radial function that depends only on the distance ||x -  x '||, that is:
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G (x;ti) = f ) ( | |x - t , | ) (3.2-8)
where (p is a radial function. Hence, using a radial regularizer, (3.2-4) results in a 
RBFN with a single hidden layer and a linear output layer. Moreover, there are as many 
RBF units as there are data points in the hidden layer and each radial basis function is 
centered at one of the data points.
If the radial function is positive definite (see definition 2.1), the null space of the 
regularizer contains only the zero element and the second term of (3.2-4) is not needed 
[Gir93]. If the radial function is conditionally positive definite (see definition 2.2), from 
(3.2-7), it is obvious that the regularizer is non-negative and well defined only on a 
subspace of w-space. Additional units implementing an appropriate polynomial have to 
be used alongside the RBF units in the hidden layer. In both cases, the solution to (3.2- 
5) exists and is unique.
Poggio and Girosi called this special type of RBFN regularization network (RN). Some 
commonly used radial functions which can be derived using the regularization approach 
are:
Gaussian (positive definite) (p{r) = e ^
2D thin plate splines (conditionally positive definite of order 2) (p{r) = r 1 lnr
ID cubic splines (conditionally positive definite of order 2) <p(r) = r l
It is not known whether all conditionally positive definite radial functions correspond to 
some regularizing functional. Poggio and Girosi have conjectured that for those which 
do not, while they are admissible functions in RBF interpolation, they are not good 
approximating functions in that the solution may oscillate badly between the data points 
when the data become dense [Pog90].
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Regularization networks include multivariate splines as a special case and, in the light 
of kriging, can be considered as a special case of RBF interpolation3.
3.3 Generalized RBF Network
The regularization network maps the data from a low dimensional input space to a high 
dimensional basis function space whose dimension equals the number of data points. It 
is questionable whether all the dimensions in this high dimensional space are really 
significant for the input-output mapping. Following Broomhead and Lowe’s approach4 
to standard RBFN [Bro88], Poggio and Girosi have proposed approximating the full- 
expansion of (3.2-4) by using a smaller number of RBF units. Similar approximations 
have also been used in splines. Wahba has argued that if n is large and k is not too 
small, then the partial expansion is a good approximation to the full expansion when the 
basis functions are suitably chosen [Wah90].
Reducing the number of basis functions has several advantages. Firstly, the 
computation of the output weights of an RN scales roughly as 0{(n+m)'). If the number 
of RBF units is reduced from n to k, the computation required is of the order 0({k+m)2n) 
and hence faster. Secondly, a smaller number of RBF units means a smaller matrix to 
be inverted and, hence, less chance of ill-conditioning.
Apart from reducing the number of basis functions, Poggio and Girosi generalized the 
regularization networks to allow for linear transformations of the input variables. The 
output of the resulting network is given by:
k m
/ W  = I w lG(«;tl ,M )+ I c /r l«  (3.3-1)
; = l ; = i
where
3 In chapter 4, we will show that the regularization parameter corresponds to the nugget variance of the 
covariation model of kriging. Hence, regularization networks are equivalent to RBF interpolation using 
radial functions that have a discontinuity at the origin.
4 The approach was originally proposed to deal with noise rather than with computational complexity.
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(3.3-2)
k <n,  M is a linear transformation matrix and the t( ’s are the centers of the RBF units 
which are not necessarily at the data points. The reason for transforming the input is 
that the input variables may not be of equal relevance to the output, some of the input 
variables may be irrelevant and some of the relevant variables may be linear 
combinations of the input variables. Poggio and Girosi called the resulting network the 
generalized RBF network (GRBFN) (or generalized regularization network (GRN)).
The generalization retains the form of the regularization solution and includes the 
regularization network as a special case.
As in the case of RN, the regularizer can be expressed as:
Gradient descent, conjugate gradient, variable metric and other non-linear optimization 
techniques [Pre92] can be used to optimize the input transformation matrix and select 
the centers. The centers can also be set, though not optimally, by heuristics and 
unsupervised methods commonly used for standard RBFN. When the input 
transformation matrix is a multiple of the identity matrix i.e. when isotropic basis 
functions are used, the width of the basis functions can be set by heuristics as well.
Ignoring the second term of (3.3-1) and given the input transformation matrix and a set 
of RBF centers, Poggio and Girosi showed that the output weight vector w that 
minimizes (3.2-1) can be found by solving the linear system:
(3.3-3)
where (G0) = G(t,;t y ,m ), ij= 1, . . k.
(GTG + AG0)w = G Ty (3.3-4)
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With the second term of (3.3-1) intact and assuming that there are no other constraints 
on the weights, we obtain the following more general result5:
([G w i l e  V]+AG0)h =[G w]Ty (3.3-5)
where w = [w 1 ,c ! ] r and G0 being the (k+m)x(k+m) matrix
0
0  ‘
(3.3-6)
(3.3-5) includes (3.2-5) and (3.3-4) as special cases.
The error functional (3.2-1) can also be rewritten for GRBFN in term of the network 
weights w , the RBF parameters G = { M , t , }, and the regularization parameter A 
as:
E( xv-0,A)= E d (w ; 0) + AEr (w ; 0) (3.3-7)
where
Ed (w; G) = ^(y -  G(0)w -  Wc)T(y -  G(0)w -  Wc), (3.3-8)
and
Er («3 0) = I <VTG 0(oy* = I W TG 0 (0 )w . (3.3-9)
We also define
£ iv(w ;0) = ^ wtG o(0)w . (3.3-10)
5 (3.3-5) can be easily obtained by substituting (3.3-1) and (3.3-3) into the error functional (3.2-1) and 
setting the first derivative of the error functional with respect to the weights to zero.
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In this thesis, we consider a more general and frequently used GRBFN model. The 
GRBFN model retains the form of the regularization solution (3.3-1):
k m
/ ( x )  = X , , 4 ; t „ M ) + S c ,T 1(x) (3.3-11)
i = i  i = i
but allows arbitrary yji ’s instead of requiring them to be the basis of the null space of 
the regularizer. The use of this more general form of GRBFN is necessary because 
universal kriging has no restriction on the component functions of the trend that 
correspond to the non-RBF terms (see section 2.3.1). The linear system of (3.3-5) can 
still be used to find the weights that minimize the error function (3.3-7). However, in 
this case, the weighted linear sum of the yji ’s may extend beyond the null space of the 
regularizer into the space moderated by the regularizer. When this happens, since the 
coefficients of the y/^s are unchecked by the regularizer, the interpolant w ill not be as 
smooth.
3.4 Heuristics and Unsupervised Methods for Selecting the 
RBF Parameters
Isotropic Gaussian units have been used almost exclusively in the standard RBFN. In 
addition, heuristics and relatively fast unsupervised methods are commonly used to set 
the parameters of the RBF units in an effort to retain the linear characteristic and hence 
the fast training speed of the network. In this section, we w ill go through the most 
commonly used methods. Methods such as the Kohonen map and growing cell 
structure which have a great potential in earth-science applications w ill be described in 
somewhat more details. Note that some of the methods discussed are inconsistent with 
the regularization solution and, hence, unsuitable for our purpose.
3.4.1 Selecting the Centers of the RBF Units
Most o f the methods used for locating the centers of the RBF units are designed to 
approximate the distribution of the data. This is a reasonable approach because it 
allocates network resources to regions of the input space where there are significant
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amount of data which in practice often mean the presence of more interesting features. 
Nevertheless, it should be emphasized that it is the local complexity of the surface that 
should determine how much resources is adequate for its representation. For instance, a 
sharp edge will require more terms to model than a slowly varying region.
The early work of Broomhead and Lowe located the centers of the RBF units at a subset 
of the data points randomly sampled from the data [Bro88]. The locations of the 
random sample serve as a rough approximation of the distribution of the data in the 
input space. Moody and Darken used the £-means clustering algorithm which partitions 
the data points into k disjoint subsets in such a way as to minimize the sum of the 
squared distance of the data points from the (learned) centroid of their respective 
clusters [Moo89b]. Kohonen’s feature map [Koh82] has also been used to place the 
RBF units in an irregular grid in the input space so that nearby centers in the feature 
map corresponds to nearby locations in the input space. This is achieved by randomly 
selecting a data point from the training set and moving the k centers closest to the input 
vector towards the input vector. The data are presented in an iterative manner with k 
decreasing until the algorithm converges.
3.4.2 Selecting the Widths of the RBF Units
The width of the RBF units has typically been determined by some more or less ad hoc 
heuristics. Haykin suggested setting the Gaussian width to d/y[2k where d is the 
maximum distance between the centers of the k RBF units so as to ensure that the 
Gaussian functions are not too peaked or too flat [Hay94]. Moody and Darken proposed 
using various "P nearest-neighbor" heuristics to vary the width of each RBF unit to 
achieve certain degree of overlap between the units [Moo89b]. In [Mel91], Mel and 
Omohundro split a RBF unit into two RBF units with smaller width where the estimated 
approximation error6 7was high and replaced the RBF unit by two of the same size where
n
the estimated estimation error was high. The last two methods result in RBF units of 
different widths, and are not consistent with the regularization solution.
6 Error due to the inability of the network to represent the target function.
7 Error due to intrinsic noise and finite data.
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3.4.3 Selecting the Number of RBF Units by Network Growing Methods
Both the number of RBF units k and the regularization parameter A act as smoothing 
parameters. Approaches for determining the size of the RBF network have been 
proposed. Network pruning methods remove RBF units which affect the performance 
least, usually one at a time. Network growing methods are more commonly used and 
involve the sequential addition of new basis functions.
In [Plat91], Platt allocated new RBF units whenever a novel pattern appeared or when 
the difference between the desired output and the actual network output was large. As 
training proceeded, units with smaller and smaller widths were allocated. The width of 
each new unit was further restricted by its distance to the nearest neighbor. He called 
the network a resource allocation network (RAN). The growing cell structure [Fri94] 
is a topology preserving method similar in concept to the Kohonen map but with 
hypertetrahedral cells (instead of being a grid) and its size grows until certain 
performance criteria are met. New RBF units are inserted between the two units that 
have the highest accumulated error indices8. However, it requires the true or estimated 
inherent dimensionality of the data to be provided. Growing neural gas [Fri95], on the 
other hand, is a topology learning network that can adapt to the different topologies of 
the data in different parts of the input space. Unlike the growing cell structure and the 
Kohonen map, no rigid structure is imposed on the geometry of the cells. New units are 
inserted where the accumulated error indices are highest as in a growing cell structure. 
Edges are formed when new units are inserted or when two unconnected units are 
maximally activated and pruned by means of an aging scheme as training proceeds. In 
both growing cell structure and growing neural gas, the width of a Gaussian unit is set to 
the mean distance between the unit and its topological neighbors. All the above 
construction algorithms result in RBF units of different widths. To construct a GRBFN 
that is consistent with the regularization solution, these algorithms have to be slightly 
modified so that RBF units added are identical to the existing units.
A particularly efficient network growing procedure for RBFN called the orthogonal 
least squares method was proposed by Chen et al [Che91]. The method keeps track of 
a set of orthogonal vectors in the space spanned by the vectors of the activations of the
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current set of RBF units over the data points in the training set, i.e. the columns of the 
current G in (3.3-4). The center of the next unit is selected from the remaining data 
points so as to reduce the residual sum-of-square error by the largest amount. An 
extension of the orthogonal least squares method to include a regularization term in the 
cost function has been suggested by Orr8 9 [Orr95]. Nevertheless, both approaches 
require the RBF parameters, except the locations of the centers, to be fixed and are 
unsuitable for our application.
Results with splines suggested that, in general, smoothing splines have better prediction 
accuracy and better resolution power than regression splines which use k rather than the 
normal regularization parameter A (which is set to zero) as a smoothing parameter 
[Wah90]. Hence, instead of finding an optimal k with a network construction algorithm, 
a more sensible (and simpler) approach is to make k as large as computationally 
convenient to prevent underfitting and optimize the regularization parameter A relying 
on A together with the regularizer to prevent overfitting.
3.5 Setting the Regularization Parameter using the Evidence
3.5.1 The Bayesian Approach
Let w be the parameters of a neural network. The Bayesian approach considers a 
probability distribution function over the parameter space, representing the relative 
degree of belief in different values of w. Initially some prior distribution P{w) is
specified. On the arrival of the data D = {(x(,),y (,)} /  = 1,...,«} , the prior is converted
to a posterior distribution /^(wID) using the Bayes’ theorem which gives:
p (wId ) oc p (z)Iw)p (w) (3.5-1)
8 Error at a data point is accumulated only to the unit that is closest to the input vector of the data point.
9 The regularization term wTR R w  was proposed where G=QR i.e. QR is the QR factorization of G. The 
regularization term was used instead of simple weight decay in order to simplify the mathematics.
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where p (d Iw) 10 is the likelihood - the probability density of the data conditioned on
the parameter w. The posterior distribution can then be used to evaluate the distribution 
of the network output for new input values. For an input vector x, the distribution of the 
network output is given by:
The error function (3.3-7) used by GRBFN can be given a Bayesian interpretation. 
Assuming that the data are corrupted by additive, zero-mean Gaussian noise with an 
unknown but constant variance, the data misfit term ED corresponds to the negative 
log-likelihood. The product of the regularization parameter and the regularizer, AER, 
corresponds to the negative log prior that incorporates our prior knowledge about the 
smoothness of the surface. Hence, minimizing (3.2-1) is equivalent to maximizing the 
posterior probability and the solution corresponds to the maximum a posteriori (MAP) 
estimates.
The regularization parameter A in the prior is called a hyperparameter because it 
controls the distribution of other parameters. Formally, Bayesian inference requires one 
to choose the prior without using the data. Setting A to a constant reflects one’s belief 
in the prior information. If one invests too much faith in the prior information (i.e. 
setting A to a large value) that is inaccurate, the prior will overwhelm the training data 
leading to poor generalization. On the other hand, setting A too low will make the prior 
ineffective. To account for the uncertainty in the value of A, it can be treated as random 
variable with a certain probability distribution function P(A). Strict application of the 
Bayesian paradigm will require all hyperparameters to be integrated out [Wol93].
10 Strictly, P(Dlw) should be written as p |{ y (l)}. i l{x (,)}. which equals ]^[ p (y (,)lx (,), w ) provided
i = i
that the data are drawn independently from the distribution P(ylx , w ) . P(ylx, w ) is simply the 
probabilistic model o f the target data.
(3.5-2)
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3.5.2 An Empirical Bayesian Approach: The Evidence Procedure
To facilitate the discussion, let there be two hyperparameters a and ß . Also, let the 
superscript MP denotes the most probable value of a parameter, that is, the value that 
corresponds to the maximum of its posterior distribution.
Instead of integrating out all the hyperparameters, MacKay’s alternative empirical 
Bayesian approach for feedforward networks (including RBFN) [Mac92] finds the 
values of the hyperparameters that maximize the evidence11 p(p\a ,ß)  and then uses
these most probable values alone for further inference. MacKay justified this by arguing 
that if the posterior probability of the hyperparameters is sharply peaked at their most 
probable values, the posterior of the network parameters can be approximated by:
p (wId ) = j  p(w\D,a,ß)p(a,ß\D)d(xdß = p(w\D,aMP , ß MP). (3.5-3)
He gave the conditions (see [Mac92]) under which the approximation is valid. He also 
used a Gaussian approximation for the posterior probability of the network weights 
around their most probable values in case the error functional is not a quadratic function 
of the network weights during the evaluation of the evidence. MacKay’s empirical 
Bayesian approach is often referred to as the evidence approach or evidence procedure.
In [Mac94], MacKay argued that the true posterior probability of the network weights 
has a skewed peak and is not in the same place as most of the mass of posterior 
probability. The evidence approach, however, captures most of the mass of the 
posterior probability and is able to generalize well. On the other hand, in the standard 
Bayesian approach, the subsequent approximations that are required after the exact 
integration of the hyperparameters can lead to greater inaccuracies than the evidence 
approach. In addition, MacKay also argued against estimating the joint optimum of the 
weights and the hyperparameters. Again, the joint optimum is significantly skewed and 
away from the mass of the posterior [Mac92] [Gul89].
11 To infer the hyperparameters a  and ß , the Bayesian approach evaluates the posterior 
P(a,ßD)ocP(D\a,ß) P(a,ß) where D is the data. Assuming a diffuse prior (i.e. no a priori knowledge) on 
the hyperparameters, the likelihood term P(D\a,ß) which MacKay calls the evidence for a  and ß, is used 
to select the hyperparameters.
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When applied to GRBFN, the empirical Bayesian approach allows the use of the 
training data to choose the value of the regularization parameter A to regulate the 
influence of the prior i.e. the regularizer. If the training data is highly consistent with 
the prior, A will be set to a large value and the prior will be used to improve accuracy. 
On the other hand, if the data contradicts the prior, A will be set to a small value and 
the damage caused by the prior will be reduced.
3.5.3 Adapting the Evidence Procedure to GRBFN
We propose using MacKay’s evidence procedure for estimating the regularization 
parameter and selecting the RBF parameters. The resulting procedure will be used by 
the algorithms developed in chapter 4 and 6 to train a GRBFN that implements or 
approximates universal kriging. The major advantages of using the method in the 
interpolation of earth-science data are:
1. It allows the regularization parameter to be selected without a separate validation set 
or using cross validation. Setting aside a separate validation set may not be practical 
for many earth-science applications as there are usually limited amounts of data 
while the use of cross validation may be computationally prohibitive.
2. As all the data are available for training and the regularization parameter is 
optimized using the training data, often a small sample set can produce good 
prediction accuracy.
3. Most earth-science applications require a measure of uncertainty of the predictions. 
The evidence procedure can be used to compute the distribution of the network 
outputs and, therefore, assign confidence intervals to the predictions generated by 
the network12.
12 However, as we will see in chapter 4 and 5 that, in some situations, the prediction variance computed 
using the evidence method is not appropriate for assigning confidence intervals.
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4. The method is consistent with the regularization approach of GRBFN and, hence,
In what follows, we will adapt MacKay’s evidence approach to the specific case of
We assume that the data are corrupted by additive, zero-mean Gaussian noise of 
variance o]  which is unknown but constant. To facilitate the discussion, we follow 
MacKay’s notation [Mac92] and define:
That is, the original regularization parameter X is now treated as the ratio of the two 
hyperparameters a and ß . This ratio is all that matters in finding the optimal weights 
that minimize the error function (3.3-7), however, by using two hyperparameters, we are 
able to estimate the noise variance and generate confidence intervals for the predictions. 
The error function (3.3-7) can be replaced by:
the probabilistic approach to kriging13.
GRBFN.
(3.5-4)
treating it as a hyperparameter. Also, we define a  , such that:
(3.5-5)
£(w ; B, a ,ß )  = aED ( v v ; 9) + ßER (w; 0) (3.5-6)
3.5.3.1 Positive Definite Radial Functions
If the radial function G is positive definite, the likelihood can be written as:
(3.5-7)
13 The equivalence between GRBFN and kriging will be discussed in chapter 4.
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where the normalization constant is:
The prior is:
p(w l#,a)= p(wl#,a)p(c) 
where P(c) is the prior for c ,
P(w\0,a) = Y Jß~ ä)tx p (-  aEw (w;6>))
(3.5-8)
(3.5-9)
(3.5-10)
and
Z > .« )
(2*)’ |g o
k
a 2
(3.5-11)
The error function (3.5-6) requires P(c) to be a diffuse prior as c is unconstrained. 
The diffuse prior cannot be normalized. To avoid the difficulty caused by the diffuse 
prior when calculating the evidence, we assign a Gaussian prior with a very large 
variance to c :
P(c) = -^ -U e x p (- iJc Tc)
where
(3.5-12)
(3.5-13)
and ^ is a very small positive real number. The resulting prior is:
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P( w;6>) = zw(0K exp - x w tg : (6 i)w
where G l is the (k+m)x(k+m) matrix
g ; =
a G 0 0
0 |1
This is equivalent to adding the term:
Ec (c) = j § c Tc
to the original error function (3.5-6). The new error function is:
E" (w; 9, a ,ß )  = ßED (w; 0)+ (w; 6) + Ec (c).
The posterior of the weights is then given by:
p(\v\D,6,a,ß) = -----7—---- -7exp(-£*(w ;< 9 ,a ,^ ))
Z£. \0 ,a ,p)
(3.5-14)
(3.5-15)
(3.5-16)
(3.5-17)
(3.5-18)
with the normalization factor:
Z £. (0 ,a ,ß)  = J d k+mw exp(- E * (w ;<9,a,ß))
= exp(- £* (w +MP;# ,a ,/? ))J^* +mftex p (-{v TA*(0,tf,/?)w)
(3.5-19)
where w*,w> being the most probable value of W i.e. the vector that minimizes the 
error function (3.5-17) for a given set of 6 , a and ß , and A* is the Hessian of E* 
such that
a * = £ ( g  + w )t(g  + ' i' ) + g ; . (3.5-20)
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Note that since E* is a quadratic function of w , the posterior of the weights 
p(\v\D,6,a,ß)  is Gaussian and no Gaussian approximation is necessary.
Given 6 , the log evidence of the hyperparameters a  and ß  is given by:
ln P{D\a,ß,0)=\n
= In
p(D\\v,0,ß)p(w\a,d)
p(iv \D,6,a ,ß)
Z j ^ ß )
ZD(0,a)Z „.(0 ,a)Z c( |) (3.5-21)
= - ß E D(ff**"’;0 ) -  aE'w (w*A">;ö ) -  Ec ( c MP) - b n |A ' 
l i i / :  n „ m  ^ n , .
+ 2 lnlG o| + ^ lnör+2 ln^  + T ln^ " 2 ln(2;r)
By making ^ arbitrarily small, the log evidence of the hyperparameters a  and ß  
omitting the constant terms approaches :
ln P(p\a, ß,e) = - ß E n (ff MP ; e) - (w ; -  ^  ln| A|
l i i / :  Yi
+ ln G J 4—  In CM—  ln Z?2 I °l 2 2 H
= -ß E D{ 9 UF- 0 ) - a E ^ MP- , e ) - ^ \ M
l i i / :  fi
H— ln G n H— In cm— ln ß2 I °l 2 2
(3.5-22)
where
A = A(G + 'P)T(G + W) + aG0 (3.5-23)
and w v/p is the most probable value of 9v given by (3.3-5), that minimizes the error 
function of (3.5-6) for a given a and / j 14. Differentiating the evidence with respect to 
a and ß , and setting the derivatives to zero, we obtain the following conditions for the 
most probable value of a  and ß :
which can be used as re-estimation formulae for a and ß  in an iterative training 
algorithm. MacKay called } the number of well-determined parameters i.e. parameters 
whose values are determined by the data rather than by the prior [Mac92].
3.5.3.2 1-conditionally Positive Definite Radial Functions15
If the radial function is conditionally positive definite of order 1, we constrain the 
weights of the RBF units to sum to zero in order to ensure that the regularizer is well- 
defined. In other words, the weight space is not the whole of w-space but the subspace 
defined by the hyperplane l r w = 0. While the likelihood is still given by (3.5-7), 
integrating the prior over the subspace defined by the hyperplane 1T w = 0 gives a 
different normalization factor. Let the matrix G 0 be partitioned into:
14 Following Gull [Gul89], MacKay has suggested first transforming to the basis in which the Hessian of 
E r is the identity i.e. V V £Ä = I and then deriving the results in this ‘natural’ basis of the prior.
However, this is not possible with the E R of the GRBFN given in (3.3-9) as V V £Ä = G 0 is not of full 
rank. Even transforming to a basis in which the sub-matrix G 0 of the Hessian is the identity is only 
possible if G 0 is positive definite.
15 This is of interest to us because all valid variograms, }(■), are 1-conditionally negative definite and, 
hence, -}{-)+c, will be 1-conditionally positive definite for any arbitrary constant c.
2aER(v/MF\0)= k - a T r a c e ( A '1G 0)=  y (3.5-24)
2ßED{vvMP-6) = n - y (3.5-25)
(3.5-26)
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where G*_, is the (£ -l)x (/:- l)  sub-matrix in the upper left, gkk is the (k, k) entry of G 0
and gk is the rest of the kih column. It can be easily shown that16:
* - l
p(v/\0,a) = ------— ~ re x p (-  aEw (w; 6»))
(2*0 1 |Q 0| !
where Q 0 is the (/:—1 )x(/c—1) matrix given by:
Q o = G <_1- l g I - ( l g l ) T+g,.1( l lT)
with 1 being a ( k - l)x l  vector of one.
Similarly, let the matrix A be partitioned into:
A =
A,., a, B(_
«I a k , k bl
®I-i b, 0
(3.5-27)
(3.5-28)
(3.5-29)
where A Jt_1 is the (£ -l)x (/:- l)  sub-matrix in the upper left, ak k is the (k, k) entry of A ,
a* and b k are the two vectors making up the rest of the kth column, and B t_, is the 
(k - \ )xm  sub-matrix in the upper right. Again, it can be shown that, the log evidence of 
the hyperparameters a  and ß  omitting the constant terms is given by:
ln p{D\a,ß,0) = ~ßED («  MF\0)-aER (w j  ln| V|
, t  (3-5-30)1 I I k n
+ 2 lnlQol + ^ ln« + 2 ln^
where
* - i  r , T
16 As vv* = -X w ,. , we have w TG 0w = coTQ 0o) where co = [ w , , w*_, J . Hence, the normalization
i = i
factor of the prior is J T ex p (-y m v 1 G 0w)chv = Jex p (-y  öxotQ 0co r }fto = (2/r) 2 |q o| '  ja ' 1 '  .
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(3.5-31)
_ _ _T  / _T  \ T / r
A i - 1 ^  * - l 1 1 a * 1 1V = — — +  Cl i  iBj., 0 0 .V V 0 1__ J
k  ,k 0 0 )
with 1 being a (& -l)xl vector of 1 and 0 being a raxl vector of 0. Accordingly, the re­
estimation formulae for a  and ß become:
2aER{i*MP-,0)= k-a T r a ce (v ‘Oo)= (3.5-32)
2ßED( wu r d) = n -  y
where Q 0 being the (lc+m-\)x(k+m-\) matrix
Qo
Qo o 
0 0 '
(3.5-33)
(3.5-34)
3.6 Selecting the RBF Parameters using the Evidence
The evidence procedure can also be used for selecting the RBF parameters 6 for a 
GRBFN. Different sets of values of the RBF parameters can be viewed as specifying 
different models. Assuming that there is no a priori knowledge to the values of these 
parameters i.e. assuming a diffuse prior on these parameters, the alternative models are 
ranked by examining the evidence of the RBF parameters
p {dw)= \  p{p\a,ß,e)p(a,ß)dadß.
Approximating the evidence by a separable Gaussian of In a  and ln ß centered at their 
most probable values and omitting terms that are the same for networks with different 
6 , the hyperparameters a  and ß  can be easily integrated out to give the log evidence:
In p (d \ G) = - ß MP Ed (w mp ; o) -  a MpER (w MP; 0) -  j ln| A|
+ f  ln|G0| + - l n a ' " ’ + — \n ß MI’ + f  Inf - 1 l+ —In f  2 )
2 1 01 2 2 H 2 I r J 2 U - r J
(3.6-1)
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and
ln p(D\e) = - ß MPEd ( w  ; 6») -  aln| V| 
+ ^ ln|Q„| + ^ ln a 4,p + ^ ß MP + Tn
( l ) l f  2 1— + —In
\ r ) 2 U - 7 )
(3.6-2)
for positive definite and 1-conditionally positive definite radial functions respectively. 
The log evidence (3.6-1) and (3.6-2) can be used to search for the optimum set of RBF 
parameters that maximize the evidence for a GRBFN.
In this thesis, we are not going to compare GRBFN that have different radial functions, 
different non-RBF parts or different sets of RBF parameters. To compare GRBFN that 
have different radial functions or different sets of RBF parameters using evidence, it is 
necessary to explicitly assign a prior to each free RBF parameter. In case the centers of 
the RBF units are adaptive and the GRBFN are of different size, redundancy caused by 
equivalent weight vectors related by symmetries of the networks also have to be 
accounted for in the comparison.
For GRBFN with different non-RBF parts in their expansion, diffuse priors will make 
model comparison impossible. In this case, for each GRBFN, explicit priors for the 
weights of the non-RBF parts have to be specified.
3.7 Generating Prediction and Confidence Intervals
Using the Bayesian approach, assuming a Gaussian noise model and a Gaussian 
posterior p(\v\D,0,a,ß) and ignoring the uncertainty in the value of the RBF 
parameters 6 , the prediction at x is given by:
E(f(x)x,0,a ,ß)  = J f(x;\v,0)p(vv\D,6,a,ß)d\v 
= /(x ;w wp ,0 ,a,ß)
(3.7-1)
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which is identical to the predicted value using the most probable estimates of the 
weights given 6 , a and ß  .
For a positive definite radial function, the prediction variance is given by:
var(/(x)x ,#,«,/?) = J ( /(x ;tf ,0 )-£ ( /(x )x ,0 ,a ,/? ) )  P(yv\D,0,a,ß)d\v  
= <j\ + d TA~’d
(3.7-2)
where
d = [G (x;t1,M ),...,G (x ;t/l. ,M ) ,^ 1 (x),..., yG,(x)]\ (3.7-3)
For a 1 -conditionally positive definite radial function, the prediction variance is given 
by:
v a r(/(x )x ,0 ,a ,/? )  = o]  +u rV 'u (3.7-4)
where
u = [g (x;t, ,m ) - G ( x;t* ,M ), . . . ,g (x; t t_lfM )— G(x;t* (x ^ ( x) ^ .
(3.7-5)
In general, for other feedforward networks, a local linearization of the output y as a 
function of the weights w is needed to obtain the expressions of (3.7-1), (3.7-2) and 
(3.7-4) for the prediction and prediction variance. However, since the output of 
GRBFN is linear in w , such an approximation is unnecessary.
Thereafter, we will refer to the prediction variance obtained using (3.7-2) and 
(3.7-4) as the Bayesian prediction variance.
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3.8 Some Final Remarks
The quadratic error function ED and ER and the linearity of the GRBFN output with 
respect to its weights make the application of the evidence procedure much easier in 
GRBFN than in other feedforward networks such as the backpropagation network. 
Firstly, the differentiation of the log evidence with respect to a  can be done exactly17. 
Secondly, the posterior probability is Gaussian and no Gaussian approximation is used. 
Hence, there is no need to limit the ratio of the training set size to the size of the hidden 
layer18 [Mac92] [Nea94]. Thirdly, no local linearization of the output as a function of 
the network weights is needed when computing the Bayesian prediction and prediction 
variance. Finally, the Hessian A (3.5-23) can be calculated exactly. As A is required 
for computing the network weights, the hyperparameters a  and ß , the log evidence 
and the confidence interval, the reuse of the same matrix significantly reduces the 
amount of computation required.
The smoothness assumption helps to overcome the curse of dimensionality which 
makes the number of sample points required to achieve a given degree of accuracy 
increases exponentially with the number of input dimensions. Most applications of 
neural networks have input dimensions much larger than three. A high degree of 
smoothness is required to reduce the number of sample points. While this justifies the 
use of high-order stabilizers such as the Gaussian in those applications [Pog90], the use 
of the Gaussian in interpolating earth-science data which are often ID, 2D or 3D is not 
always appropriate. Indeed, the Gaussian is not commonly used nor recommended by 
geostatisticians and practitioners because it is considered too smooth for earth-science 
data and may cause large prediction error when its parameters are misspecified [Ste89] 
[Cre93],
While a smoothness prior is used in standard regularization, other fields may use a prior 
with other prior information. When the data is approximately stationary, an appropriate 
covariation model of the data can also be used as the prior to regulate the solution and 
reduce the number of sample points required. In the next chapter, in the context of
17 More precisely, the differentiation of lnlAI with respect to a  can be done exactly. This is because 
instead of an approximation, A can be computed exactly.
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kriging, we will discuss how the GRBFN provides a natural way for incorporating such 
a covariation model. The discussion will help to shed some light on how to select the 
radial function for problems with low input dimensions as well as some alternative ways 
of selecting the regularization parameters.
18 MacKay has reported that the Gaussian approximation breaks down significantly for n/k<3±1 where k is 
the number of weights.
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4. A GRBFN Approach to Covariation Model 
Fitting and Interpolation
A few researchers have used backpropagation networks (BPN) for ore reserve 
estimation. In both [Wu93] and [Den95], results close to those of kriging were 
reported. However, the measure they used was the total estimated tons of ore above a 
certain cutoff grade over the entire area being studied and the average grade of the 
blocks above the cutoff grade. Such comparison is only meaningful when one assumes 
that the entire area is to be mined or the methods would only under-estimate but never 
over-estimate the grade. Hence, few conclusions can be drawn about the performance 
of BPN as compared to that of kriging from these studies.
Kriging allows the modeler to specify an appropriate covariation model of the data to 
constrain the solution. The sparse sampling that is typical of many earth-science 
problems makes such explicit constraints all the more important for reliable predictions.
It is difficult, if not impossible, to incorporate similar constraints into the BPN model.
A BPN with sufficient units might well be able to leam the covariation in the data 
together with the input/output mapping given enough data. However, with the limited 
amount of data that is generally available, it is hard to be very confident. The difficulty 
in extracting information about any covariation model learned by the BPN also makes it 
hard to validate the method.
In view of the above consideration, we turn our attention to investigate a neural network 
approach that is equivalent to or similar to kriging. The availability of a close link 
between kriging and any type of neural network will provide a strong foundation and 
justification for developing and applying neural network techniques for interpolating
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earth-science data. The close connection between kriging, RBF interpolation and spline 
interpolation made RBF networks (RBFN) an obvious candidate for our investigation.
In chapter two, an overview of kriging was given. In chapter three, the regularization 
network (RN) and generalized radial basis functions network (GRBFN) were discussed. 
The mathematical notation and definitions used in chapters 2 and 3 will be assumed 
unless otherwise indicated. For the sake of simplicity and clarity, (positive definite) 
covariance functions will be used for discussion in the remaining chapters of the thesis 
although (1-negatively definite) variograms could also have been used.
In this chapter, we will describe an equivalent GRBFN implementation of universal 
kriging. We will show that unlike BPN, GRBFN provides a straightforward way for 
incorporating the covariation model of kriging. We will discuss the different 
assumptions of the kriging model and the GRBFN model, and how these assumptions 
affect the way the confidence interval is reported. An algorithm that uses the evidence 
procedure we developed in chapter 3 to train a GRBFN to learn the covariation model 
and interpolate the data will be described. The possibility of using smaller GRBFNs 
and less complex covariation models to reduce the amount of computation will be 
discussed. We will examine the connection between neural networks and other variants 
of kriging. We will link the local kriging algorithm which has been used by 
geostatisticians and practitioners for years to the local training algorithms recently 
proposed in the neural networks community. Also, we will look at cokriging in the 
light of the recent NN results in using extra features as outputs rather than inputs. In the 
next chapter, the results of three experiments will be presented to compare the 
performance of the GRBFN approach with traditional WLS and ML methods as well as 
a more recent cross-validation approach on the fitting of the covariation model and the 
resulting prediction accuracy.
4.1 A GRBFN Implementation of Kriging
Let the observed data be D = {(x('),y (,)}/ = l,...,n} and y = [y(l),...,y (,,) J1 be the 
vector of the observed values at locations x( 1',..., x(',).
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Assuming the data to be generated by a random process T(-), let o  (•,•) be the (positive 
definite) covariance function of Y, X be the covariance matrix of the data i.e.
(X)ij = <t2(x(,),x^ ) ,  ij=  1 , n, and a  be the covariance vector of T(x) and the data
i.e. o  = [ a 2(x,x(1)),...,< j2(x,x(,,))]r . Also, let p( , i = 0,...,q  be q+\ functions of the 
location x that form the trend, X be the n x (q+1) matrix such that (X).; = p._x(xl,)), 
and p = |/?0(x pv(x)j . The universal kriging predictor that minimizes the error 
variance var(y(x)-T (x)) is given by:
T(x) = G)tg + u 'p  (4.1-1)
where v  = \y0 .., vq J and w = [<y,,... ,(On ]T are two real vectors that satisfy the 
kriging system:
X X 
XT 0
0)
v
(4.1-2)
We can also assume that the data are noisy samples of a deterministic function that can 
be represented by a GRBFN. Let (p be the radial function that generates the k basis
functions G (x;t(. ,M ) = ^>(|x -  t,.|M ), i = 1, ...,& , where t f ’s are the centers of the basis 
functions, and M is an input transformation matrix. Also, denote the set of RBF 
parameters as 6 i.e. G = {m , t , ,..., t A }. Let G be the n x k matrix such that
(G)(>. = G(x(,); t ; ,M ), and G 0 be the k x k matrix such that (G 0)^ . = G (t(; t y,M ).
Also, let \pi , i= l, ..., m be the transfer functions of m non-RBF units , and be the n x 
m matrix such that (W )ij = yrj (x° ’).
Consider a GRBFN with an RBF unit at each of the n data point and m non-RBF units. 
In this case, we have k = n, t, = x(,), i = l,...,w , and G = G 0. The output of the 
GRBFN is given by:
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(4.1-3)/ ( x) = 2 > , g(x;x">,m ) + X c,^ (x)
1=1 1=1
where w = [w, ,...,wn ]T and c = [c,,...,cm are the output weights. The GRBFN is 
trained to minimize the error function
E (w; 0 , a ,ß )=ßED (w; 0) + aER( w; 6>), (4.1 -4)
where w = [wT,cT]' ,
Ed (w ; 9) = ~ ( y -  G(6>)w -  Wc)T (y -  G(<9)w -  Wc), (4.1-5)
^ ( ^ ; 6>) = | w Tg 0(<9)w , (4.1-6)
and a and ß are hyperparameters whose ratio:
X = -P (4.1-7)
is the regularization parameter and the noise variance. The resulting output
weights satisfy the linear system:
”G0 +ÄI W~ w y
i
H o 1 __ c 0
(4.1-8)
It can be seen that the output of the GRBFN given by (4.1-3) has the same form as the 
(universal) kriging predictor of (4.1-1), and the linear system (4.1-8) for computing the 
weights of a GRBFN also has the same form as the (universal) kriging system (4.1-2). 
We conclude that:
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Theorem 4.1 The GRBFN defined by (4.1-3) generates the same predictions at all 
unsampled points as the universal kriging predictor (4.1-1) if the following three 
conditions are satisfied:
1. m = q + \ and y/i = p i_x, i = 1,...,m .
2. The radial function (p of the GRBFN is proportional to the continuous components 
of the covariance function o ~ i.e. p(||h||M ) = 7  ( a 2 (x + h ,x j -  <72<!>0) for all input 
vectors x and h where \ /k is some positive real factor, o ]  is the nugget variance of 
the covariance function and S0 denotes the Dirac delta distribution centered at 0 .
3. The regularization parameter A is proportional to the nugget variance a] by the 
same factor 1 / k , i.e. A = o]  //c .
Proof: X = W as a result of condition (1). Conditions (2) and (3) imply that the 
covariance matrix X can be expressed in terms of the matrix G 0 and the regularization 
parameter A as:
Hence, if the optimal parameters for the kriging predictor as calculated by (4.1-2) are 
[wT,cT[ ,  the optimal weights of the GRBFN computed using (4.1-8) will be
means \j/ = p . At any unsampled location x, g = as a result of condition (2). 
Hence, for any unsampled location x,
(4.1-9)
Let g = [g (x;x(i),m ), . . . ,g (x;x(,,),m )] and \\r = [^’1(x),...,^’m(x)]T. Condition (1)
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/ (x )= ( /cw  ) g + c V
= ('w)T(7a ) + fTP
= K(x)
That is, both the GRBFN and the universal kriging predictor make the same predictions.
Q.E.D.
The above theorem provides the most straight forward way to construct a GRBFN that 
implements universal kriging. However, a number of equivalent GRBFN 
implementations exist. Indeed, the non-RBF terms of the GRBFN are only required to 
span the same space as the trend model of universal kriging and need not be identical to 
the functions of the trend model.
In terms of the variogram 2} (•), the equivalent GRBFN implementation is a bit less 
obvious1. Let y = [ / ( x - x (1)) , . . . ,7 ( x - x (,t))] and T be the n x n matrix where
(T )ij = y (x il ] -  x ^ ) .  The universal kriging predictor in terms of the variogram is given 
by:
F(x) = coTy + u Tp (4.1-10)
where v  = [v0,..., vq J and to = [<y,,... ,con ]T are two real vectors that satisfy the 
kriging system:
T X 
X T 0
co
v
y
o ’
(4.1-11)
1 The semivariogram }(■) of an intrinsically stationary process is related to a generalized covariance 
function of order 0, K(-), by the relationship AT(h)=-}{h)+c where c is an arbitrary constant. As a 
generalized covariance function of order 0 is a conditionally positive definite function of order 1, the 
equivalence conditions are actually quite obvious when formulating in terms of the generalized covariance 
function.
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Theorem 4.2 The GRBFN defined by (4.1-3) generates the same predictions at all 
unsampled points as the universal kriging predictor (4.1-10) if the following three 
conditions are satisfied:
1. m -  q +1 and yti = , i = l,...,m.
2. The radial function (p of the GRBFN is proportional to the inverted semivariogram 
model -  } with its nugget variance component removed i.e. ^(||h||M ) =
-  7 ( /(h ) -  o c ) for all lags h where \ / k  is some positive real factor, o ]  is the 
nugget variance of the semivariogram model.
3. The regularization parameter X is proportional to the nugget variance o \  by the 
same factor 1 / k  , i.e. X = cr //c .
Proof: X = W as a result of condition (1). Conditions (2) and (3) imply that the 
semivariogram matrix T can be expressed in terms of the matrix G0 and the 
regularization parameter X as:
r  = - (kG 0 -  a) 1 + a]i) = -/c(G0 + 1 (4.1 -12)
Let the optimal parameters for the kriging predictor as calculated by (4.1-11) be
[wT,cT J7. As the inverted semivariogram is 1-conditionally positive definite, the
parameter space is constrained to the hyperplane l 1 w = 0 where to is the coefficient 
vector of the semivariogram terms in (4.1-10). Hence, the second terms on the RHS of 
(4.1-12) have no effect to the solution of (4.1-11), and the optimal weights of the
GRBFN computed using (4.1-8) will be [-/cwT,cT J7.
Let <p = ^ ( | |x - x (1)||M),...,^ ( ||x -x (,,)||M)| and \j/ = [^,(x) , . . . , ( x ) f . Condition (1) 
means \|; = p . At any unsampled location x,
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<p =  -i(Y-(7f21) (4.1-13)
as a result of condition (2). Hence, making use of the fact that 1T w = 0, for any 
unsampled location x,
That is, both the GRBFN and the universal kriging predictor make the same predictions.
The interpolants generated by universal kriging and the equivalent GRBFN are exactly 
the same at all unknown points. However, they differ at the data points if o £ or 
equivalently A is not zero. With non-zero nugget variance o ) , the covariation model is 
discontinuous at the origin causing the kriging predictor of (4.1-1) to jump to the 
observed data value at the data points, and creating singularities in the otherwise smooth 
kriged surface. On the other hand, a non-zero regularization parameter A smoothes the 
interpolated surface generated by (4.1-3) making the GRBFN an inexact interpolator. 
However, the difference is not of much significance to the interpolation problem as it is 
the values at the unsampled locations that are our primary interest.
4.2 An Alternative View of GRBFN
The equivalence between universal kriging and GRBFN that have an RBF unit at each 
data point provides an alternative view of GRBFN. By treating the nugget effect as 
entirely caused by noise, the interpolant should remain smooth instead of honoring the 
data points. The kriged surface will then be identical to the interpolant generated by the 
GRBFN even at the data points. The GRBFN model can be viewed as being derived 
from the probabilistic approach of kriging using a random process model instead of
= (-KWy ( -± (y -  <Tr2l))+ cTp
Q.E.D.
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from a regularization approach. The new view also creates the possibility of using the 
kriging variance to estimate the confidence interval of the GRBFN predictions.
Moreover, the relationships (4.1-9) and (4.1-12) resulting from condition (2) and (3) of 
theorem 4.1 and 4.2 suggest that the radial function of the GRBFN plus the 
regularization parameter and the intrinsic noise variance can be interpreted as defining a 
covariation model of the data. Stated formally, we conclude that:
Theorem 4.3: The radial function, the regularization parameter and the intrinsic noise 
variance of the GRBFN model together define the covariation model of the equivalent 
kriging model.
Kriging can be considered as a more flexible form of spline because it allows the use of 
radial functions other than the spline functions as well as more flexible polynomial for 
its trend2 3. Also, unlike RBF interpolation, it allows smoothing when a non-zero nugget 
variance is used in the covariation model apart from, again, a more flexible polynomial 
for its trend. As the equivalent GRBFN implementation shows, kriging in turn is just a 
special case of GRBFN. This is not too surprising as many traditional statistical 
methods have been found to be special cases of artificial neural network approaches .
4.3 The Different Approaches of GRBFN and Kriging
The actual formulation of kriging and GRBFN are very different. This section looks 
into the differences in the two approaches and why the same interpolant is constructed 
while different confidence intervals are reported.
2 For kriging, the order of the polynomial that forms the trend is specified independent of the covariance 
function. For both RBF interpolation and splines, the order of the polynomial is automatically determined 
by the radial function used.
3 Refer to [Gir93] for examples.
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4.3.1 The Different Data Models
In the formulation of GRBFN, it is assumed that the surface to be interpolated or the 
function to be approximated is deterministic while the data is corrupted by additive 
noise. The data is viewed as generated by a process:
where /(x )  is a deterministic function and £(x) is the stochastic noise. Typically, 
zero-mean Gaussian noise is assumed and
Training the GRBFN involves optimizing the trade off between the smoothness of the 
interpolant and data fidelity.
Kriging assumes that the surface consists of a deterministic part plus a particular 
realization of a zero-mean stationary stochastic process and minimizes the variance of 
the prediction error. The surface is modeled by a random function:
where /y(-) is the deterministic trend and <5(-) is the stochastic residual. The 
decomposition into trend and residual is not unique. The deterministic trend is usually 
modeled by (but not restricted to) a low-order polynomial. The residual is usually 
spatially correlated and its optimal linear predictor (in the least squares sense) can be 
expressed as a weighted linear sum of RBF terms. In the extreme case that the residual 
consists only of uncorrelated error (or nugget effect), the kriging model becomes a 
trend-surface model4:
y(x) = /(x )  + f(x) (4.3-1)
(4.3-2)
Y (x) = /i(x) + <5(x) (4.3-3)
T(x) = /i(x)+f(x) (4.3-4)
4 See section 2.4.
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and has the same form as the model (4.3-1) used by the GRBFN. Note that the noise 
component of the GRBFN model corresponds to the nugget effect of the covariation 
model of kriging.
4.3.2 Sources of Uncertainty
In both GRBFN and kriging, the stochastic component of the data model is used to 
model the source of randomness in the observed data and uncertainty in the prediction is 
estimated assuming the corresponding model is correct. For each prediction, kriging 
reports the value of the mean-squared prediction error - the kriging variance - which it 
minimizes. In contrast, connectionists seldom fit error bars to neural network outputs. 
When this is done, the error bars are typically fitted using a Bayesian approach such as 
the one described in section 3.7 for the GRBFN. As different stochastic components are 
assumed in the two models, the kriging variance computed can differ significantly from 
the prediction variance of the equivalent GRBFN.
In the kriging model, the trend structure and the covariation model of the data are 
assumed to be perfectly known after they have been estimated from the data. The value 
at the unsampled location will, in general, correlate with each known data point to a 
different degree in accordance with the estimated covariation model. In terms of the 
covariance, the kriging variance given by (2.3-10) can be written as:
cta2(x ) =  <t2(x,x) -  g t?i -  p Tv (4.3-5)
where v is the vector of Lagrange multipliers used in the optimization, X are the 
normalized weights assigned to the data points used for predicting F(x). As <72(x,x) is 
the variance of the data and o  is the covariance vector of F(x) and the data, the first 
two terms of (4.3-5) can be viewed as a weighted sum of the uncertainty in predicting 
y(x) using the data. The last term of (4.3-5) which involves the trend components at x 
can be interpreted as measuring the sensitivity of the prediction to the trend coefficients.
In the case of GRBFN, the deterministic function to be modeled is assumed to belong to 
the family of functions that can be generated by the GRBFN. Only the coefficients of
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the function or the weights of the network are assumed to be unknown. In the case of 
positive definite radial basis functions, the prediction variance given by (3.7-2) can be 
expressed as:
var ( f ( x ) x , 0 , a , ß ) = a 2 + # ( * )
\ T f
A -1
J
df  (x)
V
(4.3-6)
j
where w = [wT ,c 1 f  is the weights of the GRBFN, w MP is the most probable weight, 
A is the Hessian VV£ :
A = £(G + 'P)T(G + 'I')+aG0 (4.3-7)
and
G0 0 
0 0
(4.3-8)
The first term of (4.3-6) is the intrinsic noise variance of the data which is equivalent to 
the nugget variance. The second term depends on the width of the posterior distribution 
of the weights and the sensitivity of output at x to the weights.
The difference between the kriging variance and the prediction variance of the 
equivalent GRBFN implementation will be large at locations far away from all data 
points in comparison to the range of the covariation model. For instance, consider the 
simple case where there is no trend or, equivalently, no non-RBF terms. As x —> oo, the 
covariance vector of Y(\)  and the data o  —> 0 . Hence, the kriging variance
o \  (x) —> a 2 (x,x). On the other hand, the prediction variance of (4.3-6)
/  / \\  2 C^(x)
v ar(/(x )j —» o £ because applying condition (2) of theorem 4.1 — °c g which —> 0
as x —> °o.
The difference between the two will still be substantial even if the location is closer to 
the data points than the range of the covariation model in case the radial function (for
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instance, the spherical function) used to model the covariance falls off rapidly within a 
small fraction of the range. In both cases, the prediction variance of the GRBFN results 
in unreasonable confidence intervals which actually become smaller as one moves away 
from the data points.
4.3.3 Smoothness Constraints
In kriging, the spatial correlation in the data is captured in the covariation model. It is 
the averaging of the uncertainty caused by the randomness of the spatially correlated 
error process that is responsible for the smoothness of the interpolated surface. Such 
spatial averaging is made obvious in the formulation of the deterministic version of 
kriging (see section 2.5).
In the equivalent GRBFN implementation, the same smoothing (or averaging) effect is 
achieved by a smoothness regularizer and a properly selected regularization parameter 
A . The regularizer (4.1-6) has the form w ' G 0w where w is the weights of the RBF 
terms and G 0, as can be seen in (4.1-9), corresponds to the covariance matrix of the 
data in the kriging model. From the point of view of a kriger, the GRBFN has 
incorporated the covariance matrix of the data in its regularizer to average out prediction 
errors when interpolating the data.
It should be noted that the space spanned by the non-RBF terms of the GRBFN (which 
correspond to the trend components of the kriging model) may extend beyond the null 
space of the regularizer into the space normally moderated by the regularizer. Hence, 
the non-RBF terms, unchecked by the regularizer, may upset the smoothness of the 
interpolant. Nevertheless, this is rarely a problem because, in kriging, the trend is 
usually modeled by a low order polynomial.
4.4 Covariation Model Fitting and Interpolating with GRBFN
The kriging equations of (4.1-1) and (4.1-2) require the covariance function of the data 
to be known. In practice, the trend structure and the covariation model have to be 
estimated from the data by an initial structural analysis. Typically, the trend is
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approximated by a low order polynomial and a covariation model is fit to a spatial 
continuity measure of the detrended data such as the sample variogram or the sample 
covariogram, either graphically or by means of various least squares (LS) methods. 
Alternatively, maximum likelihood (ML) approaches can be used to estimate the 
covariance parameters directly from the data. Whatever the approach, the plotting of the 
sample variogram or the sample covariogram can help to determine an appropriate class 
of function for the covariance5 as well as a good set of initial values for its parameters. 
Once a positive definite function is selected, the fitting involves estimating its 
parameters.
In the previous sections, we show that a GRBFN can be used to implement universal 
kriging. The radial function used by the GRBFN together with the regularization 
parameter can be viewed as the covariation model of the data. Hence, the nonlinear 
optimization of the radial function parameters and the regularization parameter against 
certain appropriate criterion can be seen as fitting the covariation model.
The kriging predictor is derived by minimizing the prediction error variance. Due to the 
unbiasedness constraint, this is equivalent to minimizing the squared prediction error 
which is commonly used to measure the generalization error by connectionists. Hence, 
an appropriate optimization criterion will be one that aims at maximizing the 
generalization ability of the network.
We propose using the evidence method of MacKay [Mac92] which we have adapted for 
the special case of GRBFN in sections 3.5 and 3.6 for inferring the hyperparameters and 
the RBF parameters. The evidence procedure has been applied successfully in image 
reconstruction [Gul89] [Wei91] and in neural networks [Mac92] [Tho93] [Mac94a] 
producing predictors with very good generalization ability. The method is also 
consistent with the regularization approach of GRBFN and, hence, the probabilistic 
approach of kriging. Moreover, it allows all the data to be used for training. Hence, a 
small sample set can often produce good prediction accuracy.
5 Almost invariably the class of function is selected to be one of the basis models described in section 
2.2.2 or a linear combination of them.
88
Before discussing the evidence algorithm, we briefly describe the commonly used 
minimum squared error approach and maximum a posteriori (MAP) approach for 
training GRBFN. We will explain why we expect the evidence approach to perform 
better.
4.4.1 Minimum Squared Error and the Maximum a Posteriori (MAP) 
Estimates
In the minimum squared error approach, GRBFN are trained by minimizing the error 
function (4.1-4). As discussed in section 3.5, the error function can be given a Bayesian 
interpretation.
Using a diffuse prior for the weight vector of the non-RBF terms c, the maximum of the 
posterior P(\v\D ,0,a,ß)c* p(ü \vv,0 ,ß)p(w \0 ,a)  can be found by examining
p(D \\v,0,ß)p(yv\0,a). For a given 6 , the MAP estimates of W corresponds to the 
maximum of
ln P(yv\D,0,a,ß)p(yv\0,a) = - ßED(yv\0)-  aER(yv\0)
I , (4.4-1)
+ yln|G0| + - |ln a  + f  In/?
Hence, given the values of the hyperparameters a  and ß  and the RBF parameters 6 , 
minimizing the error function of (4.1-4) with respect to the network weights w is 
equivalent to maximizing the a posteriori probability of . As the error function is 
quadratic in , the posterior is a Gaussian and the MAP estimates of w coincides with 
the mean of the posterior.
Instead of having the hyperparameters fixed at some reasonable but probably sub- 
optimal values, as discussed in section 3.5, their values can be estimated during training 
using the evidence method. Other criteria such as generalized cross validation (GCV) 
and Bayesian information criterion (BIC) can also be used to select the regularization 
parameter A (i.e. the ratio j )  [Orr96a].
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When the RBF parameters 6 are also adaptively chosen, the error function is minimized 
with respect to both w and 6 . Using a diffuse prior on 6 , the MAP estimates of the 
weights and the RBF parameters can also be found by examining the posterior of the
weights. Because the term ln|G0| in (4.4-1) depends on 6 , minimizing the error 
function (4.1 -4) no longer corresponds to maximizing the log posterior of w and 6 .
The MAP estimates has to be obtained by maximizing (4.4-1)6. Again, instead of 
presetting the hyperparameters, their value can be estimated during the training using 
the evidence method or other appropriate selection criteria.
The posterior of w and 6 , however, has a skewed peak. Hence, the MAP estimates of 
w and 6 will not be at the same place as most of the mass of the posterior. In contrast, 
the evidence procedure of section 3.5 and 3.6 selects a model that maximizes the
evidence p [d \0) = J p(Dlw,#)p(wl0)d\v . As w has been integrated out, in general,
the most evident estimates agree better with most of the mass of the posterior and, 
hence, generalize better.
4.4.2 Training by Maximizing the Evidence
For each model characterized by a set of RBF parameters 6 , the evidence procedure 
selects the hyperparameters a and ß that maximize the evidence p[D\a,ß,o) and
computes the corresponding most probable weights. According to MacKay [Mac92], 
the approach captures most of the mass of the posterior probability of the network 
weights and produces good generalization. At the next stage, models with different 
RBF parameters are compared. The hyperparameters a and ß are integrated out7.
The model that maximizes the evidence of the RBF parameters p [d \0) is selected.
Complex models with a small ratio of the posterior accessible volume in parameter 
space to the prior accessible volume, or in other words, models with a large number of
6 When the number of RBF units is considerably smaller than the number of data points, the log posterior 
is dominated by the first two terms of (4.4-1) [Box76]. Under this condition, the minimum of the error 
function (4.1-4) is a close approximation to the MAP estimates of W and 6 .
7 To make the integration easier, the evidence is approximated by a separable Gaussian of In a and ln ß 
centered at their most probable values.
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free parameters or models whose parameters have to be fitted precisely, are 
automatically penalized.
It is interesting to note that the evidence procedure is similar to the ML variogram 
estimator [Mar84]. The ML approach assumes the random process to be multivariate 
Gaussian and estimates the covariance parameters by maximizing the log likelihood. It 
can be easily shown that the prior (3.5-10) used in the Bayesian formulation of GRBFN 
corresponds to a Gaussian process prior over functions. Furthermore, the log evidence 
ln p(D \a ,ß ,0 ) is equivalent to the log likelihood function p(D \a ,ß ,0 ,c ) the ML
variogram estimator maximized with c integrated out. The maximum evidence 
estimates of the covariance parameters will be less biased because of the 
marginalization. Unlike the evidence procedure which infers the parameters in two 
stages, the ML variogram estimator optimizes all the parameters simultaneously.
The evidence procedure for the GRBFN is summarized as follows:
Algorithm 4.1
1. Select some initial values, say a0 and ß0, for the hyperparameters a and ß .
2. Select some initial value for the RBF parameters, say 60.
3. Use a multidimensional optimization method such as Powell’s method8 9 [Pre92] that 
does not require the calculation of the gradient information to maximize the 
evidence of the RBF parameters. For each set of RBF parameters 6 :
a. Set the hyperparameters a and ß  to a 0 and respectively.
b. Compute the most probable network weights using (4.1 -8):
8 The ML variogram estimator can only estimate covariance parameters and cannot be used to estimate 
variograms that have no corresponding covariance function.
9 Powell’s method consists of sequences of one-dimensional line minimization. For minimizing a function 
in /V-dimensional space, it produces a direction set made up of N  mutually conjugate directions. Hence,
N  iterations of the procedure which amount to N{N+1) line minimization, will exactly minimize a 
quadratic form.
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c. Use the re-estimation formulae (3.5-24) and (3.5-25): 
2aER(\v up;6) — k -  ärTrace(A~'G0) = y  
2ßED{wm -,e) = n - Y
where
to update the value of the hyperparameters a and ß respectively. Note that the 
number of RBF units k = n in this case.
d. Use (3.6-1):
ln p (d \ e) = - ß MP Ed (w MF; (?) -  a MPE„ (w MF; d) - 1  In) A|
+ — ln |G 0| + — \ n a MP + — \ n ß MP + - l n { -
l
+ —In f  2 1
2 1 01 2 2 ^ 2 l r ) 2 1« -  r  J
to compute the log evidence of the RBF parameters.
e. Repeat (b) to (d) until either the number of iterations is greater than some
maximum value or the log evidence changes by less than a certain fraction of its 
previous value.
After training, predictions can be made using (3.7-1) which can be expressed as:
£(/(x))= ,eM P ,ßMP)
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and error bars can be fitted using the kriging variance given by (2.3-10):
<r2(x) = <72(x ,x) - ö 'x! = <r2(x ,x ) -ö T2  ‘o .
As explained in section 4.3.2, the prediction variance (4.3-6):
var(/(x))= a] + #(x)
\ T
-1 #(x) \
/
will only generate reasonable error bars for interpolated points only if the radial function 
does not fall off rapidly within a small fraction of the width - for instance, the Gaussian 
and the Cauchy function - and the width is considerably larger than the average distance 
between the data points.
In step 1 and 2, the OLS estimates of the model fitted to the sample variogram are, in 
general, convenient and reasonable starting values for 6 , a and ß .
Typically, only a few iterations of the inner loop are needed for a good estimate of the 
hyperparameters a and ß . The amount of computation can be further reduced by 
swapping steps 3d and 3e. That is, steps 3b and 3c are repeated until either the number 
of iterations is greater than some maximum value or the changes in the value of both 
hyperparameters (rather than the log evidence) is smaller than a certain fraction. Then, 
the log evidence of the current set of RBF parameters is evaluated just once.
The above algorithm avoids the use of gradient information for maximizing the log 
evidence of the RBF parameters. The reason is that the evidence depends on the RBF 
parameters in a very complicated way because of the dependence of the most probable 
hyperparameters a xtp and ß MP on the RBF parameters. The calculation of the gradient 
information (using numerical methods rather than exact computation) will take 
significantly longer than the evaluation of the evidence itself. Flence, the saving in 
computation, if any, as a result of using the gradient information in the optimization will 
not be significant. Alternatively, a simple expression of the derivative can be obtained 
by assuming a MP and ß MP to be fixed at their current value. However, this will cause
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the algorithm to get stuck at a sub-optimal solution which is not a local minimum
,MP
because the gradient information is not entirely accurate as terms involving ——— and
<70
dß MP have been ignored.
4.4.3 The Complexity of the Covariation Models
It is tempting to use a complicated covariation model by linearly combining a number of 
basis covariation models each with its own input transformation matrix. Such a 
complex covariation model will fit the sample variogram better graphically, result in 
smaller squared error when a least squares estimator is used and higher likelihood when 
a ML estimator is used. However, additional components do not have much effect on 
the overall covariation model at small lags. With non-constant trend, the variogram of 
the detrended data is substantially biased at large lag [Cre93] [Kit93]. In any case, 
sparse preferential sampling and positively skewed data commonly encountered in 
practice often cause the sample variogram to behave badly. Hence, it may be 
impossible to identify the structure of a complicated covariation model from the sample 
variogram without a priori information about the sub-processes causing it [Cre93].
A complicated covariation model that closely matches the sample variogram at all lags 
is not really warranted. For good prediction, only the behavior of the covariation model 
at small to medium lags needs to be captured [Ste89]. A simple covariation model that 
is able to match the sample variogram closely at small to medium lag is preferred.
Close fitting to the sample variogram at large lags would be useful but not as essential 
and should not be preferred to the simplicity of the covariation model. Hence, we use 
covariation models that comprise of a simple anisotropic radial function plus a nugget 
variance such as the basic models listed in 2.2.2.
The anisotropic radial function will have an input transformation matrix M. Since the 
RBF units are centered at the data points, the locations of the RBF units are pre­
determined. Hence, the shared input transformation matrix is the GRBFN’s only free 
RBF parameters. The input transformation matrix has 3 free parameters (two scaling
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parameters and an angle of orientation) for a 2D input and 5 free parameters (three 
scaling parameters and two angles) for a 3D input. Therefore, the multidimensional 
optimization method used in step 3 of the algorithm 4.1 only needs to search in a 
relatively low-dimensional parameter space.
4.4.4 Estimates for the Nugget Variance and the Sill
The white noise in the data model (4.3-1) of the GRBFN corresponds to the nugget 
effect of the covariation model of kriging. Hence, the intrinsic noise variance of the 
GRBFN model can be equated to the nugget variance of the kriging model. As the 
hyperparameter ß  is defined as the reciprocal of the intrinsic noise variance, the 
estimate of the nugget variance is given by:
(4.4-2)
From condition (2) and (3) of theorem 4.1, the estimate of the sill is given by:
sill = cr (x,x)
= <T2 +Kp(0) (4.4-3)
— ß M P  + ^ M P
While the trained GRBFN can be used to generate predictions directly, knowledge 
extracted from the estimated covariation model can provide extra insight into the 
structure of the data. For instance, in this case, the estimates of the nugget variance and 
the sill allow the kriging variance to be calculated using equation (2.3-10).
4.4.5 Using Less RBF Units than Data Points
Using as many RBF units as there are data points, the computation of the output weights 
of the ‘kriging’ GRBFN (given the RBF parameters and the value of the 
hyperparameters) alone scales roughly as 0((n+m)3) where n is the number of data 
points and m is the number of coefficients in the trend. As the number of data point n
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increases, the amount of computation and the chance of an ill-conditioned linear system 
increases rapidly. As discussed in section 3.3, the problems can be alleviated by 
reducing the number of RBF units. In fact, in most applications, it is more common for 
GRBFN to have substantially less RBF units than data points. When n is large and the 
number of RBF units k is not too small, a partial expansion with k basis functions is, in 
general, a good approximation to the full expansion of n basis functions if the basis 
functions and the weights are properly chosen [Wah90]. It is important to select k to be 
as large as computationally convenient to prevent or reduce underfitting.
Using less RBF units leaves one with the decision of which basis functions to use. If 
the locations of the RBF units are to be optimized like other network parameters, then 
there will be little saving in terms of computation unless k is much smaller than n. In 
standard RBFN, heuristics and relatively fast unsupervised methods are commonly used 
to set the parameters of the RBF units. Most of these methods position the centers of 
the RBF units in such a way as to approximate the distribution of the input vectors of 
the data. Allocating network resources to regions of the input space where there are 
significant amount of data is a reasonable approach to most earth-science applications 
because, in practice, data are obtained by preferential sampling and the presence of more 
data in a region often means the presence of more interesting features.
Using less RBF units than data points, algorithm 4.1 has to be slightly modified. The 
modified algorithm is as follows:
Algorithm 4.2
1. Position the centers of the k RBF units using some heuristics or unsupervised 
method that approximates the distribution of the inputs of the data.
2. Select some initial values, say a0 and ß0, for the hyperparameters a and ß .
3. Select an initial value for the RBF parameters, say fl0.
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4. Use a multidimensional optimization method such as the Powell’s method that does 
not require the calculation of the gradient information to maximize the evidence of 
the RBF parameters. For each set of RBF parameters 6 :
a. Set the hyperparameters a and ß  to a0 and respectively.
b. Compute the most probable network weights using (4.1-8).
c. Use the re-estimation formulae (3.5-24) and (3.5-25) to update the value of the 
hyperparameters a and ß respectively.
d. Use (3.6-1) to compute the log evidence of the RBF parameters.
e. Repeat (b) to (d) until either the number of iterations is greater than some 
maximum value or the log evidence changes by less than a certain fraction of its 
previous value.
After training, predictions can still be made using (3.7-1). However, in this case, the 
kriging variance (2.3-10) should only be used for fitting error bars if the RBF units are 
located at a subset of the data points. This is because the kriging variance is derived 
assuming that the RBF units are at the data points. As before, the Bayesian prediction 
variance (4.3-6) may only be used for fitting error bars if the radial function does not fall 
off rapidly within a small fraction of the width and the width is considerably larger than 
the distance between the data points.
In step 1, methods such as locating the RBF units at a random subset of the data points, 
the Ä-means clustering algorithm, Kohonen’s feature map and growing neural gas which 
were discussed in section 3.4 can be used.
Again, the amount of computation can be further reduced by swapping step 4d and 4e. 
That is, steps 4b and 4c are repeated until either the number of iterations is greater than 
some maximum value or the changes in the value of both hyperparameters (rather than 
the log evidence) is smaller than a certain fraction. Then, the log evidence of the current 
set of RBF parameters is evaluated just once.
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It should be stressed that the smaller GRBFN can only be viewed as an approximation 
to the ‘kriging’ GRBFN10. The covariation model that corresponds to its optimized 
radial function parameters and hyperparameters is usually different from the covariation 
model estimated by the ‘kriging’ GRBFN. For instance, with a smaller GRBFN, the 
reciprocal of the estimate of the hyperparameter ß cannot in general be used as an 
estimate of the nugget variance. Apart from intrinsic noise, it usually includes artificial 
noise due to approximation error. In general, the closer the interpolant generated by the 
smaller GRBFN matches that of the ‘kriging’ GRBFN, the closer the covariation models 
estimated by the two GRBFNs match each other.
Finally, it should be pointed out that, in many earth-science applications, the availability 
of a large amount of data usually means sparse sampling over an area of large spatial 
extent rather than dense sampling over a small region. If this is the case, then it is 
questionable that such an extended area will be homogeneous and the data can be 
accurately described by a single (global) covariation model. Such large data sets are 
commonly manually partitioned into smaller regions within which the data are believed 
to be homogeneous or approximately so. An artificial neural network approach that 
automatically partitions the input space, estimates the local covariation models and 
combines the outputs of multiple overlapping local predictors will be discussed in 
chapter 6.
4.4 Local Kriging and Local Training Algorithms (LTA)
The local kriging algorithm described in section 2.3.5 is used by practitioners of kriging 
to reduce the amount of computation when the size of the sample is relatively large. It 
can also be viewed as a form of local training algorithm like that recently advocated by 
Bottou and Vapnik [Bot92] in artificial neural networks. Local kriging is equivalent to 
constructing and training a different small RBFN for each point to be predicted using 
only data close to the point. The resulting RBFN is then used to predict the value at the 
point.
10 Recall that the ‘kriging’ GRBFN has an RBF unit at each o f the data points.
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Assuming t points to be predicted and the k closest data points to each prediction point 
to be used to train a RBFN, given the covariation model, a total of O(t(k+m) ) 
operations is required for computing the weights of the t RBFN and O(t(k+m)) 
operations for the t predictions. Compare with the 0((n+m)3) operations needed to 
compute the weight of a single RBFN and O(t(n+m)) operations for its predictions, the 
saving in the amount of computation can be quite substantial when k is much smaller 
than n. In addition, the approach reformulates the global interpolation problem as a 
local interpolation problem allowing good local predictors to be learned at different 
regions of the input space. Note however that the local predictors are still based on a 
globally derived covariation model that is fitted by traditional geostatistical techniques.
As we have already mentioned, in many earth-science applications, the availability of a 
large amount of data is usually the result of sampling over an area of large spatial 
extent. Such a large area is unlikely to be homogeneous. Hence, the assumption of the 
existence of a global covariation model will, in general, be invalid. Under these 
circumstances, local kriging will not yield good predictions. Despite using a set of local 
predictors, local kriging will not solve the local stationarity problem.
Another practical issue arises when the interpolant generated by local kriging is used for 
visualization. In addition to the fact that all variants of kriging (including local kriging) 
are exact interpolators and cause discontinuous jumps to the observed values at the 
known data points when the nugget variance is not zero, the surface generated by local 
kriging is usually jagged rather than smooth. This is because a different search 
neighborhood and, hence, often a somewhat different sets of data points are used to 
predict two neighboring unknown points. Thus local kriging creates high frequency 
artifacts in the interpolant which when visualized create the illusion of detail features 
(or textures) that are of higher resolution than the original data. This is also true for 
local training algorithms in general.
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4.5 Cokriging and Training BPN using Features as Extra 
Outputs
As discussed in section 2.3.4, cokriging is the multivariate extension of univariate
i
kriging. Cokriging makes use of one or more secondary variables and exploits the 
cross-correlation between the primary variable and the secondary variables to improve 
the prediction accuracy of the primary variable. In section 2.3.4, we derived the dual 
ordinary cokriging equation for the simple case of one secondary variable. The 
resulting cokriging system has an equivalent network structure of figure 4.1 which can 
be thought of as comprising of two GRBFN: one predicting the primary variable and 
the other, the secondary variable. The two GRBFN share the same set of output 
weights, and use the auto- and cross-covariance functions of the variables as the radial 
functions of their RBF units. The secondary variable is used in training but not in 
prediction.
linear output unit 
input
£U2 (the auto-covariance function)
s i22 (the cross-covariance function)
s22 (the auto-covariance function)
N.B. t(, j) being the location vector o f the center, 
i the index o f the variable and j the index of 
the data point
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The secondary variables used in cokriging are features that correlate with the primary 
variable. It is easy to see that any feature correlated with the primary variable must 
itself be spatially correlated. In many earth-science applications, these secondary 
variables are measurements of other physical quantities not necessary at the same 
locations as the primary variable. Also, as these secondary variables are not used as 
inputs, they are not required for prediction. Indeed, measurements of these secondary 
variables are unlikely to be available where predictions are required. For example, in 
mining applications, predictions are usually needed where there are no drill hole 
samples and hence, in general, no physical quantities other than the geographical 
locations are available for predictions. Hence, despite the claim that the neural network 
approach would allow additional inputs other than the geographic locations to be used 
to improve predictions [Den95], additional features can seldom be used as inputs.
If some very general geophysical data such as elevation are used as the extra inputs, then 
it is unlikely to have a sufficiently strong correlation with the primary variable to be 
useful. If the extra features are strongly correlated with the primary variable but they 
may not be available where predictions are required, (noisy) interpolated values of them 
have to be used as inputs. Then these extra features are better used as outputs as in 
cokriging.
The use of extra features as outputs rather than inputs of neural networks has recently 
been investigated by Caruana [Car95] and by Caruana and de Sa [Car97]. In general, 
inputs are what we measure and outputs are what we predict. However, Caruana and de 
Sa showed that in the above situations it is better to use the features as extra outputs 
rather than as inputs. Rather than using the (possibly noisy) measured values directly or 
noisy interpolated values of them as inputs for prediction, one extracts information 
about the mappings from the inputs to those features and uses the information to 
improve prediction.
As discussed in section 2.3.4, cokriging has not been extensively used in practice. Joint 
modeling of the covariances over a set of variables is tedious. In addition, any 
improvement to the predictions will not be significant unless the primary variable is 
under-sampled with respect to the secondary variable(s). Figure 4.1 shows that, even
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for two variables, the equivalent ‘cokriging' network has a rather complex architecture 
that requires complicated training algorithms.
When more thoroughly sampled secondary variables are available, a BPN with these 
secondary variables as extra outputs is an attractive alternative to a ‘cokriging’ GRBFN 
because of the simplicity and relative power of its structure and training algorithm. 
With sufficient units, the BPN can automatically extract and exploit the cross­
correlation between the primary variable and the secondary variables to improve the 
prediction accuracy of the primary variable. The prospect of significantly better 
predictions of a grossly under-sampled variable should make up for the lack of physical 
interpretability.
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5. Experiments on Covariation Model Fitting 
and Interpolation
In the last chapter, we described a GRBFN approach to kriging and two evidence based 
algorithms to train the GRBFN. In this chapter, the results of three experiments will be 
presented to compare the performance of the GRBFN approach with traditional WLS 
and ML methods as well as a more recent cross-validation approach in the fitting of the 
covariation model and the resulting prediction accuracy. We will also discuss the main 
results of the last chapter in the light of the results of the experiments.
Three simulated data sets are used for the experiments. All three are based on previous 
experiments conducted by other researchers using either neural networks or 
geostatistical methods. All are based on simulated data and allow the learned 
parameters of the models or functions to be compared with the true values. The use of 
simulated data is also partly due to the fact that most geostatistical data sets are 
proprietary. Those very few that have been published are usually too small to be useful 
for the propose of validating a method as the true parameters cannot be confidently 
inferred from the data set.
The first data set consists of noisy samples from a known deterministic function. The 
data was used by Orr [Orr96b] to demonstrate the use of various optimization criteria 
such as generalized cross validation (GCV) and Bayesian information criterion (BIC) in 
setting the regularization parameter(s) for global and local ridge regression with RBFN 
as well as terminating the forward selection process used for constructing RBFN. The 
second data set was generated in such a way that it satisfies an exponential circular 
covariance function. A similar data set (that had no nugget variance) was used by 
Srivastava and Parker [Sri89] for comparing the robustness of a number of spatial
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continuity measures including the variogram and the correlogram. The third data set 
was generated using an exponential covariance function. A similar data set (again 
without nugget variance) was used by Samper and Neuman [Sam89b] to validate their 
adjoint state maximum likelihood cross validation (ASMLCV) approach to covariance 
structure estimation [Sam89a].
5.1 A 1D Interpolation Task
The first experiment is a simple ID interpolation task. The data set was used by Orr for 
forward selection, global ridge regression and local ridge regression Orr in [Orr96b]. 
Forward selection constructs a RBFN with RBF units centered at a subset of the data 
points. The algorithm starts with no RBF unit and iteratively selects the next data point 
at which the addition of an RBF unit reduces the error most. Global ridge regression is 
simply training with a regularizer that corresponds to weight decay. Local ridge 
regression is basically weight decay with a separate (local) regularization parameter for 
each weight. Orr used the Bayesian information criterion (BIC) and generalized cross- 
validation (GCV) as (generalization) error prediction criteria in his experiments.
The training set consisted of 50 points randomly sampled from the sine wave
y = sin(lOx) (5.1-1)
between 0 and 1 with Gaussian noise of variance 0.04 added. A test set consisted of 
500 noise-free data points equally spaced between 0 and 1 was used for estimating the 
mean squared prediction error. Figure 5.1 shows the training set against the true 
function.
In this experiment, the data were not the result of any random process but samples of a 
deterministic function. The experiment helps to bring out the deterministic side of 
kriging. The simple ID example also allows us to demonstrate the main steps of the 
kriging process and the power of the kriging method as well as to illustrate graphically a 
number of the points we discussed in the previous chapter.
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Figure 5.1 The ID function y = sin(10.x) and the 50-points noisy training set.
5.1.1 Using Ordinary Kriging
Assuming the data came from an homogeneous area, no attempt was made to partition 
the data. Orr used RBFNs with no bias unit which correspond to a spatial model with a 
constant trend of zero. To allow direct comparison of the covariation model estimates, 
ordinary kriging which assumes a constant trend (instead of universal kriging which 
uses a polynomial trend) was used in our experiement. That is, we modeled the process 
generating the data as a ID random process F(-) given by:
where c is the constant trend and <5(-) a zero-mean stationary error process. Because of 
the constant trend, the training set was used directly for variogram model fitting without 
detrending. The sample semivariogram of the data computed is shown in figure 5.2a.
In figure 5.2b, the ‘true’ semivariogram calculated using the test set is also shown along 
side the sample semivariogram of the training set. Following the guidelines proposed 
by Joumel and Huijbregts [Jou78], only lags up to half the largest possible lag were 
used and lags with less than 30 distinct pairs were dropped.
F(x) = c + <5(x) (5.1-2)
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Both Gaussian and Cauchy semivariogram models were fitted to the sample variogram 
by WLS [Cre93] and by eye. The Gaussian and Cauchy semivariogram models are 
given by:
(5.1-3)
and
(5.1-4)
respectively where the parameter vector 0 = [b0,b{ , the nugget variance b0 > 0, the
magnitude of the radial function £>, > 0 and the scaling parameter a > 0. The fitted 
models are shown in figure 5.2c. A Gaussian semivariogram model was also fitted to 
the ‘true’ semivariogram of the test set and is shown in figure 5.2d.
Each fitted semivariogram model was converted to its corresponding covariance 
function cr(-) using the relationship (2.2-1) which can also be expressed as:
The fitted models were then used for ordinary kriging. Kriging predictions were 
computed for the test set using the ordinary kriging predictor of (2.3-26):
cr2(h) = 7(00) -7(h) (5.1-5)
Y(x) = w'a  + c (5.1-6)
where g is the covariance vector of y(x) and the data, and the weights [wT,c]T satisfy 
the linear system (2.3-27):
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(5.1-7)
I  f w Y
1T 0 c 0
where I  is the covariance matrix o f the data and Y is the vector o f the observed values 
o f  Y.
lag lag
(c) (d)
Figure 5.2 The semivariograms of the ID data set and the semivariogram models fitted to them 
by WLS and by eye. (a). The sample semivariogram of the noisy training set. (b). The ‘true’ 
semivariogram of the noise-free test set (blue circles) against the sample semivariogram of the 
training set (red crosses). The known nugget variance, b0=0.04, is added to the ‘true’ 
semivariogram to make the comparison easier, (c). The Cauchy semivariogram model 
(magenta) and the Gaussian semivariogram model (green) fitted by WLS and the Gaussian 
semivariogram model fitted by eye (blue) to the sample semivariogram of the training set. (d). 
The Gaussian semivariogram model fitted by eye to the ‘true’ semivariogram of the test set.
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Table 5.1 The performance o f the ordinary kriging predictor on the ID  test set using the 
various models fitted to the sample semivariograms by W LS and by eye. The results o f local 
ordinary kriging using the covariation model fitted by the evidence procedure is also shown.
#  R B F  u n it s 1
S e m iv a r io g r a m  m o d e l
N M S E  o n  th e  
te s t  se t
R B F
fu n c .
n u g g e t
v a r ia n c e
h
bx
sc a lin g
p a r a m e te r
a
f itt in g
m eth o d
50 Cauchy 0.028 1.06 0.15 WLS2 0.0212
50 Gaussian 0.032 0.85 0.15 WLS2 0.0205
50 Gaussian 0.025 0.90 0.15 by eye 0.0207
50 Gaussian 0.040 0.94 0.19 by eye3 0.0171
500x11 (local 
kriging)4
Gaussian 0.036 0.76 0.20 Alg. 4.2 
/Evidence5
0.0155
1 The number of RBF units in the equivalent GRBFN implementation. Note that apart from having an 
RBF unit at each data point, the ‘ordinary kriging’ GRBFN also has a bias unit in its hidden layer. Except 
for the last entry, a single kriging system was involved and all data points were used in the (global) 
kriging predictor.
2 Golden section search [Pre92] was used in the ID minimization.
3 All other models except this were fitted to the sample semivariogram of the training set. This model was 
fitted to the sample semivariogram of the test set. The known value of nugget variance (&o=0.04) was 
used in this case.
4 Local ordinary kriging was used. In this case, for each prediction, a local kriging system of the 11 data 
points closest to the point to be predicted was formed. Hence, the equivalent GRBFN implementation of 
each local kriging system had 11 RBF units and there were 500 such systems.
5 Powell’s method [Pre92] which does not utilize gradient information was used for minimizing the 
negative log evidence. Brent’s method [Pre92] was used in the ID line minimization steps of Powell’s 
method.
The parameters of the fitted models together with the corresponding normalized mean 
squared error (NMSE)1 on the test set are summarized in table 5.1.
5.1.2 Using the GRBFN Approach
Algorithm 4.2 was used to train a Gaussian and a Cauchy GRBFN. In Orr’s example, 
the local ridge algorithm resulted in a RBFN with effectively 11 RBF units. Hence, 
GRBFNs with 11 RBF units and a bias unit were used. However, unlike the local ridge 
algorithm which adaptively enables and disables the RBF units with their local 
regularization parameters, we simply centered the RBF units at 11 randomly selected 
points of the 50 points training set. The MAP estimates of the parameters of the 
Gaussian GRBFN were also computed by minimizing (4.4-1) for comparison.
1 NMSE = MSE / variance of data.
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The log evidence for the Gaussian GRBFN and the maximum value of log posterior are 
shown against the scaling parameter a in figure 5.3a and 5.3b respectively. The 
parameters of the semivariogram models that correspond to the most evident and MAP 
estimates of the RBF parameters and the most evident hyperparameters are shown in 
table 5.2 together with the corresponding NMSE on the test set. The results obtained by 
Orr using forward selection, global ridge regression and local ridge regression are also 
shown in table 5.2 for comparison.
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Figure 5.3 The log evidence and the maximum log posterior for the 11-Gaussian units GRBFN 
as a function of the scaling parameter a. (a) The log evidence, (b) The maximum value of the 
log posterior of the weights and the log posterior accessible volume in the parameter space2. 
The hyperparameters were determined by the evidence method.
To allow direct comparison with the kriging results, the covariation models that 
correspond to the RBF parameters and hyperparameters learned by the two 11-unit 
GRBFNs were used in a 50-Gaussian unit and a 50-Cauchy unit GRBFN. The 
interpolants generated by the 50-unit GRBFNs are shown in figure 5.4a and figure 5.5 
together with their 1 (Terror bars. Error bars based on both the Bayesian prediction 
variance (3.7-2) and the ordinary kriging variance (2.3-25) are shown. The resulting 
NMSE on the test set are reported in table 5.2 .
2 That is, the normalization constant of the posterior.
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(a)
(b)
Figure 5.4 The ID interpolant generated by a 50-Gaussian unit GRBFN and by local ordinary 
kriging using the covariation model determined by the evidence procedure of algorithm 4.2. (a) 
The interpolant (green solid line) generated by a 50-Gaussian unit GRBFN using the RBF 
parameters and hyperparameters estimated by the evidence procedure is displayed against the 
true function (black dash-dotted line) and the training set (gray circles). The 1 o  error bars based 
on the Bayesian prediction variance (blue dotted line) as well as the 1 cr error bars based on the 
kriging variance (red solid line) are also shown. Note that the true function falls within both set 
of error bars over the range of * displayed, (b) The interpolant (green solid line) generated by 
local ordinary kriging using a neighborhood size of 11 data points and the RBF parameters and 
hyperparameters estimated by the evidence procedure of algorithm 4.2 as the covariation model 
is displayed with its 1 cr error bars (red solid line) based on the kriging variance. The true 
function (black dash-dotted line) and the training set (gray circles) are also shown. Note that the 
interpolant is actually discontinuous at the data points - vertically jumps to the known value at 
those points. At the data points, the kriging variance and the size of the error bars become zero.
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Figure 5.5 The ID interpolate generated by a 50-Cauchy unit GRBFN using the covariation 
model determined by the evidence procedure o f algorithm 4.2. The interpolant (green solid line) 
is displayed against the true function (black dash-dotted line) and the training set (gray circles). 
The 1 a  error bars based on the Bayesian prediction variance (blue dotted line) as well as the 1 cr 
error bars based on the kriging variance (red solid line) are also shown. Note that at places the 
Bayesian error bars are noticeably shorter than the kriging error bars. Also, the true function 
falls within the 1 a  kriging error bars over the range of x displayed but, between jc = 0.2 and 0.3, 
the true function falls slightly beyond the 1 <x Bayesian error bars.
The covariation model that corresponds to the trained Gaussian GRBFN was also used 
for local kriging. The interpolant generated by local ordinary kriging using a 
neighborhood size of 11 points is shown in figure 5.4b together with its 1 error bars 
based on the kriging variance. The resulting NMSE on the test set are reported in table 
5.1 along side other kriging results.
Each of the iterative algorithms listed in table 5 .2 required a set of starting values for 
the model parameters. Except where indicated, the OLS estimates of the models fitted 
to the sample semivariogram were used. The OLS estimates of the Gaussian model 
were: b0 = 0.00, bx -  0.86 and zz — 0.13 while that of the Cauchy model were: 
b0 = 0.00, 6, = 0.99 and a -  0.12. In the case of the GRBFNs, the parameters of the 
OLS fitted semivariogram model had to be converted to the corresponding RBF 
parameters and hyperparameters using equations (4.4-2) and (4.4-3).
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Table 5.2 The models fitted by the GRBFNs and the performance of the GRBFNs on the ID 
test set. Orr’s results using global ridge regression, local ridge regression and forward selection 
are also shown for comparison, (a) The model fitted by GRBFNs with 11 RBF units and the 
performance of the GRBFNs. (b) Performance of the 50-RBF unit ‘ordinary kriging’ GRBFNs 
using the models fitted by the networks in (a), (c) Orr’s results.
The algorithms used to optimize the network and the optimization criteria used.
Powell’s method [Pre92] which does not utilize gradient information was used for minimizing the
Gaussian
Cauchy
0.036
0.036
0.0591
0.0587
0.0155
0.0153
Semivariogram model 
(hyper- & RBF parameters)
nugget
variance
scaling
parameter
optimization
method
/criterion1
NMSE 
on the 
noisy
training set
NMSE 
on the 
noise-free 
test set
Cauchy
Cauchy
Cauchy forward
selection/BIC
global ridge 
/BIC4
local ridge 
/GCV4
0.0618
0.0585
0.0716
0.0209
0.0320
0.0340
Gaussian
Gaussian
Cauchy
0.036
0.039
0.036
Algorithm 4.2 
/Evidence2 
log evid.=38.3
Algorithm 4.2 
/Evidence2 
log evid.=37.3
0.0591
0.0601
0.0589
0.0164
0.0365
0.0194
negative log evidence. Brent’s method [Pre92] was used in the ID line minimization steps of Powell’s 
method.
3 Scaled conjugate gradient [M0193] was used for optimization, the corresponding OLS estimates of the 
Gaussian semivariogram model were used to set the initial value of the RBF parameters and 
hyperparameters except ß  which was set to 0.0001.
4 The RBF parameters were preset while the regularization parameter(s) were adjusted to optimize the 
Bayesian information criterion (BIC) or the generalized cross-validation criterion (GCV).
5 The RBF parameters were preset while the forward selection process was terminated using the Bayesian 
information criterion (BIC).
* At the end of the training, 39 of the 50 regularization parameters became infinite. The trained RBFN 
had effectively 11 RBF units only.
5.1.3 Discussion
5.1.3.1 Choosing an Appropriate Class of Radial Function
In his experiment, Orr used the Cauchy function for all his RBFNs and preset its scaling 
parameter to 0.1. Figure 5.2a and 5.2c suggest that the Gaussian model provides a 
better fit to the sample semivariogram of the training set than the Cauchy model. The 
‘true’ semivariogram of figure 5.2d confirms that the Gaussian model indeed fits the
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covariation in the data better. As shown in table 5.2a, the 11-unit Gaussian GRBFN 
performed significantly better than the corresponding Cauchy GRBFN on the test set. 
When the Gaussian model fitted to the ‘true’ semivariogram by eye (figure 5.2d) was 
used for kriging, there was a further 17% drop in NMSE on the test set. Hence, 
prediction accuracy improves as the covariation model better fit the true covariation in 
the data while the plotting of the semivariogram is often useful in determining an 
appropriate class of radial function for the GRBFN.
The ‘true’ semivariogram of the data is actually periodic while neither the Gaussian nor 
the Cauchy model is. By not using a periodic model, the correlation in the data was not 
fully utilized. The use of the simple Gaussian and Cauchy models reflects our lack of 
confidence in the presence of any strong correlation between points that are far apart.
5.1.3.2 Performance of the Covariation Models Fitted by WLS and by 
Eye
WLS gives more weight to the semivariogram estimates near the origin and fitted them 
more closely. When fitting by eye, it is also common to fit the sample semivariogram 
estimates close to the origin more closely. Figure 5.2c shows that the Gaussian and the 
Cauchy models fitted by WLS and the Gaussian model fitted by eye match the sample 
semivariogram closely at small to medium lags. Table 5.1 shows that these models 
resulted in almost identical NMSE on the test set. This agrees with the expectation that 
covariation models which are similar at small to medium lags will achieve similar 
prediction accuracy.
Nevertheless, while the prediction accuracy is not much affected, the kriging variance 
differs considerably. For instance, for unknown points far away from all of the data 
points, the kriging variance computed using the WLS fitted Gaussian model is 1.06 
while that computed using the WLS fitted Cauchy model is 1.42. In general, the closer 
the model is to the true covariation in the data - in this case, the Gaussian model - the 
higher the prediction accuracy and the more reliable the kriging variance in measuring 
the uncertainty in the prediction. It should be noted that the performance of these
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simple geostatistical techniques matches the best result obtained by Orr using global 
ridge regression.
From figure 5.2b, it can be seen that the ‘true’ semivariogram of the (large) test set is 
much better behaved than the sample semivariogram of the (small) training set.
Graphical and least squares methods which depend on a reliable sample variogram often 
perform poorly when there is a limited amount of data.
5.1.3.3 Performance of the Covariation Models Fitted by the GRBFN
Approach
Algorithm 4.2 was applied to an 11-Gaussian unit GRBFN and an 11-Cauchy unit 
GRBFN. As expected, the Gaussian GRBFN has a slightly higher evidence. The MAP 
estimates for the Gaussian GRBFN was also computed. Table 5.2a shows that using 
both the evidence criterion and the MAP criterion resulted in quite different RBF 
parameters and hyperparameters as well as performance. The GRBFN trained using the 
evidence criterion has a much lower NMSE on the test set. This is because the evidence 
procedure produces estimates that capture the mass of the posterior, while the peak of 
the log posterior as shown in figure 5.3, is skewed and away from the mass of the 
posterior.
Comparing table 5.1 and 5.2a, the semivariogram model learned by the 11-Gaussian 
unit GRBFN using the evidence procedure is much closer to the semivariogram model 
fitted to the ‘true’ semivariogram than to those fitted to the sample semivariogram. Its 
performance is also similar to the kriging predictor that used the semivariogram model 
obtained from the ‘true’ semivariogram.
When the covariation model learned by the 11-Gaussian unit GRBFN using the 
evidence procedure was used in a 50-Gaussian unit GRBFN, there was no significant 
improvement in the NMSE. This supports the argument that, when there is a large 
amount of redundancy in the data, the full RBF expansion with an RBF unit at each data 
point is well approximated by the partial RBF expansion of a smaller GRBFN. In this 
experiment, the smaller GRBFN trained using the evidence procedure was able to learn
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a covariation model that better fit the covariation in the data than conventional methods 
that relied on the sample variogram.
5.1.3.4 Interpolants and Error Bars
Figure 5.4a shows that the interpolant generated by the 50-Gaussian units GRBFN 
matches the true interpolant closely. In addition, most of the noisy samples fall within 
the 1 rrerror bars. Between the 0, 1 interval, the error bars computed using the Bayesian 
prediction variance are almost identical to those computed using the kriging variance. 
However, for unknown points that are far away, their Bayesian prediction variance is 
found to be 0.242 (or a la value of 0.202) while their kriging variance is 1.01 (or a la 
value of 1.00). At these points, the predicted value equals the trend which, in this case, 
is a constant. Hence, the kriging variance provides a more reasonable measure of the 
variability of the sine function. Furthermore, because of the assumption that the data are 
noisy samples of a deterministic function that can be represented by the GRBFN and the 
localized nature of the GRBFN as a whole (that is, it shows little variation in its output 
at points far from all its RBF units), the Bayesian prediction variance usually first 
increases and then drops to a constant value when extrapolating beyond the data points.
Figure 5.5 shows the interpolant generated by the 50-Cauchy unit GRBFN together with 
its 1 a kriging and Bayesian error bars. The graph is almost identical to figure 5.4a 
except that at places the Bayesian error bars are noticeably shorter than the kriging error 
bars. For unknown points that are far away, the kriging variance is 3.01 which has 
certainly over estimated the variability of the sine function. This again shows that, if an 
improper class of covariation model is specified, while prediction accuracy is not much 
affected if the model can be properly fitted to capture the spatial covariation of the data 
at small to medium lags, the confidence interval computed using the kriging variance 
can be seriously compromised by such misspecification.
Figure 5.4b shows the interpolant generated by local ordinary kriging using the 
covariation model learned by the Gaussian GRBFN. The interpolant resembles the 
smooth interpolant of figure 5.4a but is somewhat jagged showing high frequency 
features that are of higher resolution than the original data. As explained in section 4.5,
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this is due to the fact that different sets of data points are used to predict two 
neighboring unknown points. Apart from that, the results in table 5.1 and 5.2 show little 
difference in performance in terms of NMSE between local ordinary kriging (using 11 
data points closest to each unknown point) and ordinary kriging (using a 50-Gaussian 
unit GRBFN) in this example.
5.2 A Simulated 2D Lognormal Data Set with an Exponential 
Circular Variogram
Following Srivastava and Parker [Sri89], we generated a 2D lognormal data set with an 
isotropic exponential circular semivariogram
and preferentially sampled it at high value regions producing 10 sample sets each with 
around 125 samples. The following model parameters were used for the simulation: 
b0 = 0.1, fr, = 0.9 and a -  13. In the experiment, the nugget variance of 0.1 was treated 
entirely as the result of certain micro-scaled variation, that is, no measurement error was 
assumed. Figure 5.6 shows the 50x50 image and the histogram of the simulated data.
Srivastava and Parker used similar data sets to show that the classical variogram 
estimator of (2.2-4) often produces erratic results when applied to preferentially 
sampled, positively skewed data commonly encountered in practice. They investigated 
the robustness of the traditional variogram, the general relative variogram, the pairwise 
relative variogram, the covariogram and the correlogram by comparing their graphs. 
They concluded that all four alternate measures perform better than the traditional
(5.2-1)
where
(5.2-2)
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variogram, and that the correlogram is the best as it takes into account the lag means 
and the lag variances.
6 7
(a) (b)
Figure 5.6 (a) The 50x50 image and (b) the histogram of the simulated lognormal data set. The 
data set has an isotropic exponential circular variogram.
In our case, the experiment was used to compare the performance of the GRBFN 
approach (with its evidence procedure) with those of the traditional WLS and ML 
methods on the accuracy of the fitted covariation models and the prediction accuracy. 
The spread of the fitted covariation model parameters was also used to examine the 
robustness of the methods.
Figure 5.7 shows the sample semivariograms and the inverted sample correlograms of 
the exhaustive data set and the ten sample data sets we generated. Despite having data 
sets of around 125 data points, some of the sample semivariograms and sample 
correlograms such as those of sample 1, 2 and 8, are still badly behaved and differ 
significantly from the semivariogram and correlogram of the exhaustive data set. The 
sample correlograms of the sample data sets are noticeably less erratic and smoother 
than the corresponding sample semivariograms as Srivastava and Parker have observed.
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Figure 5.7 (a) The sample semivariograms and (b) the inverted sample correlograms of the 
exhaustive (top) and the ten sample data sets of the lognormal data.
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Using the evidence procedure (algorithm 4.1), an ‘ordinary kriging’ GRBFN with an 
exponential circular unit at each data point and a bias unit was used to estimate the 
parameters of the covariation model and interpolate the data. Traditional WLS [Cre93] 
and ML [Mar84] methods were also used to estimate the parameters of an exponential 
circular variogram model. The estimates are reported in table 5.3. The models fitted by 
WLS are displayed in figure 5.8. The estimated variogram models and the true model 
were used for kriging. The normalized mean squared error (NMSE) on the unused data 
are shown in table 5.4.
Table 5.3 The parameters of the exponential circular variogram models fitted to the ten sample 
data sets by WLS, ML and the evidence procedure. Both the semivariograms and the 
correlograms were used for fitting with WLS. The true model parameters are: b0 = 0.1, b\ = 0.9 
and a = 13.
W L S
(se m iv a r io g r a m )1
W L S (c o r r e lo g r a m )1 M L 2 E v id e n c e (A lg . 4 .1 )2
sa m p le bo b x a bo bx a bo bx a bo bx a
1 0.524 0.570 20.631 0.262 0.758 12.043 0.192 1.058 20.044 3.880 0.178 0.784 12.929
2 0.000 0.916 8.525 0.000 0.957 6.567 0.068 1.001 12.497 3.894 0.038 1.074 12.531
3 0.366 0.743 21.317 0.151 0.826 8.530 0.191 0.816 12.929 3.953 0.198 0.805 13.020
4 0.105 0.754 12.277 0.000 0.980 7.940 0.111 0.802 12.807 3.874 0.068 0.916 12.808
5 0.154 0.737 13.268 0.227 0.744 13.126 0.189 0.632 14.252 3.977 0.149 0.734 14.273
6 0.127 0.801 11.605 0.226 0.785 12.522 0.026 0.931 13.478 3.861 0.051 0.873 13.657
7 0.000 0.915 10.608 0.080 0.878 11.071 0.036 0.910 12.123 4.061 0.012 0.984 12.241
8 0.157 0.741 9.781 0.326 0.645 10.439 0.168 0.746 12.467 3.944 0.127 0.839 12.414
9 0.117 0.975 18.361 0.148 0.875 17.616 0.128 1.178 21.238 3.965 0.084 1.353 21.259
10 0.000 0.907 9.078 0.000 0.970 9.101 0.144 0.736 11.602 3.898 0.094 0.849 11.336
m ea n 0 .1 5 5 0 .8 0 6 1 3 .5 4 5 0 .1 4 2 0 .8 4 2 1 0 .8 9 5 0 .1 2 5 0 .8 8 1 1 4 .3 4 4 3 .9 3 1 0 .1 0 0 0 .9 2 1 1 3 .6 4 7
std . d ev . 0 .1 6 9 0 .1 2 2 4 .7 9 8 0 .1 1 9 0.111 3 .1 7 3 0 .0 6 4 0 .1 6 6 3 .4 0 8 0 .0 6 1 0 .0 6 1 0 .1 8 1 2 .7 8 9
1 Golden section search [Pre92] was used in the ID minimization.
2 Powell’s method [Pre92] which does not utilize gradient information was used for minimizing the 
negative log evidence and the negative log likelihood. Brent’s method [Pre92] was used in the ID line 
minimization steps of Powell’s method.
Except for the WLS estimates on the correlograms, the mean estimates of all the 
methods used are quite close to the true values with those of the evidence procedures 
being the clear winner. The mean of the ML estimates are a bit further away from the 
true values than those of the evidence procedure and have wider spreads. Both methods 
have performed well, despite the fact that their Gaussian process assumption is in 
conflict with the lognormal distribution of the data. The large standard deviations of the 
WLS estimates on the variograms can be traced back to the erratic behavior of the
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sample semivariograms. Consequently, one can place little confidence in the WLS 
estimates on any one particular data set. The standard deviations of the WLS estimates 
on the correlograms are smaller as the sample correlograms are less erratic than the 
corresponding sample semivariograms. However, in the experiment, this did not lead to 
better estimates. In fact, with the correlograms, WLS consistently underestimated the 
scaling parameter a and was the worst among the four variogram estimators tested.
With both the semivariograms and the correlograms, the WLS method also tended to 
underestimate the sill.
Table 5.4 The normalized mean squared error (NMSE) on the unused data when the estimated 
variogram models of table 5.3 and the true model were used for kriging.
Sample WLS
(semivariogram)
WLS
(correlogram )
ML Evidence 
(Alg. 4.1)'
Kriging (with 
true model)
1 0.560 0.504 0.512 0.504 0.491
2 0.635 0.717 0.563 0.562 0.564
3 0.517 0.646 0.533 0.534 0.518
4 0.458 0.594 0.466 0.453 0.459
5 0.572 0.582 0.600 0.583 0.572
6 0.530 0.534 0.523 0.524 0.528
7 0.657 0.650 0.638 0.637 0.637
8 0.534 0.539 0.488 0.477 0.466
9 0.507 0.508 0.524 0.519 0.500
10 0.599 0.598 0.543 0.544 0.525
m ea n 0.557 0.587 0.539 0.534 0.526
std . d ev . 0.061 0.069 0.051 0.053 0.054
1 The trained GRBFN is used directly for generating kriging predictions.
The NMSE results showed in table 5.4 is in line with the expected results. The 
variogram models fitted by the evidence procedure, being the closest to the true model, 
also produced on average the lowest NMSE when used for kriging, approaching the 
expected lower bound attained by using the true models. While the average 
performance of the ML fitted variogram models scored a close second, those of the 
WLS fitted models were significantly worse due to the poor quality of the sample 
semivariograms or correlograms on which the method depends.
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Figure 5.8 The exponential circular models fitted by WLS to (a) the sample semivariograms 
and (b) the inverted sample correlograms of the ten sample data sets of the lognormal data.
Figure 5.9a shows the interpolant generated by the GRBFN trained using the evidence 
procedure on sample 1. The krig ing variance and the Bayesian prediction variance o f 
the predictions were computed using (2.3-25) and (3.7-2) respectively. The contours o f
I
the corresponding lcrerror bars are shown in figure 5.9b and 5.9c.
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Figure 5.9 (a) The interpolant generated by the GRBFN trained using the evidence procedure o f 
algorithm 4.1 on sample 1, and the contours o f the size o f its 1 cr error bars computed using (b) 
the kriging variance and (c) the Bayesian prediction variance.
Figure 5.9a shows that the interpolant o f  sample 1 is a very smooth version o f the image 
o f the actual data (figure 5.6a) capturing most o f its prominent features. The contour
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map of the kriging error bars bears little resemblance to that of the Bayesian error bars. 
The size of the kriging error bars exhibits a range of values from around 0.55 to around 
1.0 (which is the variance of the data). The size of the kriging error bars is small close 
to the data points, equals zero at the data points and attains a large value at points that 
are far away from all data points. The size of the Bayesian error bars exhibits a much 
smaller range of values from around 0.46 to around 0.55 peaking at the data points 
which are also the centers of the RBF units.
The Bayesian prediction variance of (3.7-2) assumes that the actual mapping to be 
learned is deterministic and can be represented by the GRBFN. It attributes the 
uncertainty in the predictions to the intrinsic noise in the data and the sensitivity of the 
predictions to the values of the network weights. When a radial function such as the 
exponential circular function that falls off rapidly within a small fraction of its width is 
used for the covariance function, the Bayesian prediction variance often peaks at the 
centers of the RBF units. This is because the values at these locations are much more 
sensitive to changes to the network weights than even those at points in their immediate 
neighborhood. Hence, the Bayesian prediction variance of equation (3.7-2) is not very 
appropriate for estimating the confidence interval when such radial functions are used 
and the available data points are sparse.
In summary, in this experiment, with positively skewed, preferentially sampled 
lognormal data, the sample variograms and the correlograms were shown to be still 
rather erratic even when the size of the sample sets were not small. Both the evidence 
procedure of the GRBFN approach and the traditional ML variogram estimator which 
do not rely on the quality of the sample variogram or correlogram performed better than 
the WLS method in covariation model fitting and resulted in better prediction accuracy. 
The evidence procedure in turn performed slightly better than the ML. It was also 
shown that the Bayesian prediction variance given by (3.7-2) is not suitable for 
estimating the confidence interval when the radial function used for the covariance 
function falls off rapidly within a small fraction of its width.
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5.3 A Simulated 2D Data Set with an Exponential Variogram
In the third experiment, we concentrate on demonstrating the effectiveness of the 
GRBFN approach and its evidence procedure in determining the covariance structure 
when the sample size is small. The performance of the evidence procedure, the cross 
validation approach, the WLS method, and the ML method are compared.
5.3.1 The Cross Validation Approach
In [Sam89b], Samper and Neuman used a cross validation approach to estimate the 
covariation model. Their approach is of special interest to us because like many 
artificial neural network training algorithms and unlike traditional geostatistical 
methods, it selects the (covariation) model parameters by directly optimizing the 
performance of the resulting predictor on the available data against some appropriate 
criteria.
Based on the approach of Bastin and Gevers [Bas85], Samper and Neuman [Sam89a] 
assumed that the cross validation errors are Gaussian with negligible correlation. They 
constructed the likelihood function:
L = ■exp
(2*o" I rRw
1 * ( r ( x , ) - f ( x , ) ) 2"
2 /»I <7(2(*i)
(5.3-1)
where { x ,, . . . ,x „ }  are the cross validation points, y (x f ) is the kriged value at x,. using
all or a subset of the remaining known data points and ok (xf ) is the corresponding 
kriging variance, and minimized the associated negative log likelihood function:
NLL = - 2  ln L = NIn In  + £  In a\(x, ) +  £  ^ ^  ^
1 =  1 o»2(x/)
(5.3-2)
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with respect to the parameters of the covariation model. To make the calculation of the 
gradient of the negative log likelihood more efficient and to optimize the step size, 
adjoint state theory (which we will not discuss here) was used.
Their approach is similar to the ML approach and the minimum squared error approach 
used for training neural networks. However, the two neural network approaches assume 
the errors have identical variance.
In Samper and Neuman’s method, the squared error at the cross validation points are 
normalized (or inversely weighted) by the Bayesian prediction variance estimated by the 
kriging variance a l  (•). When discussing the various criteria that can be used for the 
cross validation determination of the covariance structures, Samper and Neuman 
[Sam89a] criticized the use of the minimum squared error statistics as it ‘artificially 
assigns equal weights to ail the errors’. Most neural network approaches including the 
evidence procedure we used use models that assume the errors have identical variance. 
However, we remain unconvinced that Samper and Neuman’s approach can produce 
better performance.
The likelihood function (5.3-1) gives more weight on points associated with a small 
variance in cross validating other points and less weight if the associated variance is 
small - a property that is indeed desirable for a likelihood function. However, as the 
variance is estimated by the kriging variance which depends on the configuration of the 
data and is itself a function of the model parameters, the method is very susceptible to 
outliners and the results depend critically on the particular distribution of the training set 
and that of the validation set.
Samper and Neuman recommended increasing the number of cross-validation points 
and removing data that are genuine outliers with large cross-validation error to kriging 
variance. Apart from these, when using only a subset of data points for each kriging 
system, they have to set the size of the search neighborhood and the minimum 
separation distance between all the remaining pairs in a non-trivial manner to avoid 
identification problems i.e. problems in identifying the nugget variance and the sill.
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On the data set they used, the ASMLCV method performed well when the nugget 
variance was set to the true value, the number of cross validation points was equal to or 
above 50 and a search neighborhood size of 30 or above was used for kriging.
However, if the nugget variance had to be estimated, even the use of 100 cross 
validation points and a search neighborhood size of 30 gave rather sub-optimal 
estimates. In addition, they failed to obtain any reasonably close results with 35 cross 
validation points.
5.3.2 The Experiment
One realization of a 30x30 random field was generated using the Cholesky 
decomposition method [Cre93]. The random field had a constant mean of 3.0 and an 
isotropic exponential covariance function with a scaling parameter of 3.0, a nugget 
variance of 0.01 and a sill of 1.0. The data set generated was similar to that used by 
Samper and Neuman in [Sam89b] to validate their ASMLCV method for covariation 
structure estimation3.
The random field we generated was randomly sampled to create 10 sample sets each 
with 35 data points. Using the evidence procedure (algorithm 4.1), an ‘ordinary kriging’ 
GRBFN with an exponential unit at each data point and a bias unit was used to estimate 
the parameters of the covariation model. Samper and Neuman’s cross validation 
approach as well as traditional WLS and ML methods were also used to estimate the 
parameters of an exponential variogram model. However, in our simulation, the 
negative likelihood function of (5.3-2) was minimized without using adjoint state 
theory. That is, MLCV rather than ASMLCV was used. All the estimates are reported 
in table 5.5. The sample semivariograms and the models fitted by WLS are displayed in 
figure 5.10. Due to the small sample size, lags with as little as 5 distinct pairs had to be 
included; otherwise, most of values at the smaller lags would be missing.
3 Samper and Neuman used the turning bands method to generate the data, and the random field they 
generated had a mean value of 1.0 and no nugget variance.
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Table 5.5 The parameters of the exponential semivariogram models fitted to the ten sample 
data sets by WLS, MLCV, ML and the evidence procedure. The true values of the parameters 
are b0 = 0.01, b\ = 0.99 and a = 3.0.
W L S
(s e m iv a r io g ra m )13
M L C V 23 M L 23 E v id en ce
( A lg .4 .1 ) u
sam p le b o b y a bo b y a bo b y a bo b y a
1 0 .322 0 .482 6.438 0.200 0.517 3.549 0.094 0 .882 3.747 3.015 0 .016 0.743 2.801
2 0.091 0.718 4.763 0.000 0.897 4.095 0.000 0.882 2.902 2.942 0 .019 0.827 4.068
3 0.000 1.242 1.776 0.685 4.379 75.397 0.302 0.851 5 .416 2.953 0.045 1.332 2.759
4 0.000 0.796 1.689 0.002 0 .734 1.535 0.085 0 .734 2.637 2.984 0.000 0 .776 1.798
5 0 .692 709.206 24482 0.000 1.048 1.491 0.000 1.166 1.845 2.960 0 .036 0 .909 0.851
6 0.000 1.084 2.328 0.038 1.300 3.582 0.000 1.178 2.958 2.983 0 .049 1.211 3.760
7 0.000 0.736 1.711 0.050 0.693 2.551 0.135 0 .694 1.928 2.982 0 .0 3 4 0.671 2.269
8 0.591 950.910 15125 0.419 1.076 14.877 0.000 0.853 2.013 2.989 0 .022 1.140 3.392
9 0 .218 827.622 15020 0.347 0.855 18.621 0.442 0.466 8.843 3.077 0 .0 3 4 0.998 5.377
10 0.361 0.781 5.111 0.211 0.667 1.572 0.397 0.622 2.263 2.885 0 .209 0 .667 1.737
m ean 0.110* 0.834* 3.402* 0 .1 9 5 1 .216 1 2 .7 2 7 0 .1 4 6 0 .8 3 3 3 .4 5 5 2 .9 7 7 0 .0 4 6 0 .9 2 8 2 .881
s td . dev. 0.161* 0.252* 1.982* 0 .2 2 9 1 .135 2 2 .8 2 5 0 .1 7 2 0 .2 2 2 2 .1 7 6 0 .0 5 0 0 .0 5 9 0 .2 3 5 1 .320
1 Golden section search [Pre92] was used in the ID minimization.
2 Powell’s method [Pre92j which does not utilize gradient information was used for minimizing the 
negative log evidence and the negative log likelihood. Brent’s method [Pre92] was used in the ID line 
minimization steps of Powell’s method.
3 Except for sample 1, 5, 8 and 9, the OLS estimates of the semivariogram were used as starting values. 
For sample 1,5, 8 and 9, the OLS estimates for b\ and a are extremely large and the fitted model was 
basically a linear model over the lags required for generating predictions. For these samples, starting 
values of b0 = 0.1, b\ = 1.0 and a = 2.0 were used.
* The values for sample 5, 8 and 9 were excluded when calculating the means and standard deviations of 
the WLS estimates.
Figure 5.10 shows that the sample semivariograms are extremely erratic. The value of 
the semivariogram at small lags are either missing or statistically unreliable due to the 
small number of pairs used to calculate them. The WLS estimates of the semivariogram 
parameters vary wildly and are seldom close to their true values. In three out of the ten 
cases, WLS fitted practically a linear model with a high nugget variance to the sample 
semivariograms over the range of lags where the value of the variogram is required for 
generating predictions.
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Figure 5.10 The sample semivariograms of the ten sample data sets and the exponential
semivariogram models fitted by WLS.
The estimates of the evidence procedure are again the best with mean values that are 
close to the true values of the parameters and relatively small spreads. The ML 
estimates of the trend, which is a constant in this case, are very close to the true value 
and have a very small spread. Nevertheless, the estimates of the semivariogram
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parameters are substantially worse than those of the evidence procedure and with larger 
spreads. This is not surprising, as in the presence of unknown trend, the ML estimates 
of the covariance parameters can become seriously biased when the number of data 
points is small. The MLCV estimates are much worse than those of the ML and the 
evidence procedure and have large spreads. This is in agreement with the poor results 
Samper and Neuman obtained in their experiment with 35 cross validation points. Of 
all the methods tested, only the GRBFN approach and its evidence procedure was able 
to cope reasonably well with small sample size.
5.4 Discussion
We have shown how a GRBFN can be used to implement universal kriging . In the 
language of geostatistics, the different data models used by kriging and its equivalent 
GRBFN implementation correspond to two different decompositions of the 
deterministic trend and the stochastic residual which, in general, will result in different 
interpolants. The two interpolants are the same at unsampled points because the 
covariation model which is responsible for averaging out errors and smoothing the 
kriged surface appears as the regularizer of the GRBFN. The kriged surface will only be 
different from the interpolant generated by the GRBFN at the known data points if the 
nugget variance of the covariation model is not zero. With non-zero nugget variance, 
the interpolant generated by the GRBFN remains smooth and continuous at the data 
points while the kriged surface discontinuously jumps to the observed values to honor 
the data.
The equivalence between GRBFN and the kriging predictor provides an alternative view 
to the radial function and the regularization parameter of the GRBFN. The GRBFN can 
now be seen as being derived from a random field model, and the radial function and the 
regularization parameter as specifying a covariation model of the data. For problems 
with low input dimension such as ID, 2D and 3D, the new view helps to shed some 
light on how the class of the radial function can be selected as well as make available 
some simple geostatistical methods such as the graphical and the WLS variogram 
estimators for selecting the regularization parameter, the class of radial function and the 
radial function parameters. Nevertheless, in spite of the fact that these geostatistical
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methods have been shown to be very effective in our 1D example (where the sample 
variogram is relatively well behaved), their application quickly becomes very difficult as 
the input dimension increases. In the worst case, the number of directional sample 
variograms required increases exponentially with the input dimension. This not only 
means a significant increase in the amount of computation, there is also no intuitive, 
meaningful way to present the large number of variograms for visual inspection. Hence, 
it is unlikely that these simple geostatistical methods would be of much use to 
connectionists when the input dimension is greater than three unless an isotropic 
covariation model is used or the orientation of the anisotropic covariation model is 
known or assumed to be known.
On the kriging side, other than looking at the covariation model as specifying the spatial 
covariation in the data, the model can also be seen as specifying a priori the smoothness 
of the surface. The probabilistic model and the stationarity assumption on the error 
process correspond to a decision to average (or smooth) out errors using their average 
spatial correlation. Of course, this will only be a reasonable approach if the data is from 
an homogeneous area and can be sensibly averaged.
Unlike the BPN approach, the GRBFN approach to the interpolation of sparse, spatial 
data allows certain a priori information such as the orientation of an ore deposit to be 
specified. It also allows such information, if unknown, to be extracted from the trained 
network. In some earth-science applications such as ore reserve estimation, the 
structural information extracted from the data is also important apart from the overall 
accuracy of the predictions. Two different interpolants of the same data set may have 
similar mean-squared error statistics but convey very different structural information. 
For instance, one may show oriented ore bodies running in a particular direction while 
the other shows isolated spherical ore bodies scattering throughout the region of interest. 
The strength of the kriging process in earth-science applications lies partly in their 
capability to uncover such structural information and exploit it in making prediction - a 
capability that is preserved by the GRBFN approach.
In chapter 4, we have described two evidence based algorithms for optimizing the 
parameters of the ‘kriging’ GRBFN. We have discussed the close relationship between
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such an evidence procedure and the traditional ML variogram estimator. We have 
pointed out that because of the marginalization, the estimates of the evidence procedure 
are less biased and can produce better predictions. In addition, unlike the ML variogram 
estimator, the GRBFN formulation together with the evidence procedure can be used to 
fit variograms that are 1-conditionally negative definite.
Experiments on simulated data sets have demonstrated that the evidence procedure 
resulted in more accurate estimates of the covariation model parameters than the ML 
approach especially when the sample size was small. However, it should be pointed out 
that the evidence procedure is at least as computationally intensive as the ML approach 
if not more so. The evidence procedure outperformed the traditional graphical and WLS 
variogram estimators, and Samper and Neuman’s cross validation approach by an even 
greater margin. Unlike traditional graphical method and WLS methods, the evidence 
procedure does not depend on the quality of the sample variogram. As shown in the 
experiments, the sample variograms are often badly behaved due to sparse sampling, 
preferential sampling, the existence of outliers and positively skewed data. As for the 
cross-validation approach of Samper and Neuman, it requires the setting of a number of 
system parameters in a non-trivial manner, is dependent on the distribution of the 
training set and the validation set, and cannot cope with small sample size.
The experiments have also demonstrated that the Bayesian prediction variance (3.7-2) is 
not very suitable for estimating the confidence interval of the predictions. This is 
because of the form of the commonly used covariance models (which fall off rapidly 
within a small fraction of the range), the sparse sampling, and the assumption of a 
deterministic target function that can be represented by the network model.
In chapter 4, we have also examined the equivalent neural network approaches to local 
kriging and cokriging. The practical success of local kriging is certainly an endorsement 
of the use of local training algorithms in neural networks. We have pointed out that the 
assumption of the existence of a global covariation model in local kriging may not be 
valid when the large data sample is collected from an extended area. Under such 
circumstances, the area should be partitioned into homogeneous regions and the local 
covariation model of each region should be estimated. As for cokriging, the difficulty in
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the joint modeling of the covariances over a set of variables has made the ‘black box’ 
approach of BPN more appealing. When more thoroughly sampled secondary 
variable(s) are available, a BPN with these secondary variable(s) as extra outputs 
provides a much simpler alternative (in terms of its architecture and training algorithm) 
to a ‘cokriging’ GRBFN. Given sufficient hidden units, the BPN can learn to exploit 
the cross-correlation between the primary variable and the secondary variables to 
improve the prediction accuracy of the primary variable. The prospect of significantly 
better predictions of a grossly under-sampled (primary) variable should make up for the 
lack of physical interpretability.
The GRBFN formulation of kriging has allowed the parameters of the covariation 
model and the coefficients of the kriging predictor to be optimized within the same 
general framework and against the same performance criteria. With the evidence 
procedure, the GRBFN approach has performed reasonably well even with very small 
data sets. Because of the higher computational requirement of the evidence procedure, 
the approach is not well suited for very large data sets. However, large earth-science 
data sets are usually collected over an extended area that is unlikely to be homogeneous. 
In this case, the data should be first partitioned into homogenous areas within which 
(spatial) averaging is appropriate. At the moment, this is decided by the modeler based 
on the physical properties of the phenomenon and the amount and type of information 
available. Often there is a considerable element of subjectivity and arbitrariness in the 
decision. A neural network approach that automatically partitions the input space, 
estimates the local covariation models and combines the outputs of multiple overlapping 
local predictors will be discussed in the next chapter.
6. Partitioning and Interpolating Sparse, Spatial 
Data using Multiple Networks
The spatial model of geostatistics assumes that the detrended data is stationary and can 
be characterized by a (global) covariation model. The kriging predictor is the best 
unbiased linear predictor of the unsampled values when the true covariation model is 
used, in the sense that it minimizes the squared error variance under the unbiasedness 
constraint. In general, prediction (or generalization) improves as the covariation model 
used more closely matches the true covariation of the data. Nevertheless, as can be seen 
in the experiments of the last chapter, estimating the covariation model from earth- 
science data can be difficult in practice mainly due to the sparseness of data samples.
On the other hand, for many larger data sets the assumption of a global covariation 
model is often not valid. Usually these data sets are collected over an area of large 
spatial extent where different geological forces are responsible for generating various 
local anomalies. To address this, data sets are commonly manually partitioned into 
smaller homogeneous regions within which the stationarity assumption is valid or 
approximately so. The partitioning process often has to be done in a trial and error 
manner. It is not only tedious, but also depends critically on the experience and the 
preference of the modeller.
In the previous chapters, we showed that there is a close, formal relationship between 
kriging and generalized radial basis function networks (GRBFN). We pointed out that 
in the equivalent GRBFN implementation of kriging, the radial function plus the 
regularization parameter of the GRBFN can be viewed as specifying a covariation 
model of the data. We showed that such a GRBFN can be used to estimate the 
parameters of the postulated covariation model, outperforming traditional methods and 
resulting in improved prediction accuracy.
133
In this chapter, we will discuss how a hierarchical mixtures of GRBFNs can be used to 
partition the input space into statistically correlated regions, learn the local covariation 
model of each region and combine the outputs of the local GRBFN predictors. Two EM 
algorithms for training the hierarchical mixtures of GRBFNs will be described. We will 
also outline a possible future extension which will allow the hierarchy of GRBFNs 
which is currently pre-determined and fixed, to be dynamically constructed. In the next 
chapter, the effectiveness of the hierarchical mixture of experts (HME) approach will be 
demonstrated with a simulated data set and an aero-magnetic data set.
6.1 Mixture and Hierarchical Mixtures of GRBFN Experts
A mixture of experts (ME) [Jac91] is a modular neural network architecture in which a 
number of expert networks augmented by a gating network compete to learn the data. 
The gating network learns to assign probabilities to the experts according to their 
performance over various parts of the input space, and combines the outputs of the 
experts accordingly. During training, each expert is made to focus on modeling the 
local mapping it performs best, improving its performance further. Competition among 
the experts achieves a soft partitioning of the input space into regions with each expert 
network learning a separate local mapping. A hierarchical generalization of ME, the 
hierarchical mixture of experts (HME), in which each expert is allowed to expand into a 
gating network and a set of sub-experts, has also been proposed [Jor94]. Figure 6.1 
shows the architecture of a typical balanced 2-level HME.
In the previous two chapters, we saw how a GRBFN with one RBF unit at each data 
point can be used to implement (universal) kriging. Optimizing the parameters of the 
radial function and the hyperparameters of the ‘kriging’ GRBFN can be interpreted as 
fitting a global covariation model to the data. When the number of data points is large, 
a GRBFN with less RBF units than data points can also be used to approximate kriging. 
The approximation is good when the number of RBF units is not too small (in 
comparison to the number of data points) and the basis functions are properly chosen. 
Under these circumstances, the covariation model that corresponds to the learned radial 
function parameters and hyperparameters will be a close approximation to the 
covariation model that will be fitted by the ‘kriging’ GRBFN.
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Figure 6.1 A typical balanced 2-level HME. Each expert can be further expanded into a gating 
network and a set of sub-experts to form a deeper tree.
Kriging models the surface as a random process consisting of a deterministic trend and a 
zero-mean globally stationary stochastic process. It then seems natural to extend the 
GRBFN approach to use a mixture of GRBFNs when only local stationarity can be 
assumed. After training, the gating network soft partitions the input space into 
statistically correlated regions and each GRBFN provides a model of the covariation of 
the data for a local region. Instead of an ME architecture, a HME architecture can be 
used. However, to simplify the discussion we restrict ourselves to the ME architecture 
and a two-level HME but the results can readily be extended to a HME with an arbitrary 
number of levels.
First consider a mixture of experts, that is, a one-level HME. Each expert in the mixture 
is a GRBFN. Without any a priori knowledge about the covariation models and the 
trend structure of any local region, the same radial function (p and non-RBF terms 
yji ,i = 1 ,...,m (typically low order monomials) are used for each expert GRBFN. For
the i,th expert, let } be its set of RBF parameters where Mf is the
input transformation matrix and tf., j  = 1,..., ki are the location vectors of the kt RBF 
units. The output of expert i is given by:
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( 6 . 1- 1)9i =fifcWiA) =
M
<*)
where w (. = [wT ,c,T f  (with w f = [w; 1 ] and c, = [cn ,cim f ) is the weight
vector, and the basis functions g (x; t ij,M l ) = (p x - t . Assuming zero-mean
Gaussian error and common variance o f , the conditional probability of y given x and 
the parameters iSJ -  is given by:
P(y!x,^) = (6 . 1-2)
Since the radial basis functions commonly used have compact support and each expert 
only learns a local covariation model, small GRBFNs spanning overlapping regions may 
be used to reduce computation at the expense of some resolution in locating the 
boundaries of the regions. Also, only the subset of data within and around the region 
spanned by a GRBFN is needed to train it, further reducing the computational effort.
With / experts, the z-th output of the gating network gives the probability of selecting the 
expert i and is given by the normalized function:
gi (x; v) = P(/Ix,v)
st expw
2 X exp(<?(x;v;))
j= 1
(6.1-3)
where v =  is the set of gating network parameters. Using
<?(x;vt) = ^ T[x r ,l]T (where ut is a weight vector) and setting alls. ’s to 1, the gating 
network implements the softmax function (of the g(x;u(. ) ) and partitions the input space 
into a smoothed planar tessellation. In this case, the gating network corresponds to a
generalized linear model (GLIM) [Jor94]. Alternatively, with q(x\ v . ) = —|Tf- (x -  u, J
(where v i = {T(. ,u , } consists of an affine transformation matrix T(. and a location
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vector u . ) and restricting the s. ’s to be non-negative, the gating network divides the 
input space into packed anisotropic ellipsoids. These two types of partitioning are 
particularly useful and convenient for earth-science applications where x is a 2D or 3D 
geographical coordinate.
The output of the experts are combined to give the overall output of the mixture:
/  /
y(x;©) = £  P(i\x, v ) f t (x; 1$ ) = X  Si (x’> v )fi (x^ , , 3  ) (6.1 -4)
f = i  i = i
where 0  = {v,t?, , . . . , t ^ }  = {v, Wj l ,6l is the overall set of parameters. The
conditional probability of observing y given x and 0  is:
/ /
p(ylx,© ) = p (/lx ,v )p (y lx ,i3 )=  ]T g(x ;v )p (y lx ,^ .). (6.1-5)
i = i  i = i
Now, consider a two-level HME. Let the top-level gating network which moderates the 
outputs of l0 sub-experts have parameters v0 and outputs }. Similarly, let
the uih gating network in the bottom-level which moderates the outputs of lu experts has 
parameters \ u and outputs | g llM. •, g, }. The overall output of the mixture is given 
by:
=  X KhIx- vo )X K*Ix- n (x- )
u=l i=l
k> lu
= Z  s. (x; vo )X 8 m (x; k )/., (x; #*»ö„,)
u=1 i=l
( 6 . 1- 6)
where f ui is the output of the /th expert in the u^ expert group of the second level and 
0  = {v0, v , , i?n , . . . , i?Zq/ I  is the overall set of parameters. The 
conditional probability of observing y given x and 0  is:
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P (^ lx ,© )= £p(wlx,v0)£p(/lx ,vu,W)P(ylx,^)
w=1
k)
/=1 (6.1-7)
S  (x; V0 ) X  (X; K )
1=1
6.2 The Training Algorithm
In [Jor94], Jordan and Jacobs used the standard expectation-maximization (EM) 
algorithm to train the HME to find the ML estimates of the network parameters. The 
parameters of the gating networks are initially set to small values. As the training 
proceeds, the gating network parameters grow in magnitude and split the input space.
As splits are formed and sharpened, the number of degrees of freedom in the system 
increases [Jor94]. Jordan and Jacobs controlled the complexity of the system by 
stopping the training when the error on a test set reaches a minimum.
6.2.1 The EM (Expectation-Maximization) Algorithm
The EM algorithm is a very general iterative algorithm developed by Dempster, Laird 
and Rubin for ML estimation1 in incomplete-data problems [Dem77]. Each iteration of 
the algorithm consists of an E (or expectation) step and a M (or maximization) step.
In the E step, given the observed data Dobs and the current estimates of the model
parameters 6{r), the conditional expectation of the missing data E(Dmis\Dobs ,0(r>) is
found. These expected values then replace the missing data, and the conditional 
expectation of the log-likelihood:
Q(m { , ) ) = Eo„ ('(öl Dobs, )  ,£ ''» )
=  j  l { e \ D ob„ D m s ) p ( D m h \ D o b s , 0 { r ) } l D mls
(6 .2- 1)
where / is the original log-likelihood function, is found.
It can easily be shown that EM can be used for MAP estimation as well.
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In the M step, the model parameters are estimated by maximizing the expected log- 
likelihood q (o\6 r  ^ as if no data were missing:
0 (r+l) = arg maxß (#10(r)). (6.2-2)
9
Dempster et al proved that each iteration of EM increases the log-likelihood l(0\Dobs), 
that is
(6 .2-3)
If the expected log-likelihood Q(o\6{r)) is only increased but not maximized at each M
step, the algorithm is referred to as a generalized EM (GEM) algorithm.
6.2.2 Applying EM to Find the MAP Estimates of the HME Model
Instead of computing the ML estimates, we extend Jordan and Jacobs’s algorithm by 
including priors on the parameters of the experts and compute the maximum a posteriori 
(MAP) estimates. Not only does the formulation of GRBFN require a regularizer in the 
error function, the inclusion of such a regularizing prior also serves to control the 
complexity of the ME and HME preventing over-fitting and improving generalization. 
Regularization is potentially more important in ME and HME than in GRBFN as an 
expert may become focused on a small subset of the data as training proceeds. The 
approach also make the use of a test set unnecessary allowing all the data to be used for 
training.
Consider a two-level HME. Jordan & Jacobs introduced a set of indicator random 
variables Z = {z^],i = 1 , . =  l , . . . , /0,r = l,...,/i}  as missing data to label the
experts that generate the observable data D = {(x('),y ('))} . They assumed the
likelihood of the complete data Dc = {D,z} to be:
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P (D CI0 )
1 = 1 11= 1 1 = 1
which can be marginalized over Z to give the likelihood (6.1 -7). Using the same 
complete data likelihood, the log joint probability of the complete data Dc and 
parameters © can be written as:
ln P (D c,0 l if)
= l n j p ( © l 7 7 ) n n n { p ( w l x (,,,v0)/5(/lx(o,vu,w)p(y(,)lx(,),^,.)}"' 1 ^
where 7] is a set of hyperparameters. Assuming separable priors on the parameters of 
the model, that is,
p(©i rj) = p(v0I tif n pivu 1% )T n ii p(A,1 a,)
V 11 = 1 11= 1 1 = 1 ,
(6 .2-5)
with n = U , 77,...... 77, , 77.........77,, , . . . ,  7 7 , , ,  77u  j , (6 .2-4) can be rewritten as:
in p(dc ,0177) = y; x  £  4: ’ in K«|x<,)’vo)+in %)
11=  1 1 =  1 1 =  1
+ 1  t  Z 4 ; ’ In p(il*<,),v..«)+  ln p { v j i I ) (6.2-6)
M=1 (  1 = 1 1 = 1 J
+ X  £  { X  4:* In p{y(,W \  A , )+ In p ( A H , )}
11= 1 1 = 1 1 1=1 J
Since the posterior probability of the model parameters is proportional to the joint 
probability, maximizing (6.2-6) is equivalent to maximizing the log posterior.
We treat In p (Dc,@\tj) as the log-likelihood function / in the standard EM algorithm.
In the E-step, the observed data and the current network parameters are used to compute 
the expected complete-data log joint probability:
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Ö(0I0(,,) = f(ln  P(Dc,@\T))D,Q[r),Ti)
= S S A»r,(Oln/>(«lx(',,v0)+lnP(v0l^l)
1 = 1 u=1
+ E | E | /l«r,(, ) E ^ ,(Oln/,(ilx<'),v„,«)} + ln p(vu \ij,)
14=  1 [ 1 = 1 ( 1 = 1 J
+ £ X { j t hii](?)!np { y l' ’Ix1':1, t>„,,)+ ln P(i)MIt]ui)j
14=1 1 = 1 L 1 = 1 J
(6.2-7)
where
/i'r)0 )=  £[z<')ID ,0w ]= p(«lx('),>>,'\© w )
gu (x (,); vör) ) X s , i „ ( x l' ); v«r) )p (>,(' , Ix (' ) , i ^ '1)
________________ i l^_______________________________
14=  1 1=1
h £ ( f )=  £[zi‘i)IZ),0(r)]= p(ilx(' ),y (' ), 0 <,),«)
_ g„„(x(' ); v r )M y ,)ix(,). ^ )
L ^ i» (x ''’;vy,)p(3-,"ixl",ö„t; ’)
1=1
(6 .2- 8)
(6.2-9)
hl')(t)= £[zi!l|D.0 (r)]= p{u,i\xi' \ y {' \& ir])
= \ w (0*ä?(0
(6.2-10)
2
are what Jordan and Jacobs referred to as the ‘posterior’ probabilities of the expert 
nodes [Jor94].
In the M-step, (9(©l©(r)) is maximized with respect to © to obtain ©(r+l). As a result 
of the use of the indicator variables, the problem is decoupled into a separate set of 
interim MAP estimations:
2 Jordan and Jacobs used the terms ‘posterior’ and ‘prior’ in the context of training. They referred to the 
outputs of the gate (the functions g,’s) as prior probabilities because they are computed based on the 
inputs only. The functions A,-’s are probabilities of the nodes of the tree and depend on both the inputs and 
the desired output. Hence, they referred to them as posterior probabilities.
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(6.2- 11)
n Iq
v(0r+[) = arg max 0 )ln  p(wlxu', v0)+ In  P(v0l^0)
v° ?=i m= i
VM(r+1) = a rg m a x ^ h l r)( t j £ h ^ \ t ) \ n  P(i \x{,),vu,u)+\n P(vu\rju)
v “  ; = 1  ( = 1 (6.2- 12)
for u = l, . . . , /0
t r "  = a rg m a x ^ A ^ W ln  P(y(l ’lx " ’ , )+  In P ( $ J n „ )
Ö“> 1 = 1 (6.2-13)
for u= \ r ..,l0 and i = 1
6.2.3 Training the Hierarchical Mixtures of GRBFN Experts using EM and 
the MAP Criterion
In this section, we describe two algorithms that use the EM algorithm discussed in the 
last section to train the mixture and hierarchical mixtures of GRBFNs. The first 
algorithm finds the MAP estimates of the networks’ weights that correspond to the most 
evident RBF parameters. The values of the hyperparameters and the RBF parameters 
are updated by the evidence procedure of algorithm 4.1 or algorithm 4.2 every few 
iterations or whenever the change in the log posterior becomes very small. The second 
algorithm finds the MAP estimates of both the networks’ weights and the RBF 
parameters. The hyperparameters are updated using re-estimation formulae from the 
evidence procedure every few iterations.
Both algorithms use diffuse priors for the hyperparameters, the gating networks’ 
parameters, the RBF parameters and the weights of the non-RBF terms of the experts. 
Diffuse priors are assumed for the gating networks’ parameters to reflect our lack of 
knowledge of the locations of the boundaries of the partitions. With the diffuse priors, 
the MAP estimates of the gating networks’ parameters correspond to their M L 
estimates. That is, we find
n kt
Vq+]) = arg max ^  ^  /2w(r}(r) ln P(wlx0 ’ , v0)
v° »=i «=1
(6.2-14)
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and
vH(r+l) = a T g m a x ^ h l r\ t ) ^ h ^ \ t ) \ n P ( i \ x {,\ v u,u)  for u = l , . . . , /0 (6.2-15)
v " r = l  / = 1
As for the GRBFN experts, the prior (3.5-9) is used. That is, given the RBF parameters 
6ld and the hyperparameters Tjui = { a ui , ß ul } \  the prior of the weights of the Ith expert in 
the wlh expert group is:
,«„•)= ^(w u,lö„1, a „ y ( c«.) (6.2-16)
where p (c >f) is a diffuse prior as cu(- is unconstrained, and
_ i
\
ui
/
(6.2-17)
with fcu|. being the number of RBF units the expert has, and (g 0u. ) = G (tru. ; t Su. ,M ui ] 
for r,5 = .
For the evidence procedure to work with the HME model, minor adjustments have to be 
made to allowed for the additional weighting factors h ^ i t )  ’s on the log-likelihood 
terms in (6.2-13). The modifications are as follows:
1. The new weighting factors can easily be incorporated by redefining E D originally 
given by (4.1-5) as:
£ D( « „ ; ^ ) = } ( y - G ,W„, -W„.c„()THi')(y-G „iw„. -W -C -). (6.2-18)
where is the nxn diagonal matrix:
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(6.2-19)
2. With the new definition of E D, instead of (4.1-8), the most probable weights is now 
the solution of:
([g „, ]' V "  ]+ AuiG %l)w,„ = [g ,„ V ,  ]' H « y  (6.2-20)
where y = [y  1), . . . , y ”) ] , ¥  is the n x m matrix such that ( ¥ )ij = ^ . ( x (,)), G 0m. is 
the (k+m)x(k+m) matrix
G o Hi
G oui
0
0
0
(6 .2-21)
and
( 6-2-22)
P u i
3. In addition, instead of (3.5-23), the Hessian becomes:
A„ = A ( G „  + V - )tH<;>(G-  + w J + a „ ,G 0m. (6.2-23)
An additional term jln lH ^ I should also be added to the evidence; however, since H*'* 
is fixed while the RBF parameters are adjusted, (3.6-1) can be used to select RBF 
parameters without changes.
3 ßui, the reciprocal of the noise variance of expert ui i.e. ßui -  l/cF  , is considered as a hyperparameter 
in the empirical Bayesian approach of MacKay [Mac92].
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6.2.3.1 Finding the MAP Estimates of the Experts’ Weights that 
Correspond to the Most Evident RBF Parameters
The first algorithm uses the EM algorithm of section 6.2.2 to find the MAP estimates of 
the weights of the networks in the HME while updating the values of the 
hyperparameters and the RBF parameters using the evidence procedure of algorithm 4.1 
or algorithm 4.2 every few iterations or whenever the change in the log posterior 
becomes very small.
The algorithm for a two-level HME is summarized as follows:
Algorithm 6.1
1. At the rlh iteration, for each data point (x(,),y (,)), use (6.2-8) to (6.2-10) to compute
the posterior probabilities and h^} using the current values of the
parameters © (r).
2. For each expert («,/), given the current RBF parameters 6 ^  and hyperparameters 
tjI-’ , use (6.2-20) to compute the most probable weights i.e. the MAP estimates of 
the weights w ui.
3. For each lower-level gating network u , solve (6.2-15) to find the corresponding ML 
estimates of the gating network parameters vu .
4. For the top-level gating network, solve (6.2-14) to find the corresponding ML 
estimates of the gating network parameters v0.
5. Compute the overall log joint probability.
6. Update the experts’ RBF parameters and hyperparameters using the evidence 
procedure of algorithm 4.1 or algorithm 4.2 together with the modifications (6.2-18) 
to (6.2-23) above if these parameters have not been updated for a certain number of
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iterations, or if the change in the overall log joint probability is smaller than a 
certain fraction of its previous value. Re-compute the overall log joint probability.
7. Repeat the above using the updated parameter values until the number of iterations 
is greater than some maximum value or the overall log joint probability changes by 
less than a certain fraction of its previous value even after the hyperparameters and 
the RBF parameters of the experts have been updated.
In step 3 and 4, optimization methods such as gradient descent, conjugate gradient and 
variable metric can be used to estimate the parameters of the gating networks,. If the 
gating network is generalized linear, iteratively re-weighted least square (IRLS) can also 
be used.
6.2.3.2 Finding the MAP Estimates of both the Experts’ Weights and the 
RBF Parameters
Algorithm 6.1 requires the maximization of the evidence of the RBF parameters and 
hyperparameters of every expert every few iterations. While the estimation of the 
optimal hyperparameters can be done efficiently using re-estimation formulae, a multi­
dimensional optimization method that does not use the gradient information is required 
to maximize the evidence of the RBF parameters. Even with a moderate number of 
GRBFN experts, training the HME can be computationally expensive.
An alternative, more practical approach is to find the MAP estimates of both the expert 
networks’ weights and the RBF parameters instead. The resulting HME is not expected 
to generalize as well as one that uses the most evident RBF parameters. However, the 
priors on the experts’ parameters will still ensure reasonably good generalization and 
training will be faster as the gradient information can be used in the optimization of the 
RBF parameters of the experts.
Using a diffuse prior on the RBF parameter 6ui of a GRBFN expert, the MAP estimates 
of the weights and the RBF parameters can be found by examining the posterior of the 
weights. As we have discussed in section 4.4.1, given the hyperparameters a ui and ßui,
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maximizing the posterior of the weights and the RBF parameters of the expert is 
equivalent to minimizing:
K, = ßui E D(«  „■; ^ ) + a uiE  R (\v ; : ) -  ln G 0u,(6.2-24)
where E D is now given by (6.2-18) and
2 W "'G o« w »." (6.2-25)
In addition, when the number of RBF units is considerably smaller than the number of 
data points, the right hand side of (6.2-24) is dominated by the first two terms. Under 
this condition, the minimum of
is a very close approximation to the MAP estimates of w mi and 6ui. However, as 
training proceeds, the expert may be made to focus on a small subset of the data or 
receive (effectively) very little data. When using the approximation (6.2-26), the 
assumption that the number of RBF units is considerably less than the (effective) 
number of data points should be checked. In this case, the sum:
(6.2-26)
<r)=2X r,(0. (6.2-27)
provides a convenient measure of the effective number of data points.
The algorithm for a two-level HME is as follows:
Algorithm 6.2
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1. At the r11 iteration, for each data point (x(' \ y (,)), use (6.2-8) to (6.2-10) to compute 
the posterior probabilities h^ l), h\'J and h using the current values of the 
parameters 0 (,).
2. For each expert (u,i), given the current hyperparameters tj^ \  minimizes the error 
function (6.2-24) (or its approximation (6.2-26)) by iteratively
a. using (6.2-20) to compute the most probable weights i.e. the MAP estimates 
of the weights wM(. with the RBF parameters 0ui fixed, and
b. using optimization methods such as gradient descent, conjugate gradient and 
variable metric to optimize 6ui with ww; fixed
until a certain number of iterations is reached, or the change in the error function is 
smaller than a certain fraction of its previous value.
3. For each lower-level gating network u , solve (6.2-15) to find the corresponding ML 
estimates of the gating network parameters vu.
4. For the top-level gating network, solve (6.2-14) to find the corresponding ML 
estimates of the gating network parameters v0.
5. Compute the overall log joint probability.
6. Update the hyperparameters aui and ßui ’s of the experts using the re-estimation 
formulae (3.5-24) and (3.5-25) if these parameters have not been updated for a 
certain number of iterations, or if the change in the overall log joint probability is 
smaller than a certain fraction of its previous value. Re-compute the overall log 
joint probability.
7. Repeat the above using the updated parameter values until the number of iterations 
is greater than some maximum value or the overall log joint probability changes by
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less than a certain fraction of its previous value even after the hyperparameters of 
the experts have been updated.
6.3 Dynamic Construction of HME
The architecture of the standard ME and HME are pre-determined and fixed. In 
addition, HME usually has a balanced architecture. That is, apart from the terminal 
expert nodes, each internal node (the circles in figure 6.1) at the same level has the same 
branching factor. During training, some of the branches may be practically switched off 
by the gating networks. Such disabling of sub-trees may be temporary or permanent. In 
the latter case, the initial contribution of the associated experts is gradually taken over 
by other experts whose performance over the corresponding local region(s) is 
significantly better. During training and prediction, a lot of computation may be spent 
in going through branches that are not significantly activated i.e. paths that have very 
low probabilities. As training proceeds, some of the experts may be made to focus on 
an increasingly smaller subset of the data while others may receive (effectively) very 
little data. In both cases, the experts cannot learn reliably. A dynamic, data-driven 
approach in determining the architecture of the mixtures can result in shorter training 
and prediction time and better generalization. It also means that one no longer has to 
deal with problems such as the number of networks and the size of the networks to be 
used. This section outlines a possible approach for constructing the HME dynamically. 
Unfortunately, the approach has not been implemented in time for the experiments.
In [Wat95], Waterhouse and Robinson proposed two extensions to the HME training 
algorithm to allow the hierarchy to grow during training and some of its branches to be 
‘pruned’ (or more precisely deactivated) during training and prediction. They used the 
standard EM algorithm of HME (which finds the ML estimates) for training and stopped 
the growth of the HME ‘when the desired modeling power is reached’. Some criterion 
such as a likelihood threshold or an error threshold on the training set or a test set was 
required for determining the modeling power of the HME.
To determine the next expert node for splitting (or expansion), Waterhouse and 
Robinson computed the increase in the overall log-likelihood for splitting each of the
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terminal expert nodes and selected the split that increased the log-likelihood most. By 
freezing the parameters of the rest of the tree, the change in the overall log-likelihood is 
equal to the change in the log-likelihood at the expert node being split. Nevertheless, as 
all existing experts have to be considered and their corresponding (candidate) sub-trees 
trained for every split, their algorithm is very computationally expensive for a moderate 
to large hierarchy.
We propose a somewhat different approach in growing the hierarchy. In short, some 
appropriate criterion is used to measure the performance of the expert and the expert 
that performs worst is expanded. Expansion of the selected expert is only accepted 
when it results in significant improvement in performance after training. If the expert is 
rejected, the expert that performs second worst will be considered and so on until the 
expansion of an expert causes a significant improvement in performance or no more 
expert is available for expansion. Such an approach of adding resources to feature space 
where the neural network performs poorly is rather common and has been applied 
successfully in resource allocation networks (RAN) [Plat91], growing cell structure 
[Fri94] and growing neural gas [Fri95] in the context of RBFN.
Waterhouse and Robinson also proposed heuristics for temporarily ‘pruning’ (or more 
precisely deactivating) sub-trees when their current ‘activation’ - which are the 
probabilities of (selecting) their root node - falls below a certain threshold during 
training and prediction. Similar deactivating heuristics are used in our approach to 
speed up training and prediction. In addition, we also prune - not just deactivate - sub­
trees and experts whose effective number of data points falls below a certain threshold 
beyond which learning is considered as unreliable or largely subjective (that is, largely 
the results of the particular prior(s) used).
The constructive algorithm for the HME is summarized as follows:
Algorithm 6.3
1. Initial the HME to a small tree with a gating network and a small number of experts.
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2. Train the HME for nstep iterations, deactivating branches with low probabilities as 
required.
3. If it has been nprune iterations since the last prune and merge phase, prune and merge 
the experts as required.
4. If the maximum number of iterations is reached, or the fractional change in the 
overall log posterior is smaller than a preset threshold ltoi, , terminate the training.
5. If the fractional change in the overall log posterior is more than a preset threshold 
Igrow, continue with step 2.
6. Find the expandable expert with the worst performance and expand it temporarily 
into a gating network and a number of sub-experts.
7. If no expert can be found for expansion, continue with step 2.
8. Train the expanded branch with the rest of the HME frozen.
9. If the fractional increase in the overall log posterior is more than a preset threshold 
lacc, make the expansion permanent and continue with step 2.
10. Mark the expanded expert as not expandable for the next nexc iterations, undo the 
expansion and continue with step 6.
Before discussing more about the process of growing, pruning, merging and
deactivating the experts, we have to define the following two terms:
• the probability o f (selecting) a node is equal to the product of the gate outputs along 
the path leading to the node from the root node of the HME, and
• the effective number o f data points for a node is measured by the sum of the 
probabilities of (selecting) the node over the training set, that is,
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(6.3-1)neff = Z#W,
/=1
where g(t) is the probability of selecting the node for the rth data point.
6.3.1 Growing
In training the HME by maximizing the overall log posterior, we have basically 
assumed a positive correlation between the overall log posterior and the prediction 
performance. The HME is grown when the overall log posterior - and hence its 
expected prediction performance - fails to improve significantly by expanding the expert 
that performs worst into a gating network and sub-experts.
From the point of view of kriging, the poor prediction performance of a GRBFN expert 
is likely to be caused by the presence of multiple local covariation models over an 
heterogeneous area. Kriging uses the prediction error variance to measure performance. 
Hence, we use the weighted mean squared training error of an expert as an estimator of 
its prediction error variance to measure the expert’s performance. This is given by:
WMSE,M s = ~ ----- - / „ ( x ^ ) ) 2 , (6.3-2)
where /„, (•) is the output of the expert and gui(t) is the probability of selecting the 
expert for the rth data point.
After an expert has been chosen, it is expanded into a new gating network and a set of 
new GRBFN experts. The new GRBFN experts can be copies of the original expert 
with small random perturbation to their parameters, or a number of GRBFNs spanning 
smaller overlapping regions of input space spanned by the original expert. In the latter
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case, the new GRBFN can also have more densely populated RBF units, hence, 
increasing the resolution of the HME as one moves down the tree4.
The parameters of the new gating network will be initialized in such a way as to 
partition the input space for which the original GRBFN expert was mainly responsible 
(that is, the region where the original expert’s probability is appreciable). This is done 
such that the region is partitioned roughly equally among the new experts while making 
the difference in the contribution of the new experts relatively small to encourage 
competition at the beginning.
If the experts have smaller span than the original expert, a set of candidate expansions 
can be attempted. For instance, when a GRBFN with 3D coordinates as inputs is 
expanded into a gating network and two GRBFNs with smaller span, three candidate 
expansions with a vertical split, a north-south split and a east-west split respectively are 
formed. The one that improves the overall log posterior most after training will be 
selected.
6.3.2 Pruning and Merging
As training proceeds, some of the experts may be made to focus on an increasingly 
smaller subset of the data leading to over-fitting in those regions. Assigning priors to 
the expert network parameters helps to prevent such over-fitting and improve 
generalization. However, if the effective number of data points used to train the 
network is too small, it is more sensible to prune the expert if the experts in the group 
span the same region of the input space, or merge the expert with one of the neighboring 
experts in the group if the experts in the group span different regions of the input space. 
In the latter case, the merge that improves the overall log posterior most should be 
selected out of all the possible merges.
4 The multi-resolution aspect is reminiscent of Moody’s multi-resolution CMAC hierarchy [Moo89a] 
which comprises of a hierarchy of RBFNs that use radial basis function of increasingly smaller spread 
located on an increasingly finer grid. The multi-resolution system of Moody is trained such that the finer 
layers learn the residuals of the total output of the coarser layers. The function to be approximated is 
given by the total output at the finest level. In the case of HME, the function (or surface) is not 
decomposed into multiple levels of resolution over the entire input space.
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6.3.3 Deactivating
During training, if the sum of the probabilities of selecting a node over the training set 
or equivalently the effective number of data points of the node is below a certain 
threshold, the parameters are left unchanged. This also means that the probabilities of 
the sub-tree originated from the node remain unchanged.
During evaluation, if the probability of a node for an input vector is below a certain 
threshold, the contribution of the sub-tree to the output is ignored.
6.4 Conclusions
We have described how a hierarchical mixtures of GRBFNs can be used to partition the 
input space into statistically correlated regions, learn the local covariation model of each 
region and combine the outputs of the local GRBFN predictors. We have shown how 
the standard EM algorithm for training HME can be extended to find the MAP estimates 
of the networks’ parameters. We have used the extended EM algorithm to devise two 
training algorithms for the hierarchical mixtures of GRBFNs. In the next chapter, the 
effectiveness of the hierarchical mixture of experts (HME) approach in interpolating 
earth-science data will be demonstrated using a simulated data set and an aero-magnetic 
data set.
The HME approach allows the objective and automatic partitioning of the input space 
into statistically correlated regions. It also allows the use of a number of small local 
GRBFNs each trained on a subset of the data making it scaleable to large data sets.
The hierarchy of GRBFNs is currently pre-determined and fixed. Questions remain as 
to how many GRBFN experts are needed, how large each GRBFN should be and how 
the hierarchy should be set up for an arbitrary set of data. We have outlined a possible 
method that allows the hierarchy of GRBFNs to be dynamically constructed. Some 
experiments will be conducted to confirm the practicality of the method in the future. It 
has recently come to our attention that Fritsch, Finke and Waibel have derived a 
somewhat similar algorithm and applied it to two classification tasks: vowel 
classification and speech recognition [Fri97]. They have reported improved
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performance over standard HME. Hence, the method appears to be very promising.
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7. Experiments on Input Space Partitioning and 
Local Covariation Model Fitting
In the previous chapter, we described an HME extension of the GRBFN approach and 
two algorithms to train the HME. In this chapter, we demonstrate the effectiveness of 
the HME approach in partitioning the input space and estimating the local covariation 
models with a simulated data set and a real aero-magnetic data set.
The same data sets used in the paper [Wan97] were used for the experiments except that 
white noise of variance 0.01 has been added to the simulated data set. The GRBFN and 
HME used are also identical to those used in [Wan97]. Algorithm 6.1 and 6.21 
developed in the previous chapter will be used to train the networks. While the training 
algorithm used in [Wan97] is basically algorithm 6.2, the error function of (6.2-26) was 
used to approximate the negative log posterior of (6.2-24) and the hyperparameters a 
and ß were preset.
7.1 A Simulated Data Set
Using the Cholesky decomposition method [Cre93], we generated four 2D data sets 
using the four different covariation models shown in figure 7.2. An exponential 
variogram model:
1 Algorithm 6.1 searches for the MAP estimates of the weights that correspond to the most evident radial 
function parameters and hyperparameters. Algorithm 6.2 searches for the MAP estimates of both the 
weights and the radial function parameters using the most evident hyperparameters.
(7.1-1)
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where 0 1 = [b0,bx,«] with the nugget variance b0 > 0, the magnitude of the 
exponential component b] > 0 and the scaling parameter a > 0, is used for data in the 
north-west quadrant while spherical variogram models:
y(h;0) =
o ,
b0+b 
bn +b
h = 0
{i(«)-!(«)3}, o< ||h|| < a
l ’ h > a
(7.1-2)
where 0T = [b0,bl , a j , b0 > 0, bx >0 and a > 0, are used for data in the other three 
quadrants.
The four data sets were then joined together to form a single 64x64 data set and zero- 
mean Gaussian noise of variance 0.01 is added to the data to simulate micro-scale 
variations. Figure 7.4a and 7.4b show the original data set and the hard boundaries of 
the 4 statistically distinct regions respectively. We randomly sampled the data to obtain 
a 400 sample training set and used the rest of the data for testing.
A GRBFN with 64 adaptive anisotropic spherical units and a bias unit was used to 
approximate ordinary kriging. The locations of the RBF units were preset by training an 
8x8 Kohonen map (see section 3.4). The network (which can be treated as a 1-level 
HME with a single expert) was trained using both algorithm 6.1 and 6.2 to learn the 
postulated global covariation model and the mapping.
A 2-level HME with 4 GRBFN experts (figure 7.1) each with 36 spherical units and a 
bias unit were used to learn the local covariation models and the mapping. Each expert 
was somewhat ‘localized’ in one quadrant of the input space. The RBF units of the 
experts were located at the same locations as the RBF units of the 64-unit GRBFN with 
24 overlapping RBF units i.e. RBF units that share the same location vector, between 
any two of the experts. The design ensured that the HME did not have an advantage 
over the 64-unit GRBFN if the data was indeed globally stationary and had a global 
covariation model. The gating networks were generalized linear and implemented the
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softmax function of intermediate variables that were themselves linear functions of the 
network weights.
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Figure 7.1 The 2-level HME used for the experiments. Each o f  the 4 GRBFN experts is 
somewhat localized at one quadrant o f  the input space. In addition, there are some overlapping 
RBF units i.e. RBF units that share the same location vector, between any two o f the experts.
Both algorithm 6.1 and 6.2 were used for the training. The spherical units of all the 
networks were initially isotropic with a range of 14. The nugget variance bQ was
initially set to 0.1 (i.e. /i=10.0) and the magnitude of the spherical function bx to 1.0 
(i.e. a  =1.0). The parameters of the gating networks were initialized to small values 
such that each expert had almost the same probability to be assigned an arbitrary data 
point. In the experiment, we relied on the localization of the experts to break the 
symmetry. Training was stopped when the log posterior failed to change by more than 
0.01 of its previous value.
A GRBFN with 144 adaptive anisotropic spherical units and a bias unit was also trained 
using algorithm 6.2 to show that any improvement in accuracy was not due to the 
additional complexity of the HME. A 12x12 Kohonen map was used to preset the 
locations of the RBF units.
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The normalized mean squared error (NMSE)2 on the test set for each network is shown 
in table 7.1. The NMSE of the kriging predictor that used the true local models is also 
listed as a reference. The parameters of the local covariation models learned by the 
HME are summarized in table 7.2. Figure 7.3 shows the local covariation models 
learned by the HME trained using algorithm 6.2 and figure 7.4c shows the interpolant 
generated and figure 7.5 the partitioning. Figure 7.4d shows the interpolant generated 
by the 64-unit GRBFN trained using algorithm 6.2.
Table 7.1 Normalized mean squared prediction error for the simulated data set.
Network RBF units Training
algorithm
NMSE
GRBFN 64 spherical units Alg. 6.1 0.494
64 spherical units Alg. 6.2 0.503
144 spherical units Alg. 6.2 0.486
FfME (2 levels, 4 G RBFN experts) 4x36 spherical units’ Alg. 6.1 0.464
Alg. 6.2 0.465
ordinary kriging predictor (using true 4 separate RNs with a 0.361
local models) total of 400 RBF units
1 Each GRBFN experts had 36 units with 24 overlapping units between any two of the experts.
2 NMSE = MSE / variance of data.
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Table 7.2 The parameters of the true local variogram models of the simulated data set and 
those of the local variogram models learned by the HME trained using algorithm 6.1 and 6.2.
Variogram
Model
Parameters’ True value HME 
(Alg. 6.1)
HME 
(Alg. 6.2)
NW max. range 18.00* 16.44 15.89
min. range 9.000* 7.310 7.273
azimuth angle 135.0 164.0 140.6
nugget variance, bo = \!ß 0.010 0.004 0.007
b\ = 1/a 2.722 2.584 2.437
NE max. range 64.00 14.40 14.58
min. range 8.000 6.867 8.485
azimuth angle 90.00 89.30 83.78
nugget variance, b0 = M ß 0.010 0.017 0.016
bi = 1/a 2.722 2.234 2.400
SW max. range 14.00 17.47 13.44
mm. range 10.50 11.70 11.93
azimuth angle 30.00 29.45 33.10
nugget variance, b0 = \!ß 0.010 0.003 0.005
b\ = 1/a 0.680 4.306 2.419
SE max. range 14.00 17.68 13.98
min. range 10.50 11.80 11.15
azimuth angle 150.0 145.6 150.4
nugget variance, b0 = 1 Iß 0.010 0.012 0.013
ÖlljS* 0.680 2.181 2.133
’ The range is the lag where the variogram model reaches its sill (i.e. its maximum value). The azimuth 
angle is the angle between the north and the direction of the maximum range measured in a clockwise 
direction. The nugget variance and the value of b\ are computed using the formulae (4.4-2) and (4.4-3).
* The true variogram model in the north-west quadrant is an exponential variogram, the value of the range 
shown is the effective range. For the exponential variogram, the effective range equals three times the 
value of the scaling parameter along the corresponding direction. All other true local variogram models 
and all the GRBFN experts use the spherical function whose effective range is the range and equals the 
scaling parameter.
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Figure 7.2 The profile of the true local covariation models of the simulated data set. 
Except for the data in the north-west quadrant which were generated using an exponential 
variogram model (7.1-1), all data were generated using a spherical variogram model (7.1-2).
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Figure 7.3 The profile of the local covariation models of the simulated data learned by the HME 
trained using algorithm 6.2. The spherical function was used for the RBF units of all the
GRBFN experts.
162
60
20 40 60
(a)
| r -  ■ < J A )
20 40 60
(b)
Figure 7 4 (a) The simulated data set and (b) the true partitions. The interpolants generated by 
(c) the HME and (d) the 64-unit GRBFN both trained using algorithm 6.2.
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Figure 7.5 The outputs of the gating networks over the input space of the simulated data set. 
White denotes a probability of 1 and black a probability of 0. The red lines are the 0.5 
probability contours. The yellow dash-dotted lines are the hard boundaries of the four
composing random fields.
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7.2 An Aero-magnetic Data Set
Similar experiments were also conducted on a real aero-magnetic data set except that 
the GRBFNs and GRBFN experts were of different sizes and only algorithm 6.2 was 
used for the training.
GRBFN with 49 and 100 adaptive anisotropic spherical units plus a bias unit were used 
to approximate ordinary kriging. Kohonen maps of size 7 x 7  and 10x10 were trained 
to preset the locations of the RBF units of the two GRBFNs. Each of the 4 GRBFN 
experts of the 2-level HME had 25 anisotropic spherical units and a bias unit with 15 
overlapping spherical units between any two of the experts. Each expert was again 
‘localized’ in one quadrant of the input space. Their RBF units were at the same 
locations as the RBF units of the 49-unit GRBFN. The spherical units of all the 
networks were initially isotropic with a range of 50. The nugget variance b0 was
initially set to 0.1 (i.e. >6 =10.0) and the magnitude of the spherical function to 1.0 
(i.e. a=1.0).
The flight paths along which the data were collected were divided into a 740 data points 
training set which consists mainly of the inner flight paths and a 1690 points test set.
The entire data set is shown in figure 7.8a and the training set in figure 7.8b.
The NMSE on the test set for each network is shown in table 7.3. The parameters of the 
local covariation models learned by the HME are summarized in table 7.4. The local 
covariation models learned by the HME trained using algorithm 6.2 is shown in figure 
7.6, and the interpolant generated by the HME is shown in figure 7.8d along side the 
thin-plate spline interpolant of the entire data set. The partitioning learned by the gating 
networks of the HME is shown in figure 7.7.
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Table 7.3 Normalized mean squared prediction error for the aero-magnetic data set. All 
networks were trained using algorithm 6.2.
Network RBF units NMSE
GRBFN 49 spherical units 0.547
100 spherical units 0.488
HME (2 levels, 4 GRBFN experts) 4x25 spherical units1 0.386
1 Each GRBFN experts had 25 units with 15 overlapping units between any two of the experts.
Table 7.4 The parameters of the local variogram models learned by the HME trained using 
algorithm 6.2 on the aero-magnetic data.
Parameters* NW NE SW SE
max. range 77.87 55.28 65.16 92.241
min. range 30.82 26.80 51.44 56.192
azimuth angle 139.3 117.2 171.7 153.6
nugget variance, b0 = 1 Iß 0.001 0.002 0.000 0.020
b\ = 1/a 2.454 1.641 1.536 3.124
’ The range is the lag where the variogram model reaches its sill (i.e. its maximum value). The azimuth 
angle is the angle between the north and the direction of the maximum range measured in a clockwise 
direction. The nugget variance and the value of b\ are computed using the formulae (4.4-2) and (4.4-3).
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Figure 7.6 The profile o f the local covariation models o f the aero-magnetic data learned by the 
HME trained using algorithm 6.2. The spherical function was used for the RBF units o f all the
GRBFN experts.
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Figure 7.7 The outputs o f the gating networks over the input space o f the aero-magnetic data 
set. White denotes a probability o f 1 and black a probability o f 0. The red lines are the 0.5
probability contours.
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Figure 7.8 (a) The entire aero-magnetic data set. (b) The training set which consists mainly of 
the inner flights paths, (c) Thin-plate interpolant o f the entire aero-magnetic data set which was 
generated to help the readers to visualize the major features o f the data, (d) The HME
interpolant o f the training set.
7.3 Discussion
As neither data set is globally stationary, the hierarchical mixtures of GRBFNs 
outperform the single GRBFN in both cases and improve the prediction accuracy. The 
HME with their overlapping GRBFN experts still perform significantly better even 
when compared to the GRBFN that has the same number of RBF units. It shows that 
the improvement is not primarily due to the increased complexity of the HME but to 
the use of more accurate (local) covariation models. The improvement in prediction 
accuracy is more significant for the aero-magnetic data set than for the simulated data 
set because it turns out that the covariation in the simulated data can be roughly 
characterized by an apparent global covariation model. This only became evident when 
the directional variograms of the entire simulated data set are plotted.
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In the case of the simulated data set, both algorithm 6.1 and algorithm 6.2 resulted in 
networks with similar performance . In chapter 4 and 5, we showed that, for a single 
GRBFN, the posterior of both the weights and RBF parameters has a skewed peak and 
the MAP estimates lead to sub-optimal predictions. As shown in the results obtained 
with algorithm 6.2, this is less of a problem in HME due to the weighted averaging of 
the predictions of multiple experts. Moreover, the training time of algorithm 6.1 was 
4.5 times longer than that of algorithm 6.2 in the case of the 64-unit GRBFN and more 
than 10 times longer in the case of the HME. Hence, algorithm 6.2 provides a more 
practical approach for large HME and large training sets.
Figure 7.5 shows that, in the case of the simulated data set, two of the three gating 
networks, the bottom level gating network that is responsible for the northern part of the 
input space and the top gating network, were able to partition the input spaces quite 
accurately with their 0.5 probability contours lying very close to the true boundaries of 
the heterogeneous regions. A rather prominent oblique north-south running structure in 
the south-west region seems to be the cause of the failure of the corresponding bottom 
level gating network in locating the boundary of the two heterogeneous regions in the 
south.
The HME, as shown in figure 7.3 and table 7.1, learned the local covariation models 
quite accurately despite the fact that the two heterogeneous regions in the south were not 
partitioned accurately. Moreover, in the north-west region, although the incorrect class 
of radial function (i.e. spherical instead of exponential) was used by the expert, the 
model learned still resembles the true model in the inner region where it matters most. 
While the azimuth angle and the maximum and minimum ranges were estimated quite 
accurately, the soft and not very precise partitioning did cause the estimates of the 
nugget variance and the magnitude of the radial function component to be strongly 
affected by the true covariation of the data in the neighboring regions. The evidence 
procedure of algorithm 6.1 and the logarithmic term in the negative log posterior 
(equation (6.2-24)) used by algorithm 6.2 also penalize against elongated covariation 
models. Hence, the shape of the learned covariation model in the north-east is much 
less stretched out than the true model.
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In the case of the aero-magnetic data set, the GRBFN performs poorly due to the 
absence of global stationarity and the considerable extrapolation that is required in the 
prediction. The HME, whose RBF units captured the local covariation of the data, 
interpolates and extrapolates significantly better. The partitioning, as well as the local 
covariation models learned by the HME, seem to be reasonably accurate and lead to the 
construction of prominent ridge-like structures in the north-west and south-east. These 
features are hardly noticeable in the training data of figure 7.8b and only become 
apparent in the thin-plate interpolant of figure 7.8c which was generated using the entire 
data set.
7.4 Conclusions
We have shown that a hierarchical mixtures of GRBFNs is able to learn the local 
covariation of spatial data and improve prediction (or generalization) over a single 
GRBFN when the data is locally stationary. We believe that the improvement will be 
even more significant for data sets with larger spatial extent especially if the local 
regions are more statistically distinct. The estimation of the local covariation models of 
the data and the use of these models in producing the interpolant helps to capture the 
structural information in the data which, apart from improving the accuracy of the 
prediction, is of great importance to many earth-science applications such as mining.
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8. Summary of Major Ideas, Limitations and 
Future Directions
This thesis develops a neural network approach for the interpolation of sparse, spatially 
correlated earth-science data that is able to overcome some of the difficulties 
practitioners have with existing geostatistical methods. We have focused on neural 
networks approaches that approximate or are equivalent to (universal) kriging - the most 
widely used interpolation method in geostatistics and the earth sciences. We have 
identified two major practical problems with (universal) kriging, namely, the estimation 
of the covariation model and the partitioning of the input space into homogeneous 
regions. Traditional methods cannot reliably estimate the covariation model when the 
amount of data is very limited. The assumption of a global covariation model is often 
violated when the data are collected over an area of large extent.
Most of the thesis is devoted to adapting existing neural network techniques, including 
the evidence procedures for training feed-forward networks and the hierarchical 
mixtures of experts, to solve these problems. The thesis also looks briefly at other 
variants of kriging such as cokriging and local kriging, and compares them with similar 
approaches in neural networks. Results in these two markedly distinct domains - 
geostatistics and neural networks - have provided us with additional insight into these 
methods and their possible enhancement.
In this chapter, we summarize the major ideas which have been presented in the thesis. 
We also discuss the limitations of the neural network approach that we have put forward 
as well as the future directions.
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8.1 Major Ideas in the Thesis
We began by studying kriging and its formal relationship with splines and RBF 
interpolation. Given that an RBF network (RBFN) is basically a generalization of RBF 
interpolation, naturally we looked for links between kriging and RBFN. We found that 
the equations for the (universal) kriging predictor have the same form as those of the 
regularization network (RN) - a special class of RBFN which can be derived from 
regularization theory. In addition, universal kriging can be implemented by a GRBFN - 
a generalization o f the RN - to produce the same predictions as kriging at the 
unsampled points. The GRBFN will have an RBF unit at each data point. The 
covariation model of kriging is specified by the radial function, the regularization 
parameter and the intrinsic noise variance of the GRBFN. Conversely, the GRBFN can 
be viewed as implementing a random process instead of a deterministic function, and its 
radial function together with the regularization parameter and the intrinsic noise 
variance can be viewed as specifying a covariation model of the data.
GRBFN with less RBF units can be used to approximate kriging and reduce the amount 
of computation. Good approximation is possible provided that sufficient RBF units are 
used and the locations of the RBF units are properly selected such as by positioning the 
RBF units to approximate the density of the sample data.
Unlike previous approaches using backpropagation networks (BPN), the parameters of 
the GRBFN have sound physical and statistical meanings. Hence, the GRBFN approach 
allows certain a priori information such as the orientation of an ore deposit to be 
specified. It also allows such information, if unknown, to be extracted from the trained 
network.
The kriging predictor minimizes the squared prediction error at an unsampled location 
while the squared prediction error is commonly used as a measure of the generalization 
error by connectionists. Hence, optimizing the radial function parameters and 
hyperparameters of the GRBFN to improve generalization can be viewed as fitting a 
covariation model.
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We adapted the evidence method - an empirical Bayesian approach for determining the 
parameters of feed-forward neural networks, and derived two algorithms for 
determining the parameters of the GRBFN. The algorithms estimate the parameters of 
the GRBFN in two stages. In the inner loop, given a set of radial function parameters, 
the maximum evidence estimates of the hyperparameters are computed efficiently using 
re-estimation formulae and the corresponding maximum a posterior (MAP) estimates of 
the weights are computed. In the outer loop, a multidimensional search is performed to 
find the set of radial function parameters that has the highest evidence. The evidence 
procedure returns a set of parameters that is at the same place as the mass of the 
posterior (of the parameters) and hence generalizes well. In addition, complex models 
are automatically penalized. The GRBFN approach allows the two stages of the kriging 
process: the fitting of the covariation model and the estimation of the kriging weights, 
to be performed in the same neural network framework using the same optimization 
criteria.
In our simulations, the algorithms outperformed the traditional graphical method, the 
weighted least square (WLS) variogram estimators, the maximum likelihood (ML) 
variogram estimator and Samper and Neuman’s cross validation approach in covariation 
model fitting and resulted in better prediction. The improvement was most significant 
when the amount of data is very limited.
When a considerable amount of data are available, usually the data are collected over an 
area of large spatial extent where different geological forces are responsible for 
generating various local anomalies. In this case, the assumption of a global covariation 
model is not valid. We used a hierarchical mixtures of GRBFN experts to 
automatically soft partition the input space, learn the local covariation models of each 
region and combine the outputs of the experts. The gating networks learn to assign 
probability to the experts according to their performance over various parts of the input 
space, and combines the outputs of the experts accordingly. During training, each 
expert is made to focus on modeling the local mapping it performs best, improving its 
performance further. Competition among the experts achieves a soft partitioning of the 
input space into regions with each expert network learning a separate local mapping.
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Since the covariation models commonly used in the earth sciences have compact 
support and each expert only learns a local covariation model, small GRBFN experts 
spanning overlapping regions may be used to reduce computation at the expense of 
some resolution in locating the boundaries of the regions. Also, only the subset of data 
within and around the region spanned by a GRBFN is needed to train it, further reducing 
computational effort. Searching for the maximum a posteriori (MAP) estimates of the 
weight and radial function parameters instead of the maximum evidence estimates can 
also reduce the amount of computation significantly.
Experiments on stimulated data and real data showed that the hierarchical mixtures of 
GRBFNs can produce reasonably accurate partitioning of the input space and learn the 
local covariation models. The resulting prediction accuracy was also significantly better 
than that of a single GRBRN of similar complexity which assumed the existence of a 
global covariation model.
8.2 Limitations
The evidence-based training algorithms are computational intensive. Hence, they are 
not very practical when there is a large amount of data. In addition, the chance of ill- 
conditioning increases as the size of the linear system increases. Less RBF units than 
the number of data points can be used to reduce the amount of computation and the 
chance of ill-conditioning. Good approximation can be achieved when sufficient RBF 
units are used and the locations of the RBF units are properly selected.
Nevertheless, in practice, large earth-science data sets are usually collected over an area 
of large extent that is usually not homogeneous. In this case, the HME approach is more 
appropriate. Small localized GRBFN experts can be used and each expert can be 
trained on a subset of the data.
In case the considerable amount of data are from a homogeneous area. The GRBFN 
approach with its evidence-based training algorithms is not expected to perform much 
better than traditional geostatistical techniques. Being computationally expensive, it is 
perhaps not an attractive option. Hence, the GRBFN approach and its HME extension
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are most useful when either the amount of data is very limited or when there is a large 
amount of data from a non-homogeneous area.
At the moment, the major limitation of the GRBFN approach and its HME extension is 
in estimating the confidence interval. The (Bayesian) prediction variance discussed in 
section 3.7 is often used for fitting error bars to the outputs of feedforward networks. 
However, with sparsely sampled data and the types of radial functions commonly used 
for modeling the covariation in the data, it often produces unreasonable confidence 
intervals in earth-science applications. Using the equivalence between kriging and 
GRBFN, one can compute the kriging variance of the GRBFN’s prediction. However, 
this is only possible if the RBF units are at the data points or a subset of the data points 
as the kriging variance is derived under this assumption.
As for the HME, if the prediction errors of the individual GRBFN experts are 
uncorrelated, the overall prediction variance can be computed as the sum of the 
individual prediction variance weighted by the square of the probability the expert is 
selected. However, in general, as the data used to train the experts are the same or 
partially the same, one cannot assume that the prediction errors of the individual experts 
are independent.
Another major issue with the HME approach is how to determine the structure of the 
hierarchy of GRBFNs. Decisions such as the depth of the tree, the fanout at each node, 
the number of experts and the size of each expert, have to be made. It is desirable to 
have these network parameters determined in a data-driven manner.
8.3 Future Directions
The method we have outlined in section 6.3 provides a possible data-driven approach to 
dynamically construct the hierarchy of GRBFNs. The algorithm expands an expert into 
a gating network and sub-experts if the expert performs poorly, and prunes or merges 
experts that received effectively very little data.
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Cokriging has not been used extensively because of the difficulties in modeling the 
cross- and auto-correlation of a set of variables simultaneously. A ‘cokriging’ network 
or even its approximation can be very complicated and hard to train. Hence, when the 
primary variable is severely under-sampled and more thoroughly sampled secondary 
variable(s) are available, a BPN with the secondary variable(s) as extra outputs offers an 
attractive solution because of the simplicity and relative power of its structure and 
training algorithm. With sufficient units, the BPN can automatically extract and exploit 
the cross-correlation between the primary variable and the secondary variables to 
improve the prediction accuracy of the primary variable. The prospect of significantly 
better predictions of a grossly under-sampled variable should make up for the lack of 
physical interpretability.
We believe that the close links between kriging and a number of neural network 
architectures and algorithms uncovered by the thesis have provided a strong justification 
and foundation for the application of neural networks techniques in the interpolation of 
earth-science data. The GRBFN approach and its HME extension developed in the 
thesis are just the first step in that direction.
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