For a set of 1D vectors, standard singular value decomposition (SVD) is frequently applied. For a set of 2D objects such as images or weather maps, we form 2dSVD, which computes principal eigenvectors of rowrow and column-column covariance matrices, exactly as in the standard SVD. We study optimality properties of 2dSVD as low-rank approximation and show that it provides a framework unifying two recent approaches. Experiments on images and weather maps illustrate the usefulness of 2dSVD.
SVD is then applied to the matrix containing all the vectors: A = (a 1 , · · · , a n ). In image processing, this is called Eigenfaces [9] . In weather research, this is called Empirical Orthogonal Functions (EOF) [11] . Although the conventional approach is widely used, it does not preserve the 2D nature of these 2D data objects.
Two recent studies made first proposals to capture the 2D nature explicitly in low rank approximation. Yang et al. [13] propose to use the principal components of (column-column) covariance matrix for image representation. Ye et al. [14, 15] propose to use a LM i R T type decomposition for low rank approximation.
In this paper, we propose to construct 2-dimensional singular value decomposition (2dSVD) based on the row-row and column-column covariance matrices. We study various optimality properties of 2dSVD as low-rank approximation. We show that the approach of Yang et al. [13] can be casted as a one-sided low-rank approximation with its optimal solution given by 2dSVD. 2dSVD also gives a near-optimal solution for the low rank approximation using LM i R T decomposition by Ye [14] . Thus 2dSVD serves as a framework unifying the work of Yang et al. [13] and Ye [14] .
Together, this new approach captures explicitly the 2D nature and has 3 advantages over conventional SVDbased approach: (1) It deals with much smaller matrices, typically r × c matrices, instead of n × (rc) matrix in conventional approach. (2) At the same or better accuracy of reconstruction, the new approach requires substantially smaller memory storage. (3) Some of the operations on these rectangular objects can be done much more efficiently, due to the preservation of the 2D structure.
We note there exists other type of decompositions of high order objects. The recently studied orthogonal tensor decomposition [16, 10] , seeks an f -factor trilinear form for decomposition of X into A, B, C: x ijk = nature. The k dimension refers to different data objects. (In contrast, in the multi-factor trilinear orthogonal decomposition, the i, j, k dimensions are of different nature, say "temperature", "intensity", "thickness".)
These inherently 2D datasets are very similar to 1D vector datasets, X = (x 1 , · · · , x n ), for which the singular value decomposition (SVD) is often applied to obtain the optimal low-rank approximation:
where U k contains k principal eigenvectors of the covariance matrix 1 XX T and V contains k principal eigenvectors of the inner-product matrix X T X. We define 2-dimensional SVD for a set of 2D maps in the same way as SVD is computed for a set of 1D vectors. Define the averaged row-row and columncolumn covariance matrices,
1 F corresponds to XX T and G corresponds to X T X. Let U k contains k principal eigenvectors of F and V s contains s principal eigenvectors of G:
as the extension of SVD to 2D maps.
We say
. In standard SVD of Eq.(1.1), U k provides the common subspace basis for 1D vectors to project to. In 2dSVD, U k , V s provide the two common subspace bases for 2D maps to (right and left) project to (this will become more clear in §3, §4 §5). Note that M i ∈ Ê k×s is not required to be diagonal, whereas in standard SVD, Σ k is diagonal.
For standard SVD, the eigenvalues of XX T and X T X are identical, λ = ζ = σ 2 . The Eckart-Young Theorem [5] states that the residual error
1 In general, SVD is applied to any rectangular matrix. while PCA applying SVD on centered data:
In the rest of this paper, we assumeĀ = 0 to simplify the equations. This can be recovered by
We will see that 2dSVD has very similar properties.
Obviously, 2dSVD provides a low rank approximation of the original 2D maps {A i }. In the following we provide detailed analysis and show that 2dSVD provides (near) optimal solutions to a number of different types of approximations of {A i }.
Optimality properties of 2dSVD
Definition. Given a 2D map set
r×c , we define the low rank approximation
Here k, s are input parameters for specifying the rank of the approximation. We require
A less strict requirement is: columns of L be linearly independent and columns of R be linearly independent. However, given a fixed L, R with these constraints, we can do QR factorization to obtain L = Q LL and R = Q RR where Q L , Q R are orthogonal. We can write
. This is identical to the form of LM i R T . The 2dSVD of Eq.(1.5) is clearly one such approximation:
What's the significance of 2dSVD?
• The optimal solution for the low-rank approximation using the 1-sided decomposition (2.9)
is given by the 2dSVD:
• The optimal solution for the 1-sided low-rank approximation (2.10)
• The 2dSVD gives a near-optimal solution for the low-rank approximation using the 2-sided decomposition [14] min
When k = r, min J 3 reduces to min J 1 . When s = c, min J 3 reduces to min J 2 .
• When A i = A T i , ∀i, the 2dSVD gives a near-optimal solution for the symmetric approximation (2.12)
2dSVD provides a unified framework for rectangular data matrices. Our 2dSVD generalizes the work of Yang et al. [13] where they consider only the matrix G, but give no discussion on the optimality property and the objective of the approximation. On other hands, the 2dSVD provides a near-optimal solution of the 2D low rank approximation of Ye [14] , the symmetric decomposition of J 3 which we believe is key to the low rank approximation of these rectangular data matrices.
We discuss the 3 decompositions in details in §3, §4, §5.
Remark. 
This is a quadratic function w.r.t. M i . The minimum occur at where the gradient is zero:
With this, we have
By a well-known result in algebra, the optimal solution for R is given by 
Here we have used the fact that
To see why this is the global optimal solution, we first note that for any solutionM i ,R, the zero gradient condition holds, i.e,M i = A T iR . With this, we have
Due to the positive definiteness of G, the solution for the quadratic function must be unique, up to an arbitrary rotation:R = RΓ.
The proof is identical to Theorem 1, using the relation
For this decomposition, when k = r, we have L = I r and
whereũ k ,ṽ k are simultaneous solutions of the eigenvector problems
of the reweighted covariance matrices F and G (see Eq.(1.2) ) :
The optimal objective function value is given by
In the following special cases, the problem of maximization of J 3 is greatly simplified: 
The objective can be written as
As solutions for these traces of quadratic forms, L, R are given by the eigenvectors of F , G, and the optimal value are given by the equalities in Eqs.(5.21, 5.22).
To prove the inequality in Eq.(5.21), we note
Re-writing the RHS of above inequality using Eq.(3.14) and splitting the LHS into two terms, we obtain
This gives the inequality in Eq.(5.21). The inequality in Eq.(5.22) can be proved in the same fashion.
¤
In practice, simultaneous solutions of the U , V eigenvectors are achieved via an iterative process:
, we form F and solve for the k largest eigenvectors (ũ 1 , · · · ,ũ k ) which gives L (1) . This way, we obtain
we formG, solve for k largest eigenvectors and obtain a new R (t+1) . By definition, R (t+1) is the one that maximizes 
Proof. Assume k < r. For any r-by-k matrix L, with orthonormal columns, we can always find additional r−k
From Eqs.(1.2,1.4), the solution to the right-hand-side is given by the 2dSVD: R = V s . We can similarly show the upper-bound involving U k . The eigenvalues arise from Eqs.(1.2,1.4).
From Proposition 6, we obtain a simple lower bound,
With the nondecreasing property (Proposition 6) and the upper-bound (proposition 7), we conclude that the iterative update algorithm converges to a local maximum.
Is the local maximum also a global maximum? We have several arguments and some strong numerical evidence to support Observation 8.
T decomposition provides a good approximation to the 2D data, the iterative update algorithm (IUA) converges to the global maximum. Discussion. (A) For n = 1, 2dSVD reduces to usual SVD and the global maximum is well-known. Fixing L, J 3a is a quadratic function of R and the only local maximum is the global one, achieved in IUA. Similarly, fixing R, IUA achieves the global maximum. (B) We may let L (0) = U k as in 2dSVD, any random matrices, or a matrix of zeroes except one element being 1. For any of these starting point, IUA always converges to the same final solution ( These three experiments indicate it is unlikely IUA can be trapped in a local maximum, if it exists.
Comparison with
3 Due to existence of Γ as discussed in Theorem 1, we measure the angle between the two subspaces. For 1-D subspaces, it is the angle between the two lines. This is generalized to multidimensional subspaces [7] . In this section, we give upper bounds on J 3 and show 2dSVD is the solution for minimizing these upper bounds.
Upper bound J 3L
We first let R i ∈ Ê c×k be a temporary replacement of M i R T . Using triangle inequality of Frobenius norm, we can write J 3 as
Since L has orthonormal columns, the second term becomes
The first term is identical to min J 2 , and the optimal solution is given by Theorem 2,
The second term of J 3L is equivalent to min J 2 , and by Theorem 2 again, optimal solution are given by (6.36)
wherev k ,ζ k are eigenvectors and eigenvalues of the weighted covariance matrix G:
Combining these results, we have Theorem 5. Minimizing the upper bound J 3L leads to the following near-optimal solution for J 3 :
To implement Theorem 5, we (1) compute U k ; (2) construct the reweighted row-row covariance G of Eq.(6.37) and compute its s eigenvectors which gives
procedure is a variant of 2dSVD, instead of computing U k and V s independent of each other (see Eqs. (1.3, 1.4) ). The variant has the same computational cost. We call this LRMi. Note that, in the iterative update algorithm of J 3 , if we set
This 2dSVD variant can be considered as the initialization of the iterative update algorithm.
Upper bound J 3R
Alternatively, we may first let L i ∈ Ê c×k be a temporary replacement of LM i . Using triangle inequality, we obtain another upper bound of J 3 ,
R has orthonormal columns and drops out of the second term. The optimization of J 3R can be written as
Following the same analysis leading to Theorem 5, we obtain Theorem 6. Minimizing the upper bound J 3R leads to the following near-optimal solution for J 3 :
wherep k are eigenvectors of the weighted covariance matrix F (6.43)
The implementations are: (1) compute V s ; (2) construct the reweighted row-row covariance F . of Eq.(6.43) and compute its k eigenvectors which gives U k ; (3) compute M i . This is another variant of 2dSVD, which we call RLMi.
Error Analysis of J 3 and 2dSVD
For A i = LM i R T decomposition, from Theorems 5 and 6, and Eqs.(5.21 , 5.22), we obtain the following lower and upper bounds for J 3 : We have seen how 2dSVD arises in minimizing the upper bounds J 3L and J 3R . Now we analyze it in subspace approximation point of view. LetŪ k be the subspace complement of U k , i.e., ( U k ,Ū k ) spans the entire space. Thus (
We say that the dominant structures of a 2D map dataset are well captured by the subspace
which will happen if the largest k eigenvalues dominate the spectrum: This situation occurs when the eigenvalues λ j approach zero rapidly with increasing j. The space is dominated by a few eigenstate.
In this case, the 2D maps can be well approximated by the 2dSVD, i.e., 2dSVD provides a near-optimal solution to J 3 (·). In this case, the differences between λ j ,λ j , λ j tend to be small, and we set approximately Similar results also hold forζ j ,ζ j , ζ j . we obtain error estimation,
2 , (7.48) similar to the Eckart-Young Theorem. The two accumulative sums of eigenvalues correspond to the simultaneous left and right projections.
Consider the case when A i 's are symmetric:
12). Expand J 4 and take
Starting with this, the exact optimal solution, can be computed according to the iterative update algorithm in §6. We write
T A i and compute the first k-eigenvectors, which gives L (t+1) .
From the same analysis of Propositions 6 and 7, we have
Thus the iterative algorithm converges to the optimal solution,
The optimal objective value has the lower and upper bounds:
whereλ j are the eigenvalues of F :
If eigenvaluesλ j fall rapidly as j increases, the principal subspace U k captures most of the structure, and 2dSVD provides a good approximation of the data. i.e., 2dSVD is the near-optimal solution in the sense of J 4 (·). Thus we have 
Application to images reconstruction and classification
Dataset A. ORL 4 is a well-known dataset for face recognition. It contains the face images of 40 persons, for a total of 400 images of sizes 92 × 112. The major challenge on this dataset is the variation of the face pose. Dataset B. AR 5 is a large face image dataset. The instance of each face may contain large areas of occlusion, due to sun glasses and scarves. The existence of occlusion dramatically increases the within-class variances of AR face image data. We use a subset of AR which contains 65 face images of 5 persons. The original image size is 768 × 576. We crop face part of the image reducing size to 101 × 88. Figure 1 shows 8 reconstructed images from the ORL dataset, with a rather small k = s = 5. Images in the first row are reconstructed by the A i = LM i decomposition using row-row Figure 3 shows the same 8 reconstructed images from the ORL dataset, at k = s = 15 for 2dSVD and traditional SVD. One can see that 2dSVD gives better quality reconstruction. 
Image Reconstruction

Convergence of
We examine the sensitivity of LMR on the initial choice. In Table 2 We have the following observations. First, starting with all 4 initial L (0) 's, the algorithm converges to the same final solution. In the last line, the angle between the different solutions and the one with 2dSVD start are given. They are all around 10 −10 , practically zero within the accuracy of the computer precision. Considering the rank-1 start and the orthogonal start, this indicates the algorithm does not encounter other local minimums.
Second, 2dSVD is a good approximate solution. It achieves 3 effective decimal digit accuracy:
= 0.1%. Starting from the 2dSVD, it converges to the final optimal solution in 3 iterations; it gets 6 digits accuracy in 1 iteration and gets 12 digit accuracy in 2 iterations.
Third, the convergence rate is quite good. In 1 iteration, the algorithm converges to 4 digits accuracy for all 4 initial starts. With 4 iterations, the algorithm converges to 14 digits, the computer precision with 64-bits, irrespective of any odd starting points.
To further understand the rapid convergence, we set k = s = 1 and run two experiments, one with L (0) = e 1 and the other with L (0) = e 2 , where e i is a vector of zeroes except that the i-th element is 1. The angle between the solutions at successive iterations,
2 , are given in Table 3 . One can see that even though the solution subspaces are orthogonal (π/2) at beginning, they run towards each other rapidly and become identical in 4 iterations. This indicates the solution subspace converges rapidly.
Bounds on J opt 3
In Figure 4 , we show the bounds of J opt 3 provided by 2dSVD, Eq.(5.29) and Eq.(7.48). These values are trivially computed once 2dSVD are obtained. Also shown are the exact solutions at k = s = 10, 15, 20. We can see the 2dSVD provides a tight upper bound, because it provides a very close optimal solution. This bounds are useful in practice. Suppose one computes 2dSVD and wishes to decide the parameter k and s. Given a tolerance on reconstruction error, one can easily choose the parameters from these bound curves.
Classification
One of the most commonly performed tasks in image processing is the image retrieval. Here we test the classification problem: given a query image, determine its class. We use the K-NearestNeighbors (KNN) method based on the Euclidean distance for classification [4, 6] . We have tested k = 1, 2, 3 in KNN. k = 1 always leads to the best classification results. Thus we fix k = 1. We use 10-fold crossvalidation for estimating the classification accuracy. In 10-fold cross-validation, the data are randomly divided into ten subsets of (approximately) equal size. We do the training and testing ten times, each time leaving out one of the subsets for training, and using only the omitted subset for testing. The classification accuracy reported is the average from the ten different random splits. The 
The results are shown in Fig.5 . We see that LMR and 2dSVD consistently leads to small classification error rates, outperforming LiR, LRI and SVD, expect for AR dataset at large value of k (such as k ≥ 16) where SVD is competitive. Table 4 . The iteration starts with 2dSVD solution, which is already accurate to 5 digits. After 1 iteration, the algorithm converges to the machine precision. 
Convergence for symmetric 2D dataset
Surface temperature maps
The datasets are 12 maps, each of size 32 (latitude) x 64 (longitude). Each shows the distribution of average surface temperature of the month of January (100 years). Table 5 shows the reconstruction of the temperature maps. One see that 2dSVD provides about the same or better reconstruction at much less storage. This shows 2dSVD provides a more effective function approximation of these 2D maps. The temperature maps are shown in Figure 6 .
Summary
In this paper, we propose an extension of standard SVD for a set of vectors to 2dSVD for a set of 2D objects {A i } [13] and by Ye [14] for low-rank approximations which captures explicitly the 2D nature of the 2D objects, and further extend the analysis results. We carry out extensive experiment on 2 image datasets and compare to standard SVD. We also apply 2dSVD to weather maps. These experiments demonstrate the usefulness of 2dSVD. 
