For a set A of n people and a set B of m items, with each person having a preference list that ranks all items from most wanted to least wanted, we consider the problem of matching every person with a unique item. A matching M is called -popular if for any other matching M , the number of people who prefer M to M is at most n plus the number of those who prefer M to M . In 2006, Mahdian showed that when randomly generating people's preference lists, if m/n > 1.42, then a 0-popular matching exists with 1 − o(1) probability; and if m/n < 1.42, then a 0-popular matching exists with o(1) probability. The ratio 1.42 can be viewed as a transition point, at which the probability rises from asymptotically zero to asymptotically one, for the case = 0. In this paper, we introduce an upper bound and a lower bound of the transition point in more general cases. In particular, we show that when randomly generating each person's preference list, if α(1 − e −1/α ) > 1 − , then an -popular matching exists with 1 − o(1) probability (upper bound); and if α(1 − e −(1+e 1/α )/α ) < 1 − 2 , then an -popular matching exists with o(1) probability (lower bound).
Introduction

Popular Matching
Consider a set A of n people and a set B of m items, with m > n. Each person has a preference list that ranks all items from most wanted to least wanted. We want to match every person with a unique item. In a matching M , for each person a ∈ A and item b ∈ B, let M (a) denote an item matched with a, and M (b) denote a person matched with b. (For convenience, let M (b) be null for an unmatched item b.)
Let r a (b) be the rank of item b in a's preference list. (The most preferred item has rank 1, and the least preferred item has rank m.) We define a matching M to win over a matching M if there are more people who prefer M to M than those who prefer M to M , i.e. |{a ∈ A|r a (M (a)) < r a (M (a))}| > |{a ∈ A|r a (M (a)) < r a (M (a))}|. A popular matching is a matching that does not lose to any other matching, considering every possible matching. Note that a popular matching may or may not exist.
A related problem called "random popular matching problem" studies the probability, for each value of m and n, that a popular matching exists in a random instance when each person's preference list is independently and uniformly selected at random from the set of all possible permutations of items in B.
Related Previous Work
In 2005, Abraham et al. [1] presented an O(m + n) time algorithm to find a popular matching, if one exists. They also presented another O(m √ n) time algorithm that works when ties are allowed in the preference lists. Later, Mestre [4] generalized the algorithm to find a popular matching in the case that people are given different weights when determining the winner of two matchings. This algorithm runs in O(min(k √ n, n)m) time, when k is the number of distinct weights.
In 2006, Mahdian [3] proved that if α = m/n > α 0 , when α 0 ≈ 1.42 is the root of equation
, then a popular matching exists with very high probability (1 − o(1) probability) in a random instance. On the other hand, if α < α 0 , the popular matching exists with very low probability (o(1) probability). The point α = α 0 can be viewed as a transition point, at which the probability rises from asymptotically zero to asymptotically one.
Recently, in 2010 Itoh and Watanabe [2] studied the case that people are given two weights w 1 , w 2 with w 1 ≥ 2w 2 , and found that the transition point in this case occurs around α = Θ(n 1/3 ).
Preliminaries
Almost-Popular Matching
We introduce a more general property of matchings that are "almost-popular." We define a matching M to be -popular if it does not lose by more than n people to any other matching. A formal definition for an -popular matching is:
Note that the original popular matching can be viewed as a 0-popular matching.
Almost-Complete Matching
Before calculating the probability that a popular matching exists in a random instance, we introduce another property of matchings that are "almost-complete."
First, for each person a ∈ A, let f (a) be the item at the top of a's preference list. Let F be the set of an item b ∈ B such that there exists a person a ∈ A with f (a ) = b, and let S = B − F . Then, for each person a ∈ A, let s(a) be the highest ranked item in a's preference list that is in S. Proof. For any other matching M , consider a person a ∈ A that prefers M to M .
Since M is an ( , δ)-complete matching, there can be at most n people in this case.
Since M is an ( , δ)-complete matching, there can be at most δn people in this case.
Therefore, for any person a who prefers M to M , except at most ( + δ)n people (in Case 1 and 2.1), there must also be a unique person a who prefers M to M , meaning that the number of people who prefer M to M is at most ( + δ)n more than the number of those who prefer M to M . Thus, M is an ( + δ)-popular matching.
is null, we choose any a ∈ A with f (a ) = b and simply promote a to match with b, making one person more satisfied. If b is matched with a 1 ∈ A such that f (a 1 ) = b, we select any a 2 ∈ A such that f (a 2 ) = b and promote a 2 to match with b, a 1 with f (a 1 ), and M (f (a 1 )) (if any) to any available item, making two people more satisfied and at most one people less satisfied with the new matching. We do the same for every such item b, each time making at least one person more satisfied. Since M is an -popular matching, there can be at most n items b which M (b) is null or f (M (b)) = b, satisfying the second condition of an (2 , )-complete matching.
Now consider any person a ∈ A that is matched with neither f (a) nor s(a).
, which we proved earlier that there can be at most x of such items. Therefore, there can be at most n people in this case.
) is null, we can simply promote a to match with s(a), making one person more satisfied. If s(a) is matched with a 3 ∈ A and promote a to match with s(a), a 3 with f (a 3 ), and M (f (a 3 )) (if any) to any available item, making two people more satisfied and at most one people less satisfied with the new matching. We do the same for every such person a, each time making at least one person more satisfied. Since M is an -popular matching, there can be at most n people in this case.
In total, there are at most 2 n people a who are matched with neither f (a) nor s(a), satisfying the first condition of an (2 , )-complete matching. Thus, M is a (2 , )-complete matching.
We use the term -complete matching to refer to an ( , ∞)-complete matching (as if we consider only the first condition of Definition 4). Lemma 3 shows that an -complete matching and an ( , δ)-complete matching are equivalent in term of existence.
Lemma 3. In a given instance, an ( , δ)-complete matching exists if and only if ancomplete matching exists.
Proof. By definition, every ( , δ)-complete matching is also an -complete matching. On the other hand, let M be an -complete matching. Consider any item b ∈ B such that M (b) is null or f (M (b)) = b. Since there exists a person a ∈ A such that f (a ) = b, we can simply promote a to match with b. We do the same for as many items as we want until achieving an ( , δ)-complete matching.
From Lemma 1, 2, and 3, we get the following corollary, which gives us an upper bound and a lower bound of the probability that an -popular matching exists in a random instance. 
Top-Choice Graph
We now give a necessary and sufficient condition that an -popular matching exists in terms of number of vertices and edges in a bipartite graph.
First, from a given instance, we construct a top-choice graph, a bipartite graph with parts F and S such that each person a ∈ A corresponds to an edge connecting f (a) and s(a). Note that multiple edges are allowed in this graph.
In 2006, Mahdian proved the following lemma, which was used in the proof of his main theorem to ultimately acheive the critical point α ≈ 1.42. With more general properties, we have a different relation between the existence of an almost-complete matching and the top-choice graph as shown in Lemma 5.
Lemma 5. In a given instance, an -complete matching exists if and only if every subgraph G of the top-choice graph has |E(G)| − |V (G)| ≤ n, when E(G) and V (G) are the set of edges and vertices of G, respectively.
Proof. First, observe that in a given instance, an -complete matching exists if and only if there is a way to remove at most n people from the instance such that a 0-complete matching exists in the remaining instance. From Lemma 4, an -complete matching exists if and only if there is a way to remove at most n edges from the top-choice graph such that the remaining graph does not contain a complex component.
For a graph G, let f (G) = |E(G)| − |V (G)|. Note that G is a complex component if and only if
G is connected and f (G) > 0. Now suppose that the top-choice graph T has a subgraph G such that f (G ) > n. After removing any n edges from T , we still have f (G ) > n − n = 0, thus an -complete matching does not exist in this instance.
On the other hand, suppose that f (G) ≤ n for every subgraph G of T . Let H be the subgraph of T with highest value of f (H) (if there are more than one, pick any of them). Partition H into connected components H 1 , ..., H k . Observe that f (H i ) ≥ 0, for every component H i (otherwise we will have f (H − H i ) > f (H), a contradiction). For each component H i with f (H i ) > 0, we remove f (H i ) edges from it such that the remaining graph consists of a spanning tree with one extra edge. In total, we remove f (H 1 ) + ...f (H k ) = f (H) ≤ n edges, and H now does not contain a complex component.
If there is a subgraph G of T which is a complex component, we have
, the number of edges within G 2 plus the number of edges connecting G 1 with G 2 must be greater than the number of vertices in G 2 , meaning that f (H ∪ G 2 ) > f (H), a contradiction. Therefore, T now does not contain a complex component, thus an -complete matching exists in this instance.
The main difficulty of calculating a probability related to the top-choice graph is that the number of vertices on each side of the top-choice graph is not fixed. However, Mahdian proved the following lemma, which allows us to calculate the probability on the bipartite graph with an almost fixed number of vertices on each side instead.
First, define T (x, y, z) to be a bipartite graph with x and y vertices in the first and second part, respectively, with z edges selected independently and uniformly at random from the set of all possible xy edges.
Lemma 6. [3] Suppose that α = m/n, and E is an arbitrary event defined on graphs. If for every integer h ∈ [e −1/α m − m 2/3 , e −1/α m + m 2/3 ], the probability of E on the random graph T (m, h, n) is at most O(1/n), then the probability of E on the top-choice graph T is at most O(n −1/3 ).
Another lemma proved by Mahdian that will be used in our proof is:
Lemma 7.
[3] Suppose that we pick p elements from the set {1, ..., q} independently and uniformly at random. Let a random variable X be the number of elements in the set that are not picked. Then,
3 Main Results
Upper Bound
Theorem 1. If α(1 − e −1/α ) > 1 − , then an -popular matching exists with 1 − o(1) probability in a random instance.
Consider the bipartite graph T (m, h, n) with T 1 and T 2 as the first and second part, respectively. Let E be the event that T (m, h, n) contains a subgraph G such that |E(G)|−|V (G)| > n. From Lemma 5, 6, and Corollary 1, it is sufficient to prove that Pr[E] = O(1/n).
Let a random variable X be the number of vertices in T 1 with degree 0. First, we will prove that if X ≤ m + ( − 1)n, then E cannot happen.
Suppose that X ≤ m+( −1)n. Consider any subgraph G of T (m, h, n).
Now we will calculate the probability that X > m + ( − 1)n. From Lemma 7, we have
Since α > 1 and f (α) = α(1−e −1/α ) is an increasing function, we get the following corollary.
Corollary 2. If > 1/e, then an -popular matching exists with 1 − o(1) probability in a random instance. We define T 1 and T 2 the same way as in the proof of Theorem 1. However, this time we let E be the event that T (m, h, n) does not contain a subgraph G such that |E(G)|−|V (G)| > 2 n. From Lemma 5, 6, and Corollary 1, it is sufficient to prove that Pr[E] = O(1/n).
Lower Bound
Let a random variable X and Y be the number of vertices in T 1 and T 2 with degree 0, respectively. First, we will prove that if X + Y > m + h + (2 − 1)n, then E cannot happen.
Suppose that X + Y > m + h + (2 − 1)n. Select a subgraph G containing all vertices in T (m, h, n) with degree at least 1. We have |E(G)| = n and
Now we will calculate the probability that X + Y ≤ m + h + (2 − 1)n. Since X and Y are independent, from Lemma 7 we have Figure 1 : The upper bound and lower bound of the critical point α for each value of
Discussion
In this paper, we have developed an upper bound and a lower bound of the transition point α for each 0 ≤ ≤ 1, at which the probability that an -popular matching exists in a random instance rises from asymptotically zero to asymptotically one. Formally, a transition point α is a constant such that if α < α , then an -popular matching exists with 1 − o(1) probability in a random instance; and if α > α , then an -popular matching exists with o(1) probability in a random instance.
Mahdian proved the exact transition point α 0 ≈ 1.42 for the case = 0. Also, Corollary 2 together with the condition α > 1 technically makes α = 1 the transition point for every > 1/e ≈ 0.37. However, for in the range (0, 1/e], the exact transition point is still unknown.
From the definition of -popular matching, α must be a non-increasing function in term of . Therefore, Mahdian's transition point α 0 also serves as an upper bound of the transition point α for every > 0. As shown in Figure 1 , for in the range around (0, 0.28), Mahdian's upper bound is tighter than our bound in Theorem 1; but for in the range around (0.28, 0.37), our bound is tighter. For the lower bound, however, our bound in Theorem 2 is tighter than the trivial bound α > 1 only for in the small range around (0, 0.01).
