Suppose, for example, that A is an Abelian variety with split semistable reduction over K. If we denote by K 0 the maximal unramified subfield of K, we define a canonical and functorial K 0 -lattice in H 1 dR (A), denoted by V 0 , and two operators A and N A on V 0 such that we have the following:
(i) A is σ -linear, where σ is the absolute Frobenius on K 0 ; (ii) N A is K 0 -linear and N A A = p A N A . These operators are defined in terms of the "p-adic uniformization cross" of A:
where G is a semi-Abelian variety, T is a split torus, B is an Abelian variety with good reduction, and is a free Abelian group of finite rank. Thus the diagram makes sense in the rigid analytic category. The monodromy N A is defined as a residue map along the torus followed by a boundary map, and the Frobenius A is defined using the Frobenius operators on T and B and the p-adic integration of differential forms on A. On the other hand, if X is a semistable curve over K, then we can define a Frobenius X and a monodromy N X , as in [Co5] . We prove that if J is the Jacobian of X, then X = J and N X = N J , where we identify H 1 dR (X) and H 1 dR (J ) . In order to prove the identities of these operators, one needs to work with de Rham cohomology and duality for 1-motives. These are investigated in Section 3.
In Part II, written by the second author (it contains essentially the main results of [I] ), the filtered Frobenius monodromy module attached to H 1 dR (A), where A is a split, semistable Abelian variety as in Part I, is defined by P. Colmez in [Cz] , induces an isomorphism of filtered Frobenius monodromy modules between the K 0 -structure of H 1 dR (A), as defined in Section I, and D st (V (A) ). Our main tool is the "universal covering space" of A(K) defined by
A(K) := lim ←

A(K), [p] × A(K) A(K),
where [p] is the multiplication by p-isogeny on A. It turns out that A(K) Q := A(K) ⊗ Z Q is naturally a semistable representation of the Galois group of K over K, and one can define a map U : T (K) → D st ( A(K) Q ) which plays the role of a "coresidue map" along the torus T . In the end we are able to prove, using the results in [Co7] , that Fontaine's monodromy operator on D st (V (A)) is essentially induced by Grothendieck's monodromy pairing (after appropriate identifications). As a corollary, we prove the following theorem.
Theorem 1. Let A be an Abelian variety over the local field K. Then T p 
(A) is crystalline if and only if A has good reduction.
Here K is allowed to be any complete discrete valued field of characteristic zero and any perfect residue field of characteristic p. The "if" part of this statement is known through work of J.-M. Fontaine [Fo3] , and the "only if" part was conjectured by Fontaine in [Fo1] . The conjecture was proved in [Fo1] if the ramification degree of K is less than p − 1. It was also proved in [Mk] if A is potentially a product of Jacobians and the residue field of K is finite.
Definitions of N and F for curves
1.1. The monodromy operator. Suppose X is a connected, smooth, complete curve over K with a regular semistable model ᐄ over R such that the irreducible components of its reductionᐄ are smooth. We also suppose for simplicity of exposition that there are at least two of them and that they, as well as the singular points ofᐄ, are defined over k. For a subscheme Y ofᐄ, let X Y denote the tube of Y considered as a rigid subspace of X.
We adopt the notation of Le Stum [LS] . Let Gr(ᐄ) be the graph with oriented edges defined as follows. The vertices V (ᐄ) of Gr(ᐄ) are the irreducible components ofᐄ. Letᐄ n denote the normalization ofᐄ. Let m :ᐄ n →ᐄ be the natural map. The edges E(ᐄ) of Gr(ᐄ) are the symbols [x, y] , where x and y are points onᐄ n (k) whose imagesᐄ(k) are the same. We set A ([x, y] ) equal to the image of the component of ᐄ n on which x lies, and we set B ([x, y] ) equal to the image inᐄ of the component on which y lies. Then, if e ∈ E(ᐄ), e is an edge from A(e) to B(e). We also define an involution τ of E(ᐄ) by τ ([x, y] ) = [y, x] .
If e = [x, y] ∈ E(ᐄ), we set X e = X m(e) . We note that Ꮿ = {X A : A ∈ V (ᐄ)} is an admissible cover of X by basic wide opens. We note that since ᐄ is regular, any point in X(K) is contained in a unique element of Ꮿ.
Let X 0 =
A∈V (ᐄ)
X A and X 1 = e∈E (ᐄ) X e .
Let ι be the involution on X 1 , which takes a point in X e ⊂ X 1 to the corresponding point in X τ (e) . For a module M on which ι * acts, M ± = {m ∈ M : ι * m = ±m}.
We have a long exact sequence
For each e ∈ E(ᐄ), we have a natural residue map We define an operator N ᐄ on H 1 dR (X) to be the composition 
The Frobenius operator.
Again we use the exact sequence (1.1). Let X † denote the dagger completion of X 0 along the nonsingular locus NS ofᐄ. We note that
is an underlying affinoid (see [Co3] ) of X 0 . Let Y be a smooth, complete curve with a model ᐅ with good reduction obtained from X 0 by glueing in open disks to the ends of X 0 (the connected components of X 0 − X NS ∼ = X 1 ). Then we have a commutative diagram where the rows are exact (for the bottom row, see [M, Thm. 4 .1]) and the vertical arrows are isomorphisms (see [B1] and [BC] 
Remark. In [Co5] , we defined another K 0 /Frobenius structure on H 1 dR (X 0 ) using log structures. It is probably equivalent, but we have not proven that.
Hence, to get a K 0 -lattice V 0 in H 1 dR (X) and a Frobenius operator F on V 0 , all we have to do is split
We accomplish this using p-adic integration (see [Co2] and [Cds] ). Let ᐃ denote the full subcategory of the category of rigid spaces whose objects consist of basic wide opens (see [Co3] 
where z is the standard parameter on the affine line over K.
and if ω = df , where f is rigid-analytic, then
and f e ∈ ᏻ X (X e ) for e ∈ E(ᐄ), then
denotes the 1-hypercochain on X of the complex . X with respect to the covering Ꮿ, X A → ω A , and (X A , X B ) → g A,B . Here g A,B ∈ ᏻ X (X A ∩ X B ) is the function such that g A,B | X e = f e if e ∈ E(ᐄ) is such that A(e) = A and B(e) = B. The hypercochain is a hypercocycle if and only if ω A(e) − ω B(e) | X e = df e , ∀e ∈ E(ᐄ).
Let w ∈ H 1 dR (X/ 1 X ) and ({ω A }, {f e }) be a 1-hypercocycle of ᏻ X with respect to Ꮿ, which represents it. We may and do suppose that f τ (e) = −f e . For each A ∈ V (ᐄ), let s(ω A ) be a representative of W ω A . Then X e → f e − s ω A(e) − s ω B(e) represents an element of H 0 dR (X 1 ) − , well defined modulo the image of H 0 dR (X 0 ). Let I log (ᐄ) denote the map that sends w to the image of this class in H 1 dR (X). This is the desired splitting.
N and F for Abelian varieties
2.1. The monodromy operator for Abelian varieties. Now let A be an Abelian scheme over K with semistable reduction. Then we have the "uniformization cross"
where T is a torus, is a discrete group, B is an Abelian scheme with good reduction, and G is an extension of B by T , all considered as rigid groups. The vertical sequence extends to a sequence of group schemes with good reduction over R. We have an exact sequence
The map from Ᏼom( , K) to the kernel of
is described as follows. Suppose Ꮿ is an admissible covering of A and
It follows that {g U } corresponds to an element k γ ∈ K. The correspondence γ → k γ is the one we want. If h is a homomorphism from G m into T and α ∈ H 1 dR (T ), we set (α, h) = Res(h * α). This determines an isomorphism from H 1 dR (T ) onto Ᏼom Z (Ᏼom (G m , T ) , K). Now there is a perfect pairing
and so we have an isomorphism of Ᏼom Z (Ᏼom (G m 
Let G 0 , T 0 , and G 0 m denote the formal completions of G, T , and G m along their special fibers. Then we have an isomorphism
This determines a nondegenerate pairing
and thus an isomorphism from Ᏼom(T , G m ) ⊗ K onto Ᏼom( , K) (see [ReP] ). Finally, let N A denote the composition
We note that we have described maps
The Frobenius operator for Abelian varieties.
We only have to split the exact sequence
and then put K 0 /Frobenius structures on Ᏼom( , K) and on H 1 dR (G) . First we describe the splitting. Suppose A # is the universal vectorial extension of A and G * is the pullback of A # to G. We have
where V is the vectorial group scheme
(See Theorem 1.2.2 of [Co6] .) Using the argument of [Bou, Sect. 7.6 ], one obtains the following theorem.
, which is a homomorphism such that the restriction of λ ω to T is contained in
We use this to split (2.3) as follows. Suppose α ∈ H 1 dR (A) corresponds to the invariant differential ω on G * . Then α goes to the homomorphism
It remains to determine a K 0 -structure for H 1 dR (G) . The schemes T , G, and B have models with good reduction over R. If X is one of these schemes, let X † denote the dagger completion of X along the special fiber of its model. In particular, B † = B. Then we have
We know the top sequence is exact, and we can check that the bottom sequence is as well. Now the outer vertical arrows are isomorphisms. The first is well known, and the last one is easy to check since T is essentially a product of G m s (or one can use [BC] ). Thus
. Now by P. Monsky and G. Washnitzer [MW] , the objects in the bottom row have compatible actions of Frobenius over K. That is, we have endomorphisms B for G and
and H 1 † (T † ), such that the obvious diagrams commute. We now identify the objects on the top row of (2.4) with the objects directly beneath them. As we shall see, G is the power of the Frobenius operator (tensor K) that we seek . To make this operator, all we have to do is split the exact sequence (2.4) since the outer members of this sequence have W (k)-structures with σ -linear Frobenius operators. Suppose q = |k|. Then T − q annihilates H 1 dR (T ) . It follows from the Riemann hypothesis for B that the kernel M of G −q in H 1 dR (G) maps isomorphically onto H 1 dR (T ) . This gives us the desired splitting.
We saw above that maps into G * .
Proof. Consider the commutative diagram
in which the rows are exact and the vertical arrows are isomorphisms. It follows that
The assertion that this map is the natural one follows by chasing the diagram.
3. Equality of the monodromy operators. Now suppose X is a curve over K with semistable model ᐄ as above and J is the Jacobian of X. Then J has semistable reduction. Since H 1 dR (X) is canonically isomorphic to H 1 dR (J ), we may consider N J and N ᐄ as operators on the same group. We now show that N J = N ᐄ .
First let A be an Abelian variety over K with semistable reduction. Let the following be the uniformization crosses of A andÂ: 
we obtain a pairing
which we also call ( , ) Mon . Let ( , ) Poin be the cup-product (Poincaré) pairing on
We also saw that
, as described in Section 2.1. The theorem will follow from result of [Co7] , which asserts that the pairing of Raynaud is the same as ( , ) Mon and
Proof. A good way to think about this is in terms of the associated 1-motives, → G and → G . Let M =: P : X → H be a 1-motives over K. Raynaud [R] (M) and
where U is a torus and C is an Abelian variety over K. Let Q : X → C be the composition of P with the projection to C, and letĈ be the dual of C. Let C # be the universal vectorial extension of C. Then, for an extension of an Abelian scheme by a torus L, if ω L denotes the vectorial scheme whose points over a scheme S consist of the invariant differentials of L defined over S, then we have an exact sequence
From the exact sequence
we obtain an exact sequence
By pushout from (3.1), we get a vectorial extension
For a point Q on C, let H Q denote the corresponding extension ofĈ by (x) be the map that comes by duality from the map of 1-motives
where the top arrow is determined by 1 → Q(x) and the left arrow by 1 → x. The pair (−f * x ηQ (x) ,Q(x)) gives rise to a well-defined point R(x) in W , which maps to Q(x). By pullback, we get a vectorial extension
Moreover, since R(x) and P (x) both map to Q(x) ∈ C, we get a well-defined point
Summarizing the above, we have the commutative diagram
From this, we can identify Lie K H # as triples (a, b, c) where a ∈ ω H (K), b ∈ Lie K C # , and c ∈ Lie K H such that the image of b in Lie K C equals the image of c, modulo the equivalence
We have natural maps a, b, c), a , b , c M = a, c + b, b + c, a , (3.2) where the pairings on the right-hand side are the natural ones. This is well defined as 
(ii) after making the appropriate identifications, , M coincides with ( , ) Poin .
may be deduced from the observation that the universal vectorial extension of M, as an extension of G, is the pullback of the universal vectorial extension of A. Assertion (i) follows by diagram chasing. One can prove (ii) by reducing to the case of Jacobians, where it is not hard to check. (Although, it would be better to deduce this result by giving a definition of the pairing, which is clearly functorial in the analytic category.)
This theorem, combined with (3.2), establishes Lemma 3.2 and completes the proof of Theorem 3.1.
We can pull ( , ) Mon back to H 1 dR (X), and all we have to check to see that the monodromy operators coincide is that, for ρ and σ ∈ H 1 dR (X),
For this, we need a formula for
Res e ω e .
Moreover, this kernel is canonically isomorphic to H Betti
Res e (ω e )e.
Here means the sum over unordered edges. (As an element of H Betti 1
(Gr(ᐄ), K), Res e (ω e )e is independent of the orientation of the edge e).
Define a pairing on the free Abelian group on E(ᐄ) by setting
for edges e and f . This induces a pairing on E − (X) and hence by restriction on
is naturally isomorphic to , and this is the monodromy pairing defined in [G, Ch. IX, Sect. 9.6 ]. Thus, we obtain a formula for ( , ) Mon which completes the proof of (3.3). It also establishes the equality of the monodromy pairing defined by Le Stum in [LS] and here in Section 1.1.
Equality of the Frobenius operators. Suppose now our Abelian variety
A is the Jacobian J of a curve X as in Section 1.1, and suppose X(K) is nonempty. Let α : X → J be an Albanese morphism.
Suppose ω is an invariant differential on G * . Then ω| V = dh for some homomor-
that is, they are morphisms such that the diagram
commutes. These exist, as one can show that X B is simply connected by generalizing the argument of Example 2.5 of [U] . Then for each edge e ∈ E(ᐄ), there exists a unique γ e ∈ such that
The following proposition makes this isomorphism explicit. Since, as we have stated, the connected components of X 0 are simply connected, we see there exists a section X 0 → G of the diagram
Moreover, we can and do assume that X NS maps into G 0 . It follows that we have a commutative diagram
is an isomorphism, it follows that all the vertical arrows in this diagram are isomorphisms. We have defined splittings of the rows. We want to show that they are the same. We can make the first vertical arrow more explicit. As we have seen,
which is an element of Inv(G * ). Let σ denote the hypercocycle made from ω as above using the sections s A . Then
where a e = λ(γ e ) and where ∂ is the boundary map in hypercohomology. In summary, we have the following lemma.
Generalizing Theorem 2.9 of [Co2] , we have the following proposition.
Proposition 4.3. Suppose ω ∈ Inv(G * ) and λ ω is the primitive of ω, as specified in Theorem 2.1. Then there is a constant C such that 
and
of this class is represented by the hypercocycle that takes vertices to zero and the edge e to
where A = A(e) and B = B(e). Thus the two splittings correspond. To conclude, we must show that the two K 0 /Frobenius structures also correspond. This is clear for the map Ᏼom( , K) → H (χ), since by Lemma 4.2, the image of Ᏼom( , Z) in H (χ) is fixed by Frobenius. Since B has good reduction and the connected components of X 1 are annuli, the composition H
is zero. This implies that there is a commutative diagram,
We know the rows are exact and that the map from
isomorphism. Moreover, using the fact that X NS maps into G 0 , we see that this map respects the dagger structures we put on these groups. It follows that the splittings we observed of these exact sequences correspond. In particular, the maps from
respects the crystalline structures since the reduction of B is isomorphic to the product of the Jacobians of the components of the reduction of Y , and we can identify this map with the one coming from crystalline cohomology. Also, since Ᏼom(T, G m ), considered as a subgroup of H 1 dR (T) , maps into the subgroup of H 1 dR (X 1 ) + , consisting of elements with integral residues, we see that this map respects
Frobenius as well. Putting this together yields the compatibility of the K 0 /Frobenius structures that we want.
Part II 1. Review of Fontaine's rings and Colmez's integration. All of these constructions are due to Fontaine [Fo4] , [Fo5] and Colmez [Cz] .
Let p > 0 be a fixed prime number, Q p an algebraic closure of Q p , C p the p-adic completion of Q p , and ᏻ C p its ring of integers. Let R denote the set of sequences v(x (0) ) and x + y = s, where s (n) = lim n→∞ (x (n+m) + y (n+m) ) p m , and xy = t, where t (n) = x (n) y (n) . With these operations, R becomes a perfect ring of characteristic p on which v R is a valuation. R is complete with respect to v R .
Denote by Fr R the fraction field of R. Let W (R) be the ring of Witt vectors with coefficients in R. If x ∈ R, we denote by [x] its Teichmüller representative in W (R).
Denote by θ the homomorphism θ :
n . Then θ is surjective and its kernel is principal. Let also θ denote the map W (R) 
Let now V be a finite-dimensional Q p -vector space with a continuous, linear G K -action. (These objects are called "Galois representations" for the rest of the paper.) Then we define
The first two are finite-dimensional K 0 -vector spaces with a Frobenius, respectively, a Frobenius and monodromy, induced by the corresponding operators on B cris and B st , and the third is a finite-dimensional K-vector space. They are also endowed with decreasing filtrations (after extending scalars to K for the first two and choosing a branch of the p-adic logarithm on C * p as above for D st (V )). For more details, see [Fo5] .
Let us now recall Colmez's integration [Cz] . Let now A be an Abelian variety over K. We want to define a pairing
Let ω be a differential form of second kind on A, and let ⊕ denote the group law. If we define m 012 , m 01 , m 02 , m 0 :
, and m 0 to be the projection on the first component, then the differential form ω (3) 
We want to define a locally meromorphic function
An F ω with these properties is unique up to an additive constant. We define it as follows. Let a ∈ A(B + dR ) be such that ω is regular in a neighborhood of a, say, of the form a ⊕V 0 , where V 0 is a neighborhood of zero in A(B + dR ), which is a subgroup. By the local Poincaré lemma, we find an analytic function F 0 defined in a ⊕ V 0 , unique up to a constant such that dF 0 = ω in a ⊕ V 0 . Next we define the sequence {f m } m of rational functions on A by the relations
, there is an integer m such that [m]x ∈ V 0 and we set
Now let us recall the definition of the pairing. For this, let us consider a proper
where d is the dimension of A. As A is smooth over K, there is an integer k such that π k belongs to the ideal generated by J and I (f 1 , f 2 , . . . , f n−d ) for all I and f i as above. Let df U denote the smallest such k. If ᐁ is a finite affine cover of Ꮽ, let df ᐁ := sup U ∈ᐁ df U . Finally df Ꮽ = inf df ᐁ , where ᐁ runs over all finite affine covers of Ꮽ. This number is called the "lack of smoothness" of Ꮽ over ᏻ K . In particular, if Ꮽ is smooth, then df Ꮽ = 0.
We have the following facts (see [Cz] ). Let k ≥ df Ꮽ , where k is an integer. Then we have the following:
. Now let ω be a differential of a second kind on A, and let be its polar divisor. For y ∈ Ꮽ(A k inf,K ), we denote by U ω,y the open scheme that is the interior (in the Zariski topology) of Ꮽ − ( ( − y)). It follows that the map x → F ω (x) − F ω (x + y) is in ᏻ U ω,y ⊗ K, where here ᏻ U ω,y is the structural sheaf of U ω,y (see [Cz, Sect. 5] 
Then we have the following theorem. Theorem 1.1 Colmez [Cz, Theorem 5.2] . (i) If F ω is one of the primitives of ω defined above, then the sequence p n (F ω (a n ) − F ω (a n +û n )) converges to a limit in B + dR , which depends only on u and the class of ω in H 1 dR (A) and which is denoted by u ω.
dR thus defined is bilinear, commutes with the G K -action (i.e., g( u ω) = g(u) ω), respects the filtrations, and is nondegenerate.
The period map induces an isomorphism of filtered K-vector spaces
2. The universal covering space. Let K be a finite extension of Q p and A an Abelian variety with semistable reduction over K. By Raynaud's p-adic uniformization theory (see [R] and [BoL] ), there exists an exact sequence
where T is a torus, G is a commutative group scheme, and B is an Abelian scheme over ᏻ K , such that the generic fiber of G, denoted G η , is an algebraic group. Moreover, there exists a lattice ⊂ G an η (K) and an exact sequence of rigid analytic groups
Let -and Ᏻ be the formal completions of T and G along their special fibers. They can be regarded as formal schemes or rigid analytic groups. We have a commutative diagram with exact rows (in the rigid category)
where w is an isomorphism. For the rest of this paper, we assume that the torus T is a split torus, that is,
If X is any of the group schemes or formal group schemes above, we denote by H 1 dR (X) the first de Rham cohomology group of the generic fiber of X, and we 
where the vertical arrows are multiplication by p i . From the Snake lemma, we gather
Taking the projective limit over the i's and tensoring with Q p gives us (i).
Here w is an isomorphism as is w, u is also an isomorphism as -(K) can be identified with the group of units in (ᏻ K ) r , and all the torsion points of (K * ) r are units (here
If X is any of the group schemes above, we define
We say that X(K), is the universal covering space of X(K), and we call its elements paths. We have a canonical action of G K on X(K) and a canonical exact sequence of Abelian groups with G K -action
From this, we get Proof. For (i), let M denote a subgroup of finite index of X(K), which is a finitely generated Z p -module. Denote X M = (P n ) ∈ X(K) P 0 ∈ M . We show the following:
(a) X M has a natural structure of Z p -module;
For (a), let α = α 0 + α 1 p + α 2 p 2 + · · · be an element in Z p and x = (P n ) n≥0 be a path in X M . For each i we have
denotes the action of the integers on X(K) and ⊕ denotes the group law.) Moreover, we have that [p](αP i ) = α([p]P i ), so the sequence (αP n ) n is a well-defined element iñ X M . We set α(P n ) n = (αP n ) n . As for (b), we have that
The finite-dimensionality of X(K) ⊗ Q follows from the exact sequence ( * ), as do the finite-dimensionalities of V (X) and X(K) ⊗ Q. This proves (i).
Parts (ii) and (iii) are obvious from the definition of the action of Z p .
If W is a Z p -module of finite type, then we denote
and A(K) Q have natural structures of finitedimensional Q p -vector spaces with continuous G K -action.
Proof. If X is a formal group over ᏻ K , then X(K) satisfies the condition of Proposition 2.2 as there exists a proper ideal
where d = dim X. This proves the statement for -. If A is an Abelian variety, we apply the above to its formal group. As for Ᏻ, if we denote Ᏺ the formal completion of G with respect to the identity of the special fiber, then Ᏺ is the formal group of G and the kernel of the reduction. Therefore Ᏺ(K) is a subgroup of Ᏻ(K) with finite index, so we can apply the above.
Remark 2.4. G(K) Q and T(K) Q do not have natural p-adic structures.
Now, if X is a K-group scheme, then we have the Kummer map (G) 
Proposition 2.5. (a) If X = A, then the Kummer map is an isomorphism ∂ A :
where t (Ᏻ) = Lie Ᏻ is the Lie algebra of Ᏻ. We know that the image of the lower exponential is H 1 e (K, V (G) ) and its kernel is
, where f is the Frobenius morphism. Also, we have that
(see [BlK, Cor. 3.8.4] ). Now let us consider the exact sequence of filtered/Frobenius
From the crystalline Weil conjectures (see [KM]) 1 is not an eigenvalue of Frobenius on D cris (V (B)). On the other hand, the eigenvalue of Frobenius on D cris (V (T )) is
p −1 . Hence D cris (V (G)) f =1 = 0, (1 − f )D cris (V (G)) = D cris (
V (G)), and therefore the Kummer map ∂ Ᏻ is injective and its image is H 1 f (K, V (G)). Theorem 2.6. (a) A(K) Q is a semistable representation. (b) Ᏻ(K) Q is a crystalline representation.
Proof. For (a) Let P 1 , P 2 , . . . , P n be a basis for A(K) ⊗ Q such that P i ∈ A(K) for all i. For each i we have the diagram
where the right vertical map sends 1 to P i and the right square is cartesian. Then the first row is an extension defined by the cocycle ξ i (image under the Kummer map of [BlK] and [N] ). As V (A) is a semistable representation, it follows that X i is semistable for all i. Finally A(K) Q is a quotient of ⊕ i X i , and hence it is semistable.
The proof of (b) is similar.
Integration of differential forms of the second kind along paths.
We know how to integrate differential forms of the second kind on Abelian varieties along loops (i.e., elements in the Tate module). This is described in [Cz] and we reviewed it in Section 1. We want now to see how to integrate forms along paths first on an Abelian variety and then on Ᏻ (with the notation from the previous section). We describe this in three steps.
Step 1. Let A be an Abelian variety over K, ω a differential form of the second kind on A, and F ω Colmez's antiderivative. Then let u = (u n ) n≥0 ∈ A(K), Ꮽ be a proper model of A over ᏻ K , and
and θ is surjective (see Section 1). Letû n ∈ Ꮽ(A k inf,K ) be such that θ(û n ) = u n and a n ∈ Ꮽ(A k inf,K ) be such that a n +û n and a n are away from the polar divisor of ω (in the sense explained in Section 1). Then the same proof as in [Cz] shows that the sequence p n (F ω (a n ) − F ω (a n +û n )) converges in B + dR to an element, which is independent of all the choices involved and which is denoted by u ω. Moreover, this association is bilinear and commutes with the G K -action on A(K) and B + dR .
Step 2. We want to define an integration on Ᏻ. We have the following lemma.
Proof. On the one hand, the image of in G(K) is discrete. On the other hand, Ᏻ(K) contains a subgroup of finite index, which is a free Z p -module of finite rank, and hence does not contain discrete torsion-free subgroups.
Hence Ᏻ(K) ⊂ A(K), and this inclusion induces the inclusion T p (G) = T p (Ᏻ) ⊂ T p (A). We have the perfect pairing given by the integration
V (A) × H 1 dR (A) → B + dR
and V (G) ⊂ V (A).
In Part I it is shown that we have an exact sequence
, let ω be a differential form of the second kind on A that represents i(f ). Then the pull-back of ω to G is exact. Hence a * (ω) = ds, where s is a global meromorphic function on G so F ω Ᏻ can be taken to be s Ᏻ . But then F ω is bounded on Ᏻ, and hence u ω = 0 for all u ∈ T p (G) .
and hence V (G) ⊥ = i(Ᏼom( , K)). We get an induced pairing
which is perfect and Galois-equivariant. This is how it is defined: Let η ∈ H 1 dR (G) and u ∈ T p (G) . Let ω be any form on A such that a * (ω) = η. We define u η := u ω, the integration being done in A using Colmez's method. By the discussion above, this is independent of the choices involved.
Step 3. Now we want to extend the pairing
to a pairing
This does not depend on any of the choices involved. By Theorem 2.6, Ᏻ(K) Q is a crystalline representation, and hence the image of the above pairing is in B + cris,K . So, on the one hand, we have a Frobenius on H 1 dR (G) , as defined in Part I, which is denoted φ. On the other hand, we have f K := f s ⊗ 1 K , where f is the Frobenius on B + cris and on B + cris,K . Here, if we denote by k the residue field of K, then s is defined as the integer such that |k| = p s . We want to show that the integration defined above commutes with these maps. The following proposition is a variation of Proposition 7.1 of [Cz] . 
Proof. The map φ Y : Y (ᏻ C p ) → Y (ᏻ C p ) is surjective, and the good reduction of Y implies that the map θ
which verifies θ(x n ) = x n . Using the fact that dφ Y ≡ 0 (mod π) (i.e., φ Y is a contraction on the kernel of the reduction) and
. This proves the lemma.
Let us now go back to the proof of the proposition. Let us denote ω and φ(ω) as differential forms of the second kind on A such that a * (ω) = η and a * (φ(ω)) = φ(η).
, where ψ is the restriction to U of a globally meromorphic function on G. It is rigidanalytic on U . Therefore, from the functoriality of the integration, we have that
is bounded on U . Let u = (u n ) be as in the proposition, and letũ n be the reduction of u n (mod π). Let also a n ∈ U(A inf,K ) be such that f K (a n ) = φ U (a n ) and such that the reduction (mod π) of a n is notũ n . (This is possible because of Lemma 3.3.) Applying again Lemma 3.3, we can findû n ∈ Ᏻ(A inf,K ) such that θ(û n ) = u n and f K (a n +û n ) = φ U (a n +û n ). So we get
by formula (1), which equals u φ(ω). This proves the proposition.
Let us now go back to our Galois representations. We know that the exact sequence
has a canonical Frobenius-equivariant splitting. Let
be this splitting. We want to compute it explicitly using the integration above. We actually describe the splitting on the dual exact sequence after extending scalars to K. We have
Let us first describe the map
which splits the exact sequence ( * * ) and is Frobenius-equivariant. Let ϕ : V (G) → B + cris,K be a G K -equivariant linear map. Then there is a differential of the second kind η, unique up to exact differentials, such that ϕ(x) = x η for all x ∈ V (G). Then we define
It is easy to see that it has all the desired properties. Now let us denote byˆ K the K-linear dual to the map K := ⊗ K 0 1 K . It is a map
that splits ( * * ) and is Frobeniusequivariant. We can describe it (using 0 ) in the following way. If
where η is a differential form of the second kind such that
is any path such that s G (α) = α. Obviously, formula (2) does not depend on the choices of η andα. A, B, G, , Ᏻ, -, and T be as in the previous section. Then we have the morphisms
Explicit description of Fontaine's monodromy. Let
So we get G K -equivariant linear maps
is an open subgroup of A(K) and so the quotient is a torsion group. Therefore
We tensor the diagram above with B + st over Q p and get
We want to describe the monodromy operator on D st (V (A)). We have an exact sequence
is an eigenvector of f s with eigenvalue λ (let us recall that if we denote k the residue field of K 0 , then s is an integer such that p s = |k|), we get f s (N(x) 
) = (λ/p s )N(x), which tells us that N(x)
is also an eigenvector for f s with eigenvalue (λ/p s ). Now for each γ ∈ , choose
(xγ is uniquely determined by these properties). Then N(x γ ) is an eigenvector for f s with eigenvalue 1/p s , and hence N(x γ ) is in the image of D cris (V (T ) ). Therefore to give the explicit description of N, we need to describe the map N :
For this, if T = (G m ) r and if P is a point in T , then let P i denote the ith component of P . Let be any fixed generator of T p (G m ) and (i) ∈ T p (T ) be such that (i) j is if i = j and 1 if i = j . We define
for all x ∈ T (K) and where t = λ( ) ∈ B cris and λ : (Fr R) * → B st is the structural homomorphism (see Section 1 or [Fo4] ). Also, if γ ∈ , let α ∈ Ᏻ(K) be such that
Proof. First of all, let us remark that we can consider T p (G m ) as a subgroup of R * and we can restrict λ to it. Then it is easy to see that λ is continuous with respect to the p-adic topologies on both T p (G m ) and B + st ; hence it is a Z p -module homomorphism. (σ (x) ) as the maps ac and λ are G K -equivariant, and σ acts on the (i) 's and on t by χ(σ ), where χ is the cyclotomic character. Therefore Now we deduce some consequences of formula (3) that allow us to prove a conjecture of Fontaine. Let K be as in Remark 4.3. We have the following remark.
For (i), let v ∈ T p (T ). Then, as the (i) 's form a basis of T p (T ) over
Remark 4.4. In the more general context of Remark 4.3, we still have the factorization of the monodromy described at the beginning of this section, as a K 0 -linear
, as a consequence of formula (3). 
Let (γ j ) 1≤j ≤r be a basis for over Z, and let us suppose that
= 0 from Lemma 3.1, which shows that all the b j = 0. The contradiction shows that the determinant is nonzero, and hence π(x) = 0.
As an easy consequence, we get the following theorem. Proof. Fontaine proved in [Fo3] that if A has good reduction, then V (A) is crystalline. Let us suppose that V (A) is crystalline. Fontaine's Proposition 7.5.1 in [Fo1] implies that if V (A) is crystalline and A has potentially good reduction, then A has good reduction (see also Remark 7.3.3 of [Fo1] ). Hence it is harmless to do a finite base change, so we may assume that A is semistable over K with split toric part. From Proposition 4.5 we get that 0 = rank K 0 N = rank Z = dim T . Therefore A has good reduction.
Remark 4.8. The statement of Theorem 4.7 was formulated by Fontaine as a conjecture in Remark 7.3.3(i) of [Fo1] . This conjecture was proved by J. M. Fontaine in [Fo1] for the case when the ramification degree of K is less than p − 1. The conjecture was also proved by A. Mokrane in [MK] in the case when A is potentially a product of Jacobians and the residue field of K is finite.
Explicit description of Fontaine's Frobenius.
We now go back to the situation of Section 1, namely, when K is a finite extension of Q p . We have the exact sequence from the previous section:
We deduce that this exact sequence is canonically Frobenius-equivariant split. (As before, we look at the eigenvalues of Frobenius.) Let : ⊗ K 0 → D st (V (A)) be this splitting. First of all we want to describe .
Let A, G, , Ᏻ, -, T , B, γ , and α be as in the previous section. (That is, γ ∈ and α ∈ Ᏻ(K) are such that γ −α ∈ T (K).) Let also U be the map defined in Section 4 and f the Frobenius on D st ( A(K) Q ). We have the following proposition.
Proof. Part (a) follows easily from the fact that f (λ(y)) = pλ(y) for all y ∈ (Frac(R)) * and f (t) = pt.
For part (b), we have the commutative diagram
Therefore we have s A ac( (i) ) = 0 as c( (i) ) ∈ V (G), and we have s A ac( (γ
Recall that we want to compute (γ ⊗1).
We need now the following lemma.
But there is exactly one element in D st (V (A)) that is invariant under f and whose π value is fixed. As m and zero are two such elements, m = 0. Let be the map described explicitly in Section 3. Let us recall that : ( (α ⊗ 1) ). Then m satisfies the conditions of Lemma 5.2, and hence m = 0. Therefore we have
This formula holds in D st ( A(K) Q ). Still, if we want to describe using the integration (i.e., the maps 0 and K defined in Section 3), we need to extend scalars to K (this is done in Section 7). G) ) and as we understand the Frobenius on D cris (V (G) ) (which is the Frobenius of a crystal attached to a p-divisible group), the splitting above completely describes the Frobenius on D st (V (A) ).
Let us recall that the p-adic integration gives us an isomorphism of K-vector spaces 
Proof. Let x ∈ Ᏼom( , K), and let ω x denote its image in H 1 dR (A). Then a * (ω x ) = 0 in H 1 dR (G) . Therefore, there exists a meromorphic function s on G such that ds = a * (ω x ). For all γ ∈ , if we denote by the same letter the translation by γ on G, we have
as shown in Section 2 of Part, I using hypercocycles. Now let u = (u n ) n ∈ T p (A) be such that π(u) = γ ⊗ 1, and let v = (v n ) n ∈ G(K) be such that a(v) = u. We want to compute u ω x . In order to do this, let y ∈ G(K) be such that s is regular at y, and let V 0 be a neighborhood of zero in G such that a| V 0 is an isomorphism and s| V 0 +y is regular. Then s| V 0 +y = (a| V 0 +y ) * (s 0 ), where s 0 is an analytic function on a(V 0 + y). We want to compute Colmez's antiderivative F ω x of ω x . First of all, the function 
where m is an integer such that [m]t ∈ V 0 . Now let Ꮽ be a proper model of A over ᏻ K , and let k = v(d(Ꮽ)) be "the lack of smoothness" of Ꮽ as defined in [Cz] . Let alsoû n ∈ Ꮽ(A k inf,K ) be such that θ(û n ) = u n . Also, let us suppose (in order to make the formulas shorter) that theû n 's are away from the polar divisor of ω x . Then u ω = lim n→∞ −p n F ω x (û n ). But we know that u ω x ∈ K, and hence
where m n is an integer divisible by p n such that
This proves the proposition. Now let us look at the diagram
where N C is the operator defined in Section 2 Part I, N F is Fontaine's monodromy, and the hat denotes the linear dual. We want to show that the above diagram is
Therefore, we haveN
As the differentials of the form considered above generate H 1 dR (T ) over K, we have proved the following theorem. (A) , B st ) and is the absolute Frobenius on the canonical K 0 -structure of H 1 dR (A), defined in Part I. In the end, we are able to prove that η A preserves the K 0 -structures and commutes with the Frobenii and monodromies. Before doing this, we have to define an integration along paths on G. In Section 3, we showed how to integrate differential forms against paths on Abelian varieties and on Ᏻ. We also know how to do it on G m and hence on every split torus. So let us now define the integration on G. (Here we follow an idea of Coleman.) Let x = (x n ) n ∈ G(K). Then we have the following lemma.
Proof. Let us proceed by induction. We can find y 0 ∈ Ᏻ(K) such that x 0 − y 0 ∈ T (K). Let us then suppose that we found y n−1 with the desired properties and show that we can find y n . For this, let z n ∈ Ᏻ(K) be such that
, and we set y n := z n − t. This has the desired properties. Now let η ∈ H 1 dR (G) . We define
where y ∈ Ᏻ(K) is as in Lemma 7.1. It is easy to see that the above formula does not depend on the choice of y, and if x ∈ T p (G) , then this is the integration on Ᏻ, defined in Section 3 (we could choose y = x). Let us now go back to the problem stated at the beginning of the section. We denote byˆ K the K-linear dual to the map K := ⊗ K 0 1 K , where is the splitting defined in Section 5. Let us recall thatˆ K :
, and define U(γ −α) as in Section 4. Then using formula (1) of Section 5 and formula (2) of Section 3, we havê
But (i) ∈ T p (T ) , and hence ac( (i) 
From the definition of the integration on G, we havê
So we have proved the following proposition.
, whereγ is any path in
Remark 7.3. Let us show directly that the assignment
whereγ ∈ G(K), is such that s G (γ ) = γ has the following properties: (a) defines a function (i.e., doesn't depend onγ ); (b) takes values in K, and hence we have g ω : → K, which is a homomorphism; (c) the map g :
In order to see that g is a splitting, let h ∈ Ᏼom( , K) and ω h ∈ H 1 dR (A) be its image. Then a * (ω h ) = 0 by definition, and so
as shown in Section 6.
Example 7.4. Let us calculate the function g defined in Remark 7.3 for a Tate curve. Let A be the Tate curve, so we have
where the image of 1 ∈ Z is q ∈ K * such that v(q) > 0. Let ω be the unique differential form on A such that a * (ω) = dz/z on G m . Then
In order to compute this integral, let F ω = log q be the branch of the logarithm with log q (q) = 0 and F (dz/z) = log p , where log p is the branch of the logarithm such that
If we denote by η the differential form (of the second kind) on A such that a
, where θ is the theta function, then
, where * is the integral with values in C p , defined in [Co5] . (γ ) , where F a * (ω) is chosen to be a homomorphism.
Proof. For (a), as is discrete in G, we can find, as in the proof of Proposition 6.1, a neighborhood of zero in G, V 0 , such that a| V 0 is an isomorphism. Hence the tangent space at the origin to A is isomorphic to the tangent space at the origin to G and the conclusion follows.
For (b), F ω and F a * (ω) can be chosen to be homomorphisms. Therefore, ifγ = (v n ) n and a(γ ) = (u n ) n , then
where j is the inclusion, satisfying the obvious relations. We also have the following lemma.
Lemma 7.8. Let η = a * ω and µ = a * ν. Then, if we denote F η = s * µ , then F η | Ᏻ = F ω | Ᏻ and F η | T is the standard antiderivative of η| T (up to global functions) .
Proof. The assertion for T is obvious from the construction of η . Now we want to prove it for Ᏻ . As a * (ω) = η, we have F η | Ᏻ = (s ) * F (a ) * (ν) | Ᏻ = (a ) * (s ) * F ν | Ᏻ = a * s * F ν | Ᏻ = F ω | Ᏻ from Lemma 7.1 and the fact that a| Ᏻ is an inclusion.
Let now ᐁ be a finite, open, affine cover of A. For each U ∈ ᐁ, fix a section s U of h. Let U 1 , U 2 , U 3 ∈ ᐁ, and define β U 1 ,U 2 ,U 3 : m −1 (U 3 ) (U 1 × U 2 ) → V by
where m : A × A → A is the group law. Then, if ω and ν are as before, ν · β U 1 ,U 2 ,U 3 is a global and hence is a bounded function on its domain. As there are a finite number of β's, these functions are uniformly bounded. Similarly, we define functions β corresponding to the covering ᐁ = a −1 (ᐁ). Now let u = (u n ) n ∈ A(K), ω, and η be as before, and suppose that one of the U 's in ᐁ, say, U 0 , is contained in the complement of the polar divisor of ω. For each n, let a n ∈ U 0 be such that u n +a n ∈ U 0 (as in [Cz] ). For each n, let us choose U ∈ ᐁ such that u n ∈ U and denote s n := s U . The formula for the integration that we are going to write down does not depend on these choices. We have F ω (a n ) − F ω (a n + u n ) + ν s n (u n ) = ν β U 0 ,U 0 ,U (a n , u n ) .
n F ω (a n ) − F ω (a n + u n ) = lim n −p n ν s n (u n ) .
We have the following proposition.
Proposition 7.9. Let γ ∈ and u = (u n ) n≥0 ∈ G(K) be such that u 0 = γ . Then
Proof. We have where s n and s n were defined before. Let us now suppose that x ∈ U 1 , y ∈ U 2 , and x + y ∈ U 3 . Then
y).
Applying a and using the relation a s = sa, we get where the first isomorphism is the inverse of the canonical one. Then, it is proved in [CC] (see the introduction, Remark 3.13, and Remark 3.14 there) that η B = η dR ; that is, we have Proof. Let us consider again the diagram before Proposition 7.11. The diagram is commutative by Proposition 7.11, and the η's commute with the K-linear Frobenii. As both rows are canonically split (as a consequence of the crystalline Weil conjectures, see [KM] ), the η's respect the splittings as well. H 1 dR (B), H 1 dR (G) , and H 1 dR (T ) contain canonical K 0 -structures as shown in Part I, and Ᏼom G K (V (B) , B cris ), Ᏼom G K (V (G), B cris ) , and Ᏼom G K (V (T ) , B cris ), are canonical K 0 -structures of the modules on the bottom row of the diagram. Remark 7.12 shows that η B preserves the K 0 -structures and commutes with the absolute Frobenii. As obviously η T preserves
