Теорема разделения в случае наблюдений с памятью by Демин, Николай Серапионович & Рожкова, Светлана Владимировна
61. Введение
Теорема разделения [1] является базовым ре
зультатом в теории управления неполностью (ча
стично) наблюдаемыми стохастическими система
ми. Являясь фундаментальным теоретическим ре
зультатом, она позволила решить ряд важных прак
тических задач в различных предметных областях
[2–4]. В данной работе с использованием результа
тов [5] на основе метода достаточных координат [6]
получено обобщение теоремы разделения на слу
чай, когда наблюдения обладают памятью произ
вольной кратности, то есть зависят не только от те
кущих, но и от произвольного числа прошлых зна
чений вектора состояния системы, что характерно
для случая наличия инерционных измерителей,
либо задержек в каналах передачи информации. 
Используемые обозначения: M{.} – математиче
ское ожидание; P{.} – вероятность события;
N{y;b,B} – гауссовское распределение с параметра
ми b и B; tr[A] – след матрицы; B>0 (B≥0) – поло
жительно (неотрицательно) определенная матри
ца; «T» – транспонирование вектора или матрицы,
если используется как правый верхний индекс.
2. Постановка задачи
На вероятностном пространстве (Ω,F,F=(Ft)t≥0,P)
ненаблюдаемый nмерный процесс xt, являющийся
вектором состояния, и наблюдаемый  lмерный про
цесс zt определяются стохастическими дифферен
циальными уравнениями (в смысле Ито, [7, 8])
(2.1)
(2.2)
где 0<τN<...<τ1<t, τk=const, k=1;N⎯⎯. 
Предполагается: 
1) wt и vt являются стандартными винеровскими
процессами размеров r1 и r2 [7, 8]; 
2) x0, wt, vt – статистически независимы; 
3) f(.), h(.), Ф1(.), Ф2(.) непрерывны по всем аргу
ментам; 
4) Q(.)=Ф1(.)ФT1(.)>0, R(.)=Ф2(.)ФT2(.)>0; 
5) задана начальная плотность p0(x)=N{x;µ0,Г0}.
Ставится задача: на классе Ftz – измеримых
функционалов ut=ut[z0t], z0t={zs;0≤s≤t}, найти упра
вление ut0, обеспечивающее условие оптимальности
(uTt
0
={us;t0≤s≤T})
(2.3)
Для решения поставленной задачи воспользу
емся методом достаточных координат [6], предпо
лагая, что существует Ftz – измеримый процессλt=λt[z0t], с одной стороны, полностью характери
зующий апостериорную плотность 
(2.4)
вектора состояния xt системы, а с другой стороны,
который может быть найден на основе pt(x).
Замечание 1. Считаем, что процесс оптимально
го управления начинается с момента времени t0>τ1.
На интервале t∈[0,t0] в качестве ut используется
произвольный Ftz – измеримый процесс.
3. Предварительные результаты
В соответствии с методом достаточных коорди
нат вводим функцию Беллмана 
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Приводится доказательство теоремы разделения в задаче оптимального управления стохастическими системами для случая,
когда наблюдаемый процесс обладает памятью произвольной кратности относительно вектора состояния системы.
Теорема 1. Пусть выполняются следующие условия:
10) процесс λt является диффузионным марков
ским процессом с вектором коэффициентов
сноса a(t,λ) и матрицей коэффициентов диффу
зии D(t,λ), то есть
(3.2)
где ∆λt=λt+∆t–λt;
20) пусть процесс {xt;λt} является марковским про
цессом с переходной плотностью p(t /,x/,λ/|t,x,λ)=
=д2P{xt /≤x/,λt /≤λ|xt=x,λt=λ/}/дx/дλ/. 
Тогда уравнение Беллмана для S(t,λ) имеет вид 
(3.3)
(3.4)
Оператор L*t,λ[.] является обратным оператором
Колмогорова, соответствующий процессу λt, то
есть [7, 8]
(3.5)
а минимальное значение критерия качества J 0 име
ет вид J 0=S(t0,λ).
Доказательство. Пусть 
(3.6)
Тогда, раскрывая оператор M{.} в (3.1), получа
ем с учетом условия 20), что
(3.7)
Лемма 1. С точностью до o(∆t) функция S(t,λ)
удовлетворяет по ∆t рекуррентному уравнению
(3.8)
где 
(3.9)
есть переходная плотность марковского процесса λt.
Доказательство Леммы 1. Разбивая интервал
[t,T] в виде [t,T]=[t,t+∆t]∪[t+∆t,T], из (3.7) получаем
(3.10)
(3.11)
(3.12)
Так как p(t /,x/,λ/|t,x,λ)=δ(x/–x,λ/–λ) при ∆t↓0, то
из (3.11) следует (δ(.) – дельтафункция Дирака)
(3.13)
Для переходной плотности марковского про
цесса {xt;λt} (см. условие 20)) имеет место уравнение
КолмогороваЧепмена [7]
(3.14)
Так как, с учетом (3.6, 3.9)
(3.15)
то из (3.12, 3.14, 3.15) следует, что 
(3.16)
Из (3.10) с учетом (3.13) следует
(3.17)
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Подстановка (3.16) в (3.17) с учетом (3.7) приво
дит к (3.8). Лемма 1 доказана.
Раскладываем S(t+∆t,λ//) в ряд в окрестности
точки λ//=λ:
(3.18)
Далее с учетом (3.2, 3.9) следует:
Подстановка (3.18) в (3.8) с учетом последних
формул и (3.5) приводит к соотношению (bTg=gTb,
tr[BD]=tr[DB])
(3.19)
Переходя в (3.19) к пределу при ∆t→0, приходим
с учетом (3.6) к уравнению (3.3). Граничное условие
(3.4) и выражение для J0 следуют из (2.3, 3.1). Теоре
ма 1 доказана.
Утверждение 1. Пусть 
(3.20)
(3.21)
Тогда для апостериорной плотности (2.4) спра
ведливо свойство
(3.22)
а параметры этой плотности определяются уравне
ниями
(3.23)
(3.24)
(3.25)
(3.26)
(3.27)
(3.28)
(3.29)
(3.30)
Данное Утверждение следует из [5]. 
Лемма 2. Вектором достаточных координат являет
ся оптимальная в среднеквадратическом смысле оцен
ка µ(t) процесса xt, то есть λt[zt0]=µ(t), которая является
марковским диффузионным процессом, локальные
характеристики которого, см. (3.2), имеют вид
(3.31)
Доказательство. Так как Г(t), согласно (3.24), не
зависит от zt, то из (3.22) следует, что λt=µ(t). Согласно
[8] процесс ~zt, дифференциал которого имеет вид
(3.28), такой, что Z~t=(~zt,Ftz) есть винеровский процесс с 
(3.32)
Тогда свойство марковости {xt;µ(t)} и формулы
(3.31) следуют из (3.23, 3.32).
Утверждение 2. Совместный процесс   является
марковским диффузионным процессом.
Справедливость данного Утверждения следует не
посредственно из (2.1, 3.20, 3.23) с учетом Леммы 2.
Замечание 2. Поскольку условия Теоремы 1 вы
полняются для λt=µ(t), то S(t,λ)=S(t,µ), и из
(3.3–3.5) следует 
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(3.35)
где a(t,µ) и D(t,µ) имеют вид (3.31). Замена
M{.|µt=µ} на M{.|zt0} следует из Ftz – измеримости
процесса µ(t), см. (3.21).
4. Теорема разделения
Теорема 2. Пусть, кроме (3.20), выполняются
условия 
(4.1)
где L(t), N(t), ST – симметричные матрицы, причем
L(t)≥0, ST≥0, N(t)>0.
Тогда уравнение Беллмана (3.33) и граничное
условие (3.34) принимают вид 
(4.2)
(4.3)
Доказательство. Из (4.1) с учетом (3.21) и Ftz –
измеримости ut получаем
(4.4)
Аналогично
(4.5)
Подстановка (3.31, 3.35, 4.4) в (3.33) приводит к
(4.2), а подстановка (4.5) в (3.34) приводит к (4.3).
Теорема доказана.
Далее точка сверху будет обозначать производ
ную по t.
Теорема 3 (Теорема разделения). Оптимальное
управление ut0 имеет вид 
(4.6)
где оптимальная в среднеквадратическом смысле
оценка µ(t) вектора состояния xt определяется уравне
ниями фильтра (3.23–3.30) при ut=ut0, матрица S(t) –
матричным дифференциальным уравнением Риккати
(4.7)
с граничным условием
(4.8)
а минимальное значение J 0 критерия качества име
ет вид 
(4.9)
Доказательство. Беря производную по u от ле
вой части (4.2) получаем уравнение для нахожде
ния оптимального управления
(4.10)
Отсюда получаем выражение для оптимального
управления через функцию Беллмана в виде
(4.11)
Подставляя (4.11) в (4.2), получаем уравнение в
частных производных второго порядка для функ
ции Беллмана в виде
(4.12)
Решение уравнения (4.12) находим по методу
разделения переменных в виде [9]
(4.13)
где l(t) – неизвестная скалярная функция, а S(t) –
неизвестная матричная (n×n) – функция, на кото
рую накладываем условие симметричности. Тогда
(4.14)
Поскольку на S(t) накладывается условие сим
метричности, то с учетом (4.14) и того, что для ска
ляра b справедливо b=bT=(1/2)(b+bT), получаем 
(4.15)
Подстановка (4.14, 4.15) в (4.12) приводит к со
отношению
(4.16)
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Далее в соответствии с методом разделения пе
ременных приравниваем в (4.16) коэффициенты
при одинаковых степенях µ. Тогда для S(t) получа
ем уравнение (4.7), а для l(t) уравнение
(4.17)
Согласно (4.13)
(4.18)
Из сопоставления (4.3) и (4.18) для уравнения
(4.7) следует граничное условие (4.8), а (4.18) для
уравнения (4.17) – граничное условие
(4.19)
Так как, согласно Теореме 1, J 0=S(t0,λ(t0)), аλ=µ, то из (4.13) следует, что
(4.20)
Решение уравнения (4.17) с граничным услови
ем (4.19) имеет вид 
(4.21)
Подстановка (4.21) в (4.20) при t=t0 приводит к
(4.9). Использование (4.14) в (4.11) приводит к
(4.6). Теорема доказана.
5. Заключение
1. Из сравнения результатов Теоремы 3 с Теоремой
разделения в классическом случае [1], когда на
блюдения без памяти, следует, что выражение
для оптимального управления ut0 имеет один и
тот же вид (4.6). При этом матрица S(t), опреде
ляющая регулятор, также определяется одними
и теми же соотношениями (4.7, 4.8). Различие
заключается в том, что в классическом случае
оценка µ(t) вырабатывается фильтром Калмана,
а в случае наблюдений с памятью – фильтром
(3.23–3.30), который вырабатывает не только
оценку фильтрации µ(t) для текущего значения
вектора состояния xt, но и оценки интерполя
ции µ(τk,t) для прошлых значений вектора со
стояния xτk, k=1;N
⎯⎯
. Соответственно изменяется
выражение для минимального значения крите
рия качества J 0.
2. Обобщение результатов на случай, когда про
цесс управления начинается с начального мо
мента t=0, очевидно.
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