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1.1 The Decathlon 
The decathlon is a track and field event that consists of ten single events: four track 
events and six field events. The result from each event is according to the official 
scoring table (IAAF, 2001) transformed into points which are then added together 
resulting in the final score. The events are always performed in the same order during 
two competitive days: 100m, long jump, shot put, high jump, 400m, 110m hurdles, 
discus throw, pole vault, javelin throw and 1500m. The first day ends with the 400m 
run and the decathlon finishes with the 1500m run the following day, hence dividing 
the ten events into five events per day (IAAF, 2001). Officially the decathlon is only an 
event for men, the women’s decathlon is not an official event and they compete in the 
heptathlon (Zarnowski, 1989). In this study the events are often referred to as groups 
where the sprints include the 100m, 400m and 100m hurdles and the jumps the long 
jump, high jump and pole vault. The throws are represented by the shot put, discus 




Based on the averages of the world’s 100 best decathletes (by 2005) through history 
events such as 100m, long jump and 110m hurdles are more favorable for decathletes 
compared to the throwing events and the 1500m (Westera, 2006). When looking at the 
participants in the Olympic Games 1938, 1948 and 1952 the 110m hurdles correlate the 
most to the final score while the pole vault, javelin throw and the 1 500m were the most 
unfavorable (Karvonen & Niemi, 1953). There are four standard types of decathletes 
based on which events they per percent gain the most points. There is the sprinter-
jumper, the sprinter-thrower, the jumper-thrower and the universal type. All these types 
are well represented among today’s decathletes, with a small majority of sprinter-
jumper and universal types (Bauersfeld & Schröter, 2015. 661-662.).  
 
The choice of topic relates to the author´s career as a national level decathlete left 
curious what only took him to the door of the international stage. In this study the 
author will continue his unpublished Bachelor´s thesis where he studied the differences 
between decathletes on different levels and what feature the considered milestone of 8 
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000 points demands. The earlier study suggests that being on a certain level in the 
sprint-based events is one common feature among good decathletes and that the 
maintenance of a high level in those events seems important while developing the 
throws and jumps (Ylöstalo, 2018). This study returns to the theme and tries to answer 
these questions on a broader and more individual basis.   
 
1.3 Aim of the study 
The aim of this study is to briefly compare decathletes that have scored over 8 500 
points and to make a hypothetical pattern of development for these athletes. This could 
be of great value to understand taking the whole sport to another level. When it comes 
to all the events in the decathlon it could be important for coaches and athletes to know 
which events affect each other the most and if there is any feature of greater 
importance. It would be beneficial when planning the training program to realize which 
events needs the most attention. To answer this question statistical methods will be 
used featuring linear mixed-effects modeling. Individual linear models will be designed 
and studied for each event based on the level of the athlete in the decathlon. In the 
model the athlete’s peak performance in each event on each level will be obtained. This 
approach differs from most studies of the decathlon where you only look at the best 
fulfilled decathlons where athletes may have underperformed in some event and hence 
not giving reliable information about the athlete’s true potential. One aim is to discover 
if this method is appliable on this kind of data. 
 
The linear mixed-effects model introduced by Laird and Ware (1982) will be applied 
and the restricted maximum likelihood method related to the model will be covered in 
detail in Appendix A. The understanding of the linear mixed-effects model presumes 














2.1 Data description 
 
The data contains all decathlons (totally 1 834) made by 61 decathletes who to this date 
have scored over 8500 points in the decathlon in a compact format (Table 2) 
representing four stages, here named levels, on their way to their personal best. The 
first athlete to score over 8500 points according to today’s scoring system was in 1976 
and the most recent in 2019. The oldest observations from earlier stages in the 
development are from 1970. There are totally 107 missing values in the series used. A 
total number of decathletes with missing stages (years) of their career are 21. All results 
have then been transformed to points according to the scoring table of the International 
Association of Athletics Federation (IAAF). Table 1 shows the robust version where 
each athlete´s (id) best individual performance within a decathlon each year (c_y) 
have been noticed. This approach is different from most studies because it doesn´t 
require the results being from the same decathlon. The events are in the competitive 
order with the highest decathlon points (SCORE) per year and the athlete´s personal 
best (PB) following. Results made with junior implements and missing results are 
represented by NA.  
 










2.2 Collection and modification of data 
For this study material has been gathered by hand from Decathlon 2000 consisting all 




date. Decathlon 2000 is the world´s largest and comprehensive database for the 
decathlon and hence a reliable source for this study. From the data there are a total of 1 
834 decathlons made by 61 decathletes starting from the year 1970. To better balance 
the data due to big variations in the number of decathlons each decathlete´s best 
recorded individual event within a decathlon per year has been selected to fully 
describe the athlete’s potential during that year (Table 1). This means, that for some 
decathletes the decathlon score may not add up to the sum of the individual results that 
year.  
 
To support this study the data has been reduced to include only scores leading up to the 
year when the decathlete scored his highest mark to date. Results made with junior 
implements (shot put, 110m hurdles, discus throw and javelin throw) have been 
removed.  
 
Since every decathlete has his own development path and some have missed seasons 
due to various reasons one further modification has been made; the decathlete´s 
progress is divided into levels (scoring groups) instead of years. Four levels have been 
selected: under 7500 points for group 1, 7500-7999 points for group 2, 8000-8499 
points for group 3 and over 8500 points for group 4. In Table 2 these are named 
“score_group”. 
 
A decathlete reaches a new level the first year he achieves a total score that falls within 
the marks noted. After a decathlete has reached a new level he is considered belonging 
to that level until he takes the next step regardless of years with weaker total score in 
between. An athlete can´t move down from a level.  
 
Since an athlete can stay on one level for more than one year it means that the best 
scores are not necessarily even from the same year. For example, in Table 2 the highest 
score in the 100 meters during each level is named “M100_max”. The number of years 
spent on a level (N) is not relevant for the analysis. 
 
In each level the best individual score from each event has been selected to represent 
the decathlete´s potential in each phase. Years that do not include any recorded 
decathlons are excluded. These do not affect the athlete´s achieved level. Some 
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uncompleted decathlons are exceptionally included if they have results from at least 
eight (8) events. Table 2 shows the data after these modifications that include a total of 
223 observations where 21 decathletes are missing one or two of the stages.  
 
The level (score_group) will be our covariate in our model while the score for each 
event at each level will be the response. All single events will be analyzed separately. 
This is also the final modification made on the data before applying the linear mixed-
effect model. 
 
 Table 2. Decathletes per scoring group. Years without decathlon scores 













As we can see from the data just by comparing decathlete id´s 1 and 61 is, that 
decathlete 1 needed more years to go beyond 8500 points because of spending more 
time a level 2 (N = 2) and level 3 (N = 2) while decathlete 61 managed to do this 
in four years. Since results made with junior implements have been excluded (NA) it 
also shows that id 61 was considered belonging to level 1 and level 2 during his junior 
years.  
 
Decathlete id 60 is also shown as an example of a decathlete where levels 1 and 3 are 
missing because there are some individuals with exceptional career paths due to most 





Table 3 shows an overview of these stages. The events are in the same order as in Table 
1 and Table 2. Here the median score from Table 2 has been converted into what the 
given score would mean in result based on the IAAF scoring table. As an example, the 
median 100m score at level one was calculated to 808 points which means a time of 
11.24 seconds etc. The total score is the sum of all these medians at each level.  
 
 





Figure 1 demonstrates how the relative amount of points coming from the different 




 Figure 1. The percentage amount of points by median coming from the sprint-based 













3.1 Linear models 
 
For one to understand the meaning and benefits of linear mixed effect models some 
prior knowledge about basic linear modeling is required. Linear modeling is a common 
tool in economic and social science where researchers often use data collected over 
time or data in some other way categorical. The primary goal of these (longitudinal) 
studies is to identify changes over time and to discover factors that influence the 
changes. 
 
A general model for linear modeling is 
 
𝒚 = 𝐗𝒃 + 𝜺, 
 
where 𝒚 represents a N-dimensional vector of observations, 𝐗 a 𝑁 × (𝑘 + 1) design 
matrix of the form [𝟏𝑁 𝐗1] with the N-dimensional vector-column 𝟏𝑁 of 1´s and the 
𝑁 ×   𝑘 matrix 𝐗1 containing independent variables 𝑥𝑖. The regression parameters to be 
estimated are represented by the (𝑘 + 1)-dimensional vector 𝒃 and the errors by the 
𝑁 × 1 independent and identically distributed random variable vector 𝜺 (Gruber & 
Searle, 2017, 2).  
 
The standard linear model relies on three basic assumptions (Agresti, 2015, 26):  
1. All observations are normally distributed i.e. 𝑦𝑖  ~ 𝑁(𝜇𝑖 , 𝜎𝑖
2) 
2. All observations have the common variance 𝜎𝑖
2 = 𝜎2 
3. The linear predictor and the mean have the exact relationship  𝑥𝑖
⊤𝒃 = 𝜇𝒊 where 𝑥𝑖
⊤ 
holds the covariate variables (𝑥𝑖1, … , 𝑥𝑖𝑘) and 𝒃 is a coefficient vector  
This can lead to challenges in the estimation of the error terms since the standard model 
does not consider grouping of observations. Linear least squares are a common way of 
estimation in linear modeling. This can cause inaccuracies in the error terms since they 
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are assumed independent with equal error variances. Even though there are adapted 
methods to handle these issues they can still be fragile (Garson, 2013, 6). 
 
In our case 𝒚 ∈ ℝ223×1 is a vector where 𝑦𝑖 would mean the score in one event for the 
athlete with id 𝑖 = 1, … ,61 and 𝑥𝑖 the level of the athlete with id 𝑖. The vector 𝒃 in our 
case is fitted by ordinary least squares (OLS) and 𝑘 = 1, … ,4. Table 2 we hence obtain 
the variables for the 100 meters for athlete id = 1 as  
 
   𝑦1 = (765, 789, 836, 890)
⊤  
 
  𝑥1 = [
1 0 0 0
0 2 0 0
0 0 3 0
0 0 0 4
]    
 
and since the binding condition 𝑏1 = 𝑏2 = 𝑏3 = 𝑏4 we can write 
 
  𝒃1 = (𝑏0, 𝑏, 𝑏, 𝑏, 𝑏)
⊤ . 
 
In the case of missing values, like for the long jump of athlete id = 60 from Table 2, we 
get instead 
 
  𝑦60 = (903, 1079)
⊤ 
 
  𝑥60 = [
0 2 0 0
0 0 0 4
]   
 
and with different 𝑏2 = 𝑏4 since it is a different event 
 
  𝒃60 = (𝑏0, 𝑏, 𝑏)
⊤ . 
 
3.2 Linear mixed effect models for longitudinal data 
Longitudinal data analyses require serial observations on the same unit under often 
variating circumstances (Laird & Ware, 1982, 1). This may result in a highly 
unbalanced data i.e. missing values or dropouts which is common in most studies. 
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According to Laird and Ware (1982) it is challenging to find a general covariance 
structure for unbalanced data which calls for the use of random effect within the linear 
modelling. These kinds of models are called mixed models. A mixed model extends the 
use of fixed and random variables from the general mean 𝜇 (fixed) and error terms 𝜀 
(random) used in most models (Gruber & Searle, 2017, 497). 
 
The basic linear modeling works under the assumption that all observations are drawn 
from the same, independent and identically distributed population. In the mixed model 
the data has a more hierarchical structure containing levels or clusters. The 
observations within these levels or clusters are assumed to be dependent since they 
belong to the same subpopulation while the observations between levels or clusters are 
assumed to be independent (Demidenko, 2013, 1). One type of mixed model is the 
linear mixed-effect model developed by Laird and Ware (1982) that has the advantage 
of dealing with correlated errors within levels and hence does not require a balanced 
data: 
 
𝒚𝑖 = 𝑿𝑖𝜶 + 𝒁𝑖𝜷𝑖 + 𝜀𝑖  (𝑖 =  1, 2, … , 𝑝) 
where the error terms 𝜀𝑖~𝑁(0, 𝑅𝑖) are independent with the positive-definite 
covariance matrix 𝑅𝑖. One key feature is the unknown vector 𝜶 ∈ ℝ
𝑝×1 (intercept) 
representing the fixed effects of the population and the unknown vector 𝜷𝑖 ∈ ℝ
𝑘×1 
(slope) representing the specific random effects for each subject. The number of 
individuals (observations) are 𝑚. The unknown intercept 𝜶 is linked to the response 
vector 𝒚𝑖 by the known design matrix 𝑿𝑖 ∈ ℝ
𝑛𝑖×𝑝 . The unknown slope 𝜷𝑖 is linked to 
𝒚𝑖 by the known design matrix 𝒁𝑖 ∈ ℝ
𝑛𝑖×𝑘  .  
 
In our case 𝑝 = 61 and 𝑘 = 4 which means that 𝜶 ∈ ℝ61×1  represents the estimated 
score for each athlete at the first level and 𝜷𝑖 ∈ ℝ
4×1 the improvement in points on 
each level for each decathlete i. The variable 𝑛𝑖 means each level where the athlete with 
id i has a score. In most of our cases 𝑛𝑖 = 4 but as we can see from Table 2 id = 60  
has 𝑛𝑖 = 2. 
 
Laird and Ware (1982) introduce two stages of the linear mixed-effects model (LME), 




We obtain  
 




Cov[𝒚𝑖] = 𝑅𝑖 + 𝒁𝑖𝐷𝑖𝒁𝑖
⊤ = ∑𝒊  
 
which results in the multivariate normal distribution for the response vector: 
   
𝒚𝑖 ~ 𝑁(𝑿𝑖𝜶, ∑  𝑖 ). 
 
3.3 Estimation 
One advantage of the linear mixed effect model is that it considers dependency within 
the levels or clusters and hence handles correlated errors. According to Garson (2013, 
6) this gives the benefit of using maximum likelihood (ML) estimation and restricted 
maximum likelihood (REML) estimation which does not require the data to be 
balanced.  
 
The disadvantage of the ML estimation is well presented by Efron and Morris (1975) 
when demonstrating the Stein´s estimator which like REML is based on empirical 
Bayes methods. Laird and Ware (1982) also provide good reasons for preferring REML 
over ML due to the common lack of information regarding the variance in the fixed 
effect 𝛼. 
 
 REML uses a linear transformation 𝑳𝒀 satisfying 𝑳𝑿 = 0 that does not depend on 𝛼 
(Agresti, 2015, 306) and is the reason the model is called “restricted”. Linear 
transformation is common in scaling which is useful in Bayesian modeling (Gelman & 
others, 2014, 368).  
 
We will assume the reader is familiar with Bayesian inference (Gelman & others, 2014, 
6-8) and the ML estimation procedure and focus only on the REML estimation 




The proof of the following methodology is detailed in Appendix A. 
 
The maximized log-likelihood function of parameters (𝜶, 𝜽) has the form: 
 














   











   






The estimation for 𝜶, 𝜷 and the variance parameter 𝜽 can be derived using Bayesian 
interpretation of REML (Appendix A). 
 
According to Laird and Ware (1982) and based on Harville (1976) we obtain our 
wanted REML-estimate of 𝜽 noted as ?̂?𝑅 by maximizing the limiting marginal 
likelihood of: 
  
𝒚𝑖|𝜶, 𝜷, 𝜽, Γ ~ 𝑵(𝐴𝑖𝜶 + 𝐵𝑖𝜷𝑖, 𝑅𝑖) 
 
where 𝐴𝑖 ∈ ℝ
𝑛𝑖×𝑝 and 𝐵𝑖 ∈ ℝ








under the assumption, that Γ−1 → 0. The matrix 𝑅𝑖 ∈ ℝ
𝑛𝑖×𝑛𝑖 is the unknown covariance 
matrix for the random noise 𝜀𝑖. 
 
In line with Laird and Ware (1982) and Chapter 6 (Theorem 1) 
 





 Additionally (Appendix A, Theorem 2) we have 
 
𝜷?̂?(?̂?𝑅) = 𝔼(𝜷𝑖|𝒚𝑖, ?̂?𝑅 , Γ
−1) = 𝑫𝑖𝒁𝑖
⊤ (𝒚𝑖 − 𝑿𝑖?̂?(?̂?𝑅)). 
 
3.4 AIC and BIC criteria 
The Akaike Information Criterion (AIC) (Akaike, 1973) and the Bayesian Information 
Criterion (BIC) (Schwarz, 1978) are two popular methods to measure the performance 
of a model and to compare variables. They are like other similar methods based on a 
given point estimate of the fitted data and the log predictive density and work on 
different model designs (Gelman & others, 2014, 169).  
 
They are defined by: 
 
𝐴𝐼𝐶 =  −2𝑙(?̂?|𝒀) + 2𝐾 
𝐵𝐼𝐶 =  −2𝑙(?̂?|𝒀) + 𝐾ln(𝑁), 
 
where K is the number of parameters we add to our model, N the number of 
observations and 𝑙(?̂?𝑀𝐿|𝒀) the maximized log-likelihood for the model. As we add 
parameters to our model we want it to be as simple as possible i.e. to contain as few 
parameters as possible. The maximized log-likelihood function decreases when the 
model improves. The BIC is a little restrained gaining a higher value than AIC due to 
its penalty term application ln(𝑁) that get larger with more observations. Compared to 
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another model lower AIC and BIC indicates the better model but the value itself does 
not have an interpretation (Busemeyer & Diederich, 2014). 
  
3.5 Example 
As a demonstrating example the linear model and the linear mixed effect model have 
been compared to estimate the development in pole vault over the years based on the 
five last world record holders in the decathlon. We note that here we have 𝑛𝑖 =
1, … , 13 which is a larger number than eventually in our official analysis where 1 <
𝑛𝑖 ≤ 4. The benefit of using levels instead of years is visible since someone has peaked 
at year 6 while someone else has done it at year 13. The lm and lme functions from 
R´s nlme -package have been used and the models likelihood of fit have been 
compared using the anova.lme (Analysis of Variance) function. 
 
 




As we can see from Table 4 the ANOVA-test provides lower AIC and BIC for the 
linear mixed-effect model showing it´s a better fit and significantly different from the 
linear model due to the low p-value. The linear model provides only one intercept and 
one slope while the mixed model predicts five different intercepts for each individual 





  Figure 2. Linear model versus linear mixed effect model. 
 
In Figure 2 both models are drawn to visualize the difference. In the linear model you 
can see the effect from the unequal number of years affecting the slope. In the linear 
























In this section, we study the correlations between events for decathletes under 8 000 
points and over 8 000 points. In his unpublished Bachelor ́s thesis (Ylöstalo, 2018) the 
author started using Pearson ́s correlation coefficient r for comparing the correlation 
between events for decathletes under 8 000 points and over 8 000 points. The following 
results are obtained using the same method and the r will refer to the Pearson's 
correlation coefficient. Figure 3 shows the correlation between the results in groups 1 
and 2 (under 8000p) and groups 3 and 4 (over 8000p) the correlation between the shot 
put and the discus throw is strong in both cases (r = 0.69 for under 8000p and r = 0.65 
for over 8000p). In groups 1 and 2 the long jump holds the strongest correlation to the 
total score (r = 0.59) while the corresponding correlation for groups 3 and 4 comes 
from the 110m hurdles (r = 0.49).  
 
In groups 1 and 2 the high jump and the 1500m correlates to the total score (r = 0.30 
and r = 0.23) while this changes in groups 3 and 4 (r = 0.01 and r = -0.01). There are 
more negative correlations between events in groups 3 and 4. 
 
 
 Figure 3. Correlations for the decathletes under 8000 points and over 8000 points. 
 
4.1 Development in each event 
 
When comparing the percentage development in points (due to differences in the total 
amount of points) through linear mixed effect modeling for each level (Figure 4). All 
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the events show improvement to level 3. From level 3 to level 4 all events except for 
the high jump and the 1500m improve. The high jump stays equal while the 1500m 
decreases slightly. The pole vault shows the biggest improvement overall with a 26.6% 
improvement to the third level and a total progress of 32.8%. The sprint-based events 
(100m, 400m and 100m hurdles) show a similar pattern to each other. 
 
 
 Figure 4. The overall percentage development in each event per level (group) 
 based on the starting value. 
 
4.2 Development based on initial level 
 
In Figure 5 four events are presented individually based on the linear mixed effect 
modelling for three subgroups. The subgroups are picked based on the quartiles at the 
initial level: beyond average (75%+), average (25%-75%) and below average (25%-). 




 Figure 5. The median development of three subgroups based on their starting level. 
 Strong performers in level 1 are green and corresponding weak are red and the rest 
 are black. The result matching the points are labeled.  
 
The 100m shows a similar development for each group while the weaker subgroup is 
developing more in the pole vault. The average subgroup shows the best development 
in the shot put and surpasses the stronger group in the final stage. In the 1500m there 
are big differences in the starting point. The strong group doesn´t improve after the 
third level while the other subgroups stay approximately within one second. In all three 















5.1 Sprints are key 
One of the aims of this study was to find the most important feature for a decathlete. 
Figure 1 shows, that the sprints and the jumps are giving more points than the throws so 
the natural staring point would be to start from the 100m. The 100m correlates strongly 
to the long jump, 400m and 110m hurdles over the whole period of study but at a later 
stage during the athlete’s best years this correlation is bigger.  
 
In the linear mixed effect model this can be interpreted from the similar development 
the sprint-based events hold to each other. Even though the sprinting events are 
continuously developing their impact on the total score becomes smaller. One 
explanation to this could be, that sprints are a big part of the everyday training and not 
as technically demanding as the jumps and throws. To become an elite decathlete all 
the events need to be on a high level, but this could very well indicate that the 
difference between this elite and the rest lies in the possibility to develop your throws 
and jumps beside this clear importance of the sprints.  
 
5.2 The long jump and the 400m 
The long jump and the 400m are the two events where the strong group develop more 
at the final stage which differs from the normal pattern for single event athletes in the 
same events (Fung & Ha, 1994).  
 
One reason for this happening in the long jump could be explained by the reasonably 
common fact that many decathletes jump close to or beyond their personal best in this 
event during their best series because of the relatively high amount of points coming 
from each centimeter in this event compared to many other.  
 
This explanation would not hold for the 400m since the relatively amount of points 
coming from each second in this event is rather small. The reason for this might be 
more spiritual because motivation is an important factor in the decathlon (Edourad & 
others, 2010). A decathlete in top shape gets this confirmed during the whole first day 
where most of the events based on pure physical capacity are measured and the 400m 
wraps up that day. Noticeable is also the fact that the initially weak runners gain a lot of 
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progress during the early stages of their career and that decathletes during the final 
stage are relatively close to each other. 
 
5.3 Strong high jumpers peak earlier  
When comparing the development in the high jump it is noticeable, even though it is 
not by a lot, that the initially strong high jumpers peak before they break 8 500 points. 
The development after 8 000 points is not big in any group, but especially the initially 
weak jumpers gain a lot during the earliest stage. 
 
5.4 The second day 
The second day is known for its more technical demand, which gives more room for 
error regardless of physical shape. The second day is known for its dramatical turns on 
the competition where strong competitors might fail and lose points. 
 
In his unpublished Bachelor´s thesis (Ylöstalo, 2018) the author noticed that the pole 
vault did not have a clear correlation to the other events since the Pearson correlation 
coefficient r ranged from 0 to 0.15. One reason could be the challenge of being the 8th 
event performed with a tired body as well as being perhaps the most technically 
demanding event of the decathlon. The pole vault also stands out as the most advancing 
event on the journey over 8 500 points. When studying the different patterns from the 
three different levels of starting point this could be explained by the fact, that the 
weakest pole vaulters from the beginning make a huge progress. According to this 
study a good and a bad pole vaulter is in general only separated by only 27 centimeters 
in the end compared to almost 70 centimeters in the beginning. 
 
5.5 Difference in correlation 
The strong negative correlation between the 1 500m and the discus throw and the shot 
put increases during these athlete´s best years which also supports the results in the 
author´s unpublished Bachelor´s thesis (Ylöstalo, 2018). However, in the earlier study 
the javelin throw seemed to hold a negative correlation to the 1 500m with a Pearson 
correlation coefficient r of -0.09 for decathletes below 8 000 points and r of -0.11 for 
decathletes above 8 000 points. The result in this study is different with the 
corresponding Pearson correlation coefficients r of 0.20 and 0.23. This observation 
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could be explained by the fact that the javelin throw is more based on running and a 
different kind of footwork and hence supports the theory that a strong running base is 
of importance to maintain a good overall physique during the final events of the 
decathlon. 
 
5.6 Weak runners are developing 
The 1500m may be the most mentally demanding event in the decathlon since it sums 
the whole decathlon and all athletes know before going into the race how fast they need 
to run to make a certain score or if they are only running for a position, which is 
common especially in major championships. When taking physical condition in 
consideration the 1500m may play an even bigger role since the athlete need a certain 
standard of aerobic ability to recover not only between events during the decathlon but, 
also during training throughout the year (Bompa, 1999)(Martin & Coe, 1997, 153). If 
this is conscious remains unclear, but the decathletes with a weaker capacity in the 1 
500m from the beginning develop more than the other decathletes who are average or 
beyond at an early stage. This development is similar in the 400m and it can be 
assumed that it contains partially the same individuals due to the relation between 
speed endurance and middle-distance running (Duffield etc., 2005).  
 
There are probably multiple components affecting this phenomenon, but a few very 
likely affecting factors might be better training or just the fact that it is easier to 
develop a weakness than a strength. Another feature of the 1 500m is the tactics and 
pace of running the distance which require different mental skills compared to power 
performances (Butovskaya & others, 2017). An athlete doesn´t necessarily know how 
to run at his full capacity at a younger age and develop this skill later in the career.  
 
5.7 Conclusion 
Since this study has only compared decathlete´s best series per season there might be 
occasions when some events go better or worse than considered normal for the athlete. 
A future study could take all the decathlons as well as single event starts into 
consideration to give an even more complex picture of the decathlete´s profile. After 
getting introduced to linear mixed effect modeling and all the possibilities it could also 
be possible to instead of levels analyze years. Then a good model would estimate the 
initial level for the athletes lacking early marks. Another even more rewarding thing 
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would be to by mixing linear models and then use for instance factor analysis on how 
progress in certain events might affect other events negatively. 
 
Since the breakthrough of the computer science and the internet there are better known 
facts and competitions from today´s athletes than back in the 70´s and 80´s where many 
results to this study are taken. The aim of this study was to perform a statistical analysis 
on this topic which could be used as inspiration for coaches, athletes and federations to 
gain a deeper understanding to one of the most multifaceted events in the world.  
 
There are many things leading up to a good decathlon and there will always be 
exceptions to the rule, which is something every coach and athlete must take into 
consideration before making any final conclusions. After observing the progress among 
the initially weak runners on 400 meters and 1 500 meters it could wrap up this study in 
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Appendix A  
We recall that the response vector in a linear mixed effect (LME) model follows a full 
multivariate normal distribution 
  𝒚𝑖 ~ 𝑁(𝝁𝑖, ∑  𝑖 ) (1) 
where 𝑖 = 1, … , 𝑚 and 𝑁 = ∑ 𝑛𝑖
𝑚
𝑖=1 . 
  𝝁𝑖 = 𝑿𝑖𝜶  (2) 
      





where 𝝁𝑖 is a 𝑛𝑖 × 1 vector and ∑𝑖 a 𝑛𝑖 × 𝑛𝑖 matrix. This leads to 
  𝒚 ~ 𝑵𝑵(𝝁, ∑) 
where 𝝁 is a 𝑁 × 1 vector and ∑𝑖 a 𝑁 × 𝑁 matrix. 
Initially we also present the ideas introduced by Harville (1977) where you have two 
different stages of LME models. Let’s call them stage 1 and stage 2. We recall the 
LME formula: 
𝒚𝑖 = 𝑿𝑖𝜶 + 𝒁𝑖𝜷𝑖 + 𝜀𝑖 
Stage 1. In stage 1 both  𝜶 and 𝜷𝑖 are considered fixed while 𝜀𝑖~𝑁(0, 𝑅𝑖) is 
independent with the positive-definite covariance matrix 𝑅𝑖.  
Stage 2. In stage 2 𝜶 and 𝜀𝑖 are similar with stage 1 but 𝜷𝑖 is considered random and 
independent of each other and 𝜺𝒊.  The distribution of  𝜷𝒊 is 𝑁(0, 𝐷𝑖) where 𝐷𝑖 ∈ ℝ
𝑘×𝑘 
is positive-definite. 
I.e. the stage 1 model works under the assumption of homogeneity between individuals 
and hence fits into a hierarchical model. Stage 2 works under the assumption of 
heterogeneity between individuals and a random unknown model. 
Laird and Ware (1982) explain the variance parameter 𝜽 as a q-vector of variance and 






If 𝑛𝑖 = 1 for every i then 𝑁 = 𝑚 which is followed by that 𝑅𝑖 is the variance of 𝜖𝑖 





which is followed by that 𝜽 = (𝑅1, … , 𝑅𝑚, 𝐷) = (𝜃1, … , 𝜃𝑚, 𝜃𝑚+1, 𝜃𝑚+2, 𝜃𝑚+3). 
If 𝑘 for 𝐷𝑖 is still 2 and 𝑛1 = 2, 𝑛2 = 𝑛3 = ⋯ = 𝑛𝑚 = 1 then 𝑁 = 𝑚 + 1 and we 
obtain 𝑅1 ∈ ℝ
2×2.  
Hence 𝜽 = (𝑅1, 𝑅2, 𝑅3 … , 𝑅𝑚, 𝐷) = (𝜃11, 𝜃12, 𝜃13, 𝜃2, 𝜃3 … , 𝜃𝑚, 𝐷𝐷1 , 𝐷𝐷2 , 𝐷𝐷3). 
Lemma 1 
Under the assumptions (1)-(3) the likelihood function of parameters (𝜶, 𝜽) is 















and especially the log-likelihood function is  
 


















(𝒚 − 𝑿𝜶)⊤∑(𝜽)(𝒚 −  𝑿𝜶) 
where  

























Computation and estimation through Bayesian inference 
In this section we introduce how the estimation for 𝜶, 𝜷 and 𝜽 can be derived using 
Bayesian interpretation of REML. Initially we rewrite the previously processed two 
stages in a Bayesian formulation (Laird and Ware, 1982, 6-7).  
At stage 1 𝒚𝑖 depends only on 𝜶 and is conditionally independent of  𝜽 given 𝜶 and 𝜷𝑖,  
i.e. 𝒚𝑖 ⫫ {𝜷𝑗; 𝑗 ≠ 𝑖} and 𝒚𝑖 ⫫ 𝜽|(𝜶, 𝜷𝑖). This gives the conditional probability 
  𝒚𝑖|𝜶, 𝜷, 𝜽 ~ 𝑵(𝑿𝑖𝜶 + 𝒁𝑖𝜷𝑖 , 𝑅𝑖).        
At stage 2, where 𝜶~𝑁(0, Γ) and 𝜷𝑖~𝑁(0, 𝐷) are independent and cov(𝜶, 𝜷𝑖) = 0 for 
𝑖 = 1, … , 𝑚, we get the probability 
  𝒚𝑖 ~ 𝑵(0, 𝑿𝑖𝚪𝑿𝑖
⊤ + 𝒁𝑖𝐃𝒁𝑖
⊤ + 𝑅𝑖).       
In line with Laird and Ware (1982) we let 𝜽 represent the unknown parameters in 𝑅𝑖 
and 𝐷 while Γ represents the variation within the population. 
From fully Bayesian model to REML 
In our model we have the observations 𝒚𝑖 ∈ ℝ
𝑛𝑖 (𝑁 = ∑ 𝑛𝑖, 𝑖 = 1, … , 𝑚) and the 
unknown parameters 𝜶 ∈ ℝ𝑝, 𝜷𝑖 ∈ ℝ
𝑘, 𝜽, Γ and the “random noise” 𝜀𝑖 ∈ ℝ
𝑛𝑖. 
The model: 
𝒚𝑖 = 𝐴𝑖𝜶 + 𝐵𝑖𝜷𝑖 + 𝜀𝑖 
where both 𝐴𝑖 ∈ ℝ
𝑛𝑖×𝑝 and 𝐵𝑖 ∈ ℝ
𝑛𝑖×𝑘 are assumed known. 
The random noise 𝜀𝑖|(𝜽, Γ) is assumed to be 𝑁(0, 𝑅𝑖) distributed and independent for 
every 𝑖 where 𝑅𝑖 is an unknown 𝑛𝑖 × 𝑛𝑖 covariance matrix. Following the conditional 




  𝒚𝑖|𝜶, 𝜷, 𝜽, Γ ~ 𝑵(𝐴𝑖𝜶 + 𝐵𝑖𝜷𝑖, 𝑅𝑖).        
According to Laird and Ware (1982) we can obtain an estimate of 𝜽 based on the 
information we have in the data but not an estimate of Γ. As Harville (1976) indicates, 
we can obtain an estimate of 𝜽 by maximizing the limiting marginal likelihood 
equivalent to the REML-estimate by letting  Γ−1 = 0.  
 
When 𝜶~𝑁(0, Γ) and 𝜷𝑖~𝑁(0, Δ) are independent with the unknown covariance 
matrices Γ ∈ 𝑅𝑝×𝑝and Δ ∈ 𝑅𝑘×𝑘 the conditional distributions 𝜶|(𝜽, Γ)~𝑁(0, Γ) and 
𝜷𝑖|(𝜽, Γ)~𝑁(0, Δ) follow. Hence, as Γ
−1 → 0, we can define 𝜽 as an unknown q-
dimensional vector (Δ, 𝜀𝑖) which is our wanted REML-estimate.  
To be able to calculate the posterior means of the conditional 𝜶 and 𝜷𝑖 we first need to 
prove the following. 
Lemma 2 
If 𝑊 ∈ 𝑅𝑛 and 𝑇 ∈ 𝑅𝑚 are random vectors satisfying 
 𝑊|𝑇 ~ 𝑁(𝜇𝑊 + 𝐴𝑇, Σ𝑊) and 𝑇 ~ 𝑁(𝜇𝑇 , Σ𝑇)  
with the constant vectors μ𝑊 ∈ 𝑅
𝑛 and 𝑇 ∈ 𝑅𝑚 and a constant matrix 𝐴 ∈ 𝑅𝑚×𝑛 the 
conditional distribution of 𝑇 given 𝑊 is 
 𝑇|𝑊 ~ 𝑁(𝜇𝑇|𝑊, Σ𝑇|𝑊),  
where  
 Σ𝑇|𝑊 = (𝐴
⊤Σ𝑊
−1𝐴 + Σ𝑇
−1 )−1 and   (4) 
 𝜇𝑇|𝑊 = Σ𝑇|𝑊(𝐴⊤Σ𝑊
−1







We will show the claim using Bayes Theorem. 




  𝑝𝑊|𝑇(𝑤|𝑇) ∝ exp (−
1
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(𝑤 − (𝜇𝑊 + 𝐴𝑇)) ) 
and the prior density of 𝑇 is proportional to 






(𝑇 − 𝜇𝑇)) 
we obtain with Bayes Theorem, that the conditional density for 𝑇 given 𝑊 =  𝑤 is for 
fixed 𝑤 ∈ 𝑅𝑚 proportional to 




−1𝐴𝑇 +  𝑇⊤Σ𝑇
−1𝑇 − 2𝑇⊤𝐴⊤Σ𝑊
−1(𝑤 − 𝜇𝑊) − 2𝑇
⊤Σ𝑇
−1𝜇𝑇)  









(𝑤 − 𝜇𝑊) + Σ𝑇
−1
𝜇𝑇))). 
With the values obtained from (4) and (5) we can rewrite the previous conditional 
density as proportional to 





𝑇 −  2𝑇⊤Σ𝑇|𝑊
−1
𝜇𝑇|𝑊)) 






(𝑇 − 𝜇𝑇|𝑊)).  □ 
 
From this we can derive the distribution of (𝜶, 𝜷)|𝒚𝑖, 𝜽, Γ and compute 𝔼(𝜶|𝒚, 𝜽, Γ) 
and 𝔼(𝜷𝑖|𝒚𝑖, 𝜽, Γ) using matrix algebra but also in a simpler way. 
Lemma 3 
The condition distribution (𝒚𝑖, 𝜶, 𝜷𝑖)|𝜽, Γ is a multinormal distribution. 
 
Proof 
The conditional density of 𝒚𝑖, 𝜶 and 𝜷𝑖 given 𝜽 and Γ is proportional to 
 𝑓(𝒚𝑖, 𝜶, 𝜷𝑖|𝜽, Γ)  ∝ 𝑓(𝒚𝑖|𝜶, 𝜷𝑖, 𝜽, Γ) × 𝑝(𝜶|𝜽, Γ)𝑝(𝜷𝑖|𝜽, Γ)  











for some covariance matrix Σ̂ and where 𝑉𝑖  =  (𝒚𝑖 𝜶 𝜷𝑖).  □ 
 
To be able to fulfill the posterior distribution we also need to show how the 
observations 𝒚𝑖 are affected by the (assumed) unknown parameters. 
Lemma 4 
The sampling distribution of 𝒚𝑖 given 𝜶, 𝜽 and Γ is normal 
𝒚𝑖|𝜶, 𝜽, Γ ~ 𝑁(𝑿𝑖𝜶, 𝑹𝑖 + 𝒁𝑖𝑫𝑖𝒁𝑖
⊤) 
Proof 
From Lemma 2 we know that (𝒚𝑖, 𝜶)|𝜽, Γ is normally distributed and that 𝜶|(𝜽, Γ) is 
normally distributed, which makes 𝒚𝑖|𝜶, 𝜽, Γ normally distributed as well. To be able to 
derive the posterior distribution of 𝜶 given 𝒚𝑖 we first need to compute the mean and 
covariance of 𝒚𝑖 given  𝜶, 𝜽 and Γ. 
  𝔼(𝒚𝑖|𝜶, 𝜽, Γ)  
  Cov(𝒚𝑖|𝜶, 𝜽, Γ). 
After straight forward derivation we obtain 
𝔼(𝒚𝑖|𝜶, 𝜽, Γ) =  𝔼(𝔼(𝒚𝑖|𝜶, 𝜷𝑖, 𝜽, Γ)|𝜶, 𝜽, Γ) = 𝔼(𝑿𝑖𝜶 + 𝒁𝑖𝜷|𝜶, 𝜽, Γ) = 𝑿𝑖𝜶 
and 
Cov(𝒚𝑖|𝜶, 𝜷𝑖 , 𝜽, Γ) = 𝑹𝑖 
 Cov(𝑿𝑖𝜶 + 𝒁𝑖𝜷|𝜶, 𝜽, Γ) = Cov(𝒁𝑖𝜷|𝜽, Γ) =  𝒁𝒊𝑫𝑖𝒁𝑖
⊤. 
Which leads to 
Cov(𝒚𝑖|𝜶, 𝜽, Γ) = 𝔼(𝑹𝑖|𝜶, 𝜽, Γ) + Cov(𝔼(𝒚𝑖|𝜶, 𝜷𝑖, 𝜽, Γ)|𝜶, 𝜽, Γ) 





which proves normality of the distribution.   □ 
From here we can prove our first Theorem, which is how to obtain some estimate for 
parameter 𝜶. 
 Theorem 1  
The conditional posterior distribution of 𝜶 given 𝒚𝑖, 𝜽 and Γ is 
  𝜶|(𝒚𝑖, 𝜽, Γ)~ 𝑁(𝜇𝜶|𝒚, Σ𝜶|𝒚) 
where the covariance matrix is 
  Σ𝜶|𝒚 = (𝑿𝑖
⊤Σ𝒚|𝜶




that depends on 𝜽 and Γ but not 𝒚𝑖 and the mean 






With the information from Lemma 2 we call the following random vector 
𝑇 =  𝛼|𝜽, Γ ~ 𝑁(0, Γ) 
and conditional distribution of 𝑊 given 𝑇 
  𝑊|𝑇 =  𝒚𝑖|𝛼, 𝜽, Γ ~ 𝑁(𝑿𝑖𝜶, Σ𝒚𝑖|𝜶). 
We obtain from Bayes Theorem that 
𝜶|𝒚𝑖, 𝜽, Γ ~ 𝑁(𝜇𝜶, Σ𝜶) 










 𝜇𝜶 = Σ𝑇|𝑊(𝐴⊤Σ𝑊
−1










The data contains information about 𝜽 and it can thus be estimated, here we call 𝜽 =
?̂?𝑅. Same application doesn’t work on Γ since we typically don’t have information 
about Γ and hence cannot estimate Γ. Harville (1976) shows that an estimated 𝜽 with a 
given 𝒚 obtained from maximizing the limiting marginal likelihood as Γ−1 → 0 is 
equivalent to the REML likelihood. Based on these assumptions for  𝜽 and Γ−1 we can 
compute the empirical expected value of the conditional 𝜶 given 𝒚, 𝜽 = ?̂?𝑅 and Γ
−1 →
0 as 
𝔼(𝜶|𝒚, 𝜽 = ?̂?𝑅 , Γ
−1 → 0) = Σ𝜶(?̂?𝑅)𝑿𝑖⊤Σ𝒚|𝛼
−1
𝒚𝑖 
where the covariance is 
 Σ𝜶(?̂?𝑅) = Cov(𝜶|𝒚, ?̂?𝑅, Γ





In a similar way we can compute the corresponding value for 𝜷𝑖, however with small 
modifications due to the appearance of  Γ in the formula. Recall that there is no 
assumed prior knowledge about Γ. 
Lemma 5 
The conditional posterior distribution of 𝜷𝑖 given 𝒚𝑖, 𝜶, 𝜽 and Γ is 
𝜷𝑖|𝒚𝑖, 𝜶, 𝜽, Γ ~ 𝑁(𝜇𝜷|𝜶,𝒚, Σ𝜷|𝜶,𝒚) 
where the conditional mean and covariance are represented as 
𝜇𝜷|𝜶,𝒚 =  Σ𝜷|𝜶,𝒚𝒁𝑖⊤𝑹𝑖−1(𝒚𝑖 − 𝑿𝑖𝜶) 
and 







Like in Theorem 1 we rely on the information from Lemma 2 and call the following 
random vectors 





  𝑊|𝑇 = 𝒚𝑖|𝜶, 𝜷𝑖, 𝜽, Γ ~ 𝑁(𝑿𝑖𝜶 + 𝒁𝑖𝜷𝑖, 𝑹𝑖). 
We can rely on Lemma 2 and prove that Σ𝜷|𝜶,𝒚 only depends on 𝜽, Γ and that 𝜇𝜷|𝜶,𝒚 
only depends on 𝒚𝑖 , 𝜶 and 𝜽. This indicates that the empirical posterior 𝜷𝑖 can be 
obtained with help of ?̂?(?̂?𝑅) presented in Corollary 1. 
 Theorem 2 
Based on Corollary 1 we assume 𝜽 = ?̂?𝑅 and Γ
−1 → 0 and get the conditional posterior 
distribution of 𝜷𝑖 given 𝒚𝑖, 𝜽 = ?̂?𝑅 and Γ is 
𝔼(𝜷𝑖|𝒚𝑖 , 𝜽 = ?̂?𝑅 , Γ
−1 → 0) = 𝔼(𝜷𝑖|𝒚𝑖, 𝜽 = ?̂?𝑅 , 𝜶 = ?̂?(?̂?𝑅)) = 𝑫𝑖𝒁𝑖
⊤(𝒚𝑖 − 𝑿𝑖?̂?(?̂?𝑅)) 
where 
  ?̂?(?̂?𝑅) =  𝔼(𝜶|𝒚𝑖, ?̂?𝑅 , Γ
−1). 
Proof 
Now, in line with Lemma 5 we obtain the posterior mean of 𝜷𝑖 given 𝒚𝑖, 𝜽 and Γ as 
 𝔼(𝜷𝑖|𝒚𝑖, 𝜽, Γ) =  𝔼(𝔼(𝜷𝑖|𝜶, 𝒚𝑖, 𝜽, Γ)|𝒚𝑖, 𝜽, Γ) 
       = 𝔼(Σ𝜷|𝜶,𝒚𝒁𝑖⊤𝑹𝑖−1(𝒚𝑖 − 𝑿𝑖𝜶)|𝒚𝑖, 𝜽, Γ) 
    = Σ𝜷|𝜶,𝒚𝒁𝑖⊤𝑹𝑖−1𝔼((𝒚𝑖 − 𝑿𝑖𝜶)|𝒚𝑖, 𝜽, Γ) 
    = Σ𝜷|𝜶,𝒚𝒁𝑖⊤𝑹𝑖−1(𝒚𝑖 − 𝑿𝑖𝔼(𝜶|𝒚𝑖, 𝜽, Γ)). 
Hence, when 𝜽 = ?̂?𝑅 and Γ
−1 → 0 we get a posterior conditional mean of 𝜷𝑖 given 
𝒚𝑖, 𝜽 = ?̂?𝑅 and ?̂?(?̂?𝑅) from 
𝔼(𝜷𝑖|𝒚𝑖, 𝜽 = ?̂?𝑅 , Γ
−1 → 0) = Σ𝜷|𝜶,𝒚𝒁𝑖⊤𝑹𝑖−1 (𝒚𝑖 − 𝑿𝑖?̂?(?̂?𝑅)) = 𝔼 (𝜷𝑖|𝒚𝑖, ?̂?𝑅 , ?̂?(?̂?𝑅)). 
This implies, that 
𝔼(𝜷𝑖|𝒚𝑖, 𝜽 = ?̂?𝑅 , Γ










which can be verified as 
𝑫𝑖𝒁𝑖
⊤(𝑹𝑖 + 𝒁𝑖𝑫𝑖𝒁𝑖





 Appendix B 
 
 The following figures are showing the median development of three subgroups based on their 
 starting level in each event. Strong performers at level 1 are represented by green and weak 
 performers by red. The rest, here considered “normal” performers, are black. The results 
 matching the points are labeled. 
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