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Abstract
Quantum Mechanics is an axiomatic theory. One of its axioms states that every observ­
able of a physical system is associated with a Hermitian operator allowing the reality of 
the energy spectrum and a complete set of eigenfunctions. Furthermore, because of the 
Hermicity imposed on the observable described by the Hamiltonian H, the time evolution 
of the system is preserved. In recent years, researchers have shown that the Hermicity re­
quirement may be relaxed by a weaker condition described by the combined actions of V  
and T  symmetries on the operator. Under this new regimen some non-Hermitian Hamilto­
nians have real spectra such as the complex extension of the harmonic oscillator. However, 
since the inner product of the V T  symmetric Hamiltonian is not always positive definite 
a new inner product is defined with a new symmetry described by a C operator in order to 
construct a viable quantum mechanics theory.
In this thesis a succinct literature review of the V T  symmetric non-Hermitian Hamil­
tonian theory is presented. The Hamiltonian % =  p2 +  x 2(ix)£ is discussed under V T  
transformation and its eigenvalues are calculated under numerical, asymptotic and semi- 
classical approximations. A two level Hamiltonian is introduced to showcase the main 
features of the V T  symmetric theory. Moreover, the C V T  inner product is constructed.
The objective of this thesis is to present to the reader a clear introduction of Quan­
tum Mechanics for Non-Hermitian Hamiltonians with V T  Symmetries where the principal 
concepts are explained step by step in order for the material to be accessible to the new
reader.
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1 Introduction
Classical Quantum Mechanics is a well recognized branch of physics. The model of the 
theory is based on a few postulates that generate the theoretical model. This model is based 
on two constructs: wave function and operators. The wave function is given by ^(x ,  t ) and 
is obtained by solving the Schrodinger equation [19].
The description of physical observable quantities like position, momentum, energy, etc., 
are represented as Hermitian operators on the Hilbert space. A Hermitian operator is one 
that is linear and self-adjoint. A Hilbert space is a generalization of the Euclidean space 
which is a three-dimensional vector space provided with a dot product.*
The Hamiltonian or energy of the system is represented by H  =  T  +  V, where T  is the 
kinetic energy of the system and is constructed with the momentum operator p as follows
^  P T =  — , 
2 m
where m  is the mass of the system or particle and
f. dp = - i h —~ 
ox
( 1.0.1)
( 1.0.2)
In the same way V  is the potential energy of the system and is constructed with the 
position operator x , then
V = V(x).  (1.0.3)
Then, the Hamiltonian of the system is given by
H = i + V ^ -  c-o-4)
A classical quantum mechanical Hamiltonian must be Hermitian to describe a physical 
*See Appendix A.
system. A Hamiltonian is Hermitian if and only if it is invariant under simultaneous matrix- 
transposition and complex conjugation. This is represented symbolically by
=  H, (1.0.5)
where the symbol (f) denotes a Hermitian conjugate.
The Hermiticity imposed on the Hamiltonian is a sufficient condition for the reality of 
the energy spectrum, where the spectrum is defined as the collection of all the eigenvalues 
of an operator. Using the condition of Hermiticity on H  and solving the time independent 
Schrodinger equation we obtain a real spectrum given by
Hip = Eip, (1.0.6)
where H  is the Hamiltonian operator, ^  is the eigenfunction and E  is the real eigenvalue 
[18]. Non-Hermitian Hamiltonians exist; however, these kinds of Hamiltonians are not 
part of the main cannon of classical quantum mechanics. Nonetheless, in recent years 
the condition of Hermiticity has been challenged as being too restrictive. In a pair of 
seminal papers, Bender and collaborators showed [5-6] using numerical, asymptotic and 
semi-classical techniques that the spectrum of H  given below, which is not Hermitian§ , 
includes real eigenvalues.
H = p2 +  x 2(ix)£, e e R. (1.0.7)
Furthermore, the eigenvalues of H  are found to be real discrete and positive for £ >  0; in 
this case the energy levels increase as the parameter e growths. If - 1  < e < 0 then we have 
a finite number of real eigenvalues and also an infinite number of complex conjugate pairs 
eigenvalues. As the parameter e decreases from 0 to —1 the number of real eigenvalues 
decreases. Finally, as the parameter £ is less than —1 all the eigenvalues are complex [2].
§ Proof given at Appendix B.
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However, the last equation can be viewed as a complex extension of the harmonic os­
cillator Hamiltonian, which is included in the special case at e =  0, where discrete energies 
are obtained as seen in Figure 1. Moreover, % possesses an anti-linear V T  symmetry in­
variance under simultaneous space and T  time reversal. Finally, it was proposed that the 
Hermiticity condition be replaced with the weaker requirement of space-time V T  reflection 
invariance [15]. With this new condition, classical quantum mechanics can be extended in 
some cases into quantum mechanics for non-Hermitian Hamiltonians with V T  symmetries.
i
Figure 1: Eigenvalues of equation (1.0.7). We observe on the x  axis the result of the 
different values of e and on the y axis the values of energy given in units of 4^, where 
h is the Plank constant divided by 2n and w is the angular frequency. Notice that when 
£ is equal to zero we have the energy values of the quantum harmonic oscillator given by 
( 2 n + 1) where n = (0 ,1 ,2 ,...). We observe that when the parameter £ > 0 the eigenvalues 
are real discrete and positive. As the parameter £ changes from 0 to - 1  the eigenvalues are 
both real and complex. If the parameter £ < - 1  then we have complex eigenvalues [2].
This thesis will be organized as follows: In Chapter 2 we will describe the properties 
of V  and T  symmetries. In order to do so we will show examples of V  and T  acting alone 
and together on a system. Then, we will define the basics of V T  quantum mechanics. 
In Chapter 3 we will apply the basics of the V T  quantum mechanics theory to a two- 
level Hamiltonian system. In Chapter 4 we will discuss how to find the eigenvalues of V  
using WKB approximation, the name is an initialism for Wentzel-Kramers-Brillouin, semi- 
classical techniques and numerical approximations. We will discuss the spectrum of H  in
3
the complex plane and do a case study for the following Hamiltonians
• 'H =  p2 +  x 2(ix)£,
• H = p2 -f  ix3,
• H = p2 +  x4.
Finally, the last Chapter gives the conclusion of the paper.
2 V T  Symmetries and Quantum Mechanics
2.1 V  Parity Operator
The parity operator or space inversion is a symmetric transformation. If we apply 
parity operator to the standard coordinate system, it changes the right hand system into a 
left hand system. The parity operator in three-dimensional spaces is given by the following 
transformation
X —x
V  : y —» - y
t 2 ) \ - z
' - l 0 0 1 X r - x  1
0 - 1 0 * y = - y
t 0 0 - 1  i l 2 J L j
A matrix representation of parity in a finite number of dimensions has a determinant 
equal to —1 since parity by definition is a reflection [26].
In quantum mechanics, the parity transformation (V) is a linear and unitary operator* 
that performs a spatial inversion which reverses the sign of the position operator x.
V x  — —x , (2.1.1)
V x V  = - x ,  (2.1.2)
where equation (2.1.1 ) is the active transformation and equation (2.1.2) is the passive trans­
formation of parity [2, 28]. The active transformation is a change in the physical position
of a point and the passive transformation is a change on the coordinate system where the 
*See Appendix A.
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object is located. If we apply condition (2.1.1) to the wave function, we obtain
V'iJj(x ) = 'ip(-x).
Applying condition (2.1.2) to position states |x) where the label x in the ket is the value of 
the position, we have
V x V  |x0) =  V x  |— x0)
=  V ( - X Q) | - x 0)
=  - x 0V  | - x 0)
=  - x  |x0)
V x V  =  —x,
where the position operator acting on a position state is defined as x |rr0) =  x0 |z0) •
Since V  operator is unitary, then x  and V  must anticommute. The anticommute condi­
tion is given when the swapping of any two arguments negate the results. The V  operator 
is defined as an involutory and Hermitian transformation; therefore, we have the following 
properties
V 2 = l, (2.1.3)
V ~l = V ] = V. (2.1.4)
Equation (2.1.3) implies that the eigenvalues of V — ±1. In order to construct a matrix 
representation of V  we define the matrix Vo as the diagonal matrix with the eigenvalues of 
V  [12]. The matrix Vo of a two-dimensional case is given by
^ 1 o '*
V°  -1/
Then, we define the most general parity matrix as follows
6
(2.1.5)v  = n v 0n ~ \
where 1Z is an orthogonal matrix rotation.
In the specific case of a two-dimensional parity matrix we have the following
V  =
^ cos(6) 
. sin(9)
— sin(0)  ^
cos(0) ,
1
v°
0
- 1
cos($) 
 ^ sin(0)
\  - 1
— sin(0) 
cos($) j
or
V  =
(  cos2(0) _ sin2(0)
cos2(0 )+ sin 2(0) cos2(0 )+ s in 2(0)
2 cos(0)sin(0) 
cos2(0 )+ sin 2(0)
2cos(fl) sin(fl) 
cos2(# )+ sin 2(0)
js in 2(0) cos2(fl)
cos2(0 )+ sin 2(0) cos2(0 )+ sin 2(0)
Now, using the condition (2.1.4) we use the inverse of V  to arrive at the most general 
two-dimensional parity matrix with one free parameter [5], which is given by
 ^ cos(2$) sin(2$)
 ^ sin(2$) — cos(2$) j
Notice that V  matrix is symmetric* and is a reflection since the determinant is -1 . 
Moreover, if we use an angle of 45 degrees in the last matrix, which is a reflection given 
by x — y, then x  exchanges its value with y. Therefore, the simplest representation of V  in 
two dimensions is given by
V
* 0 1 ^
V1 ° J
The parity operator V  acting on the momentum operator p reverses the sign ofp. Also,
the parity operator V  and momentum operator p do not commute.
*See Appendix A.
Vp = -p , (2.1.6)
7
VpV  =  —p. (2.1.7)
If we apply condition (2.1.6) to the momentum states p, then we have
V  \p) = J  dxV  |a:) (x\p)
= f d x \ - x )  (x\p)
= J  dx |x) (—x\p) .
But (~x\p) =  -jL=e~&x = (x\ -  p), then 
V\p) — f  dx |a:) (x| — p)
V\P) = I ~P) ■
If we apply condition (2.1.7) to a wave function ^ ( x 0, t), then we have
VpV^(xo) = Vpip(-x0,t)
=  V (ih ip '(-X 0,t))
= (ihip (xQ,t))
=  -pip(x0,t),
where the momentum operator is defined by equation (1.0.2). Moreover, the commutation 
relation
[x, p\ = xp -  px = ih , (2.1.8)
is not changed by the V  operator, 
i.e. V[x, p]V =  V[xp — px]V
=  {V(x)V)(V(p)V) -  (V(p)V)(V(x)V)
=  ( - i ) ( - p )  -  ( - p ) ( - x )
— xp — px = ih.
As an example of parity operator consider the following complex Hamiltonian:
8
Ha =
(  + ,  \+  Z7 A:
/A: ~ ¿7
where u0, 7 and & are real numbers. Then, the parity transformation of Ha is given by
0 1
*
1 1 0 ,
^o +  «7 k 
k vq — ¿7
0 1 ’
* =
1 1 0 ,
Vq — k
k vq +  ¿7
or
VH„V =
\v0 ~  *7 A:
^  k v0 +  ¿7 /
Now consider the Hamiltonian % in equation (1.0.7) under parity:
V U V  = V[(p)2 +  ( x ) \ i  x f \ P
= (V(p)V)(V(p)V)  +  (V(x)V)(V(x)V)(V(ix)eV)
=  (~P)(-P)  +  (-^ )(-^ )((2 )(-a :))£
=  (P)2 ~  (:r)2(z:z;)£, 
and therefore, 77 7^  VHV.
2.2 T  Time Reversal Operator
Time reversal in classical mechanics is a reflection defined as x(t) = x (—t), then
, / .N dx dx . , .
(2.2.1)
,,x.v dx' d x ' . . dx' . .
* W  =  -s -W  =  - s - ( - 0  =  5 (= i ) H )  =  x“( - 0 . (2 .2 .2)
Then, under time reversal the velocity changes signs but the position and the acceleration
9
do not. The time reversal transformation T  is an anti-unitary and anti-linear1 operator [16, 
27]. In quantum mechanics, time reversal operator T  performs a complex conjugation, 
which leaves the operator x  invariant and changes the sign of p operator. Then we have the 
following equations
T x T  = x, (2.2.3)
T p T  = -p , (2.2.4)
T i T  = - i . (2.2.5)
If we apply condition (2.2.3) to the wave function ip(x0, t), then we have
TxTi\)(xo, t) = Tx'tp*(xlo, —t)
=  T x 0^ *{xo, - t )
= x0 ^ ( x 0,t)
= X2p(x0 ,t).
If we apply condition (2.2.4) to the wave function ift(xo, t ), then we have
TpT'ipixo, t) = Tpil)*(xo, - t )
= -<)]
= T(-ih(il;*y(xo, -t))
=  (ifup'(x0,t))
=  - p ^ ( x  o).
In order to show the anti-linearity of the time reversal operator [15] we use the commu­
tator relation (2.1.8), then
T[x, p]T = T[xp — px]T
= (T(®)T)(r(p)T) -  (r(p)r)(T(f)r)
*See Appendix A.
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=  ( i ) ( - p )  -  (—p) (*)
=  —xp + px = (—1 )(xp — px) = (—l)(ih)
= —ih.
This confirms the anti-linear property of T . Then, if we apply condition (2.2.5) to the 
wave equation ^(xo, t), we have
TiT'ip{x o, t) =  Ti^*{x  o, —f)
=  T[«V>*(zo, -*)]
-  ( - # ( £ 0, 0 )
=  -i ip(x0,t).
Another property of T  is that the square of T  equals the unit operator and the inverse 
of T  is equal to T.
T 2 (2 .2 .6)
T ~ l =  T. (2.2.7)
Consider a generic transformation T  as follows
r  = Tr 0 ^
0 T,
/
where 7^a: =  X* and x* is the complex conjugate of x. Then, the Hamiltonian Ha under 
time reversal operator is as follows
Tc 0 
0 Tr
\  (
*
/
v0 +  «7 k 
k Vq — ¿7
^  ^  Vq —  Z7  /c ^
/ V k Vo +  ¿7
or
11
y  k v0 +  ¿7 ,
Now let’s consider the Hamiltonian H  on equation (1.0.7) under time reversal T :
T U T  = T[(p)2 + x 2(i)xc]T
= (T(p )T )(T(p )T)  + (T(x)T)(T(x)T)(T(ixYT)
= (~P)(~P)  +  (x)(x)((-z)(a:))£
=  ( p )2 +  ( x)2( - ix ) £.
Therefore, H ^  T H T .
2.3 V T  Symmetric System
We define a V T  symmetric Hamiltonian to be one that satisfies the space-time reflection 
symmetry as follows.
Definition 1. I f
where
H = H V T (2.3.1)
H v t  = (VT)2.3.2)
then H  is called V T  symmetric.
The matrix representation of H  is symmetric with respect to the main diagonal [20]. Notice 
that the operators V  and T  commute, which is given by
[:P , T] = V T  -  T V  =  0. (2.3.3)
12
Lemma 1. I f  the Hamiltonian is V T  symmetric, then the Hamiltonian commutes with the 
combined V T  operator i.e. [//, VT] = 0 or V H  — H*V.
Proof. We want to prove that [H , VT]  =  0 or V H  =  H*V.
Given: H  is V T  symmetric. The operators V  and T  commute. The Hamiltonian under 
time reversal operator is equal to the transpose conjugate of the Hamiltonian, H* — T H T .  
The inverse of the parity operator is equal to the parity operator, V ~ l = V. The parity 
operator square is equal to 1, V 2 — 1. The parity operator times its inverse is equal to one, 
V V ~ l =  1. The time reversal operator square is equal to 1, T 2 
time reversal operator is equal to the time reversal operator, T _1 
operator times its inverse is equal to one, T T _1 =  1.
Begin proof: if (V T )H (V T )  =  H  
=» V T H T V  =  H  
=> V T H T { V V ~ l ) =  H V ~ l 
=> V T H T  =  H V  
=» V T H { T T ~ l ) = H V T ~ l 
=► V T H  = H V T .
Therefore, [H, VT] — 0.
Second, if H  and V T  commute, then 
H V T  = V T H  
=> H T V  = T V H  
^  T ~ lH T V  =  (T ~ lT ) V H  
=> (T H T ) V  =  V H  
=> H*V = VH.
Therefore, we have proved that [H, VT] — 0 or V H  =  H*V , as required.
□
Despite the fact that V T  Hamiltonians can, in general be non-Hermitian, their spectra 
can be entirely real. Such systems, since they commute, share the same eigenfunctions
=  1. The inverse of the 
=  T . The time reversal
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between the Hamiltonian H  and the V T  operator [2]. 
Suppose
VT?p =  (2.3.4)
where A is equal to E  and represents the eigenvalues of the equation.
Multiply the last equation by V T  from the left. Then we have
( V T ) ( V T ) ^  =  ( V T)  \i/>
=» i> = (VT)X(VT)2^
=>il> = [{VT)\(VT))(VT)i>,
since
Then,
(V T )2 = 1. (2.3.5)
ip = A*A ip =  |A |fy  (2.3.6)
Therefore, | A |2 =  1 and the eigenvalue A of the V T  operator has a norm of one
|A| =  1. (2.3.7)
Therefore,
A =  eia. (2.3.8)
Then, the eigenvalue is a phase factor and is part of the circle group which is the mul­
tiplicative group of complex numbers with absolute value equal to one. However, if we 
generalize condition (2.3.4), then
VTlpn(x) =  A n^n(z), (2.3.9)
14
I An | — 1 —> Xn — (2.3.10)
If thé n phase is absorbed into the eigenfunction and rescaled, then we have the nor­
malized eigenfunction
In general, the spectrum of a V T  symmetric Hamiltonian shows a broken symmetric 
phase; we define the broken phase where the spectrum becomes partially or completely 
complex. If the phase is broken, some of the eigenfunctions of H v r  are not simultaneously 
eigenfunctions of the V T  operator. The unbroken phase is where both H  and V T  share the 
same set of eigenfunctions. This corresponds to the so-called exact ^PT-symmetric phase 
and in this case the spectrum is real.
Moreover, multiply the eigenvalue problem (1.0.6) by (VT)  from the left side and we 
have
( V T ) H ^  = ( V T ) E ^
=> H(VT)*p =  (VT)Eip 
=► HXil) =  ( V T ) E ( V T ) 2^
=> HXip = {(VT)E(VT)\(VT)i>
=* HX'ip = E*X'ip 
=>- EXip =  E*Xip.
Therefore, Eip = E*ip.
The last equation states that the eigenvalues are real but this condition is only true on 
the unbroken phase of the H VT system. For the specific case of the Hamiltonian (1.0.7)
$n(x) e ^ V n ^ ) - (2.3.11)
The last normalization satisfies the following condition
VT'lpnix) = Tpn(-X) = 4 ( l ) . (2.3.12)
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the condition is true if e >  0, in which case the system shows an unbroken phase but if 
e < 0 then the system presents a broken phase. Now, let’s consider U  under parity and 
time transformation as follows 
V T U V T  = VT[p2 +  (x)2(zxY]VT
= iVT{p)VT)(VT{p)VT)  +  (‘V T {x )V T ){V T (x )V T ){{V T ( ix )eV T ))
=  (p)(p) +  ( - x ) ( - x ) ( ( - z ) ( - a ; ) ) £
=  (p)2 +  (x)2(ix)e.
Therefore, U = V T U V T .
2.4 Pseudo-Hermiticity
The condition of Hermiticity in a quantum mechanical system can be replaced for 
a more relaxed condition of a V T  symmetric system. In turn a V T  symmetric system 
belongs to a more general mathematical context known as pseudo-Hermiticity. We will use 
this concept to define a more general V T  symmetric Hamiltonian in this section.
D efin itio n  : A linear operator A  : U  —» U acting on a separable Hilbert space U  is 
said to be pseudo-Hermitian if V(A)  is a dense subset of U, and there is an everywhere 
defined invertible Hermitian linear operator p : U U such that
A j¡ = pAp~1. (2.4.1)
A Hilbert space is separable if it has a countable orthonormal basis; a separable Hilbert 
space is isometric or congruent to L 2, the space of square integrable functions.1 Dense is 
defined as follows: “E is dense in X if every point of X is a limit point of E or a point of E 
or both, where X is a metric space” [25].
Condition (2.4.1) reduces the ordinary Hermiticity if 77 =  1, then 77 is the identity 
operator. If the p operator is given by V  which is Hermitian and A  is replaced by H  in the
same equation, then it follows that H  is Pseudo-Hermitian [22]. This means 
*See Appendix A.
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H f =  V H P (2.4.2)
and
H = V H ]V , (2.4.3)
where is the transpose conjugate of H. The last equation is the most general definition 
of a Hamiltonian under parity and time reflection since 
H = V H 'V  
^ H  = V{THT~l)V 
=>H = (V T )H (T V )
^  H = (VT)H(VT),
where we recover the definition (2.3.2) of V T  symmetric Hamiltonian.
The simplest physical model showing V T  symmetric properties is the two-level system 
[31]. Consider once again the Hamiltonian Ha. Clearly this Hamiltonian is non-Hermitian 
since Ha ^  H\:
v0 +  ¿7 
k
\ /
*
¿7 , \
v0 — ¿7 k 
k v0 + i~/
\
J
Moreover, Ha is a two-level system with a coupling parameter k, where v0, 7 and k are 
real numbers. This Hamiltonian is V T  symmetric since it follows the condition (2.4.3), 
then
va + i-y
k v0 -  ¿7 7
( 0 1 ^ / ,  \Vo — 27 k f 0 V
* *
l 1 V  ^ k Vo -f 27 y l 1 V
The eigenvalues of the Hamiltonian Ha can be found via diagonalization§ to be 
§See Appendix B for exact calculations.
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E± =  Vq ±  y /k2 (2.4.4)
which represent the two energy eigenvalues [3]. From the eigenvalues equation we observe 
that when 72 < k \  the energy eigenvalues are real and the phase is unbroken. When 
7 2 > k2, the energy eigenvalues are complex and the phase of the system is broken. The 
transition from a real to a complex spectrum takes place at 7 =  y — 1 and —1. These two 
points are where the phase changes from unbroken to broken as can be seen in Figure 2.
Figure 2: Eigenvalues of the simple V T  symmetric system described by the matrix model 
Ha. In order to obtain the exact graph vQ —» 0 and k = 7 =  1. We observe on the graph 
unbroken symmetry between 1 and — 1, otherwise the symmetry is broken and we have 
complex eigenvalues. Figure 2 was obtained by using Wolfram Alpha online program.
2.5 V T  Quantum Mechanics
In this section we will compare classical quantum mechanics against non-Hermitian 
quantum mechanics. We will use the postulates of classical quantum mechanics and ex­
press the same postulates in non-Hermitian quantum mechanics whenever possible.
The formalism of the classical quantum mechanics theory [18-19] can be described as 
follows:
• The description of the system postulates that the wave function describes a quantum
18
mechanical system through its spatial and time dependence. The state of a quan­
tum mechanical system is completely specified by the wave function t), which 
belongs inside an abstract space known as the Hilbert space.
The Hilbert space is provided with a dot product or inner product. We define this 
inner product between two functions f (x )  and g(x) as follows
(.f \ 9 ) = [  f(oc)*g{x)dx. (2.5.1)
J a
If f (x )  and g(x) are both square integrable*, the inner product exists and converges 
to a finite number.
The equation (2.5.1) satisfies all the conditions of the inner product. In particular we 
observed that
(g\f) =  </!<?>* • (2.5.2)
Meanwhile, the inner product of f (x )  with itself, is defined as
( / I / )  =  [  \f{x)\2dx, (2.5.3)
J  a
which is real and non-negative and it is zero only when f(pc) = 0. A function is nor­
malized if the inner product with itself is equal to 1. A pair of functions is orthogonal 
if their inner product is 0. A set of functions are orthonormal if they are normalized 
and orthogonal. Then,
(/ml fn) = &m m (2.5.4)
where 5mn is the Kronecker delta function of two variables defined as 
*See Appendix A.
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(
0 i f  m  7^  n
(2.5.5)
1 i f  m  = n.
A  set of functions is complete if any function in the Hilbert space can be expressed 
as a linear combination of them
oo
f (x ) =  5 ~2Cnfn (X)’
n=1
where if the function is orthonormal then cn is given by
(2.5.6)
Cn = (fn\ f )  • (2.5.7)
Notice that condition (2.5.6) can be expressed as
I ^  ^   ^cn | <f>n ) ,
n
(2.5.8)
^ 2  (</>nM 1<t>n) =  ( J 2  ^  ^ n 
n ' n
(2.5.9)
which implies that
\^<t>n){<t>n\ = l- (2.5.10)
n
Using the delta function the completeness statement in a space coordinate is the 
reconstruction of the unit operator as a sum over the eigenfunctions, then
oo
^2bPn(x)]*^n(y) = S ( x - y ) .  (2.5.11)
n=1
20
In non-Hermitian quantum mechanics the states of the system are also completely 
specified by its wave function. However, in general, the eigenfuction of non-Hermitian 
operators are not orthogonal with respect to this inner product.
The inner product between two eigenfunctions of a V T  system is defined as
where C is the contour defined in the region on the complex plane, where the Schrôdinger 
equation can be solved using WKB theory,H also known as Stokes wedges [5].
With this definition of the inner product, two eigenfunctions are orthogonal; however, 
this definition fails to produce a positive norm [29].
Thus,
(2.5.12)
(2.5.13)
Consider the following inner product where
=> 0Î01 -  0202 =  |0112 -  102 12
^WKB See Section 4.1. Wedges See Section 4.2.
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The last equation is negative if |02|2 > |0 i |2- Moreover, using the V T  definition 
(2.5.12) with eigenfunctions of the Hamiltonian given by equation (1.0.7) the result­
ing norm is (—l )n for all n and e > 0 [8], then
In order to enforce positive norm for non-Hermitian Hamiltonians having unbroken 
V T  symmetry, the operator C is introduced to account for the negative values of the 
norm. The C operator is linear and commutes with both H  and V T .  The C operator 
is a symmetry of H. The C operator takes its name from the charge conjugation 
operator in particle physics because of the similarities of the operations [20]. The 
C operator can be expressed in coordinate space as a sum over the V T  normalized 
eigenstates of the V T  symmetric Hamiltonian as follows:
where 6 is the delta function. Therefore, the eigenvalues of C are ±1. Using the fact 
that C is linear and commutes with H, the eigenstates of H  have definite values of C, 
then
L 'lpn{x)VT'lpn{x)dx C ^ n{ -x )* ^n{x)dx = ( -1 ) n (2.5.14)
oo
(2.5.15)
n = 0
One of the properties of the C operators is as follows
(2.5.16)
Then,
(2.5.17)
(2.5.18)C(f)n(x)= /  dyC(x,y)(j)n(-y) ,
22
(2.5.19)=  /  dy4>m{y)<t>n(y) =  ( ~ l ) n(f)n(x).
m=0 ^
Using the C operator we define the new C V T  inner product as follows:
('ip, (¡))CVT = I ip(x)cvr (p(x)dx, 
Jc
(2.5.20)
where
^{x)CVT =  J C(x, y)i/>*(—y)dy. (2.5.21)
Using this definition of the C V T  inner product, two eigenfunctions are orthogonal 
and positive definitive. The completeness of the eigenfunction is defined as
oo
^ 2 ( - l )n<l>n(x)<l>n(y) = <5(x -  y)- (2.5.22)
n=0
And in terms of the C V T  inner product completeness is as follows
OC
X > „ (* )[C P T . M -  y). (2.5.23)
n=0
• Observables and physical quantities are represented by Hermitian operators on the 
Hilbert space. This condition guarantees the reality of the expectation value of A, 
where A  is an operator. However, in the Heisenberg picture, operators evolve with 
time and the Hermiticity condition is maintained, then
A(t) = eiHtA(0)e~iHt. (2.5.24)
A similar condition as in the Heisenberg picture is given for a V T  symmetric system 
at t = 0, the operator A  must obey the condition
23
AT = C V T A C V T , (2.5.25)
where A T is the transposed operation of A. If the condition holds at t = 0, then it 
will hold at any other time for the Hamiltonian H  because H  is symmetric.* This 
guarantees the expectation value of A  is real.
Since the operator C satisfies the last requirement, then the operator C is an observ­
able. The Hamiltonian is also an operator. But x  and p are not. Thus, there is no 
position operator in a V T  symmetric system.
• The temporal evolution of a quantum state is given as
4>t{x) =  e~iHti>a(x). (2.5.26)
In order to ensure that the norm remains unchanged with time, the temporal evolution 
must be unitary. The unitary evolution remains valid for V T  symmetric Hamiltoni­
ans as long as the Hamiltonian commutes with the C V T  operator within the inner 
product.
•  The following postulates are the same in both theoretical models.
• The expansion postulate assumes that any wave function of a quantum me­
chanics system can be expressed as a coherent superposition of a complete set.
•  The measurement postulate states that for a single measurement of an observable 
corresponding to a quantum mechanical operator, only the eigenvalues of the operator 
will be measured.
•  The reduction postulate in place guarantees the reproducibility of measurements,
where a coherent superposition reduces to an eigenfunction upon measurement [19]. 
*See Appendix A.
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Finally, on the next table we present the main differences and similarities between clas­
sical quantum mechanics and non-Hermitian quantum mechanics.
Quantum Mechanics
Classical Quantum Me­
chanics
Non-Hermitian Quantum Me­
chanics
1-Hamiltonian. Hermitian. Non-Hermitian.
2-Schrodinger eigen­
value problem.
Solutions E R. Solutions E IR, C.
3-Symmetries. V  and T . V, T  and C.
oo
C(x,y) = 2^<l>n(x)<l>n(y).
n —0
4-Inner product.
W # )  =  J l l>m(x)*'fpn { x ) d x . (0 ,  (i))CVT =  [  0 ( x)CVTcf){x)dx.
Jc
5-Unitary temporal 
evolution.
i>t(x) = e~tHt2po(x). 0 t ( z )  =  e~lHt^ 0(x).
6-Observables. A = A f . AT = CVTACVT.
Table 1: Features of Classical Quantum Mechanics vs. non-Hermitian Quantum Mechan­
ics.
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3 Hamiltonian of a Two-Level System
In this section we expand on the Hamiltonian of a two-level system. Because of the 
simplicity of this system, we can show the most important features of the Hamiltonian 
with V T  symmetry. The two-level system is constructed as follows. Suppose we have an 
isolated system with a (x, y , z) coordinate plane. We impose a source at a distance r from 
the center of x then, the source is located at a: =  r. The most common source is an antenna 
that radiates energy at a constant rate. In the next step, we impose a sink at a distance 
x  =  — r. The most common sink is an antenna that absorbs energy [3]. If we apply the 
V  operator to the system, then we exchange the positions of the source and sink. If we 
apply the T  operator, the source becomes a sink and the sink becomes a source making 
the system V T  symmetric. If the system is isolated the source goes to zero and the sink 
goes to infinity. In this case we are under the presence of broken V T  symmetry and the 
eigenvalues of the Hamiltonian are complex. If the source and sink are strongly coupled, 
then the system can reach equilibrium. In other words, we are under the presence of an 
unbroken V T  symmetric system and the eigenvalues of the Hamiltonian are real [4].
The Hamiltonian that represents the sink is given by H = re+ie, where r > 0 and 
0 < 7t < 6 . The source is represented by H = re~ie. If we put the source and the sink 
together in one Hamiltonian with a coupling parameter k in order to have an unbroken V T  
symmetric system, then we have the following complex Hamiltonian matrix
Hh
re+(i6)
 ^ k re i
where r, 6 and k are real parameters. Mathematically, Hb represents the two-level system 
and is a similar matrix to Ha where re ±(i0) =  r[cos(0) ±  zsin(0)] =  r[v0 ±  ¿7 ] if r  =  1, 
cos(0) =  v0 and sin(0) =  7 , where we use the Euler formula
e+(î0) _  COs(0) +  zsin(0) and e ^  =  cos(0) -  zsin(0). (3.0 .1)
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Now, we will show that this system has all the properties of a V T  symmetric Hamil­
tonian. Hb is not Hermitian since it does not comply with equation (1.0.5), then we have
Hb ¿ H *  :
g g+(^)
k
k
gg (id)
\
J
*
r e ' (id)
k r e
k
+(id)
\
Let us consider the two-level system under the parity transformation where the oper­
ator V  is given by the general V  matrix. Then, V H bV  =  H'b where H'b represents the 
transformation of H  as follows
( °  0
r e +(i6) £  ^ 0 1 ^ r e  ^  k
* * —
V 1 V  ^ k  re~(i6)) V 1 0 )  ^ k  re +^  j
or
V H V  =
r e  ^  k  
k  r e + ( ld)
Now, we consider the same two-level Hamiltonian system under time transformation 
T  then, Hb under time reversal operator is given by T H b =  Hb where H'b represents the 
transformation of Hb as below
T> c 0 >J<
gg+(i$) k r e  ^  k
1 0 Te ; r e ~ ( ld) , i k  r e + ( ld)
or
T H h =
(  r e  (id) ^  \
k  r e + (ld)
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Note that the matrix H'b is not equal to the original matrix Hb of the two-level system 
and Hb under time transformation is equal to the transport conjugate of the matrix Hb.
Now consider the Hamiltonian Hb under combined V T  symmetry where the most gen­
eral form of a V T  invariant Hamiltonian satisfies equation (2.4.3), then
re +fi0)
f° 0 re ^  k 1  0 1 ^-- * *
^ k r e ~ ^  j l 1 V y k re+(ld) l 1 ° J
3.1 Broken and Unbroken Symmetry
In the last section we observed that the two-level system Hamiltonian is V T  symmetric. 
In order to determine if the system has broken or unbroken symmetry we need to find the 
eigenvalues using the following equation
D e t ( A - X I )  =  0, (3.1.1)
where A  is a square matrix, A is the eigenvalue and /  is the identity matrix. Then, using 
A = H  in equation (3.1.1) we have the following Det(H  -  XI) =  0, and solving the last 
equation we have the following eigenvalues for the two-level system^
A± =  r cosi#) ±  y jk 2 — r 2 sin2($), (3.1.2)
where ±  represents the two-levels of energy. From the eigenvalues equation we observe 
that when r 2 sin2($) < k2 the energy eigenvalues are real and the symmetry is unbroken. 
On the other case, when r 2 sin2($) > k2 the energy eigenvalues are complex and the sym­
metry is broken. Also, equation (3.1.2) shows the same eigenvalues as equation (2.4.4) 
therefore, the matrix Hb is similar to matrix Ha. In order to define the V T  inner prod­
uct we need to find the eigenstates of the system. To find the eigenstates, we replace the 
§See Appendix B for exact calculations.
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eigenvalues in the determinant matrix as follows
 ^ re+('e> -  A(+)
V *
re
k
- W  -  A
- 0 ,
(+) /
/
V
re+(îé>) — (rcos(0) + y/k2 — r 2 sin2(#))
re ^  — (rcos(0) + y/k2 — r2 sin2(#)) y
0,
where the first position on the diagonal is obtained by
r(cos($) +  z sin(0)) — (r cos($) +  \ Jk 2 — r 2 sin2(#)) 
=> r cos(0) +  ir sin(0) — r cos(0) — y /k 2 — r2 sin2($) 
=> zrsin($) — y /k 2 — r 2 sin2($) 
and the second position on the diagonal is obtained by 
r(cos($) — zsin(#)) — (rcos($) +  y /k 2 — r 2 sin2(#)) 
=> rcos($) — ir s'm(O) — rcos($) — y /k 2 — r 2 sin2($) 
=> —zrsinf#) — y /k 2 — r 2 sin2($), 
then we have
/ ,zrsin($) — y /k 2 — r 2 sin2($) \
V -zrsin($) — y /k 2 — r2 sin2(#)) y
' |( z r  sin(0) — y /k 2 — r 2 sin2(#))
V
\
| ( —zrsin($) — y /k 2 — r 2 sin2(#)) y
=  0
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/ ±(ir sin(0)) -  y j  1 -  £ s i n 2(0 ) \
£ (-zrs in (0 )) -  y j  1 -  g s i n 2(#) j
(
\ kl ( i r sm ( 6 )) -  y j l  -  p s i n 2((9)
|( - z rs in (0 ) )  -  y / l  ~  §  sin2(6 ) \
=  0
 ^ 1 \ { ~ i r  sin(0)) -  y j l  -  g s i n 2(#) ^
/
(  1 — e (i a ) ^
Vo o J
We used the Euler formula (3.0.1) and the trigonometric equation cos2((9) +  s in 2 # =  1, 
in order to define c o s (a )  =  £cos(<9) =  yj  1 -  s in 2(#) and z s in ( a )  =  £ zs in (# ) .  Then,
e(*Q) =  c o s (a )  + z s in ( o ; ) .
If x 2 =  e~(ta\  then the eigenstate is given by
/
l+> =
V+  e - ( i a )
Using the second eigenvalue we arrive at the following determinant matrix
i¿ ( ir  sin(0)) +  \Jl  -  Y‘ sin2(l9) \
± (-irs in (0 ))  +  yj — sin2(^)
=  0
30
1\ ( i r  sin(0)) +  \J 1 -  p  sin2(0)
± ( - i r  sin(0)) +  s j l  -  p s i n 2(0) \
J
=  0
1 ¿ (-¿ rs in (0 )) +  -  p s i n 2(0)
\
7
= 0
1 '
0 0
=  0.
/
If x 2 = —e^a\  then the eigenstate is given by
i N 
V I
We know that the eigenstates of the system denoted as |± ) are as follows
i±> =
i ^
y ± e T^Q) j
We normalize the eigenstates up to a phase using the following relation
(f )n (x )  =  e ± ! ( “ V n W , (3.1.3)
where ^ n{x) are the eigenstates of the system, then the normalized eigenstates are as fol­
lows
k+) =  e‘(?) 1 l
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k+>  =
¿it) \
Ie- )  — e
y/ 2  cos(a) 
/  
V
e y 2
e -^ t)
=  *-<(§ )
1
.e *(«)
\
/
Ie- )  =
—‘(f) ^e ' 2
—e^2>y/ 2  cos (a)
The normalization constant is obtained using the following relation
J
(Ln\Rm) = Òr
where Ln are the left eigenvectors,* Rm are the right eigenvectors and S1 
function. Then,
A 2 ( e+ M  i J *
- ( i a )
= 1
Ve 1 V
=> A 2(e~(ia) + e(ial) = 1 
=> A 22 cos(o;) =  1 
=> A — , 1 ,
-^/2cos(a)
where the left eigenvectors are given by
-(ia) \
I L + > -
1 y
and
*See Appendix A.
(3.1.4) 
is the Dirac delta
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\ L ~ )
 ^ _ e (ia) ^
V 1
The V T  inner product is defined as
(u, v) =  (VTu) ■ v, (3.1.5)
where u and v are the normalized eigenstates. Notice that the last definition follows from 
equation (2.5.12). We observe that the inner product is not positive definite as shown below. 
We show that the V T  inner product can be positive, negative or zero.
(e±|e±) — ±1, and (e±|eT) =  0. (3.1.6)
(I) Positive inner product is given by (e+|e+) =  (VTe+\e+) =  +1, 
where
(VTe+) =
■\/2cos(a)
/  \e 12 >
£ - i < f )  /
Then,
(e+ le+) Y//2cos(a)
ei(f) e-*(f) i *
e‘(f) \
y e ^ 2)
1 (¡a) j_ „-(¡ah _  2C0S(Q) _  L(e+ |e+) =  . * (e(,n) +  e~(,a)) „ , ,
2cos(a) 2cos(a)
(II) Negative inner product is given by (e_|e_) =  (VTe_\e_) =  — 1, 
where
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(PTe_)  =
y 2 c o s (a )
—e *(2)
e*( 2)
Then,
(e-|e_) =
■y/2cos(a)
— z * z ( _ e-*(f) e*(f)
e ^ 2)
-e*W
(e_ |e_) =  1 ( - e ~ (ia) +  - e (ia)) =  ** 2cos(o;) =
2cos(o;) 2cos(a:)
(III) If the inner product is zero, then (e+|e_) =  (VTe+ |e_) =  0, 
where
- 1 .
Then,
(VT€+) =
1
2 cos(a)
e v 21 
e- i ( f )
(«+!«-) = 2 cos(a) e v2' e n 2
e-i(f)
_g^( 2 )
(e+|e-) =
As well as (e_|e+) =  {VTe_\e+) = 0, 
where
2cos(a)
(1 - 1) =  0.
V>Tt-)
—i
2 cos(o;) e‘(V
\
/
Then,
( e - M  = 2 c o s (q ;)
>«§)
.-¡(f)
(e- k + )
—i
2 c o s (q ;)
* ( - 1  +  1) =  0.
3.2 The CPT Inner Product
As predicted for the theory the V T  inner product is not positive definite, we need to 
construct the C operator in order to define a positive definite inner product [8]. The C 
operator is defined by the following equation
C{x,y) = ^2</>n(x)<l>n(y)- (3.2.1)
n=0
In the specific case of the two-level system Hamiltonian the C operator is constructed as 
follows
C 1
2 cos(o;)
/  \e*('2
-<( f)V e J
e y2> e-*<f) +
/  \
2 cos(o)
e v 2
—e '^2~ e /
e v 2 —e W
1
2 cos(o:}
e(lQ) 1 1 _ i
+
 ^ g— (¿a) I 2 cos(ck)
/  e- M
_ 1  e + (* a )
1 i ^ 1  ^ _ e-(ia) i \
= > c =  , N
2 cos(o;)
[ ■  •
-(«*) 2 cos(a)
1
_  e+(*a)
=
1 ' e(ia) _  e-(*a) 2 ^
2 cos(q ) 2 -  e^Q) ^
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=? c =
2 cos(q;)
2zsin(a) 2
2 —2z sin (a) y
cos(o;)
zsin(a;) 1
1 —zsin(o) j
Now that we had constructed the C operator of a two-level system Hamiltonian we show 
that C2 — I  as stated in equation (2.5.16).
..
C
cos2 (a)
=>C2 =
i sin(a) 1
1 —zsin(a) j
\ ( . \i sin(a) 1
cos2(q;)
i2 sin2 (a) + 1 i sin (a) -  i sin(
i sin(a) y
=> c =2 1
 ^ i sin(a) -  i sin(a) 1 + z'2sin2(a) y
(  i 1 \ -1—2 i _ \ . -i ,  \
cos2(0)
=>C2 =
(—1) sin2(a) + 1 0
0 1 + ( — 1) sin2 (a) ,
cos2(a)
=>C2 =
 ^ cos2(a) 0 
 ^ 0 cos2 (a)
( 1 0
V° 1
Using the C operator we define the new inner product as follows
(u\v) = {CVTu) • v, (3.2.2)
where u and v are the normalized eigenstates. With this definition the inner product is 
positive definitive since (e±|e±) =  1. We will show this result explicitly since the inner
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product constructed with the C operator is specific to the non-Hermitian V T  symmetry 
theory.
(I) We will show that the inner product of the e+ eigenvector with itself is positive. Then,
(6+ le+) =  {C'PTe+) • e+ =  1,
(<Me+) =
1 1
cos(a) y/2 cos(a)
1 1
COS (a) y/2 cos (a)
¿sin(a) 1 ^ ( i(-) \
*
eL\ 2 >
1
—¿sin(a) j
l  e- (f) i
^ i sin(a)e^2) + e *(2)
 ^ e1^  — i sin(a)e-1^ )
sec2(a)
2 l isin(a)e*^2) + e — isin(a)e ^2-i(f)
y e  -  /
sec2(cii)
zsin(a)e^2)e^2) + e e '^ e  ^ 2) — isin(a)e ^ 2)
sec2(a)
^ isin(o;)e^a) + 1 +  1 — ¿sin(a)e ^
sec2(a)
f  2 +  i sin(a)(e^Q) — e
sec2(a) 
2 2 — 2 sin2(a)
sec2(a)
(  2 cos2(a) )
— sec2(a) cos2(a) = 1.
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Therefore, (CVTe+) • e+ =  1.
(II) We will show that the inner product of the e_ eigenvector with itself is positive. Then,
( e _ | e _ )  =  (CVTe_) • e _  =  1,
(e_|e_) = 1 1
cos(a) y/2 cos(o;)
z sin(a) 1 ’ ' -e - it f)  ’
*
V 1 —zsin(a) i k «i(f) -
1 1 (
cos(a) y/2 cos(oj
—zsin(a)e e1^  ^
y — e ^ 2) — i sin(a)e^ 2 ^i(f)
sec2(a)
—zsin(a)e — e *(2) — isin(a)e^2) )*
--¡(f) \e v 2
sec2(a)
—zsin(a;)e + 1 + 1 + z sin(a)e^a)
sec2(a) 
2 2 + z sin(a)(e*(a)
sec2(a) 
2 2 — 2 sin2 (a)
Therefore, (CVTe_) • e_ = 1.
sec2(a) 
2 2 cos2 (a) = 1.
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4 Solution to Non-Hermitian Hamiltonians
4.1 Eigenvalues of H Using WKB and Semi-Classical Approximation
In order to find the eigenvalues of H  =  p2 +  x 2(ix)e, we need to solve the equation
'H'lp = Etj). (4.1.1)
It is necessary to rewrite H  as a differential equation in a coordinate space, then
x —» x, p = —ih— , (4.1.2)ox
treating the variable x as a complex variable and assuming h =  1 then, the Schrodinger 
eigenvalue problem is as follows
ih
d_
dx
+  x2(ixy = E'ip(x). (4.1.3)
—ijj"{x) +  x 2(ix)£^ (x )  = E'tpix). (4.1.4)
Since the last equation does not have an exact solution for arbitrary e it is necessary 
to use the WKB (Wentzel Kramers Brillouin) method to find out the possible asymptotic 
behaviors of its solutions [1].
The WKB method is use for approximating the solution of a differential equation. In 
order to do so the highest derivative in the equation is multiplied by a small parameter 
C. The parameter sigma belongs to the real numbers [13]. Then, consider the following 
differential equation
<?y" =  Q(x)y, Q(x) ±  0.
In order to solve equation (4.1.5) we use an ansatz solution of the form
(4.1.5)
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S ->• 0 (4.1.6)y(x) rsj exp
- . 0 0
^ < 5 " S „ ( x )
n=0
where Sn(x) is a series in power of S and |  is an asymptotic scaling. If we take the first 
and second derivatives of y(x) we have
y'ix) ~  exP s ->  0,
'  n=0 '  '  n=0 '
(4.1.7)
2/"(z)
1  /  00 \ 2  1  00 -] / I  00 \
— i ^ i n5^(x)J + - ^ ( 5 nS'"(a:) exp i -  ^  SnSn(x) j , <5-► 0. (4.1.8)
'  n=0 7 n=0 J '  n=0 7
Next, we substitute equation (4.1.8) and (4.1.6) into equation (4.1.5) and cancel the 
exponential factor as follows
i p S o ( x ) + ^ 5 o (x )5 i(x )  +  j S q (x ) +  ... = Q(x). (4.1.9)
By dominant balance the first term of equation (4.1.9) must be equal to Q(x); therefore, 
S is proportional to c choosing c =  S and comparing power of we have
S'02(x) = Q(x), (4.1.10)
2S,0(x)S'l (x) + S ' ^ x ) = 0 , (4.1.11)
n—1
2 S o ( x ) S ' n ( X )  +  C l W  +  S j ( X ) S n - j ( X ) =  0  n  >  2-
j= 1
(4.1.12)
The solution of equation (4.1.10) is as follows
Sq (x ) = Q(x)
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=> S'0(x) = y/Q(x)
=>■  Sq(x) - it
The solution of equation (4.1.11) is as follows
2S'o(x)S[{x) + SH{x) = 0
(4.1.13)
=> S[(x) — Sp(x)
2S '(xY
where S'0(x) = y/Q(x)  and Sq(x) = \Q(x)  2
=> S x(x)
1 1
4 Q(x)
and
Si(x) — —-  In Q(x). (4.1.14)
Then, the general solution of equation (4.1.5) is a combination of the two solutions
y(x) ~  CiQ 4 (x) exp
(4.1.15)
The last equation is the general solution of the Schrodinger equation obtained by the 
WKB approximation.
Now that we solved the Schrodinger equation using WKB, we need to apply semi- 
classical techniques to find the spectrum of equation (1.0.7). In order to do so we use 
classical theory of turning points and we apply WKB.
dty/Q(t) + c2Q 4 (x) exp dty/Q(t) , S' -> 0.
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Figure 3: The graph shows the classically allowed region defined between turning points 
—A  and A. We observe the potential U(x) vs. x.
We define the classical turning point as the point at which the potential energy V  is 
equal to the total energy E, as seen on Figure 3. If E  > V  then a classical particle has a 
non-zero kinetic energy and is allowed to move freely, if E < V  then the classical particle 
is not allowed in the region after V  but a quantum particle can tunnel to this region. The 
WKB method implements this point of view and matches the wave function in the different 
regions defined by the turning points.
Figure 4: One turning point approximation. The graph is centered at the point (0,0) where 
the total energy is equal to the potential. Notice this is described by point A in Figure 3.
First, we analyze the solution of WKB on one turning point as seen on Figure 4. Suppose
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that we center the turning point at (0, 0) then the potential V  has three regions well defined: 
region I when x > 0, region II where x  is near to 0 and region III where x < 0. To find the 
wave function of each region we use WKB to solve the following equation
q"y"(x) =  Q(x)y. (4.1.16)
where Q(x) = V(x) — E, without loss of generality we present the solution on the three 
regions.
Region I
y(x) ~  C
(Q (z))i
exp
C Jo dty/W)
x > 0 as <7 —>■ 0. (4.1.17)
Region II
Region III
2/ 0 ) Ai << 1 as s —»■ 0. (4.1.18)
y(x) ~  2C
( -Q(x)) l
Sill J d ty /—Q(t) +  —1 x < 0 c —>• 0. (4.1.19)
Notice that in order for the results to be true where region I overlaps region II, the two 
solutions have to be equal. The same equality condition applies to regions II and III.
Now that we know the solution to one turning point problem we extend the answer to 
a two turning point problem. Then, we define three new regions for the second turning 
point such as region I-B where x > 0, region II-B where x  is near to 0 and region III-B 
where x < 0. This turning point is located at x = —A  =  a  which is the one to the left 
side of Figure 3 and the other one is located at x  =  A = (5 which is the one to the right
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side of Figure 3. Therefore, the turning point at A  defines region I, II and III with the 
corresponding wave function. The turning point at x  =  - A  defines regions I-B, II-B and 
III-B with the corresponding wave function. Notice that all the limits of integration run to 
the positive values of x.
Region I
y(x) c exp
1 /*X
-  /  dt\JQ(t)  
^ J p
x > 0 as s —>• 0. (4.1.20)
Region II
Region III
y(x) ~  C Ai
K ) *
< <  1 as —> 0. (4.1.21)
y(x) ~  2C
(~Q(x)) \
sm
i rP _____  n
-  /  d ty /—Q(t) +  —
 ^ J X ^
x  < 0 q —>• 0. (4.1.22)
Region I-B
y(x) ~  D
(<?(*))*
exp
rot ____'
/  dty/Q(t)
J x
1
^  
—>• 0 as x —> —oo. (4.1.23)
Region II-B
Region III-B
y(x) ~  D 2y7r
(a^)e
Az < <  1 as  ^ 0. (4.1.24)
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y(x) ~  2D
( - Q ( i ) ) J
sm -  f  d t \ J - Q ( t ) +  —
’ Ja
as s —> 0. (4.1.25)
Now that we have the solution to the two turning points, we need the solution to be valid 
in the classical region as defined by regions III and III-B. We need to match them to find a 
solution to the problem. Therefore,
2D-
(-<?(*))*
sin -  f dty/—Q(t) + ~  2C ----------- y sin - f dty/—Q(t) 4- —
L W a 4J (-Q (x))3 IS Jx 4 J
(4.1.26)
then we work on the left side of equation (4.1.26) in order to make it look like the right side 
of equation. Therefore, we add an integral from a to (3 and we subtract the integral from 
x  to ¡3. Then, we multiply it by - 1  since sine is an odd function, we add J  to the integral 
from x to (3 and subtract the same amount, then
y(x) ~  2D ------------T sin
(-<?(*))*
I  r P  _______ i r P  _______ '
-  d ty /—Q ( t ) ---- / d ty / -Q { t)  +  -
 ^ J ^ J nr 4
y{x) 2D sm
r P  _______ i r P  _______
/ d t y / - Q ( t )  / d ty /—Q(t)
J  OL ’ J  X
+
7T
=> y(x) ~  —2D ------------ T sin
( - Q ( i )) i
 ^ r P  _______ i r P  _______ j r
j  d ty / -Q ( t )  4—- dt y / -Q ( t )  — —
 ^ J ^ J nr t
=>- yix ) ~  —2D---------- T sin
(-Q (x))4
7r
4
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=> y(x) ~  —2D ------------ 7- sin
■ (-<?(*))*
l  r P  _______ i r P  _______ 7r
— / d t \ ] —Q(t) +  — / d ty /—Q(t) +  — —
^ J  rv  ^ ,/ r ^
7T
2
y{x) -2D
(~Q(x))*
sin
r P  _______ j r  I r P
/  d t \J—Q(t) — — H— / d ty /—Q(t) +
Ja ^ ^ d x
Therefore, equations (4.1.22) and (4.1.25) are equal if the constants are equal and if the 
constraint k is equal to 0, then
sin =  0
=> (—1) sin =  0
1
=> + -
7r
— =  mr 
2
n 1,2,3,
=> -  /  d ty /—Q(t) - -  i^ 7 r n — 1 ,2 ,3 ,...
Then, shift n by 1 and we have the following constraint where the solution of the two 
turning points is valid.
(4.1.27)
Notice the last solution is known as the Bohr-Sommerfeld quantization rule [4]. Using this 
constraint means that the constants are equal if C = (—1 )nD.
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4.2 Wedges
To solve equations (1.0.6) and (1.0.7) we use the result of the WKB approximation, 
then, we have the solutions of the form
y(x) ~  exp ± dsyJV(s)  , (4.2.1)
where V (s ) is a function of x. With the following boundary condition imposed on the 
equations ^(x)  0 as |x | —> oo. If £ =  0 in equation (1.0.7) we have the harmonic
oscillator and the asymptotic behavior of the solutions as follows
y(x) rsj exp ± (4.2.2)
We keep the solution with the negative sign because the eigenfunction has to be square 
integrable. The solutions (4.2.2) are Gaussian like for large \x\ then, if equation (4.2.2) 
vanishes exponentially for large \x\ in the real axis, they must also vanish in the complex 
plane, forming two wedges at an angle of | .  These two wedges are called Stokes wedges, 
as seen in Figure 5 and the solution of Hamiltonian H  is valid inside these wedges [9, 11].
Figure 5: Stokes wedges in the complex x  plane containing the contour on which the 
eigenvalue problem for the differential equation (4.1.3) has a solution, inside the wedges 
'ip(x) vanishes exponentially as |x | —> oo [2].
However, if £ ^  0 in equation (1.0.7), the solution of the eigenvalue equation using
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WKB has the following form
y(x) ~  c2Q 4 (x) exp
1 /**^
±  -  /  dty/Q(t)
^ J a
exp
1
±  -  / dts/Q(t)  , (4.2.3)
& .In
with Q(t) = V(x)  =  z£(j ;2+£), then
J V x 2+£dx =  \/ï^  J x l+2dx ~  ¿2
n +  4
■x2+t (4.2.4)
If
then the solution looks like this
^ (x ) =  e±x2+2eî7rï. (4.2.5)
We use the negative solution of equation (4.2.5) as |x| —► oo on the real x  axis. Notice that 
when e =  0w e recover equation (4.2.2). If x  =  reie as r —* oo. Then, we have
(re (*0))2+§ _  e^2î0V2(e^6’V)^
2+-r exp . £ +  17T-
4
(4.2.6)
phase
Equation (4.2.6) is the WKB solution when e ^  0, but since 'ip(x) has to approach zero as 
r goes to infinity then, the oscillatory behavior of the phase has to be equal to zero. The 
anti-Stokes lines are given by the condition that the phase in equation (4.2.6) for ip{r) be
■0 (r) ~  exp
4 +  £
2+ -r ^ 2 exp i * | 2  +  f W
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equal to zero:
e
However,
(4.2.7)
* ( 2 + 2
£
-7T-
4
/ 4  +  £ 
V 2
=>0 =
2lT£
4(4 +  e)
=> Or =  ~
7T£
(8 +  2s) '
(4.2.8)
The last equation (4.2.8) gives the angular location of the center of the right wedge. Note 
that if £ —y oo then Or —> | .  The center of the left wedge is found using symmetry since 
both wedges are symmetric with respect to the imaginary axis:
0L
7T£
7T T  7-------- r .
(8 + 2e) (4.2.9)
The Stokes lines are given by the condition that the exponential of r  in the equation (4.2.6) 
for ip(r) be equal to ± | ,  then we find the opening angle of the wedges as
AO
~ Y
7T
2
AO
2tt
(4 +  e)’
(4.2.10)
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4.3 Solution of H in the Complex Plane
We know that the solution of equation (1.0.6) using H  as in equation (1.0.7) has real 
eigenvalues for e >  0. In order to obtain these eigenvalues, the equation has to be solved 
along a contour T in the complex plane [24]. The contour T has to be contained inside the 
Stokes wedges defined by the Stokes and anti-Stokes lines.
Suppose we have the following Hamiltonian
where 77* is a linear operator and 77* : T  —> T .  Furthermore, J7 is an analytic function 
such as cf) =  7Z —»■ C and A(x), V{x) are piece-wise analytic functions in T . Where an 
analytic function is defined as a function which is smooth, that is all of its derivatives are 
defined and its Taylor series converges to the function. The Hamiltonian 77* has real and 
discrete eigenvalues if the boundary conditions are defined along a convenient contour T 
in the complex plane§. Then, we express 77* with a complex variable z along T. A specific 
example of equation (4.3.1) is given by equation (1.0.7).
The general parametrization is given by
(4.3.1)
x = ---- (1 +  zf)Q, t G (—oo, oo)
a (4.3.2)
where a = n and the first and second derivatives [10] are given by
(4.3.3)
Thus,
2
+ ¿(1 - a ) ( l + i t ) ' - 2aj (4.3.4)
§See Appendix B.
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Therefore, when choosing the contour inside the wedges we will obtain real eigenvalues. 
Consider
z — 2z\/1 +  it t G IR, (4.3.5)
the parametrization (4.3.5) is used in combination with the shooting method** to find the 
numerical approximation of the eigenvalues of equation ( 1.0.7).
4.4 Hamiltonians
4.4.1 H — p2 +  x 2(ix)e.
Rewriting the Hamiltonian 77 of equation (1.0.7) as a differential equation we have
The solution to the last equation is obtained using the WKB approximation and semi- 
classical two turning point theory [4]. The result is given by the Born-Sommerfeld equa­
tion:
where n is the number of bounded states associated with classical periodic orbits and 
x + are the turning points defined as
These two turning points are the roots of E  — x 2(ix)£ =  0, we use the roots of unity 
relation to find them, where the generic solution is given by r e ^  =  re*(6,+27rfc) ? k — 
^See Section 4.5.
,0 //(x ) +  x 2(ix)£^ {x) — E^{x). (4.4.1)
(4.4.2)
(4.4.3)
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0,1, 2, 3 , .  The distance between the turning points is defined as the chord length be­
tween them, x + — = crd{6) =  y /( l — cos(#))2 +  sin2($) =  y/2 — 2 cos(0) =  2 s in (|) .
The integral part of (4.4.2) can be expressed as
rx+ ,__
/  y /E
J X_
x- '(ix)edx
r0 px+
/  X E  -  X 2{ ix)edx +  I \J  E  — x 2(ix)£dx , (4.4.4)
Jx- Jo
since the classical trajectories evolve around the point x = 0. On the next step, we change 
variables substituting x — sx_ on the first integral and x  =  on the second integral. 
Then, we have
J  \JE  — x 2(ix)£dx = y/E(x+ — xJ) J  y/l — s3ds = tt (4.4.5)
2 sin ^ ^ E £+2 + 2 J  y/l — s£+2 =  ^n + 2 ) 7r' (4.4.6)
Notice that the generic solution of the integral is given by
V5FT(1 +  k)y/l — xndx — —— f or  Re(n) > 0 and n — 1 ,2 ,3 ,..., (4.4.7)
2 r 2^ +  n>
where T(x) is the gamma function and Re(z) is the real part of z. Then,
2 sin
7r V^rT(l +  ¿ 2) (  . 1^ e +2 + 2
s + 2J  2 T (| +  ^ )  V 2
n H—  7T. (4.4.8)
Finally, solving equation (4.4.8) for E  we obtain an approximation of the eigenvalues 
of Figure 1 on page 3.
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(4.4.9)Er r ( f  +  +  5)
1 ,  2 g + 4
e + 4
s in (^ 5) r ( l  +  ~ )
n — 0, 1, 2,
£+2.
As an example, we calculate the first eigenvalue using equation (4.4.9) with n = 0 and 
e =  0, then
E0 r ( l  +  | ) A ( | )  
> n ( f ) r ( l  +  i)
Eo r d  +  l ) A ( j )_sin(|)r(l +
Eo
r(2 ) A ( i )
sin (f)r(|)
E0 }V ^ ( |)ir(f)
Eo 1^ ( 5)•/*
=> Eo ~  1.
4.4.2 77 =  p2 +  ix3
Solving equation (1.0.7) with e = 1, the following Hamiltonian is obtained:
77 =  p2 +  ix3 (4.4.10)
Rewriting the last Hamiltonian 77 as a differential equation we have
—^ )"{x) 4- x3(i)ilj(x) = Et/j(x). (4.4.11)
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According to WKB method the last Hamiltonian has a solution of the form
J y / E -  x3(i)dx = in  +  0  7r, (4.4.12)
where n is the number of bounded states and x± are the classical turning points [21]. 
These turning points are the roots of E  +  ix3 =  0. Therefore, the two turning points are
_i • ( ^ )  i . (
X- = xi => E3e 3 and x + =  x 0 => E^e1 s . The distance between the two points 
is given by the chord then x + — x_ = 2 s in ( |)  =  2 s in ( |) .  As the classical trajectories 
develop near the point x  =  0, the integral (4.4.12) can be re-written as
rx+ ________  r o ________  rx+
/ \J  E  — x 3(i)dx =  / y/ E  — x 3(i)dx +  / y/  E  — x 3(i)dx. (4.4.13)
J x -  J x -  JO
If we substitute x  =  sx_ on the first integral and x  =  sx+ on the second integral we 
obtain
V~E(x+ — X-) J V l  — s3ds = ^ 7r (4.4.14)
VE2  ^ E s sin  ^^  J y/l — s3ds =  I n  +  -  ]7T (4.4.15)
2E* sin ( — ^  J V l  — s3ds = +  — 17r (4.4.16)
5 ( 7r\ v^rT (l)2£e Sin -  v
6J  6 T d )  = { n + 2 ]^
1
(4.4.17)
where T(:r) is the gamma function. On the last step we solve for E  on equation (4.4.17) to 
get the eigenvalues
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n = 0, 1, 2,...,. (4.4.18)Er
-6r ( ^ ) ( n + | ) l l
_sin(f)V7rr(|)J
The first eigenvalue at n = 0 is
E0 ~
' e r ( ^ ) ( i )  
. s i n ( f ) A r ( i)
6
5
(4.4.19)
=> E 0 «  1.09427. (4.4.20)
The result of equation (4.4.20) is shown in Figure 6.
t
Figure 6: The graph shows the semi-classical approximation of one eigenvalue of H  with 
£ — 1 and n — 0. The y axis shows the values of energy given in units of
4.4.3 H = p 2 + x 4.
In this section we will show that the Hamiltonian of equation (1.0.7) with e — 2 has 
real and positive eigenvalues [7]. Let H  =  p2 +  x4 but for the sake of argument we will add 
the 2m  constant as well as a 7 parameter that belong to the real numbers. Then we have
W =  - —p2 — 7a;4. (4.4.21)
2 m
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In order to show that the spectrum of equation (4.4.21) is real and positive we will show 
that it is similar to the spectrum of the following Hermitian Hamiltonian
% =  —*-ir2 +  47 p4 +  h\ — p. 
2m V m
(4.4.22)
As usual we solve equation (1.0.7) using the p operator and we obtain the following 
equation
- — ^"(x)  — 7 x4^(x)  — Eip(x). (4.4.23)
2m
In order to obtain the solution to the last equation we use the following parametrization 
x  =  —2i y j (1 4- i t ) ,  where t E (—00, 00). Then, we calculate the derivatives following the 
format of equations (4.3.3) and (4.3.4) then, we replace it back in equation (4.4.23). Also, 
we have 'ip(x) = </>(£), then
d
dx
(4.4.24)
d
dx
1 d
+ 2l M ’ (4.4.25)
2m — 167(1 +  i t)2(j){t) =  E<j>(t). (4.4.26)
In order to obtain the solution of equation (4.4.26) we take a Fourier transform given by
where
f(p) = dt e* 0(f), (4.4.27)
d d ip
l t ^ % ’
therefore, we have
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— 167ft2/ "  (p) +  -  327^ /'(p ) +  ( j ^  +  ^  -  I 6 7 ) / (p )  =  Ef(p) .  (4.4.28)
The next step is to eliminate the term with the first derivative for equation (4.4.28) 
in order to make it similar to the Schrodinger equation. We introduce a new change of 
variables f(p) — Q(p)g(p), where g(p) is the new dependent variable. We choose Q(p) to 
remove the derivative, so the condition imposed on Q(p) is as follows
m  i  1
Q(p) 64m7/i h'
(4.4.29)
Q"(p) P + ( P 1Q'(p) 327777/1 1 ^647777/7, h
Then using the last condition equation (4.4.28) becomes
(4.4.30)
167h2g"(p) +  ( oc/f _ 9. +  )g(p) = Eg(p). (4.4.31)25677727 4777
On the final step we rescale p as follows p —* y/32mryp then, the last equation becomes
+  Ì 47P4 +  h ] f ^ P  ÌP(P) =  E P(P)- (4.4.32)
Therefore, equation (4.4.32) is similar to the Hamiltonian in (4.4.22) but equation 
(4.4.22) is real and the boundary condition is imposed on the real axis. Thus, the eigenval­
ues of equation (4.4.22) are real. Then, it follows that the eigenvalues of equation (4.4.21) 
are real too.
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4.5 Eigenvalues of H Numerical
4.5.1 The Shooting Method
In order to find numerically the eigenvalues of equation (1.0.6) with a complex Hamilto­
nian we use the shooting method to estimate the eigenvalues and then use the Runge-Kutta 
method to solve the differential equation with an initial value problem. Suppose we have a 
second order differential equation of the form
y" =  f(x,y,y'), for  a < x  <b,  (4.5.1)
with the boundary condition on the solution as
y(a) =  a and y(b) = ¡3, (4.5.2)
for some constants a  and (3 this equation has a unique solution if the function /  and its 
partial derivatives are continuous. The partial derivative with respect to y is positive and 
bounded with respect to y ' . In order to make the problem linear we define the function /  
as follows
y, y') = p{x)y' +  q(x)y +  r{x). (4.5.3)
To approximate the unique solution of the linear boundary problem we will consider two 
initial value problems such as
y" =  p(x)yr +  q(x)y +  r(x) for  a < x < b  where y(a) = a and y \a )  — 0 (4.5.4)
and
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y" — p(x)y'  +  q(x)y for  a < x < b where y(a) = 0 and y'(a) = 1. (4.5.5)
The last two equations have unique solutions. If yi(x) is the solution of equation (4.5.4) 
and y2(x) is the solution of equation (4.5.5) and y2{x) ^  0, then
y(x) = yx(x) +  - — j ^ - y 2(x). (4.5.6)
2/2(0)
Where equation (4.5.6) is the solution of the differential equation (4.5.1) with the initial 
boundary conditions (4.5.2). This is called the weighted sum [17]. In order to use the 
shooting method, it is necessary to choose an eigenvalue and a matching point xm which 
lies inside the boundaries of the problem such as a < xm < b. Consider the following 
equation
y" — (V(x) — E)fj(x) x E (a,b), (4.5.7)
with the following boundary conditions
a0i/j(a) +  b0i>'(a) = 0, (4.5.8)
ai'ifib) +  biif\b) = 0, (4.5.9)
where the constants a0, 60, ai, b\ are not zero at the same time. Then, we transform the 
problem into two first-order initial value problems, then
u'i(x) = (v(x) -  E)'ipi(x), ij)[(x) = Ui(x), (4.5.10)
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u'r(x) =  (v(x) — E)ipr(x) l/j'r(x) =  ur(x), (4.5.11)
where l stands for left approximation and r  stands for right approximation,
/(a) =  - b 0, i/j[(a) =  a0, A(b) = - b u ^ '(6 ) =  ai. (4.5.12)
Then, it is necessary to choose an initial estimate for the eigenvalue E  and solve the 
equation for 'ipi(x) on the interval [a, xm] and ipr(x) on the interval [xm, b\. The solutions 
of these equations are obtained by changing the values of E  until they are equal at the 
matching point. When these two functions are equal, the correct eigenvalue is calculated. 
Then,
'fpl(Xm) = A{Xm) and =  IpriXm). (4.5.13)
Let’s consider the following equation
—^ "(x)  =  (E +  (ix)N)'ip(x), lim rr—>±oo. (4.5.14)
The boundary conditions of the last Schrodinger equation are (—00, +00). However, 
we have to pick a definite value L where the boundary conditions are (—L, L). Note that the 
exponent N  is defined as N  =  e +  2 then, equation (4.5.14) is a shifted equation (4.1.4). 
The boundary conditions are as follows 'ipi(a) =  0, 'ipl(a) = 1, VvO) =  0, il>'r(b) =  1 
where a =  —L and b = +L  [30].
Following this method, we use the Matlab to calculate the eigenvalues of equation 
(4.5.12). The codes star ..normal .m and ode-fun.m can be found in tables 2 and 3^ . 
The codes are a modification of the program presented by G. Wessel [30]. The running 
time of the program was approximately 1600 seconds. A Matlab 2016 version was used to 
^See Appendix C.
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write the codes. The code was run in a Dell computer, model Inspiron 13 — 7000 series with 
a 512 GB solid state drive. The final result in Figure 7 shows the eigenvalues of equation 
(1.0.7) with a shift by 2 of the original work by Bender (Figure 1 page 3).
Figure 7: Numerical eigenvalues of equation (1.0.7). The potential in this graph is defined 
by V (x) =  —(ix)N and we observe E  vs N. Notice that N  = £ +  2. This is a shifted graph 
of equation (1.0.7).
The numerical solution in the complex plane of the Schrodinger equation is achieved 
by using a contour inside the Stokes wedges as explained in section 4.3. Using the contour 
(4.3.5) but with x  instead of t we have z =  2iy/l +  ix, where x  6E IR. If we apply this 
contour to equation (4.5.14) then we have the following equations
d2ip(z) 
dz2 E - { iz )n U ( z) (4.5.15)
d2ip ^  dx  ^  2 dil) d2x
dx2 \dz J dx dz2 E — (iz)N ) ij)
d2ij) /  z2 \  dip i
dx2 y 4 )  dx 2
— E — (iz)N )iP
d2ip f  2i \  dip N 4
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=>
d2ip 
dx2
E  + (iz)N- i P  + 
z z
f  2i \  dip 
\ z 2 )  dx
Therefore,
1p"(x) =
E  + 2N{1 + i x ) t
1 +  IX
1p(x) —
2(1 4- ix)
ip\x), (4.5.16)
where
z2 (—2z)2( \ / l  +  ix)2
T 4
z2 =  —4(1 +  zx).
Using equation (4.5.16) we calculate the eigenvalues with Matlab codes, star .contour, m, 
and ode.contour. These codes can be found on tables 4 and 5. The running time of 
the program was approximately 2520 seconds and the final result shows the eigenvalues 
presented in Figure 8.
Figure 8: Numerical eigenvalues of the potential V(x)  =  —(iz)N where z is a parametriza- 
tion such as z = —2iy/l +  ix. We observe E  vs N.
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5 Concluding Remarks
In this thesis we have provided an introduction to Quantum Mechanics for non-Hermitian 
Hamiltonians with V T  symmetry. We reviewed the literature from the main authors in the 
field. We established the main axioms of the theory pointing out the similarities and differ­
ences with classical Quantum Mechanics. In order to do so, the symmetries V  and T  have 
been explored in conjunction with a non-Hermitian Hamiltonian. An operator C has been 
introduced to define the C V T  inner product. We have shown results using WKB approx­
imation and semi-classical approaches to reconstruct the main equations that the theory 
uses in order to find a real spectrum. The shooting method, a numerical approximation, 
was used to confirm the real spectra of the Hamiltonian.
To underline the main features of the theory such as broken and unbroken symmetry, 
the C operator and the C V T  inner product examples have been provided for the two-level 
system. Furthermore, different potentials and their solutions have been presented. In some 
cases, a parametrization of the potential was needed in order to solve the differential equa­
tion described by the Hamiltonian in the complex plane.
Finally, we observe that non-Hermitian Hamiltonian systems with V T  symmetry can 
be considered as an extension of Quantum Mechanics into the complex plane provided that 
a positive definitive inner product can be defined. Otherwise, the theory can be reduced 
to several non-Hermitian Hamiltonian families that possess real eigenvalues under V T  
symmetry. Much more theoretical and practical research in the field must be done to get a 
comprehensive theory of non-Hermitian Quantum Mechanics.
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7 Appendix A
Definition 1. Time dependent Schrödinger equation:
(7.0.1)
where h — Jfi is the reduced Planck's constant, where h =  6.62607 x 10 34 J  • s is the
Planck’s constant and m  is the mass o f the particle.
Definition 2. An operator is an instruction to do something to the function that follow. As 
an example we have the position operator defined as r — r and the momentum operator 
defined as p =  —ihV .
Definition 3. The Nabla operator is defined as V =  x ^  +  y-^  +  z-j^.
Definition 4. We define abstract vector space as a vector space consisting o f a set o f vec­
tors (^ ,  b , ”c^,...) together with a set o f scalars (a , b, c , ...) which is closed under two 
operation vectors: addition and scalar multiplication. Vector addition is commutative and 
associative, possesses a zero vector and there is an associative inverse vector. Scalar mul­
tiplication is distributive and associative.
Definition 5. A linear transformation from V to W, where V and W are vector spaces is a 
function T: V—» W with the following properties;
Additivity T(u-\- v) — Tu  +  Tv, (7.0.2)
fo r  all u and v G V.
Homogeneity T{av) =  a(Tv) (7.0.3)
fo r  all a G F and all v G V, where F is the field o f rational numbers.
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Definition 6. Self ad-joint: Let T be a linear transformation on a complex vector space V 
with inner product. We will say that T is self ad-joint (Hermitian) i f T  = T*, then it is a 
linear transformation from V to itself A n n  x n real or complex matrix A is self ad-joint or 
Hermitian if  A — A*. We use the notation ^  to denote a self ad-joint transformation.
Definition 7. The Hilbert space is a generalization o f the Euclidean space which is a three- 
dimensional vector space provided with a dot product.
The dot Product is defined as
(xi, x2, x 3) • (2/1,2/2,2/3) =  x iy i  +  x 2y2 +  x 3y3, (7.0.4)
where x i: yi denote vector space coordinates and i = 1,2, 3,..., 
with the following properties;
•  dot product is symmetric, x  • y =  y • x,
• dot product is linear, (ax\ +  bx2) • y =  ax\ • y +  bx2 ■ y , where a and b are real 
parameters and x , y are vectors,
•  dot product is positive definitive, x  • x  >  0 where x  is a vector.
We use the notation (•) to denote the dot product.
An operation o f two vectors that satisfies the last three conditions is defined as an inner 
product. A vector space with this inner product condition is defined as an inner product 
space.
Definition 8. A unitary operator is an operator which has the following conditions;
W U  =  1, (7.0.5)
UU] = 1. (7.0.6)
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Definition 9. A symmetric matrix is defined as a square matrix that is equal to its transpose. 
Then, a matrix is symmetric if  A  = A T.
Definition 10. An anti-linear transformation from V  to W  is a function T  : V  —» W  from  
a complex vector space to another if
T  (au +  bv) =  dT  (it) +  bT (v), (7.0.7)
where a, b G C, u, v G V  and a, b are the complex conjugate o f a, b.
Definition 11. Square Integrable Function is defined as a function, real or complex, fo r  
which the integral o f the square o f the absolute value is finite. Then,
\ f(x)\2dx < oo.
L2 denotes the set o f integrable functions.
(7.0.8)
Definition 12. Parity operator definitions: The expectation value o fx  taken with respect to 
the space inverted state has opposite signs. Since,
(aI V^xV  |a) =  — (aI x  | a ) .
This is accomplished if
(7.0.9)
V ]x V  = - x  (7.0.10)
or
x V  = - V x ,  (7.0.11)
where it has been used that V  is unitary. Therefore, x and V must anti-commute, where 
the anti-commute condition is given when the swapping o f any two arguments negates the 
result.
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Furthermore, we discuss the eigenket o f the position operator under parity, claiming
that
V\x' )  — eie | —jc') , (7.0.12)
where el6 is a phase factor, 6 E 7Z. To prove this assertion note that
x V  |jc') =  —Vx  lx') =  — (.x')V |x') . (7.0.13)
The last equation states that V  |jc') is an eigenket o f x  with eigenvalue —x ' so it must be the 
same as the position eigenket |-x') up to phase factor.
Taken el9 =  1 by convention and replacing this in the eigenket equation we have 
V 2 I*') =  |x'); hence
V 2 = l. (7.0.14)
which means that we come back to the same state by applying V  twice. We observe that V  
is not only unitary but also Hermitian:
V ~l =  V ] =  V. (7.0.15)
Definition 13. A left eigenvector is defined as a row vector Xi which satisfies the following 
condition, X iA  =  A/X/.
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8 Appendix B
Proof of PO 7^  P i . We want to prove that the Hamiltonian PL is not Hermitian. 
Given: Property of Hermitian operators.
( /IQ /)  =  ( Qf \ f )  f o r  all f ( x) .
Begin proof: if we replace /  by the wave function 4/ we observe the following
W W  -
where the symbol (*) denotes the complex conjugate of
If we replace the operator by we observe that
J {mdX
^  + A i x Y } * d x ï J \ P* + A - ix Y ] * ' '* d x
(¿ r  /  *  V  +  A * ) ' ) * * *  t  +
Therefore, Pi is not Hermitian.
• Exact Calculation of eigenvalues of matrix Ha.
(8.0 . 1)
(8.0 .2)
(8.0.3)
(8.0.4)
(8.0.5)
□
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Det(Ha — XI) = 0, (8 .0 .6)
where A is the eigenvalue and /  is the identity matrix.
Then, [(v0 +  ¿7) -  A] * [(u0 -  ¿7) -  A] -  k2 =  0 
=7 (i;0 +  ¿7) * (v0 -  ¿7) -  (v0 +  ? 7)A  -  A (v 0 -  ¿7) +  A 2 -  k2 =  0
=> vl — v0i^  +  v0i f^ — i27 2 — Xv0 — Az7 — X v0 +  Xi7  +  A 2 — k2 = 0
=7 Vq +  7 2 — 2A v0 H- A 2 — /c2 =  0
=7 A 2 — 2Az;o +  +  7 2 — k2 = 0.
Then, solving the last equation for A we have
_  2v0 ± y / 4 v l ~  4(l)(^p +  72 -  A:2)
=7 A
2z;0 ±  1/ 4z;o — 4 ^  — 472 +  4A:2 
2
2z;0 ±  2 7  k 2 -  72 
2
=7 A =  v 0 ±  \ Jk2 — 7 2.
Therefore, the eigenvalues of i / a are given by A =  z;0 ±  \Jk2 — j 2. 
•  Exact Calculation of eigenvalues of matrix Hb.
Det(A — XI) =  0, (8.0.7)
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where A  is a square matrix, A is the eigenvalue and I  is the identity matrix. Then,
using A  =  Hb in equation (8.0.7) we have the following Det(Hb — XI) = 0 or
Then, [(r cos(6) + ir sin(0)) — A * (r cos($) — ir sin(0)) — A] — k2 = 0
=> r2 cos2 (9) — r cos (0)ir sin (6) — A r cos (6) + r cos [0)ir sin (6) + r2 sin2 (0) — A ir sin(0) — 
Arcos($) + Xirsin(6) + A2 — k2 = 0
=> A2 — 2Ar cos(0) + r2 cos2($) + r2 sin2($) — k2 — 0
=>■  A2 — 2Arcos($) + r2(cos2($) + sin2(0)) — k2 = 0.
The characteristic polynomial is given by
A2 — 2Arcos($) +  r2 — k2 — 0,
k re ^  — A ^
Using the Euler formula the last determinant becomes
=  0 .
since
cos2($) +  sin2($) =  1 ( 8.0 .8)
where the solution of the quadratic equation is as follows
2rcos($) ^  y/4r2 cos2(9) — 4(1)(r2 — k2)
2 2
=> X = r cos(0) ±
4 r2 cos2 (9) — 4r2 +  4 k2
2
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=> A — rcos($) ±
y /4 (r2 cos2(6l) — r2 +  k2) 
2
=> A =  r  cos(6) ±  y j (r2 cos2($) — r2 +  k2)
=> X = r cos(0) ±  a/ ( r 2(cos2(0) — 1) +  k2)
=> A =  r cos(6) ±  yj  k2 — r2 sin2($). 
Therefore, the eigenvalues of the two-level system are given by
e± = rc.os(O) ±  yjk2 — r2 sin2($). (8.0.9)
• We will show that the Hamiltonian H* and the contour T are V T  symmetric if H'  is 
V T  symmetric. In order to find the eigenvalues of equation (4.3.1) we replace x for 
the complex parameter 2 as follows
- - i A ( z ) )  +V( z ) 4>{z) = Enll)n(z), ijjn(z) 0. (8.0 . 10)
The contour T is not unique but it has to stay inside the Stokes wedges as the real part 
of the contour T tends to infinity. Most of the time, the contour T is a smooth curve 
parameterized with a real variable a. There exists a continuous piece-wise function 
which is differentiable such as; £ : (R —> C and T =  {(£(a)|a E iR}. Now, we define 
the boundary condition of equation (8.0.10) as
Zzra|'0n(f(a))| —> 0 as a —>• ±00. (8.0 . 11)
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Then, we choose the contour z =  x  +  iy defined in a coordinate system R2 = C, 
which is a smooth and increasing function of x. We define the differentiable function
f  as £(x) = x + i f (x)  where /  : [R -* (R, then if z = £(x) we have that z =  x + i f (x)  
and performing the change of variable we obtain
d
dx
d
g(x ) + ig{x) —-zf(x) — - ia(x)dx2
d
dx
'lpn(x) Eni/jn(x),
( 8.0 .12)
where g(x) = f 'f c ) -1 = ^1 +  ,
a(x) = g(x)~1A(x + i f (x)),  
v(x) = V(x  + i f (x)) ,
'lpn(x) = Jpn(x +  i f {x )) .
The boundary condition of equation (8.0.12) becomes ^(x)  -» 0 as x ^  ±oo where 
the domain G L2(R). Then, the eigenvalue problem of equation (4.3.1) is similar to 
the eigenvalue problem of the following equation
H'  =  g{x)2(p -  a(x))2 -  g(x)3(p -  a ( x ) ) - ^ f { x )  +  v(x). (8.0.13)
If we apply the condition of V T  symmetric system to the Hamiltonian H' then we 
have
V T H ' V T  = (g(-x)*)2(p -  a(~x)*)2 -  (g(-x)*)3(p -  a ( - x ) * ) - J ^ f ( - x ) *  + v(-x)*.
(8.0.14)
In order for H' to be V T  symmetric the following conditions must hold
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(g(-xY)2 = g(x)2, (8.0.15)
g(-xyf(-xy
9{- x r i f { x ) '
(8.0.16)
a{—x Y  = v(—x Y  = v(x). (8.0.17)
It follows since /  is real and x  can be 0, then /(#)*  =  —f(x) ,
A{uY\u=-(x+if(x)) =  A(x  +  i f (x)) ,  (8.0.18)
V'(w)*|tt=_(x+i/(x)) =  V( x  + i f (x)) .  . (8.0.19)
Therefore, the conditions (8.0.15-17) implies that z(x)* = z(x)  and (8.0.18-19) 
shows that A  and V  are both V T  symmetric. Therefore, the Hamiltonian i7* and 
the contour T are V T  symmetric if H'  is V T  symmetric [30].
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9 Appendix C
9.1 Matlab Programs
Table 2: star .normal, m
1 c l e a r
2 c l o s e  a l l
3 c  l c
4
5 % Ac c u r a c y  S e t t i n g s
6 ab s to 1 = 1 e —3;
7 r e 11 o 1 = 1 e —3; 
s z e r o t o l  = l e —3;
9
io % Gr i d  Si ze  
n gl  = 1 0 0 ;
12 g2 = 1 2 ;
n nl  = l i n s p a c e ( 0 . 8 , 5 , g l ) ;
14 n2 = l i n s p a c e  ( 0 ,2 0  , g 2 ) ;
15
16 % I n i t i a l i z a i o n
n E = N a N ( l e n g t h ( n l ) * l e n g t h ( n 2 )  , 2 ) ;
is k = 1;
19 t s t a r t  = t i c ;
20
21 % Loop t h r o u g h  a l l  g r i d  p o i n t s :  ( E, N)  p a i r s
22 f o r  i = nl  ,
23 f o r  j = n2 ,
24 t i c  ;
25 f = f z e r o ( ’ o d e _ f u n ’ , j , z e r o t o l , i , a b s t o l , r e l t o l ) ;  t t  =
t oe  ;
26 f p r i n t f ( ’k = %4d/%3d N = % 2.4e E t = % 2.4e E =
% 2.4e E l a p s e d  t i me  = % 2 .4 f s e c \ n  ’ ,k , l e n g t h  ( n l  ) * 
l e n g t h ( n 2 ) , i , j , f , t t  ) ;
27 E ( k  , : )  = [ i f ];
28 k = k + 1 ;
29 end
30 end
31 t t  = t o c ( t s t a r t ) ;  f p r i n t f  ( ’ \ n \ n T o t a l  E l a p s e d  T im e: % 4 .4 f sec
\n  ’ , t t  ) ;
32
33 % P l o t  R e s u l t s
34 p l o t  ( E ( : , 1 ) , E ( : , 2 )  , ’b . ’ , ’ m a r k e r s i z e  ’ , 8 ) ; a x i s ( [ 0 . 8  4. 5 0
2 0 ] ) ;
35 t i 11 e ( ’ E i g e n  v a l u e s  of  V( x )  = —( i x ) ~ N ’ ) ;  x l a b e l ( ’N ’ ) ;  y l a b e ? 7
’E ’ ) ;
Table 3: ode_fun.m
1 f u n c t i o n  phi  = o d e _ f u n  ( E, N,  a b s t o l  , r e l t o l  )
2
3 % I n i t i a l  C o n d i t i o n s
4 xm = 0 ;
5 a = - 10;
6 b = 1 0 ;
7 yO = 0;  
s vO = 1;
9
10 % I n t e g r a t i o n  S e t t i n g s
11 o p t i o n s  = o d e s e t  ( ’ A b s t o l a b s t o l  R e l T o l r e l t o l  ) ;
12
13 % S h r  d i n g e r —f u n c t i o n  wi t h  PT s y mme t r i c  p o t e n t i a l
14 F = @(x ,w) [ w( 2)  ; ( — (1 i * x ) ~N — E)  *w( 1) ];
15
16 % RK4 a l g o r i t h m
n [~,WL] = o d e 4 5 ( F , [ a  x m ] , [ y 0  vO ] ,  o p t i o n s  ) ;
.8 YL = W L(: , 1 ) ; VL = W L(: , 2 ) ;
19 YL = YL/max ( abs ( Y L ) ) ; VL = VL/m ax ( abs ( VL ) ) ;
20
21 [~ ,WR] = o d e 4 5 ( F , [ b  x m ] , [ y 0  vO ] ,  o p t i o n s  ) ;
22 YR = W R(: , 1 ) ; VR = W R(: , 2 ) ;
23 YR = YR/max ( abs ( YR) ) ; VR = VR/max ( a b s  ( VR) ) ;
24
25 % S o l u t i o n  ( p h i )
26 phi  = VR( e n d ) *YL( e n d ) — VL( e n d ) *YR( end ) ;
27 p h i = r e a l ( p h i ) ;
28
29 end
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Table 4: star .contour, m
1 c l e a r
2 c l o s e  a l l
3 c l c
4
5 % Ac c u r a c y  S e t t i n g s
6 a b s t o l  = l e — 3;
? r e l t o l  = l e —3;
8 z e r o t o l  = l e —3;
9
10 % Gr i d  Si ze
11 gl  = 2 0 0 ;
*2 g2 = 15;
13 nl  = l i n s p a c e ( 0 . 8 , 5 , g l ) ;  
u n2 = 1 i n s p a c e ( 0 , 2 0 , g2 ) ;
15
16 % I n i t i a l i z a i o n
17 E = NaN( l e n g t h  ( n l  )* l e n g t h  ( n2 )  , 2)  ;
is k = 1;
19 t s t a r t  = t i c ;
20
21 % Loop t h r o u g h  a l l  g r i d  p o i n t s :  ( E, N)  p a i r s
22 f o r  i = n 1 ,
23 f o r  j = n2 ,
24 t i c ;
25 f = f z e r o ( ’ o d e _ c o n t o u r ’ , j , z e r o t o l , i , a b s t o l , r e l t o l ) ;
11 = t oe  ;
26 f p r i n t f  ( ’k = %4d/%3d N = % 2.4e Et = % 2.4e E =
% 2.4e E l a p s e d  t i me  = % 2 .4 f s e c \ n  ’ ,k , l e n g t h  ( n 1 ) * 
l e n g t h  ( n 2 ) , i , j , f , t t ) ;
27 E( k  , : ) = [ i f ];
28 k = k + 1 ;
29 end
30 end
31 t t  = t o c ( t s t a r t ) ;  f p r  i n t f  ( ’ \ n \ n T o t a l  E l a p s e d  Ti me:  % 4 .4 f sec
\n  ’ , t t  ) ;
32
33 % P l o t  R e s u l t s
34 p l o t  ( E ( : , 1) , E ( : , 2 )  , ’b . ’ , ’ m a r k e r s i z e  ’ , 5)  ; a x i s ( [ 0 .8  5 - 5  25] )
35 t i 11 e ( ’ S h o o t i n g  Met hod:  $$z = —2i \  s q r t { 1 + i x } $ $ ’ , ’
i n t e r p r e t e r  ’ , ’ l a t e x  ’ ) ;
36 x l a b e l ( ’N ’ ) ;  y l a b e l ( ’E ’ ) ;
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Table 5: ode_contour.m
1 f u n c t i o n  phi  = o d e _ c o n t o u r  ( E, N,  a b s t o l  , r e l t o l )
2
3 % I n i t i a l  C o n d i t i o n s
4 xm = 0 ;
5 a = —10;
6 b = 1 0 ;
v yO = 0;
8 vO = 1;
9
10 % I n t e g r a t i o n  S e t t i n g s
11 o p t i o n s  = o d e s e t (  ’ Ab s t o l  ’ , a b s t o l  , ’ Re l To l  ’ , r e l t o l  ) ;
12
13 % Co n t o u r  f u n c t i o n  
u c o n t o u r  = @( t , y , tE , t N ) . . .
u [ y ( 2 ) ;
16 ( -  2~tN *( 1 + 1 i * t  ) ~ ( t N / 2 )  -  t E ) * y ( l ) / ( l  + 1 i * t ) -  ( l i / 2 )
* y ( 2 ) / ( l  + l i * t )  ];
17
is % RK4 a l g o r i t h m
19 [~ ,WL] = o d e 4 5 ( @ ( t , y )  c o n t o u r  ( t , y , E, N)  ,[ a x m ] , [ y 0  vO ] ,
o p t i o n s  ) ;
20 YL = W L(: , 1 ) ; VL = W L(: , 2 ) ;
21 YL = Y L /m ax( abs ( Y L ) ) ; VL = V L/m ax( abs ( VL ) ) ;
22
23 [~,WR] = o d e 4 5 ( @ ( t , y )  c o n t o u r  ( t , y , E, N)  , [b x m ] , [ y 0  vO ] ,
o p t i o n s  ) ;
24 Y R  =  W R ( : , 1 )  ;  V R  =  W R ( : ,  2 )  ;
25 YR = YR/max ( a b s  ( YR) ) ; VR = V R/m ax( abs ( VR) ) ;
26
27 % S o l u t i o n  ( p h i )
28 phi  = VR( e n d ) *YL( end ) — VL( e n d ) *YR( e n d ) ;
29 phi  = r e a l ( p h i ) ;
30
31 end
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