AND CONCLUSIONS 1. We extended our computer model of the CA3 region of the hippocampal slice in order to study spontaneous activity occurring in the presence and absence of synaptic inhibition. This was done by providing a steady inward current to the excitatory neurons, whose value was randomly chosen for each cell. With the parameters used, many of the excitatory cells would, if synaptically isolated, remain quiescent, whereas others would burst periodically with periods as brief as 750 ms. Simulations were run for as long as 10 s of neural activity.
1. We extended our computer model of the CA3 region of the hippocampal slice in order to study spontaneous activity occurring in the presence and absence of synaptic inhibition. This was done by providing a steady inward current to the excitatory neurons, whose value was randomly chosen for each cell. With the parameters used, many of the excitatory cells would, if synaptically isolated, remain quiescent, whereas others would burst periodically with periods as brief as 750 ms. Simulations were run for as long as 10 s of neural activity.
2. In the presence of synaptic inhibition, neural activity became organized into recurring, partially synchronized events: clusters of neurons (6% to 12% of the population) would discharge together, with a period averaging 340 ms, shorter than the burst period of any individual neuron. A consequence of periodic clusters of cellular bursts was the widespread occurrence of periodic synchronized synaptic potentials, as have been observed in hippocampal slices and human temporal neocortical slices. The periods between these synaptic potentials are similar in the model to those observed experimentally.
3. The period could be slowed by either increasing the time constant of the slow inhibitory postsynaptic potential (IPSP), or by making the excitatory synapses more powerful. The period seems to be generated in part as follows. Consider those cells with rapid spontaneous discharge rates. An upper bound for the period corresponds to the interval between 1) such a cell's becoming responsive enough to an excitatory synaptic input to burst, and 2) such a cell's bursting spontaneously (i.e., in response to its own intrinsic inward current). For cells with rapid spontaneous discharge rates, the interval defined in this way is -350ms.
4. Different cells participated in each cluster. A given cluster was initiated by one cell or by two cells bursting together, and spread via excitatory synapses. Excitatory synaptic paths could be traced from the initiating cell(s), directly or through other participants, to all cells participating in a cluster. Spread of activity was limited by two mechanisms, so that not all cells synaptically excited by a participating cell would themselves participate. First, cells might be refractory from having participated in a recent cluster (since the intercluster period was less than the refractory time from a cellular burst to its responsiveness to a synaptic stimulus). Second, some cells might be synaptically inhibited. Synaptic inhibition in this model did not act rapidly enough to suppress the cluster totally.
5. When fast synaptic inhibition was blocked (the "epileptic" case), a different, but related, collective behavior emerged. This consisted of a synchronized burst involving most or all of the population, fol-lowed by -1 s of no activity, followed by a series of partially synchronized bursts (with interburst periods of 300-500 ms), followed by another synchronized burst. The overall period in our model between synchronized bursts was 2.5 s, but could be lengthened by reducing the strength of the steady inward currents. Similar behavior is indicated by experiments performed on penicillin-treated hippocampal slices.
6. The mechanisms generating clusters in the epileptic case are similar to mechanisms for the nonepileptic case. Excitatory synaptic paths connect (directly or indirectly) one or two initiating cells with all participants. Different cells participate in different clusters. However, in the epileptic case, spread within a cluster is limited by intrinsic cellular refractoriness and slow IPSPs (since fast inhibition is blocked); when enough cells have recovered from intrinsic refractoriness in the epileptic case, the cluster transforms into a population burst.
INTRODUCTION
In the previous paper (15), we constructed a network of realistically modeled CA3 excitatory and inhibitory neurons ("e-cells" and "i-cells") and examined the effects on a system of cells starting at rest, when one or a few e-cells fire a burst of action potentials. We examined these effects for different values of C* lf? a model parameter that determines the maximum conductance of the rapidly developing and decaying convulsant-sensitive inhibitory postsynaptic potential (IPSP). We showed that with a reasonable set of network parameters (governing the number of i-cells vs. e-cells, the connectivity, etc.), and with excitatory connections powerful enough to allow burst propagation in the absence of synaptic inhibition, then a certain amount of neuronal discharge would be engendered by a single neuronal burst, at any value of cif. The amount of activity above this level could be regulated by cif, however. The simulations agreed sufficiently well with intracellular recordings (10) that we have some confidence in the principles underlying our model.
In the present paper, we ask the following questions. Do corresponding ideas apply to the spontaneous ongoing activity of neural networks constructed according to the principles outlined above? What role does synaptic inhibition play in modulating this activity? To answer these questions, we constructed a smaller network (200 e-cells, 10 i-cells) than used before (because the simulations ran much longer), but built according to similar principles. We endowed each e-cell with a different steady inward current, the effect of which was to vary the resting potentials, and in some cases to cause spontaneous bursting (as is observed in CA3 neurons in slice preparations).
We also used different values of Q, the parameter determining the relaxation rate of the slow K+ current, and different values for the excitatory conductance produced by e-cell A on e-cell B (as A and B vary over the e-cell population). This variation in functional parameters was included so that any synchronized activity that occurred would not be merely an accidental result of the cells and their interconnections having identical properties. With these plausible assumptions, we let the model run for 6.5-10 s of "real" time, repeating the runs with different values of cif. Two basic kinds of collective behavior were observed, the details of which will be described below (see RESULTS).
METHODS

Overall structure of array
The general principles of the model were as in the previous paper (15), except as noted below. We simulated here networks with 200 excitatory neurons ("e-cells") and 10 inhibitory neurons ("icells"). Five i-cells had bursting characteristics and produced rapidly developing and decaying IPSPs, whereas five i-cells were repetitively firing neurons that produced slowly developing and decaying IPSPs (15). The e-cells were arranged in a 4 X 50 array, and the i-cells were scattered across the array. The spatial location of the cells was important only for determining conduction delays, since all the connectivity parameters were random.
Synaptic connectivity
As before, the statistical properties of the network topology depend on four parameters: P,, (probability for one e-cell to contact another ecell), P,i (probability for an e-cell to contact an i-cell), Pie, and Pii. The particular values we used here were: P,, = 0.05, Pei = 0.2, Pi, = 0.6, Pii = 0.25. The expected number of excitatory inputs to an e-cell was 10, of excitatory inputs to an i-cell was 40, and of inhibitory inputs to an e-cell was 6 (an average of 3 "fast" inputs from bursting icells, and an average of 3 "slow" inputs from repetitively firing i-cells). The latter numbers are similar to those of previous networks. It is uncertain how exactly to scale the connection probabilities with the size of the network so as to preserve all relevant topological properties. Should one keep the P values constant, the expected number of inputs per cell constant, or some admixture?
The above values represent an arbitrary compromise. In some instances, there was a connection from e-cell A to e-cell B and at the same time from e-cell B to e-cell A, something not yet observed experimentally.
In the previous paper, c,, the excitatory conductance parameter (for e-cell to e-cell interactions) was kept fixed at 4 nS. In the present case, unless otherwise stated, c, varied uniformly and randomly between 4 and 8 nS for a connected pair of e-cells. (Thus, ce was always large enough to allow burst propagation in the absence of synaptic inhibition and intrinsic cellular refractoriness.)
Initial conditions and cellular parameters
As before, all of the neurons begin in their resting state, i.e., at resting potential and with membrane state variables at or near their equilibrium values for resting potential (e.g., state variable m = 0, h = 1, etc.). All e-cells received a constant (for each e-cell) bias current, that was randomly, but not uniformly, distributed among e-cells. If r(Z) is a (pseudo-)random variable uniformly distributed between 0 and 1, then the bias current to e-cell 1 was 1.2 X ~(1)~ nA; this skews the distribution toward smaller biases. The time constant 7q (= P,-') for relaxation of the slow K+ current was also randomly distributed to all e-cells and bursting i-cells. If s(Z) is distributed as r(Z), then 7,(Z) = 500 + 2,000 X ( 1 -s(Z)'), skewing'the time constants toward larger values. (In the previous paper, 7q was fixed at 500 ms for all e-cells and bursting i-cells.)
The algorithm for calculating axonal conduction delays between cells was identical to that used in the previous paper.
When the network was allowed to run for 6.5 s with all the cells synaptically uncoupled from each other (in order to examine the truly intrinsic behavior of the cells), we found that 127 e-cells never burst spontaneously, 34 burst once, and 39 burst more than once, periodically and with the shortest interburst interval ~750 ms. Hablitz and Johnston (3) observed spontaneous interburst intervals of l,OOO-3,570 ms for CA3 cells, whereas Wong and Prince (17) observed interburst intervals of 500-2,000 ms. Both sets of experimental observations apply to cells which did, in fact, burst spontaneously.
In the experimental situation, of course, there is synaptic coupling between neurons.
Computing requirements
Programs were written in Fortran and run on an IBM 3090. Simulations of 6,500 ms of activity with 200 cells typically took ~2 h of CPU time. Figure 1 demonstrates the overall behavior of the CA3 model when fast inhibition is present (Fig. lA Fig. 1 shows, simultaneously, two aspects of the simulation. On the bottom is plotted the "synchronization curve," the total number of e-cells "firing" (i.e., depolarized more than 20 mV, a condition for sending an output). These plots provide one measure of the degree of synchronization. A more detailed view of the dynamics is offered by the raster plots above, showing the identity of the individual cells "firing"; in these plots, the ordinate represents cell number, with the 200 e-cells below and the 10 i-cells above.
RESULTS
We shall first enumerate certain features of the collective behaviors, with and without inhibition, elaborating further below. With inhibition present (Fig. lA) , partly synchronized events occur approximately periodically, with mean period 34 1 t 59 ms (SD) (range 212-453 ms). Recall that the shortest interburst interval for the neurons in isolation is -750 ms (METHODS).
The cellular composition of the partly synchronized events keeps changing, and there is no overlap in e-cells between immediately succeeding events, nor is there any apparent periodicity in the composition of events on the time scale of the simulation (6.5 s)-in spite of the periodicity of the synchronization curve. The average height of peaks in the synchronization curve was 7.6 t 3.2 (SD) (range 3-14 cells). We divided the raster plot by eye into a series of nonoverlapping time windows, each window covering a partly synchronized BURSTS. burst, and counted the total number of cells participating. For 14 such events, the number of e-cells participating ranged from 12 to 24, averaging 20.9 t 7.2. Note also that a number of i-cells also fire during each partly synchronized event. During 14 events, an average of 4.7 repetitively firing i-cells (out of the total 5) and 2.1 bursting i-cells (out of the total 5) discharge per event. Stated another way, the probability that an e-cell participates in an event is 20.9/200 = 0.1045, for a repetitively firing i-cell it is 0.94, and for a bursting i-cell it is 0.42. The consequence of 20 e-cells and 5-10 i-cells discharging together is that most or all of the other cells in the population should receive synchronized synaptic inputs, with excitatory and/or inhibitory components (see below).
The qualitative features of the system behavior in Fig. L4 are similar for intermediate values of cif (5 and 10 nS). The important differences are the following: 1) there is a "silent interval" after the initial synchronized event, and 2) both the amplitude of partially synchronized events and the interevent period increase as cif decreases. The mean period is 475 ms when cif is 10 nS and 500 ms when cif is 5 nS. A similar relation between inhibitory strength and period of partially synchronized events has been observed in the CA3 region as the dose of penicillin is varied; with increasing concentrations of penicillin (corresponding to decreasing degrees of synaptic inhibition), the period between partially synchronized events increases ( Fig. 2 published observations). When cif is 20 nS (as in Fig. IA ) and the excitatory synaptic conductances ce are increased (from the range 4-8 nS to the range 12-16 nS), then the amplitude of the partially synchronized events increases (range of 12-55 for peaks in the synchronization curve) and the rate slows (average period 425 ms).
In contrast, Fig. 1B demonstrates the "epileptic" behavior of the system, i.e., with Cif = 0 (fast inhibition blocked). Now we see relatively large synchronized events (immediately preceded by low-level activity), followed by -1 s of silence, followed by a brief series of miniature synchronized events, and then another large synchronized event. The reason for the silent period following a synchronized event is as follows: if most or all neurons participate in a synchronized burst, there obviously can be no further spontaneous activity until a time has elapsed corresponding to the shortest spontaneous interburst interval. The overall period between large events is -2.5 s. Partially synchronized events preceding large synchronized events are seen experimentally in the presence of penicillin (Fig. 2) . If the excitatory coupling is increased (c, ranging from 10 to 12 nS), then the size of the major events grows and the overall period shortens, somewhat, to 2 s. The "epileptic" behavior in Fig. 1B is not simply a consequence of the extreme synchronization of the initial burst: with cif = 20 nS and with forcing all e-cells to burst in synchrony at the beginning of the simulation (via large, brief injected currents), large synchronized events do not recur (not shown).
It is interesting that increasing ce has opposite effects in the inhibition-present case (e.g., Cif = 20 nS) versus the inhibition-absent case, increasing the period between partially synchronized bursts in the former case, and decreasing the period between synchronized bursts in the latter case. When fast inhibition is present, a large excitatory synaptic strength causes more e-cells to participate in each partially synchronized event, diminishing the size of the pool of cells available to initiate the next event, and thereby lengthening the period. This effect is not important in determining the period between major synchronized events when fast inhibition is blocked, since the period between synchronized events is always longer than the spontaneous bursting periods of some of the cells (i.e., those bursting with periods of less than -2 s). In the case with fast inhibition blocked, the effect of having larger excitatory synaptic strength is that the bulk of the population (i.e., including cells that are not spontaneous bursters) can be excited at an earlier stage in their recovery cycle than with a smaller excitatory synaptic strength. Thus a synchronized event can occur earlier. Figure 3 shows simultaneous intrasomatic records from six different cells, using the same simulations as in Fig. 1 (Fig. 3A- inhibition present, Fig. 3B -inhibition absent). With inhibition present, recurring synchronized synaptic potentials (e.g., arrows) are generated, as expected from the periodic population bursting (see above). The morphology of the synaptic events can be complex, but in many instances pure IPSPs, pure EPSPs, or excitatory-inhibitory sequences can be identified. Note that there is much more synaptic activity than there is obvious When fast inhibition is blocked, there are fewer synaptic events (because of the decreased number of partially synchronized bursts) and synchronized firing is apparent (Fig. 3B) . The synchronization of firing becomes more extreme as excitatory coupling is increased (not shown). EPSPs immediately preceding cellular bursts are often apparent (e.g., in the 2nd cell from the top). When individual synaptic events were plotted on an expanded time scale, the time-to-peak depolarization from onset was lo-25 ms (not shown). The reason for the complex appearance of the synaptic potentials is apparent in Fig. 5 . With fast inhibition present (Fig. 54) most (but not all) synaptic events are produced by time-overlapping synaptic inputs of all three types. Even with fast inhibition blocked (Fig.  5B) , two types of synaptic input can contribute (i.e., excitatory and slow inhibitory). Note the large amplitude of excitatory inputs during synchronized bursts (5).
For the sake of further comparison with experimental data (13), we illustrate (Fig. 6 ) simultaneous intracellular records from a simulation with fast inhibition present (Cif = 20 nS). In general, the firing of fast inhibitory neurons precedes that of e-cells (i.e., corresponding to bursting neurons in experiments). However, what the model makes apparent (lowest 2 traces of Fig. 6 ) is that some e-cell firing precedes i-cell firing. (This observation is likely to be difficult to confirm experimentally, since the number of e-cells initiating a partly synchronized event is probably small, perhaps only 1 or 2 cells.) The model behaves in this way because ecells are the only cells endowed with intrinsic inward currents that cause (some) e-cells to burst spontaneously, and this spontaneous activity is the "driving force" underlying the collective behavior. Inhibition acts to modulate and shape the collective behavior.
The detailed structure of a partially synchronized event is shown in Fig. 7 , a raster plot using data from Fig. 1 -L The event begins with spontaneous bursts in 2 e-cells. One e-cell (the bottom one) does not contribute to the event-its immediate synaptic followers are either refractory from recent bursting and/or are synaptically inhibited (note that some i-cell firing begins before the third e-cell begins its activity).
All subsequent e-cell bursting can be explained by the synaptic flow of activity from the left-uppermost e-cell (arrows). Many of the e-cells in this cluster do not burst spontaneously, so that synaptic drive is the only explanation for their activities.
At each stage, bursting spreads from an e-cell to, at most, 4 followers, often 0 or 1 followers. Five generations of activity occur (not counting the initiating cells). That bursting in one or two cells should cause bursting in at least a subset of other e-cells, even with inhibition present, is consistent with the results of the previous paper (15). In Fig. 7 , the delay from the first action potential in one bursting neuron to the first action potential in a monosynaptitally connected bursting neuron ranged from BURSTS 19 to 36 ms. Experimental values for this parameter in monosynaptically connected neurons range from 5 to 25 ms (9). The contribution of fast synaptic inhibition to limiting the size of a partly synchronized burst is shown in Fig. 8 . Figure 8A illustrates an event from Fig. 1A . Twenty-four cells participate. The simulation was then repeated, but at the time indicated by the large vertical arrowhead, Cif was set to 0 (i.e., fast inhibition was blocked). Now, some cells fire longer than before, and additionally there is spread along new pathways so that 74 cells participate in all. Since this is still less than the entire e-cell population, and since all ecells are synaptically excited during this event, it is apparent that other inhibitory mechanisms (e.g., intrinsic cellular refractoriness and slow inhibition) are still partly effective. This is also clear from Fig. lB , in which small partly synchronized bursts occur, in spite of blockade of fast inhibition. It is interesting that as the simulation of Fig.  8B is continued, epileptic activity as in Fig.  1B does not develop immediately, but instead takes several seconds to organize (not shown).
The following scheme provides some understanding of how the period of partly synchronized events emerges. During a typical partly synchronized event, most of the other e-cells will be synaptically excited (see above). The shortest interval between the present synchronized event and the first spontaneous burst of one of these excited ecells will determine the period between par- tially synchronized events. Thus we need to find the shortest interval between I> a cell's being synaptically excited but failing to burst because of intrinsic refractoriness and 2) that cell's bursting spontaneously. (Note that if the excited cell does burst, it can not burst again spontaneously for at least 750 ms, which is much longer than the interval between partly synchronized events.) The period thus defined is easy to compute by letting the model run with all the cells synaptically disconnected. The simplest case to consider for I) is the case where failure of bursting occurs only because of intrinsic refractoriness, rather than because of synaptic inhibition. The interval defined above (i.e., the m ini .mum inter-v ,a1 between event 1 and event 2) will p rovide an upper bound on the period. We simulated 100 different independent e-cells, using 10 values of intrinsic inward currents and 10 values of Q (evenly spaced between the maximum and minimum values of inward current or 7q used in the model). We synaptically stimulated each cell every 100 ms with the input it would receive from a presynaptic burst (c, = 6 nS, in the middle of the range used for Fig. IA) . In this way, we could estimate when in a cell's refractory period it became capable of bursting in response to a single synaptic input. Since we could determine the spontaneous bursting rate of the same cells, we could estimate the interval defined above. For cells with the fastest spontaneous bursting rates, this interval was ~350 ms, agreeing closely with the value of 340 ms in Fig.  IA . If c,, the excitatory synaptic strength, were to be increased, each cell would be capable of responding to a synaptic input earlier in its cycle, and the period of partly synchronized bursts ought to increase. As mentioned below, when ce is increased to the range 12-16 nS, the period rises to 425 ms. Using a fixed value of ce = 14 nS and estimating the times at which cells can be synaptically driven wth this ce, we calculated an interval of 529 ms. We now note that the true period will be shorter than the upper bound estimated in this way for two reasons. First, some cells may not be synaptically excited at all during a partly synchronized event and so can burst spontaneously soon thereafter. Sec-ond, some excited cells may fail to burst because they are synaptically inhibited. Such cells may also be close to bursting spontaneously. We have not yet produced a quantitative account of the statistics of these effects that will precisely predict the period of partially synchronized events. Our reasoning also does not apply to the silent interval after a major synchronized burst in the epileptic case (fast inhibition blocked); during such an event, all or most of the cells burst, and no new event is expected until spontaneous activity resumes. Thus the interval from a major synchronized event to the first miniature event should be somewhat longer than the minimum spontaneous bursting period, as it is (Fig. 1B) .
We shall now describe, without illustration, the effects of variation of certain model parameters. Our intention was to see how robust the qualitative behavior described above was to variations in the parameters.
When the simulation of Fig. IA is repeated with slow inhibition blocked (but fast inhibition as before), the qualitative behavior changes dramatically: miniature events become prolonged for hundreds of milliseconds, rather than being "tightly" organized. The miniature events are also larger. This demonstrates directly that slow IPSPs are one cause of limitation of the spread of excitation (in the model). On the other hand, when the simulation of Fig. 1 B is repeated with slow inhibition blocked, the qualitative behavior of the model was little changed. The period between major synchronized events diminished, however, from 2.5 to 2.0 s. In addition, some e-cells would generate double bursts during major synchronized events.
We performed the simulations in Fig. 1 with smaller steady inward currents; all such currents were multiplied by two-thirds, eKectively diminishing spontaneous activity. In the case with inhibition present, the period between partially synchronized events slowed to 470 ms. With fast inhibition blocked, the period between major synchronized events increased to 4.25 s. Increasing spontaneous activity (by doubling the steady inward currents) when inhibition was present caused the partially synchronized events to decrease in amplitude, increase in frequency (average period 239 ms), and become irregular in amplitude; synchronized recurring synaptic potentials were less regular (i.e., less obviously periodic) under these conditions than under the conditions of Fig.  3 . With the usual steady inward currents (see METHODS) , but with 7q kept constant at 750 ms (instead of the usual variation between 500 and 2,500 ms), the period between partially synchronized events, with inhibition present, decreased to 260 ms.
We increased the effectiveness of the inhibitory system by setting pi, = 1 (i.e., each i-cell inhibits all of the e-cells), leaving cif = 20 nS. We also made all axon conduction delays equal to 0, so that inhibition would develop quickly. Under these conditions, recurrent partial synchronized events persisted with mean period 342 ms. However, most of the synchronized synaptic potentials were now hyperpolarizing.
We altered the exact values of the numbers ce (the excitatory conductance parameters), without changing the statistical distribution, by using a different seed for the pseudorandom number generator. The qualitative behavior of the system is unchanged, but the detailed cellular composition of the partly synchronized bursts changes dramatically, in spite of the fact that ce is always above threshold for burst propagation (in the absence of intrinsic refractoriness and synaptic inhibition).
We repeated the simulation of Fig. IA , but forced one additional cell to burst during a partly synchronized event (using an injected current). We then examined the cellular composition of subsequent events. There was sufficient overlap in cellular composition 2 s later, that clusters in the unperturbed case could be matched with clusters in the perturbed case; however, the overlap was always less than half the number of cells. In addition, the exact timing of subsequent events was altered. Thus a small perturbation of this system has persistent consequences. The biological significance of this observation is not yet clear.
Finally, if we increase the time constant for decay of the slow IPSP conductance (from 100 to 200 ms), thus prolonging slow IPSPs, we again increase the period of partly synchronized events (to 440 ms).
In summary, the qualitative behavior is preserved for many of the variations in parameters, with the usual alterations being a change in period, amplitude, or composition of recurring partially synchronized
events. An exception to this is the behavior when slow inhibition is blocked (see above). It is conceivable that if inhibition is augmented in ways not yet explored, the pattern of recurring partially synchronized events may be broken up, so that only rare nonperiodic synchronized synaptic potentials occur.
DISCUSSION
In this paper, we have extended the model of the CA3 region developed in the previous paper (15), in order to examine spontaneous organized behavior. We used, as before, random connections between three types of neurons: bursting excitatory, bursting inhibitory, and repetitively firing inhibitory. In accord with previous results, excitatory connections between e-cells were powerful enough to allow burst propagation in the absence of inhibition (9, 16). The features added to the model consisted of an inward current (constant for each e-cell, but different for different cells) and variation between cells of the time constant for recovery of the slow Kt current. These features endow the cells with different spontaneous bursting rates and refractoriness time courses. We can summarize the results as follows. With inhibition present, different clusters of neurons discharge together, i.e., partially synchronized events occur. There is approximate periodicity between clusters, but with different e-cells participating in each cluster. The bursting of individual e-cells was not obviously periodic. A particular cluster was initiated by bursting in one or two e-cells that synaptically drove, directly or indirectly, the remainder of the cells in the cluster. Hence, even with inhibition present, some obligatory neural activity follows bursting in one or a few cells, under the conditions of spontaneous ongoing activity (15). The effect of periodic cluster discharges was to induce widespread periodic synaptic potentials, as have been observed in some slice preparations (see below). Another kind of collective behavior ("epileptic") occurs with inhibition blocked; here, a series of small clusters is followed by a large cluster, and then silence, the whole pattern then repeating.
From these results, certain important implications follow. First, synaptic inhibition is only one of several mechanisms that limit the spread of bursting through a population of CA3 neurons. Second, systems such as the CA3 region possess remarkable "self-organizing" properties, despite randomness in the connectivity and in the values of intrinsic cellular parameters.
The fact that activity consists of a series of bursting clusters suggests that t-he "language" of the hippocampus may be encoded in the sequence of bursting subsets of neurons.
We shall now compare our simulation results with experimental data from hippocampal slices. The degree of correspondence suggests that the model has captured some of the important features of the biological system.
One of us (J. H. Schneiderman) has studied the effects of varying concentrations of penicillin (a blocker of fast GABA-mediated inhibition) on synchronized neuronal activities in guinea pig hippocampal slices (Fig. 2 and Ref. 12). Extracellular recordings in apical dendritic layers of CA3 were a sensitive indicator of synchronized activities (bursting and synaptic activities). Simultaneous intrasomatic recordings were performed as well. We present some of the results of that study (12) which are also generated by our CA3 model. 1) Synchronized synaptic potentials after washout of penicillin (perhaps with some small residual blockade of inhibition) were recorded, with a period in the range 360-420 ms. The potentials usually contain excitatory-inhibitory sequences, but are sometimes purely excitatory or purely inhibitory. (The synaptic nature of the events was indicated by appropriate amplitude changes upon injection of steady currents and by the lack of effect on the frequency of steady current injection.) Synaptic events were usually below threshold for cell firing. (See Fig. 3 IPSPs-also occur in untreated rodent hippocampal slices (Fig. 4 and Ref. 8) . 2) When fast inhibition is more fully blocked, a brief series of partially synchronized events occurs before a major synchronized event (see Fig. 1B ). 3) Low-level cellular activity occurs just before a major synchronized event (see Figs. 1 B and  3B ). This phenomenon has been observed also in intracellular records in PTX, where a slow EPSP sometimes leads into a prolonged cellular burst (R. Miles and R. K. S. Wong, unpublished data), and it has been seen as an increase in background extracellular activity just before a synchronized burst in CA2 in the presence of PTX (7). Schwartzkroin and Haglund (13) have likewise observed synchronized synaptic potentials in "resting" (i.e., not treated with convulsants) slices of primate hippocampus and primate (including human) temporal neocortex. They have shown that there is an inhibitory component to these potentials, although at usual resting potentials, the synaptic events are depolarizing. Synaptic events recur with periods in the range 300-400 ms, in the range observed with our model. As mentioned above, the data of Fig. 6 closely resemble the intracellular recordings obtained by these authors.
There is one experimental observation not obviously explained by our model: periods as long as 10 or 12 s are sometimes observed between synchronized bursts in the presence of penicillin or PTX. We did not see such long periods in the simulations. Conceivably, they could be produced by sufficiently decreasing the steady inward currents in the model. Several experimental hypotheses need consideration: perhaps convulsant drugs have hitherto unrecognized effects on spontaneous bursting behavior (see, e.g., Ref. 4); or, perhaps the refractoriness (either synaptically or nonsynaptically induced) that develops during synchronized bursts has a longer time constant than does the analogous refractoriness in "normal" slices, and/or involves mechanisms not recognized in the "normal" slice. These results may have relevance to the hippocampal theta rhythm (rhythmic slow activity) (1). Our CA3 model generates (with inhibition present) rhythmical activity of a type perhaps underlying certain naturally occurring cortical electroencephalographic (EEG) activities. The rhythmic peaks in the synchronization curve, together with the induced synchronized synaptic potentials, would be expected to generate-in a sufficiently large neuronal population-rhythmic field potential waves. Two points are of interest. First, a regular oscillation can be generated by a neuronal system that is randomly connected and in which no two e-cells have identical intrinsic properties. Second, the correlation between the discharge of repetitively firing neurons with peaks in the synchronization curve (and hence the correlation with EEG waves) is much greater than the correlation between the discharge of bursting neurons with synchronization peaks (see RESULTS).
This effect occurs, in part, because repetitively firing neurons do not have a sustained refractoriness after a prolonged discharge, whereas bursting neurons are refractory for a time longer than an interpeak period. Furthermore, i-cells receive strong inputs from a large number of e-cells, so that most or all of the i-cells discharge after the partially synchronized bursting of a relatively small fraction of the e-cell population. The i-cells are therefore a sensitive "detector" of partially synchronized e-cell activity. It is striking that a similar effect has been noted experimentally when unit recordings are matched with simultaneous gross field potential records during theta; the correlation between unit discharges and local field potential waves is better for repetitively firing cells than for bursting cells ( 1) . Note that in the model the i-cells do not "drive" the rhythm (the e-cells do), but rather the i-cells modulate and shape the activity. We cannot claim a more detailed correspondence between our model's behavior and hippocampal theta, however, the latter clearly involving hippocampal regions other than CA3 (i.e., CA1 and the dentate gyrus).
One of the most interesting conclusions of this work is that a realistic but randomly connected hippocampal network can generate organized rhythmic behavior. While the behavior is roughly periodic, the behavior is remarkably subtle in that the detailed composition of cell clusters bursting together keeps changing, without obvious pattern. What is of biological significance in this behavior? Is the relevant output of the system the number of cells bursting as a function of time, or is the "language of the hippocampus" expressed in the detailed composition of the rhythmic sequence of bursting
