ABSTRACT In this paper, a novel wavelet-based beamforming approach is proposed for sensor arrays to produce acoustic images of high-speed rotating sources. First, the associated Green's function is developed based on the Morse wavelet which also accounts for the Doppler effect. Then, the beamforming operation can be conducted simply as an inversion in the time-frequency domain. Compared with the conventional Fourier-transform-based beamforming method, the proposed wavelet-based approach shows significant improvement in the real-time imaging quality and background noise suppression, which is illustrated by representative numerical simulations and experimental demonstrations. The proposed wavelet-based beamforming approach is particularly useful for the acoustic imaging in the time-frequency domain for moving sources of a high-subsonic speed and will find applications, such as audio guidance and low-noise airplane design, in robotics and aerospace industry.
I. INTRODUCTION
Beamforming [1] enables a microphone array to track and to produce acoustic images of sources of interest [2] - [4] . Various applications can be found in radar, sonar, communications and medical imaging [5] - [7] , where adaptive beamforming [8] , [9] has been mostly adopted mainly due to its high spatial resolution. However, this method is susceptible to background noise and interference [10] , [11] . The main focus of this work is typical rotor noise generated by quadcopter type unmanned aerial vehicle (UAV) systems, where the noise tests are often plagued by severe background noise and interference either from testing facilities [11] or from rotor-to-rotor interactions [12] . Currently, for many aerospace and underwater noise measurement applications [13] - [15] , conventional delay-and-sum type Fourier-transform-based beamforming methods [14] , [16] remain popular for flow-induced acoustic problems due to their robustness, which suppresses the (usually) uncorrelated background noise and interference by averaging samples in frequency domain. To further improve the real-time imaging and background noise suppression performance, we examined the deconvolution type postprocessing approach [11] and had previously proposed a so-called observer method [17] and a compressive sensing based method [18] . However, care should be taken in the usage of these methods as block averaging of Fourier transform results in the frequency domain would smear the resultant acoustic images across the moving trajectories and thus should only be effective for relatively low-speed (or stationary) noise targets (e.g. wind turbines [19] ). Nevertheless, the inherent physics, namely the Doppler effect, should still remain the same as those in [19] as long as the moving speed is subsonic. For highsubsonic-speed noise sources such as rotating fans, a number of previous works [20] - [23] have considered rotating microphone rakes, and the imaging performance heavily depends on the exact tracing of instantaneous rotation speeds. Motivated by this physical issue, the current work applies the wavelet transform rather than the Fourier transform in the development of the array beamforming approach, with a particular focus on fan and propeller noise measurement applications.
Recent developments in the wavelet-based beamforming methods based on uniform linear arrays [24] , [25] have demonstrated multiresolution and time-frequency analysis capabilities in geological detection [26] and brain research [27] ; the wavelet-based approach is yet to be demonstrated in aircraft propulsion applications. Fan and propeller noise is one of the most dominant noise sources for current aircraft (including UAV) and public concern regarding the adverse psychological and environmental effects of aircraft noise emission has led to stringent regulations faced by the civil aviation industry; accurate acoustic imaging can aid the development and testing of low-noise designs. In fan and propeller acoustic noise tests Doppler effect is observed; the rotation of sound sources relative to an observer results in frequency shifts, which in turn leads to time-variant Green's function. De-dopplerization [19] , [23] technique may be adopted to remove frequency shifts by first processing the samples before the conduction of beamforming [19] , [23] , [28] . Instead of this usual preprocessing, a wavelet transform, which gives the time-frequency representations of the sampled signal, enables us to develop our new beamforming approach based on relatively straightforward analyses.
Previous works on the application of acoustic beamforming methods for rotating sources can be categorized into time domain methods and frequency domain methods: Sijtsma [29] has applied an appropriate time-delay to each samples to reconstruct a stationary imaging plane; Wolfram and Christian [23] have proposed a similar method for a rotating array to reconstruct samples but in the frequency domain. To simply apply a time-delay, all sensors have to form a concentrically circular array, which is difficult and will impose an undesirable effect on the final beamforming resolution. In contrast, Dougherty and Walker [22] have applied a different resampling strategy to manipulate samples in a rotating coordinate frame. In addition, a beamformer for moving sources has been developed in the frequency domain by reconstructing the associated point spread function [30] . Michael [31] and Carley [32] , [33] has studied the sound field of rotating monopole and propeller, and developed the associated radiation field in either spherical or cylindrical coordinates.
Different from the above methods, the wavelet-based beamforming method proposed in this work directly incorporates the wavelet transform and the Doppler effect into the Green's function, which produces acoustic images in the time-frequency domain. In short, the proposed method is a combination of the frequency-domain and time-domain beamforming methods and the related developments for rotating sources, to the best of our knowledge, have never been reported previously, which constitutes the main contribution of this work. To facilitate potential users, the algorithm for the proposed method is summarized and included in this paper. After some slight modifications, the proposed method should be applicable to sound sources of arbitrary high-speed motions as well. The remaining part of this paper is organized as follows. Section II gives the theoretical background of the proposed wavelet-based method with a more detailed development included in the appendix. Then, Sec. III gives the numerical and experimental studies and compared the imaging performance of the proposed wavelet-based beamforming method to the performance of the classical Fourier-transformbased beamforming method. Finally, Sec. IV concludes the present research.
II. WAVELET-BASED BEAMFORMING
To facilitate readers, we propose the main mathematical equations of the new wavelet-based beamforming method below along with the essential concepts behind the equations and the corresponding explanations. A more detailed theoretical development is given in the appendix. First, the array beamforming for high-speed moving sources of imaging frequency ω i in the position x b at an imaging time t i (from the source perspective) can be written as
where (·) * denotes the complex conjugate, A is the cross spectral matrix, and the vector w( x b , t i ) is array weight. Theoretically, Eq. (1) acts as a spatial filter that rejects background noise and interference from other sources. The weight vector is calculated from the so-called array propagation vector and, therefore, takes the following form as
where || · || denotes the L2-norm, that is,
where C n ( X n , x b , t i ) is the n-th element of the vector C( x b , t i ), X n is the associated location of the n-th sensor, and N is the number of array sensors. To further illustrate the inherent physics, here we simply consider a point type source and the corresponding array propagation vector is
where | X n − x b | represents the distance between the n-th sensor (at X n ) of the array and the b-th gridpoint (at x b ) on the imaging plane, α is caused by the Doppler effect and β is caused by the nearfield amplification effect. A more detailed derivation of α and β can be found in the appendix. Furthermore, the cross spectral matrix, A( x b , ω i , t i ), in Eq. (1) is defined as
where Y ( x b , ω i , t i ) represents the time-frequency outputs of the array. In classical delay-and-sum beamforming, this output is actually independent of the imaging gridpoint x b . Nevertheless, given a rotating source of the frequency ω i , the n-th sensor will perceive a different imaging frequency ω n i owing to the Doppler effect, that is,
Hence, Y ( x b , ω i , t i ) becomes to be dependent of x b and X n . As a result, it is better to denote the output from the n-th sensor as Y n ( X n , x b , ω n i , t i + R n /c 0 ), where c 0 is the speed of sound and Y n is the time-frequency result from the n-th sensor at X n by applying continuous wavelet transform.
In this work, we adopt the generalized Morse wavelet for its capability that unifies many wavelet types [34] . The Morse wavelet is usually defined in the frequency domain as
where a P,γ is used to normalize the wavelet, U (ω) denotes the unit step function, and P and γ are parameters that control the form of the wavelet. Reference [34] has conducted a parametric study of parameters in terms of the so-called Heisenberg area, and this work adopts the default values used by MATLAB, i.e., γ = 3 and P 2 = 60, which yield the most symmetric, Gaussian and most nearly time-frequency concentrated wavelets and, therefore, hopefully ensure a satisfactory performance. For brevity, the subscripts P and γ will be omitted in the rest of this paper when no confusion will arise. Next, we use this bandpass type continuous wavelet transform [34] to study the time-and frequency-localized variability of the sound pressure field, and obtain P n as
where p( X n , x b , t + τ ) denotes the sensor samples at time t + τ , where t is usually equal to t i + R n /c 0 , ψ is defined in Eq. (7), and P n ( X n , x b , s, t) is the corresponding continuous wavelet transform result of the n-th sensor at time t. From Eq. (8), we can further have
The result of Eq. (9) is a function of time t and the scale parameter s (of wavelets). The latter is related to the angular frequency ω as follows,
where f 0 is the peak frequency and T s is the sampling time interval. Thus, we can rewrite P n ( X n , x b , s, t i + R n /c 0 ) as P n ( X n , x b , s(ω), t i + R n /c 0 ). From Eqs. (8) and (9), we can get the wavelet transform output at the frequency ω n i and time
We wish to emphasize that Eqs. (8)- (9) and (11) assume a single moving point source at varying x b , and such a derivation assists the understanding of the relation between the samples and the propagation vector (see Eq. (9)). Nevertheless, a practical sensor will measure sound waves from all possible sources at various different locations simultaneously and the measurement outcome p (see Eq. (8)) should be independent of the source positions. Furthermore, the proposed new beamforming method utilizes the time-frequency analysis capability of the wavelet transform, which enables us to dynamically capture a time-and frequency-varying source. The multiscale and multiresolution analysis, which is the other important capability of the wavelet transform, is not considered in the current manuscript and the related work will be reported in the follow-up paper. On the other hand, if a sound source is stationary, α( X n , x b , t i ) = β( X n , x b , t i ) ≡ 1, and it will be easy to see that the above wavelet-based beamforming method can be simplified to conventional Fourier-based beamforming. Figure 1 shows the steps of the proposed wavelet-based beamforming method, which can be categorized into two types of activities, data related activities and parameter related activities. The steps of the algorithm are summarized as follows:
1) Parameter related activities: we calculate time delay (R n /c 0 ) for each sensor; 2) Data related activities: given t i , calculate the continuous wavelet transform for each sensor; 3) Parameter related activities: calculate α and β; 4) Data related activities: calculate ω n i and prepare the array outputs Y ; 5) Parameter related activities: calculate the weight vector w, and the cross spectral matrix A; 6) Data related activities: calculate the beamforming outputs. Done.
III. NUMERICAL SIMULATION AND EXPERIMENTAL DEMONSTRATION
We first prepare some numerical cases to verify and validate the proposed new beamforming method. Figure 2 shows the coordinates of an array with 63 sensors that form multiple spiral arms, which is one of the optimal array designs in terms of sidelobe suppression [35] and, therefore, has been adopted in this work. In the simulation, a high-speed rotating point source of 3 kHz is located 1 m away from the array, and the rotating speed is set between 6 k revolutions per minute (RPM) and 9 kRPM (common for industry applications). It is easy to develop an analytic solver that gives the corresponding sound pressure predictions at each array sensor, and the sampling rate is set to 40 kHz for the following numerical simulations. In addition, most industry applications are subject to serious background noise and interference. To reflect this negative effect, we intentionally superimpose a random noise into the above analytical predictions to simulate the required signal-to-noise ratio. First, we try classical Fourier-transform-based beamforming method. Figure 3 shows the corresponding results based on one-block of samples with the associated time duration 0.5 ms. The amplitudes of all acoustic images are normalized with respect to the amplitude of the sound source. It can be seen that these short-time Fourier-transform-based beamforming results grossly trace the rotating source, but the poor signal-to-noise ratio (SNR = −23 dB for the current case) deteriorates the quality of images substantially. The top panels of Fig. 4 show that an increased time window (from 0.5 ms to 3.3 ms, the corresponding rotating trajectories of the source are highlighted in dashed fan-shapes) slightly suppresses the background noise interference. On the other hand, it is well known that such a compromise, mainly due to incoherent background noise and/or interferences, can be improved by performing statistical averaging of Fourier transform results. For example, the bottom panels of Fig. 4 show the beamforming results based on the averages of many blocks (and the whole duration is 0.5 s). It can be seen that the background noise and interferences are largely suppressed. However, with no surprise, the resultant images of the source will cover the whole rotating trajectories (in 0.5 s). Furthermore, for the set-up with a window of 0.5 ms, the corresponding blockaveraging result actually suffers a large loss of the dynamic range (the colorbar dwindles from 12 dB to 4 dB).
The Doppler effect is not considered in the above classical beamforming, which means that no prior knowledge of the rotating source is utilized. Nevertheless, given this knowledge, the wavelet-based beamforming can be conducted specifically for each gridpoint on the imaging plane, which could help to produce better beamforming results. Figure 5 shows the corresponding wavelet-based beamforming results. The set-ups and the simulated array samples are the same as those used in Figs. 3 and 4 and the knowledge of the rotating speed is utilized in the wavelet-based beamforming, i.e., from Eq. (1) to Eq. (11). Compared to Fig. 3, Fig. 5 shows that the proposed wavelet-based beamforming produces instantaneous acoustic images that correctly trace the rotating source as well as substantially reject the background noise, with no sacrifice of dynamic ranges. Figures 3-5 show the results at 6 kRPM and similar conclusion can be drawn from the results at other set-ups with higher RPM (up to 9 kRPM in the current simulations). Overall, the numerical simulations show that the proposed new wavelet-based beamforming approach outperforms the classical beamforming approach in terms of time-frequency analysis capability and imaging quality.
Next, we prepare an investigative experimental demonstration of the proposed wavelet-based beamforming in a small anechoic chamber (2.2 m × 2.2 m × 2 m) at Peking University. Figure 6 shows the experimental set-up. The propeller 5 s) , and the window time is (left panels) 3.3 ms, (middle panels) 1 ms and (right panels) 0.5 ms, respectively. Other set-ups are the same as those in Fig. 3 . (a 9450 self-tightening type) with the radius of 0.12 m is from an UAV of DJI TM . In this experiment, considering the capability of the driven motor capability, the rotation speed is set to 3 kRPM, and the distance between the microphone array and the rotation propeller is 0.5 m. The array consists of 28 high-precision microphones (BSWA MPA 451) with the sensitivity of −50 ± 5 dBV/Pa. The size of the array is 0.35 m × 0.35 m and the effective diameter is 0.3 m. An NI PXI-1033 chassis with two 24-bit PXI-4496 cards are used to simultaneously sample the 28-channels of microphones at 40 k samples/s. Physically, the dominant noise source of this rotating propeller is dipole type (mainly caused by pressure force oscillations especially at the rotor tips). Figure 7 shows the corresponding acoustic images from 2 kHz to 5 kHz, by using the proposed new wavelet-based beamforming and classical beamforming approaches, respectively. For the former one, the beamforming results are always instantaneous because the wavelet transform produces time-frequency analysis. For the latter one, however, the beamforming results are produced by adopting the Fourier transform with one block of samples (1 ms duration). Figure 7 shows that the wavelet-based beamforming can identify two dominant noise sources at the two tips of the propeller at most frequency set-ups. In contrast, the classical beamforming usually just identifies one source during the current tests. Furthermore, the background noise interference is suppressed better by using the wavelet-based beamforming method than does by the classical beamforming method. Overall, these preliminary experimental results successfully demonstrate the capability and benefit of the new wavelet-based beamforming method.
IV. SUMMARY
Here we have developed a new array beamforming method based on the Morse wavelet transform and given the corresponding numerical and experimental investigations, which constitute the essential contribution of this work.
This approach relies on the Doppler effect correction and a high-speed rotating point source model. The whole timefrequency algorithm for acoustic imaging is summarized in Sec. II. Furthermore, we have illustrated the performance of the proposed method by preparing a range of numerical simulations and experimental tests. The most important observations are summarized here. The former classical Fourier-transform-based beamforming method is effective and generic, does not require prior information about the fan noise and guarantee to produce statistically correct inversion results. In contrast, the new wavelet-based beamforming method can incorporate the Doppler effect in a straightforward way, produce acoustic images in the time-frequency domain, and satisfactorily reject background noise and interference. Overall, the concept behind the proposed array beamforming method is very straightforward and should be easy to follow and implement by interested readers. We believe that this work should extend the current array beamforming capability and help the design and evaluation of low-noise propeller systems for robotics and aerospace applications.
APPENDIX
With no loss of generality, we first consider a point source of the form q(t) = q 0 e iω i t in a uniform and stationary medium, where q is the volume flux and q 0 is the associated amplitude, ω i is the angular frequency, and the density of the medium is a nondimensionalized unit value. Furthermore, we assume that the source moves from x 0 at time 0 with a velocity of v(t). The associated sound pressure field p can be described by the associated governing equation as follows:
where c 0 is the speed of sound, δ is the Dirac delta function, and x is the space coordinates. Next, we use the relationship between the velocity potential and acoustic pressure, p = −∂φ/∂t. We can rewrite the Eq. (13) as:
The solution for the velocity potential based on the free field Green's function is given by
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where F( x ) is defined as follows:
Next, we consider F( x ) = 0 when x = x b , where x b is the source location at time t i , satisfying
Then, we utilize the following Jacobian property of Dirac δ function:
Thus, the solution of velocity potential is
Here we define X n as the associated location of the n-th sensor, and | X n − x b | represents the distance between the n-th sensor (at X n ) of the array and the source's location x b at an instantaneous time t i , which is the generation time of the signal, which will be received by the n-th sensor at location X n at time t. We can rewrite Eq. (18) as
where α( X n , x b , t i ) is due to the Doppler effect, that is,
Then, the solution of acoustic pressure is given by
Given the form of a point source q(t) = q 0 e iωt , the associated acoustic pressure can be written as
where β( X n , x b , t i ) (23) α and v in these equations are α( X n , x b , t i ) and v(t i ). A more detailed derivation of Eq. (22) can be found in the monograph [36] (pp. 215-216). The frequency of the acoustic pressure p( X n , x b , t i ) can be written as
Consider the changing speed of α, β and R n are much smaller than the angular frequency of the source, ω i . Hence, in such a short duration the frequency of the rotating source is presumably frozen at ω n i . The corresponding result in the time-frequency domain by applying the continuous wavelet transform is
. (25) 
