Abstract. In this paper, we introduce new tests for exponentiality based on estimators of Renyi entropy of a continuous random variable. We first consider two transformations of the observations which turn the test of exponentiality into one of uniformity and use a corresponding test based on Renyi entropy. Critical values of the test statistics are computed by Monte Carlo simulations. Then, we compare powers of the tests for various alternatives and sample sizes with exponentiality tests based on Kullback-Leibler information proposed by Ebrahimi et al. (1992) and Choi et al. (2004) . Our simulation results show that the proposed tests have higher powers than the competitor tests.
Introduction
Many current results in reliability studies and engineering are based on the assumption that the life of a product has an exponential distribution. If this assumption is wrong, then the results obtained may be invalid. One way to deal with this problem is to check the distribution assumption carefully. Therefore different goodness of fit tests of exponentiality have been developed.
Standard procedures for testing exponentiality are the tests of KolmogorovSmirnov and Cramer-Von Mises, which utilize the empirical distribution function. Lilliefors (1969) suggested a modified Kolmogorov-Smirnov test. Van-Soest (1969) studied a modified goodness of fit test based on CramerVon Mises statistic. Finkelstein and Schafer (1971) improved the previous Kolmogorov-Smirnov statistic. Harris (1976) compared Finkelstein and Schafer's tests with those of Frecho and Ringer (1972) . Also, many methods were reviewed by Ascher (1990) . Another test statistic of exponentiality was prepared by Jammalamadaka and Taufer (2003) based on comparing the empirical distribution function of the normalized spacings with that of the original data.
Recent years have witnessed an increasing interest in using alternative methods, in constructing goodness of fit tests for exponentiality, such as methods based on entropy. Ebrahimi et al. (1992) introduced a test procedure which exploit the Kullback-Leibler information and estimated the test statistic by entropy estimator of Vasicek (1976) . Following their method, more test statistics were proposed by Grzegorzewski and Wieczorkowski (1999) , Park and Park (2003) , Choi et al. (2004) , Yousefzadeh and Arghami (2008) , Gurevich and Davidson (2008) , Alizadeh Noughabi and Arghami (2011b) and Zamanzade and Arghami (2011) based on different entropy estimators including estimators of Vasicek (1976) , Van-Es (1992) , Ebrahimi et al. (1994) , Correa (1995) and Alizadeh Noughabi (2010) . Vexler and Gurevich (2010) and Gurevich and Vexler (2011) developed empirical likelihood ratio tests for goodness of fit and demonstrated that the well-known goodness of fit tests based on sample entropy and KullbackLeibler information are a product of the proposed empirical likelihood methodology.
Furthermore, some researchers have shown interest in developing goodness of fit tests based on transformed data including Taufer (2002) and Alizadeh Arghami (2011a, 2011c) . A wide selection of classical and recent tests for exponentiality including some mentioned tests have been discussed and compared by Henze and Meintanis (2005) .
Recently, interest has also increased in the applications of other information measures in goodness of fit tests. For example, test statistics based on Renyi distance and Lin-Wong information have been studied by Abbasnejad (2011) and Abbasnejad et al. (2013) .
The rest of the paper is organized as follows. In Section 2, we use two characterizations of the exponential distribution to prepare test statistics based on Renyi information. Two transformations of the sample data are considered and the test of exponentiality turns to uniformity test. For each transformation, we prepare four test statistics based on different estimators of Renyi entropy introduced by Wachowiak et al. (2005) and Abbasnejad (2012) . In Section 3, we obtain the powers of the proposed tests by simulation on a wide variety of alternatives and for sample sizes 10 and 20 and compare them with other tests which are based on Kullback-Leibler information.
Test Statistics
Let X 1 , . . . , X n be a random sample from a continuous non-negative probability distribution function F with a density function f and suppose it is of interest to verify
where f 0 (x; θ) = θe −θx , x > 0 and θ > 0 is unknown. In order to obtain a test statistic, we use the following theorem.
Theorem 1. Let X 1 and X 2 be two independent observations from a continuous distribution function F . Then
Proof. The first and second parts were proved by Kotz and Stentel (1988) and Alizadeh Noughabi and Arghami (2011c) , respectively. Let X 1:n , . . . , X n:n be an ordered random sample of size n. Consider the following transformations of the sample data as 
The asymmetric Renyi distance of g from g 0 is:
where the H r (g) is the Renyi entropy of order r of distribution with density g. D r (g, g 0 ) 0 and the equality holds if and only if H ′ 0 holds. Large values of D r (g, g 0 ) lead us to reject the null hypothesis H ′ 0 in favor of the alternative hypothesis H ′ 1 . To derive a test statistic by evaluating the information function (1), a density g must be completely specified, which is not operational. Thus, it is necessary to estimate the information function (1) from a sample. Toward this end, we use four estimators of Renyi entropy proposed by Wachowiak et al. (2005) and Abbasnejad (2012) .
Let X 1:n , . . . , X n:n , be order statistics of a random sample X 1 , . . . , X n from a distribution function F with density function f . The estimators of Wachowiak et al. (2005) are:
• The Vasicek-type estimator
where m is a positive integer, m n 2 , and
This estimate was based on the fact that using p = F (x), H r (f ) can be expressed as
] 1−r dp.
Similar to Vasicek estimator, their estimator was constructed by replacing the distribution function F by the empirical distribution function F n , and using a difference operator instead of the differential operator.
• The Correa-type estimator
n . This estimator was obtained using a local linear regression based on the set {X i−m:n , . . . , X i+m:n }. Abbasnejad (2012) introduced two modifications of Correa-type estimator of Renyi entropy, in order to account the fact that the differences are truncated around the smallest and the largest data points (i, e. X i−m:n is replaced by X 1:n for i m and X i+m:n is replaced by X n:n for i n − m + 1). The modified estimators are:
• The first modified Correa-type estimator
It can be easily shown that
• The second modified Correa-type estimator
Abbasnejad (2012) compared her estimators with Correa-type estimator and by simulation, showed that her estimators have smaller bias and mean squared error (MSE).
In practice, to test H ′ 0 , by computing HV r,m,n , HC r,m,n , HC1 r,m,n and HC2 r,m,n on W i:n ′ , n ′ = n(n − 1) and Z i:n ′′ , n ′′ = n(n − 1)/2 and estimating (1), we obtain the following test statistics: 
where G n ′ is the empirical distribution function. The second equality is obtained by the consistency of the empirical distribution function and the third equality follows trapezoidal rule in approximating a definite integral. Therefore test statistics are intractable, we determine the critical points by means of Monte Carlo simulations for α equal to 0.01 and 0.05. We generated 10000 samples of size n from uniform distribution and computed the test statistics. The upper α quantile of the empirical distribution of the test statistics gives the critical values. The results are given in Tables 1 and 2 . Unfortunately, there is no choice criterion of r * and m * (the optimum values of r and m). In general they depends on the type of the alternatives. Totally, we suggest to choose s * = 1.2 and value of m * = [ √ n + 0.5] which produced the maximum power for the most of alternative distributions based on simulation results.
Numerical Results
To study the behavior of the proposed tests, a simulation study was performed. We consider two competitor tests based on Kullback-Leibler information.
The asymmetric Kullback-Leibler distance of f from f 0 is:
where
dx is the Shannon entropy of f . D(f, f 0 ) 0 and the equality holds if and only if H 0 holds. By estimating θ by its maximum likelihood estimator 1/X and estimating H(f ), Ebrahimi et al. (1992) and Choi et al. (2004) proposed following test statistics:
is Vasicek estimator.
• Choi et al. (2004) test
ln b i is Correa estimator. For power comparisons, we consider the following alternatives:
• Monotone decreasing hazard: Gamma with shape parameter 0.5, 0.8, Weibull with shape parameter 0.5, 0.8, Generalized exponential (GE) with shape parameter 0.5, 0.8.
• Monotone increasing hazard: Uniform, Weibull with shape parameter 2, Gamma with shape parameter 1.5, 2, 3, Beta with shape parameters 1 and 2, 2 and 1.
• Non-monotone hazard: Log normal with shape parameter 0.5, 1, 1.2 and Beta with shape parameters 0.5 and 1.
Under each alternative we generated 10000 samples of size 10 and 20 and then we obtained transformed samples. We evaluated for each transformed sample the test statistics and power of each test was estimated by the frequency of the event "the test statistic is larger than the critical value". Table 3 . Power comparisons of various tests for n = 10 and α = 0.05. Table 4 . Power comparisons of various tests for n = 20 and α = 0.05. Tables 3 and 4 show the estimated powers of the proposed tests and those of the competing tests, at the significance level α = 0.05, based on the results of 10000 simulations (of sample sizes 10, 20).
It is evident from Tables 3 and 4 that the tests based on transformed data behaves better than the tests based on the original data. Also it can be seen that for n = 10, the test statistic T V Z has maximum powers for the alternatives with decreasing hazard rates. However, for n = 20, T V W behaves better than other test statistics for the alternatives with decreasing hazard rates and T C2 W has maximum powers for the alternatives with increasing hazard rates.
Example 1.
As an example of application we use the data set given by Proschan (1963) , which has also been used by Choi et al. (2004) . The data are recording times to failure of air conditioning equipment for an aircraft. By transforming data set of size n = 15 to two data sets of sizes n ′ = 240 and n ′′ = 120 and using corresponding m = 15 and m = 11, respectively, the test statistics are computed as follows: where the values in parentheses are the critical values of the test statistics at α = 0.05 found from Table 1 and Table 2 . None of the test statistics are greater than the corresponding critical values and so, we can not reject the hypothesis that the failure time is exponentiality distributed. The same result was obtained by Choi et al. (2004) .
Conclusion
In this paper, to construct a goodness of fit test for exponentiality, we consider two transformations of the observations which turn the test of exponentiality into one of uniformity and use a corresponding test based on Renyi entropy. Four different estimators of Renyi entropy including estimators of Wachowiak et al. (2005) and Abbasnejad (2012) , were used to estimate the test statistics. A Monte Carlo simulation was carried out for power comparisons under several alternatives. Based on the simulation results, we observed that the proposed tests have better powers than those of competing tests based on Kullback-Leibler information of the original data especially for the alternatives with monotone hazard rates.
