Abstract. We construct a parameterized family of n ⊗ n PPT states of corank one for each n ≥ 3. With a suitable choice of parameters, we show that they are n ⊗ n PPT entangled edge states of corank one for 3 ≤ n ≤ 800. They violate the range criterion for separability in the most extreme way. Note that corank one is the smallest possible corank for such states. The corank of the partial transpose is given by 2n − 3, which is also the smallest possible corank for the partial transposes of PPT entangled edge states of corank one. They provide the first explicit examples of such states for n ≥ 4.
Introduction
In the current quantum information and computation theory, the notion of entanglement is considered as one of the most important resources. Nevertheless, distinguishing entanglement from separability is very difficult, and known to be NP-hard in general [5, 6] . Among various separability criteria, the PPT criterion [2, 21] is very simple to test but powerful: The partial transpose of a separable state must be positive (semidefinite). Positivity of the partial transpose is actually sufficient for separability in the 2 ⊗ 2 and 2 ⊗ 3 systems [11, 22, 25] , but this is not the case in general. Examples of PPT entanglement go back to the seventies and early eighties: See [25] for 2 ⊗ 4 case and [2, 23] for 3 ⊗ 3 case. The notion of PPT is also very important in itself in quantum information theory. See [9, 12, 14] for examples.
Recall that a state in the tensor product M m ⊗ M n of matrix algebras is called separable if it is a convex combination of pure product states, which are rank one projections onto product vectors of the form |ξ ⊗ |η in C m ⊗ C n . Non-separable states are called entangled. The partial transpose (x ⊗ y) Γ of x ⊗ y ∈ M m ⊗ M n is given by x t ⊗ y with the usual transpose x t . If we identify M m ⊗ M n with the block matrices M m (M n ) then the partial transpose corresponds to the block-wise transpose. Recall that the transpose of the rank one projection |ξ ξ| onto |ξ is again a rank one projection onto its conjugate vector |ξ . Therefore, if a PPT state ̺ is separable then there must exist a family {|ξ i ⊗ |η i } of product vectors such that the ranges of ̺ and ̺ Γ are spanned by {|ξ i ⊗ |η i } and {|ξ i ⊗ |η i }, respectively. This is the range criterion for separability [13] which is useful to detect entanglement among PPT states. holds. Note that (1) gives rise to a system of equations with m+n−2 complex variables up to scalar multiplications. Because the total number of equations is given by k + ℓ, one may expect that the statement (B) implies that k + ℓ ≥ m + n − 2. It was actually shown in [15] that the statement (B) implies the following:
(C) k + ℓ > m + n − 2 or the following relation The Diophantine equation (2) is known as the Krawtchouk polynomial, which is originated from harmonic analysis and plays an important role in the current coding theory. See [10] , [20] and [24] . Even though the equation (2) is not yet solved completely, there are several easy solutions. For example, in case of m = n it is easy to see that (k, ℓ) satisfies (2) if and only if both k and ℓ are odd. In other word, (n, n, k, 2n − k − 2) is a solution of (2) for every odd number k with 1 ≤ k < n. Therefore, it is natural to ask whether (A) holds for these quadruplets or not. The case of k = 1 with the quadruplet (n, n, 1, 2n − 3) satisfying (2) is of special interest, because this gives rise to the minimum corank one for edge states, together with the minimum corank of the partial transposes of edge states of corank one.
We think of an n 2 × n 2 matrix ̺ in M n ⊗ M n as an n × n block matrix, each of whose blocks ̺ ij is an n × n matrix. Its partial transpose ̺ Γ is the result of swapping the (i, j)th block with the (j, i)th block, that is, the (i, j)th block of ̺ Γ is ̺ ji . Let {e 1 , e 2 , · · · , e n } denote the standard basis for C n . We will use e ij = e i ⊗ e j with lexicographic ordering as the basis for C n ⊗ C n . It is clear that PPT states with corank zero are never edge states. It is also easy to construct n ⊗ n PPT states of corank one. For example, we take an n × n positive matrix A with corank one, and consider an n 2 ×n 2 matrix whose (e 11 , e 22 , . . . , e nn ) principal submatrix is given by A, together with suitable diagonal entries so that ̺ Γ is positive. In this construction, all the principal submatrices of ̺ Γ are given by 2 × 2 or 1 × 1. Actually, this is basically how Choi [2] and Størmer [23] constructed special kinds of block matrices in M 3 (M 3 ), which turn out to be 3 ⊗ 3 PPT entangled edge states with bi-ranks (4, 4) and (6, 7), respectively. The same idea has been adopted to construct 3 ⊗ 3 edge states with bi-rank (8, 6) in [18] . We note that the number of 2 × 2 principal submatrices coincides with the corank of the partial transpose in this construction of 3 ⊗ 3 PPT states.
If we follow the above idea for n ⊗ n cases with n ≥ 4 then the number n(n − 1)/2 of 2 × 2 principal matrices of ̺ Γ exceeds 2n − 3. We overcome this situation by using z
instead of 2 × 2 matrices, as building blocks for the partial transpose ̺ Γ of edge states ̺, where d ≥ 4 is an even integer and z j ∈ C with |z j | = 1 for j = 2, · · · , d. This is positive of corank one. In fact, when z i = (−1) i−1 for 2 ≤ i ≤ d, we see that
is the Cartan matrix (2δ ij − a ij ) of the graph with d vertices and d edges that form a cycle.
Here (a ij ) is the adjacency matrix defined by a ij = 1 if the vertices i and j are connected by an edge and a ij = 0 if not. It is well known that this Cartan matrix (of affine type) is positive of corank one. Since
For d = 2 and z ∈ C with |z| = 1, we will use
which is positive of corank one with kernel spanned by (1, −z −1 ) t . We will take the partial transposes of ̺ Γ to get edge states ̺ = (̺ Γ ) Γ of corank one, which have principal matrices of the form
By row expansion and induction, we see that this is positive definite for z i ∈ C with |z i | = 1. In fact, the determinant of Q n (z 2 , · · · , z n ) is precisely n + 1. 
bilinear equations
For a given α = (α 1 , α 2 , . . . , α n ) ∈ C n with nonzero entries α i = 0, we consider
Proof. Since the system
has a nontrivial solution, the determinant of the above 2 × 2 matrix is zero, and hence we have
In this section, we fix n = 3, 4, . . . , and solve the system (6)
of equations with k = 2, 3, . . . , n and ℓ = 1, 2, . . . , n − 2, where α, β ∈ C n have no zero entry. Here, ⌊s⌋ denotes the greatest integer less than or equal to s. When n = 3 and n = 4, (6) becomes [1, 2] 
respectively. When n = 5 and n = 6, (6) tells us that the following forms
are zeros, respectively. Figure 1 shows which [j, k] α and [j, k] β appear in the equation (6) . The following lemma shows that all such [j, k] α and [j, k] β must be zero.
Lemma 3.2. If x, y ∈ C n satisfy (6), then we have
for all (j, k) with k ≥ j + 1 and k > n + 1 − j. Figure 1 . Bullets and circles represent the positions (j, k) for which the forms [j, k] α and [j, k] β appear in the system (6) of equations, respectively, for n = 3, 4, 5, 6, 7. Continuing in this way, we find that [1, k] (6) and (7), we are in the situation with less variables. Induction on n completes the proof for [j, k] α . The exactly same argument can be applied for [j, k] β .
In this paper, we assume the following:
For a given solution x, y ∈ C n of the system (6), we put v i = (x i , y i ) ∈ C 2 for i = 1, 2, . . . , n. From now on, we assume that both x and y are nonzero, and denote by p and q the smallest and largest number i = 1, 2, . . . , n so that v i = 0, respectively. Then we have the following four cases (See Figure 2. ):
< q ≤ n and p + q ≤ n + 1;
In the first case, the equation (6) is reduced to α i x i y j = α j x j y i for every i, j = p, p + 1, . . . , q, and so we see that (α p x p , . . . , α q x q ) is parallel to (y p , . . . , y q ), and the solutions are given by v j = (c j t, c j α j ) for j = p, . . . , q with t = 0.
In the second case, we first note p ≤ n − q + 1 < q. We will show (9) v j = 0 for n − q + 1 < j < q, which implies that (α p x p , α p+1 x p+1 , . . . , α n−q+1 x n−q+1 , α q x q ) and (y p , y p+1 , . . . , y n−q+1 , y q ) are parallel. We may suppose that q − p > 1, because there is nothing to prove when 
j β q , we have x j y q = x q y j = 0 for n − q + 1 < j < q. Therefore, (9) follows once we prove that x q = 0 and y q = 0. If one of them is zero, say, x q = 0, then y q = 0 implies that x = 0 because [j, q] α = 0 for all p < j < q. This contradicts the assumption that x = 0.
The third and fourth cases can be solved by the same ways as the second and first cases, respectively. We summarize as follows:
, then one of the following holds:
3 ⊗ 3 edge states of corank one
Let α i , β i ∈ C with |α i | = |β i | = 1 for 1 ≤ i ≤ 3. As above, we write α i,j = α −1 i α j and β i,j = β −1 i β j . We also assume α i,j = β i,j for 1 ≤ i < j ≤ 3. Let ̺ Γ be the 9 × 9 matrix defined as follows:
(i) The (e 12 , e 21 )-principal submatrix is P 2 (α 1,2 ).
(ii) The (e 13 , e 31 )-principal submatrix is 2P 2 (α 1,3 ).
(iii) The (e 23 , e 32 )-principal submatrix is P 2 (β 2,3 ).
(iv) The (e 11 , e 22 , e 33 )-principal submatrix is rI 3 for r > 1 to be determined later.
(v) All the other entries are zero.
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Namely we have
where · denotes zero. Since the matrix P 2 (z) of |z| = 1 has corank one, it is easy to see that ̺
Hencex ⊗ y ∈ Im ̺ Γ if and only if
By Lemma 3.3, there are four possibilities:
(ii) (x 1 , y 1 ) = (c 1 t, c 1 α 1 ), (x 2 , y 2 ) = (0, 0) and (x 3 , y 3 ) = (c 3 t, c 3 α 3 ) for t = 0 and c 1 , c 3 ∈ C * ;
(iii) (x 1 , y 1 ) = (c 1 t, c 1 α 1 ), (x 2 , y 2 ) = (c 2 t, c 2 α 2 ) and (x 3 , y 3 ) = (0, 0) for t = 0 and c 1 , c 2 ∈ C; (iv) (x 1 , y 1 ) = (0, 0), (x 2 , y 2 ) = (c 2 t, c 2 β 2 ) and (x 3 , y 3 ) = (c 3 t, c 3 β 3 ) for t = 0 and c 2 , c 3 ∈ C * .
The partial transpose ̺ of ̺ Γ is given by
We see that ̺ is a positive matrix of corank one if and only if its (e 11 , e 22 , e 33 )-principal submatrix
is such a matrix.
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Now we let (α 1 , α 2 , α 3 ) = (1, α, α 2 ) for α = ±1 ∈ C with |α| = 1 and let (β 1 , β 2 , β 3 ) = (1, 1, 1) . Then Thenr > 0 andr is a simple root since |α + α
is a positive matrix of corank one. By direct computation, the kernel vector is given by
Hence x ⊗ y ∈ Im ̺ if and only if
It is easy to see that when α = ±1, x ⊗ y / ∈ Im ̺ if (ii), (iii) or (iv) holds. Indeed, if (ii) holds, then
But when α = ±1, the two complex numbers (−2α 2 +r −1 α) and (r −r −1 )α 2 are linearly independent over R. Therefore c 1 = c 3 = 0. The arguments for the cases (iii) and (iv) are similar. Hence if x ⊗ y ∈ Im ̺ andx ⊗ y ∈ Im ̺ Γ , then x = 0 or y = 0. Therefore ̺ above is a PPT entangled edge state of corank one.
4 ⊗ 4 edge states of corank one
Let α i , β i ∈ C with |α i | = |β i | = 1 for 1 ≤ i ≤ 4. As above, we put α i,j = α 
which is a 4 × 4 matrix whose entries are also 4 × 4 matrices. By construction, it is easy to see that ̺ Γ is positive of corank 5. The partial transpose ̺ is
The matrix ̺ is the direct sum of the following: We also choose r to be the largest rootr of the equation (11) det(D α,β 4 (r)) = r 4 − 12r 2 + 6r + 17 = 0.
It is easy to see thatr is a simple zero of (11) . Therefore D α,β 4 (r) is positive of corank 1. By direct computation, we see that the kernel of D α,β 4 (r) is generated by the vector (2r
Hence x ⊗ y ∈ Im ̺ if and only if the vector (x 1 y 1 , x 2 y 2 , x 3 y 3 , x 4 y 4 ) is orthogonal to this vector. By definition of ̺ Γ , one can see thatx ⊗ y ∈ Im ̺ Γ if and only if v i = (x i , y i ) satisfy Lemma 3.3. Now, we can numerically check that ifx ⊗ y ∈ Im ̺ Γ and x ⊗ y ∈ Im ̺, then x = 0 or y = 0. Therefore, we conclude that ̺ is a PPT entangled edge state of corank one.
6. n ⊗ n edge states of corank one for n ≥ 3
We generalize the above construction for any n ≥ 3. We fix α 1 = 1, β n = 1 and for 2 ≤ i ≤ n, let α i , β i ∈ C with |α i | = 1 and |β i | = 1. Let
i β j as before, and we assume α i,j = β i,j for 1 ≤ i < j ≤ n as in Lemma 3.3.
Let ̺ Γ be the n 2 × n 2 matrix defined as follows:
(ii) The (e 13 , e 31 )-principal submatrix is 2P 2 (α 1,3 ) .
The (e l,n , e l+1,n−1 , · · · , e l+⌊ n−l+1 2
The (e n−2,n , e n,n−2 )-principal submatrix is 2P 2 (β n−2,n ) for n > 3. (vi) The (e n−1,n , e n,n−1 )-principal submatrix is P 2 (β n−1,n ). (vii) The (e 11 , e 22 , e 33 , · · · , e nn )-principal submatrix is rI n for r > 1 to be determined later.
(viii) All the other entries are zero.
The matrix ̺ Γ is positive of corank 2n − 3 such thatx ⊗ y ∈ Im ̺ Γ if and only if v i = (x i , y i ) satisfy Lemma 3.3. It is easy to check that the partial transpose ̺ of ̺ Γ is the direct sum of the following:
(i) The (e 12 , e 21 , e n−1,n , e n,n−1 )-principal submatrix is the 4 × 4 identity matrix I 4 ; (ii) The (e 1,n , e 23 , e 32 , e 34 , e 43 , · · · , e n−2,n−1 , e n−1,n−2 , e n,1 )-principal submatrix is 2I 2n−4 ; (iii) For 3 ≤ k < n, the (e 1,k , e 2,k+1 , e 3,k+2 , · · · , e n−k+1,n )-principal submatrix is the positive definite matrix
(iv) For 3 ≤ k < n, the (e k,1 , e k+1,2 , e k+2,3 , · · · , e n,n−k+1 )-principal submatrix is the positive definite matrix
(v) The (e 11 , e 22 , · · · , e nn )-principal submatrix is the n × n hermitian matrix D 
Hence, ̺ is a positive matrix of corank one if and only if D α,β n (r) is such a matrix. As before, we take r to be the largest rootr of the polynomial detD 
where To check that the vector w satisfies (⋆), we may use the following lemma whose proof is straightforward and omitted. For example, to check the vectors in (i) of Proposition 6.1 are not orthogonal to w, we check that the complex numbers w 1 , w 2ᾱ2 , · · · , w qᾱq belong to a half-plane.
Note that asr and w are determined algebraically by parameters α i and β i , the condition (⋆) andr being a simple root are open conditions, i.e. if the conditions are satisfied for some α i and β i , then they also hold for all α ′ i and β ′ i sufficiently close to α i and β i respectively. So, the set of tuples (α 2 , · · · , α n , β 2 , · · · β n−1 ) which yield PPT entangled edge states of corank one is an open subset of U (1) 2n−3 where U(1) denotes the circle group {z ∈ C | |z| = 1}. Hence if nonempty, our construction produces a (2n − 3)-dimensional family of PPT entangled edge states of corank one.
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A program for checking Proposition 6.1 has been implemented in Mathematica (available upon request). The algorithm proceeds as follows:
Step 1: Given α i and β i , find the largest rootr of the equation detD α,β n (r) = 0.
Step 2: Check that the dimension of the kernel of D α,β n (r) is one.
Step 3: Find a nonzero vector w = (w 1 , · · · , w n ) ∈ C n in the kernel of D α,β n (r) and check that w i = 0 for all i = 1, · · · , n.
Step 4: Check that the vector w satisfies (⋆) using Lemma 6.2.
We have checked that the conditions in Proposition 6.1 are satisfied for all 3 ≤ n ≤ 800 if we let As remarked in the previous paragraph, we may now perturb α i and β i so that α i,j = β i,j for 1 ≤ i < j ≤ n and the conditions in Proposition 6.1 are still satisfied. For example, we have also checked that the perturbation of the form (α 1 , · · · , α n ) = (1, e πi( Therefore, we have the following Theorem 6.3. For 3 ≤ n ≤ 800, there is a PPT entangled edge state in M n ⊗ M n of bi-rank (n 2 − 1, n 2 − 2n + 3).
We believe that the same construction with α i and β i sufficiently close to (12) works in general. We stopped at n = 800 because of the running time of the program. On an ordinary laptop computer with 2.9GHz processor, it takes 3 minutes to check for 3 ≤ n ≤ 200, about an hour for 200 < n ≤ 400, about 3 hours for 400 < n ≤ 600 and about 8 hours for 600 < n ≤ 800. Based on this numerical evidence, we propose the following Conjecture 6.4. For any n ≥ 3, the open set of parameters (α 1 , · · · , α n , β 1 , · · · , β n ) which give PPT entangled edge states of bi-rank (n 2 − 1, n 2 − 2n + 3) is nonempty.
Discussion
In the previous section, we had to rely on computer computations because it is difficult to find an explicit formula for a kernel vector of ̺. On the other hand, in [18] , the authors provide a construction of a 3 ⊗ 3 edge state in which a kernel vector of ̺ is fixed from the beginning. We could generalize this construction to the 4 ⊗ 4 case, as we will explain briefly below.
It is straightforward to check that both of ̺ and ̺ Γ are positive when p > 0 and 0 < r < 1 and α is a complex number with |α| = 1 and − π 4 < Argα < . We also see that ̺ has the corank one with the kernel spanned by the vector e 11 +e 22 +e 33 +e 44 . On the other hand, the partial transpose ̺ Γ has the corank 5 with the kernel spanned by the vectors pe 12 + αe 21 , pe 24 + αe 42 , pe 31 + αe 13 , pe 43 + αe 34 and pe 14 + pe 23 + αe 32 + αe 41 , from which one may check easily that ̺ is a PPT entangled edge state. It would be very nice if this method works for any n ≥ 5 to get PPT entangled edge states with exact formulae.
