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Seznam uporabljenih kratic in
simbolov
slot racˇunski vir delovnega vozliˇscˇa za izvajanje opravil
task opravilo – osnovna enota opravljenega dela
job posel – sestavljen je iz map in reduce opravil
pool bazen – struktura v katero so posli izstavljeni v izvajanje
minshare minimalni delezˇ bazena – zagotovljeno sˇtevilo racˇunskih virov na
voljo bazenu ob vsakem razporejanju
sfi pravicˇni delezˇ bazena i – predvideno sˇtevilo dodeljenih virov
bazena ob pravicˇnem razporejanju (angl. fair share)
sai sˇtevilo virov, ki so bili dodeljeni bazenu i (angl. assigned slots)
dci primankljaj bazena i (angl. deficit)
∆ (t) ocena pravicˇnosti razporejanja ob cˇasu t
tie trenutek neodlocˇljivosti pri razporejanju s pravicˇnim oknom
heartbeat sistem za posˇiljanje statusnih sporocˇil
FWS Razporejevalnik s pravicˇnim cˇasovnim oknom (angl. Fair
Window Scheduler)

Povzetek
Narasˇcˇajocˇe kolicˇine podatkov, njihova raznolikost in zahteve po odzivnejˇsih
sistemih narekujejo razvoj novih tehnologij in modelov za podatkovno inten-
zivno ter porazdeljeno racˇunanje.
V diplomskem delu smo obravnavali in podrobneje opisali ogrodje Apa-
che Hadoop, ki skupaj s porazdeljenim datotecˇnim sistemov in programskim
modelom MapReduce, omogocˇa hranjenje in obdelavo velikih zbirk podatkov.
Pregledali smo nekaj primerov konkretnih implementacij in znacˇilnosti modela
MapReduce ter raziskali podrocˇja in primere uporabe ogrodja Hadoop. Ker raz-
porejanje predstavlja eno kljucˇnih komponent ogrodja, smo preucˇili razlicˇne vr-
ste razporejevalnikov in jih skusˇali smiselno uvrstiti v skupine glede na njihov
namen. Podrobneje smo opisali pravicˇni razporejevalnik, ki predstavlja osnovo
za izgradnjo novega razporejevalnika FWS, katerega namen je izboljˇsanje od-
zivnosti poslov in njihovo enakomernejˇse izvajanje z uporabo pravicˇnejˇsega
dodeljevanja virov. Slednje smo skusˇali dosecˇi z vpeljavo strukture pravicˇnega
cˇasovnega okna in mehanizmi za preprecˇevanje trenutkov neodlocˇljivosti. V za-
kljucˇku smo razporejevalnik FWS primerjali s pravicˇnim razporejevalnikom in
izmerili vpliv razlicˇnih parametrov na pravicˇnost dodeljevanja virov. Rezultati
meritev so pokazali, da je vpliv razporejevalnika FWS na odzivne cˇase poslov
zanemarljiv, a po drugi strani dosega bistveno pravicˇnejˇse in enakomernejˇse
dodeljevanje virov, kakor je to prisotno v obstojecˇem razporejevalniku.
Kljucˇne besede:
velike zbirke podatkov, MapReduce, Apache Hadoop, pravicˇni razporejevalnik,
utezˇeno pravicˇno razporejanje, razporejanje s cˇasovnim oknom, razporejevalnik
FWS
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Abstract
An ever-growing amount of data, its variety and demand for faster and more
responsive systems are some of the most common challenges in the emerging
field of data intensive and distributed computing.
The diploma thesis discusses the MapReduce programming model and its
implementation in Apache Hadoop framework that enables us to manage and
process distributed data intensive applications. The thesis describes several
implementations of MapReduce model with core emphasis on Apache Hadoop
project and its scheduling, which is one of the key component of the framework.
In the second part of the thesis we introduced several types of schedulers, which
we grouped according to their characteristics and common uses. The main
focus of this part is to present the Fair Scheduler which serves as a basis for
the implementation of the new FWS scheduler. The aim of the new scheduler
is to improve job response times and their fair execution with an introduction
of a time window structure and tie breaking mechanisms. The thesis concludes
with a comparison of the two schedulers and the impact of various parameters
on slots allocations for FWS scheduler. Results have shown that the effect of
FWS scheduler on job response times is negligible, whereas on the other hand
it achieves a significant improvement in a more fair and equal allocation of
resources.
Key words:
Big data, MapReduce, Apache Hadoop, Fair Scheduler, weighted fair sharing,
fair window scheduling, FWS scheduler
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Poglavje 1
Uvod
Narasˇcˇajocˇe kolicˇine podatkov, njihova raznolikost in zahteve po odzivnejˇsih
sistemih narekujejo razvoj novih tehnologij in modelov za njihovo ucˇinkovitejˇse
upravljanje in obdelavo. Z nizˇanjem cen pomnilniˇskih enot in razvojem novih
porazdeljenih podatkovnih modelov so poleg obicˇajnih relacijskih baz na vo-
ljo tudi tehnologije, ki omogocˇajo zajem, hranjenje in obdelavo velikih zbirk
podatkov, ki so bili zaradi svoje velikosti in kompleksnosti obicˇajno izpusˇcˇeni.
Izraz za mnozˇico problemov, ki se ukvarjajo s podatki, katerih ni mogocˇe
ucˇinkovito procesirati s tradicionalnimi orodji, imenujemo tudi Big Data.
Porast kolicˇine podatkov lahko pripiˇsemo razvoju pomnilniˇskih enot in do-
stopnosti novih tehnologij, ki podjetjem nudijo dodaten vpogled v poslovanje
in predstavljajo cenejˇse ter prozˇnejˇse upravljanje njihovih podatkov. Izvor po-
datkov je v veliki meri povezan tudi z internetnimi storitvami, kjer obicˇajno
nastajajo pri uporabi in aktivnostih spletnih ter mobilnih storitev, kot so soci-
alna omrezˇja, spletni dnevniki ali sporocˇilni sistemi. Z narasˇcˇajocˇim sˇtevilom
mobilnih in medsebojno povezanih merilnih naprav velik del predstavljajo sa-
modejno ustvarjeni podatki. Slednji so prisotni tako pri znanstvenoraziskoval-
nem delu (npr. LHC ) kot v avtomobilski, energetski, financˇni in proizvodni
industriji. Pomemben del predstavljajo tudi podatki iz poslovanja podjetij, ki
izvirajo iz sistemov CRM in ERP, transakcij spletnih trgovin ali knjigovodskih
izkazov [10].
Znacˇilnosti, s katerimi se soocˇajo resˇitve za velike zbirke podatkov, so poleg
njihove kolicˇine tudi raznolikost in zahteve po hitrosti v njihovem zajemanju
in obdelavi. Raznolikost se kazˇe predvsem v sposobnosti hranjenja razlicˇnih
oblik zapisov podatkov in zmozˇnosti njihove skupne obdelave ob uposˇtevanju
cˇasovnih zahtev podanih aplikacij. V zdravstvu lahko taksˇen primer predsta-
vlja napoved ucˇinkovitosti posameznega zdravila glede na podatke razlicˇnih vi-
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rov, kot so zapisi zdravstvenih kartotek in laboratorijskih testiranj. Drugi pri-
mer s cˇasovno bolj omejenimi zahtevami lahko predstavlja sporocˇilno-nadzorni
sistem, ki glede na zgodovino dnevniˇskih zapisov in trenutnega stanja sistema
poskusˇa predvideti njegove morebitne izpade.
Cilj diplomskega dela je predstavitev programskega modela MapReduce v
odprtokodni implementaciji ogrodja Apache Hadoop, ki trenutno predstavlja
eno vidnejˇsih ogrodij za hranjenje in obdelavo velikih zbirk podatkov. Pomem-
ben dejavnik pri hitrosti obdelave in odzivnosti sistema predstavlja razporeja-
nje opravil. Njegovo delovanje v omenjenem okolju smo preucˇili v poglavju 4
ter si kot cilj zadali nadgradnjo obstojecˇega pravicˇnega razporejevalnika z na-
menom izboljˇsanja odzivnosti sistema in pravicˇnejˇsega dodeljevanje virov med
uporabnike. V razporejevalnik smo vpeljali zamisel razporejanja s pomocˇjo
pravicˇnega okna, ki ima podobne lastnosti kot strezˇniki z odlogom v sistemih
v realnem cˇasu. Podrobnosti novega razporejevalnika smo opisali v poglavju
5.
Poglavje 2
MapReduce
MapReduce je programski model in izvajalno ogrodje za porazdeljeno obde-
lavo velikih zbirk podatkov, ki se nahajajo v grucˇah obicˇajnih racˇunalnikov v
obliki strukturiranih ali nestrukturiranih podatkov. Razvili so ga pri podjetju
Google [17, 35].
V vzporednih in porazdeljenih sistemih je obicˇajno potek procesiranja, delitev
podatkov in obravnava napak prepusˇcˇena uporabniku [27]. Naloge, s katerimi
se mora obicˇajno uporabnik soocˇati, predstavljajo sinhronizacijo dostopov do
skupnih podatkovnih struktur, preprecˇitev smrtnih objemov ali zaznavanje
tekmovanja za vire. Model MapReduce v primerjavi z omenjenimi sistemi
ponuja viˇsjo raven abstrakcije, s cˇimer se prikrijejo podrobnosti sistema, ki
niso neposredno vezane na resˇevanje problema. Slednje zagotavlja izvajalno
ogrodje, ki poskrbi za razdelitev vhodnih podatkov, razporejanje opravil delov-
nim vozliˇscˇem, odpravljanje napak in komunikacijo med vozliˇscˇi. Za ogrodje
veljajo tudi naslednje lastnosti:
• prisotnost vzporednega kot tudi zaporednega izvajanja [25],
• prenos racˇunanja k podatkom in prisotnost algoritmov za izvajanje po-
datkovno lokalnih opravil,
• linearna podatkovna in racˇunska razsˇirljivost z dodajanjem novih vozliˇscˇ,
• mehanizmi za samodejno razsˇirljivost in obvladovanje napak,
• zdruzˇenost podatkovnega in racˇunskega dela na istih vozliˇscˇih,
• neodvisnost podatkovnega in racˇunskega dela z mozˇnostjo menjave po-
razdeljenega datotecˇnega sistema [4] in
5
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• prilagodljivost izvajanja in razporejanja opravil tudi na obicˇajnih racˇu-
nalnikih in virih v oblaku (Amazon EC2).
V nadaljevanju poglavja je predstavljen izvor in opis programskega modela ter
izvajalno ogrodje, ki skrbi za koordinacijo in izvajanje aplikacij MapReduce. V
zakljucˇku poglavja je opisanih nekaj njegovih konkretnih implementacij.
2.1 Programski model MapReduce
Za funkcijske programske jezike je znacˇilno, da ne temeljijo na izvajanju zapo-
redij ukazov, kakor je to pri imperativnih jezikih, vendar izracˇune evaluirajo s
pomocˇjo funkcij. Za slednje velja, da so enakovredne drugim vrednostim jezika
kar omogocˇa, da jih lahko sprejemamo kot argumente in vracˇamo kot rezul-
tate drugih funkcij. Funkcije, ki kot argument sprejemajo in vracˇajo funkcije
tipa prvega reda imenujejo viˇsjenivojske funkcije (angl. higher order func-
tions) [15, 23]. Primer omenjenih funkcij v funkcijskih jezikih predstavljata
konstrukta map in fold.
Za funkcijo map velja, da kot argument sprejme seznam vrednosti in funk-
cijo tipa prvega reda f , ki jo neodvisno aplicira na vsak element seznama in
vracˇa nov seznam njihovih pripadajocˇih vrednosti. Ucˇinkovitost vzporednega
izvajanja je tako omogocˇena s primerno porazdelitvijo seznama med vozliˇscˇa
grucˇe.
Za funkcijo fold je znacˇilno, da elemente seznama rekurzivno zdruzˇuje glede
na vhodno funkcijo. Funkcija fold poleg vhodnega seznama in funkcije g po-
trebuje tudi zacˇetno vrednost v0, ki skupaj z zacˇetnim elementom seznama
tvori prvi vmesni rezultat. Slednji se skupaj z naslednjim elementom vho-
dnega seznama uporabi kot argument nove iteracije funkcije g. Postopek se
rekurzivno ponavlja do zadnjega elementa seznama, kjer rezultat predstavlja
koncˇno vrednost funkcije fold. Vzporednost izvajanja funkcije fold je odvi-
sna od asociativnih in komutativnih lastnosti vhodne funkcije g. Predstavitev
skupnega delovanja obeh opisanih funkcij je povzeta na sliki 2.1.
Podoben koncept izvajanja kot ga vidimo na sliki 2.1 je v modelu Map-
Reduce prisoten v izvajanju funkcij map in reduce, ki ju dolocˇi uporabnik.
Vhod v omenjeni funkciji ne predstavljajo vecˇ seznami, temvecˇ pari oblike
〈key, value〉, ki so ustvarjeni iz zacˇetne mnozˇice podatkov. Tipa vrednosti
key in value sta definirana s strani uporabnika in lahko opisujeta tako primi-
tivne tipe kot tudi kompleksnejˇse podatkovne strukture. V preprostem primeru
sˇtetja besed so lahko vrednosti key enake besedam, medtem ko vrednosti value
predstavljajo njihovo frekvenco.
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Slika 2.1: Primer uporabe viˇsjenivojske funkcije map in fold. Map kot argu-
ment sprejme funkcijo f in jo aplicira na vse elemente seznama, medtem ko
fold s funkcijo g rekurzivno zdruzˇuje rezultate funkcije f in predhodne vmesne
rezultate.
Funkcija map se aplicira na vsak vhodni par 〈key, value〉 in tvori mnozˇico
novih vmesnih parov. Vhod v funkcijo reduce je par s kljucˇem in mnozˇico
zdruzˇenih vrednosti iz vmesnih parov, ki pripadajo istemu kljucˇu. Po zakljucˇku
izvajanja izhod funkcije reduce navadno predstavlja mnozˇica parov kljucˇa in
zdruzˇenih vrednosti ali pa koncˇna vrednost za vhodni kljucˇ. Cˇe povzamemo
zgornji opis imata funkciji sledecˇe tipe:
map : 〈ki, vi〉 → 〈ka, va〉 , ... , 〈kb, vb〉 (2.1)
reduce : 〈k, {v1, ..., vm}〉 → 〈k, vk1〉 , 〈k, vk2〉 , ... (2.2)
kjer ki, ka, kb in k predstavljajo razlicˇne kljucˇe, medtem ko v-ji predstavljajo
njihove pripadajocˇe vrednosti. Funkciji se v ogrodju izvajata za vsako izmed
opravil map in reduce.
Opisan model je ucˇinkovit predvsem pri resˇevanju problemov, ki jih lahko
brez vecˇjih tezˇav razdelimo na manjˇse podprobleme in vzporedno izvajamo v
grucˇi vecˇ vozliˇscˇ (angl. embarrassingly parallel problems.)
2.2 Izvajalno ogrodje
Izvajalno ogrodje modela MapReduce je sestavljeno iz stopenj map, shuﬄe in
reduce (slika 2.2). Ogrodje pred pricˇetkom izvajanja razdeli nabor podatkov
za obdelavo v vecˇ razdelkov (angl. splits), ki so prisotni na razlicˇnih lokacijah
grucˇe. Za vsak razdelek se ustvari novo opravilo map, katerega izvajanje je
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dolocˇeno z istoimensko funkcijo. Ob zacˇetku izvajanja opravila se vsebina
razdelka, ki ga opravilo obdeluje pretvori v zacˇetne pare 〈key, value〉. Slednji
predstavljajo vhod v uporabniˇsko funkcijo opravila map, ki glede na njeno
definicijo tvori mnozˇico novih vmesnih parov. Parom je nato na podlagi kljucˇa
dolocˇeno opravilo reduce, kjer se bodo kasneje izvajali.
V primeru vecˇ vzporednih opravil reduce se vmesni pari razdelijo v skupine,
ki jih dolocˇa delitvena funkcija uporabnika. Sˇtevilo skupin je enako sˇtevilu
opravil reduce, vsaka pa gre v izvajanje k natanko enemu izmed opravil reduce.
V stopnji shuﬄe ogrodje poskrbi, da so opravilu reduce na voljo vse dodeljene
skupine in zdruzˇi vrednosti parov, ki pripadajo istemu kljucˇu. Pred pricˇetkom
stopnje reduce morajo biti opravila v stopnji map zakljucˇena.1
Slika 2.2: Prikaz izvajanja opravil map in reduce.
Vhod v funkcijo opravila reduce je par s kljucˇem in pripadajocˇim seznamom
vrednosti. Obicˇajno funkcija izvede agregacijo nad seznamom kljucˇa in vrne
njihovo manjˇso mnozˇico ali pa koncˇno vrednost za podani kljucˇ. Posledica
tega je, da lahko funkcija map vhodne kljucˇe poljubno spreminja, medtem ko
pri funkciji reduce to ni mogocˇe. Potek izvajanja opravil je povzet na sliki 2.2.
1Kopiranje vmesnih parov iz zakljucˇenih opravil se sicer lahko pricˇne tudi prej, vendar
mora izvajanje opravila reduce pocˇakati na vse pare iz opravil map.
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Pred pricˇetkom stopnje shuﬄe lahko izvajanje in obremenjenost omrezˇja
izboljˇsamo s predhodnim lokalnim zdruzˇevanjem. Omenjeno nalogo opravlja
zdruzˇevalnik (angl. combiner), ki je v ogrodju Hadoop opisan v poglavju 3.5.
Pomembno vlogo pri odzivnosti sistema ima tudi razporejevalnik opravil. Raz-
porejanje in dodeljevanje opravil poteka v stopnjah map in reduce, za opravila
pa velja, da se izvajajo vzporedno in so med seboj neodvisna.
Podrobnosti modela MapReduce in njegova formalna definicija so opisani tudi
v cˇlankih [25,26].
Primer algoritma WordCount
Kot preprost primer izvajanja aplikacije v okolju MapReduce navajamo sˇtetje
besed v mnozˇici dokumentov (Algoritem 1). Opravila map se izvajajo vzpore-
dno na vecˇ vozliˇscˇih, vsa pa so dolocˇena z enako funkcijo map, katere sˇtevilo
klicev je odvisno od velikosti razdelka ter posledicˇno sˇtevila vseh njegovih pa-
rov.
Vhod v funkcijo posameznega opravila map je par 〈idDoc, docLine〉, kjer je
idDoc enolicˇna oznaka dokumenta, medtem ko docLine predstavlja eno izmed
njegovih vrstic. Ker nas v tem primeru ne zanima koliko besed je v posame-
znem dokumentu, kljucˇ idDoc zanemarimo. V tretji vrstici algoritma opravilo
za vsako besedo oznani par 〈word, 1〉, kar pomeni, da smo v vrstici nasˇli eno
pojavitev omenjene besede.
Algoritem 1 Primer algoritma WordCount
1: function Map(idDoc, docLine)
2: for each word in docLine do
3: EmitIntermediate(word,1)
4: end for
5: end function
6:
7: functionReduce(word, occurenceList) → list of word occurrences
8: count = 0
9: for each v in occurenceList do
10: count += v;
11: end for
12: Emit(word, count)
13: end function
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Po tvorjenju vmesnih parov iz opravil map ogrodje poskrbi, da so vsi pari,
ki pripadajo isti besedi, na voljo skupnemu opravilu reduce.2 Vhod v funkcijo
opravila predstavlja par, ki vsebuje besedo in zdruzˇeni seznam vseh njenih
pojavitev (vrstica 7).
V deseti vrstici lahko vidimo, da funkcija le iterira po seznamu pojavitev
besede in sesˇteje njihove vrednosti. V dvanajsti vrstici se koncˇna vrednost
za podani kljucˇ zapiˇse v izhodno datoteko. Koncˇni seznam besed in njihovih
sesˇtevkov sestavlja mnozˇica vseh izhodnih datotek opravil reduce.
2.3 Primeri implementacij modela MapReduce
Model MapReduce je zaradi svoje preprostosti, odpornosti na napake in eno-
stavne razsˇirljivosti kapacitet trenutno eden bolj prepoznavnih modelov za
izvajanje podatkovno intenzivnih aplikacij. V sledecˇem razdelku je nasˇtetih
nekaj njegovih implementacij na primeru ogrodij za podatkovno intenzivne in
porazdeljene aplikacije. Poleg omenjenih lahko implementacije modela zasle-
dimo tudi pri izracˇunih na vecˇjedrnih procesorjih (QT Concurrent), graficˇnih
procesorjih (Mars, MapReduce for the Cell B.E. Architecture) ali pa sistemih
z arhitekturo deljenega pomnilnika (Phoenix).
Google MapReduce je programski model in hkrati izvajalno ogrodje, ki sta
ga razvila avtorja Jeff Dean in Sanjay Ghemawat pri podjetju Google iz potrebe
po obvladovanju in obdelavi nenehno narasˇcˇajocˇe kolicˇine podatkov. Njegova
implementacija je vsebovana v zbirki knjizˇnic oziroma v izvajalnem ogrodju,
napisanem v jeziku C++. Znacˇilnosti ogrodja so preprosta uporaba, enostavna
razsˇirljivost racˇunske mocˇi in samodejna porazdelitev izvajanja. Funkcije, ki
jih zˇeli uporabnik aplicirati nad podatki, se v izvajanje podajo v obliki poslov
z uporabo razlicˇnih programskih vmesnikov (C++, Python, Java).
Kot zanimivost navajamo podatke, ki nakazujejo narasˇcˇajocˇi trend podat-
kov in njihove obdelave pri podjetju Google [16]. V prvi in drugi vrstici slike 2.3
lahko zasledimo porast izvajanja uporabniˇskih poslov MapReduce in njihovih
povprecˇnih izvajalnih cˇasov, medtem ko je v tretji vrstici prikazano narasˇcˇanje
sˇtevila vozliˇscˇ namenjenih njihovemu izvajanju. Zadnji vrstici opisujeta trend
rasti vhodnih podatkov in kolicˇino novih, ki se pri tem ustvarijo. Skupno so
podatki leta 2010 v podjetju presegali 1000PB.
2V nasˇem primeru je opravilu reduce za vsako besedo vrstice poslan nov par, kar pa
lahko zaradi velike kolicˇine besed slabo vpliva na obremenjenost omrezˇja. V poglavju 3.5 je
predstavljena mozˇnost zdruzˇevanja parov pred njihovim nadaljnjim posˇiljanjem.
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Slika 2.3: Trend narasˇcˇanja podatkov in sˇtevila obdelav pri podjetju Google.
Podjetje se je odlocˇilo, da ogrodje ne prispeva k odprtokodni skupnosti,
kljub temu pa je leta 2004 objavilo cˇlanek [39], ki je prispeval k razvoju
sˇtevilnih implementacij modela MapReduce.
Apache Hadoop je odprtokodna in ena izmed bolj razsˇirjenih implementa-
cij Googlovega modela MapReduce, ki s pripadajocˇim porazdeljenim podatkov-
nim sistemom HDFS omogocˇa porazdeljeno procesiranje in hranjenje velike
kolicˇine podatkov v grucˇah racˇunalnikov [5]. Primeren je predvsem za izvaja-
nje podatkovno intenzivnih aplikacij in daljˇsih paketnih obdelav (angl. batch
processing).
Zacˇetki razvoja segajo v leto 2005 s projektom iskalnika Nutch, katerega
idejni vodja in razvijalec je Doug Cutting. V naslednjem letu je projekt presˇel
pod okrilje podjetja Yahoo!, kjer trenutno gostijo Hadoop na vecˇ kot 43.000 vo-
zliˇscˇih za namene indeksacije strani, oglasˇevanja in optimizacije vsebin [13,30].
V letu 2010 je njihova najvecˇja grucˇa sˇtela 4000 vozliˇscˇ. Drugo najvecˇjo grucˇo
s 21PB prostora na skupno 2000 vozliˇscˇih so imeli v istem letu pri podjetju
Facebook. Posamezno vozliˇscˇe je vsebovalo 32GB delovnega pomnilnika, 12TB
prostora in od 8 do 16 procesorskih jeder.
Zgoraj omenjeni podjetji sta poleg podjetij Cloudera, Hortonworks in Stum-
bleUpon glavni razvijalki in podporniki projekta Apache Hadoop [31]. Razsˇir-
jenost njegove uporabe lahko vidimo na sliki 2.4.
Poleg razlicˇice Apache Hadoop smo zasledili tudi njene komercialne izpe-
ljanke, ki se od osnovne razlikujejo predvsem v orodjih za upravljanje in nadzor
grucˇe, izpopolnjeni avtentikaciji in nacˇinu dostopa, podpori za statisticˇna in
analiticˇna orodja ter drugih dodatkih. Opise lastnosti in podrobnosti lahko
najdemo v naslednjih bolj prepoznavnih razlicˇicah: Amazon Elastic MapRe-
duce, Cloudera CDH, MapR, EMC Greenplum HD in IBM InfoSphere BigIn-
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Slika 2.4: Seznam podjetij v povezavi s projektom Hadoop [12].
sights. Podrobnejˇsi opis implementacije modela MapReduce v okolju Apache
Hadoop se nahaja v poglavju 3.1.
Disco je ena izmed mnogih razlicˇic implementacije modela MapReduce, ka-
terega so razvili v raziskovalnem centru podjetja Nokia. Ogrodje poleg proce-
snega dela vsebuje tudi porazdeljen datotecˇni sistem DDFS, ki je tesno povezan
z izvajanjem poslov MapReduce [6].
Osnove ogrodja so napisane v funkcijskem jeziku Erlang, ki je namenjen
razvoju robustnih, porazdeljenih in napakam odpornih aplikacij za izvajanje
ohlapno v realnem cˇasu [6, 7]. Uporabniki posle MapReduce navadno piˇsejo v
jeziku Python.
Sector/Sphere je odprtokodni projekt, katerega zacˇetek razvoja sega v leto
2006 na univerzi Illinois pod okriljem NCDM (National Center for Data Mi-
ning). Namen projekta je upravljanje in obdelava velikih kolicˇin podatkov med
razlicˇnimi grucˇami racˇunalnikov, ki so med seboj lahko povezane prek prostra-
nih omrezˇij (angl. WAN ) [21]. Projekta sta v veliki meri podobna modelu
MapReduce, cˇeprav ju zaradi njihovih razlik ne moremo v celoti enacˇiti s tem
modelom. Podobno kot pri ostalih ogrodjih za porazdeljeno procesiranje je
tudi v tem projektu prisoten porazdeljen podatkovni sistem Sector in podat-
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kovno procesno ogrodje Sphere. Glavna motiva razvoja sta bila poenostavitev
porazdeljenega programiranja in porazdelitev ter zbiranje podatkov med vecˇ
lokacij podatkovnih grucˇ.
Poizvedovanje v ogrodju Sphere je mogocˇe z uporabniˇsko definiranimi funk-
cijami (angl. UDF ) ali preko vmesnika za poizvedovanje v modelu MapReduce.
Projekt je zasnovan v jeziku C++, dopolnjuje pa ga lasten komunikacijski
protokol UDT, ki skupaj z optimiziranim pretokom podatkov predstavlja al-
ternativo ogrodjem, kot je Hadoop. Avtorji navajajo, da je njegova uporaba
primerna predvsem za obdelavo podatkov razdeljenih na vecˇ locˇenih lokacij
ter za izvajanje analitike podatkovno zahtevnih aplikacij. Projekta se lahko
uporabljata tudi kot porazdeljen podatkovni sistem in napredna platforma za
souporabo podatkov.
Microsoft Dryad je splosˇnonamensko izvajalno ogrodje namenjeno izvaja-
nju podatkovno porazdeljenih aplikacij. Znacˇilnosti ogrodja izhajajo iz treh
racˇunskih modelov za porazdeljeno procesiranje: sencˇilni jeziki za izvajanje
na graficˇno procesnih enotah, Googlov model MapReduce in porazdeljene po-
datkovne baze [24]. Potek in izvajanje programa predstavlja aciklicˇni graf,
ki vsebuje vozliˇscˇa z opisi izvajanj in povezave, ki dolocˇajo nacˇin njihove ko-
munikacije. Za povzporejanje skrbi razporejevalnik, ki posamezno vozliˇscˇe
grafa dodeli v izvajanje vecˇ procesorskim jedrom znotraj enega racˇunalnika ali
mnozˇici vecˇih racˇunalnikov grucˇe. V primerjavi z ostalimi modeli MapReduce,
ogrodje poleg opisa in poteka izvajanja omogocˇa vozliˇscˇem poljubno sˇtevilo
vhodov in izhodov. Modeliranje grafa in opisi izvajanj potekajo z namenskim
jezikom DryadLINQ napisanem v jeziku C++.
Stratosphere je odprtokodno ogrodje, ki ponuja posplosˇitev modela Map-
Reduce in vkljucˇuje dodaten nabor viˇsjenivojskih funkcij, ki so v modelu
MapReduce tezˇje opredeljive [11]. Izvajalno okolje Nephele je podobno kot
v ogrodju Dryad, medtem ko je posplosˇitev modela povzeta v programskem
modelu PACT. Poizvedovanje poteka v deklarativnem jeziku podobnemu SQL.
Model temelji na strukturah PACT (Parallelization Contracts), katerih
povzporejanje zagotavlja izvajalno ogrodje. Vsak PACT vsebuje vhodno in
po potrebi izhodno viˇsjenivojsko funkcijo (Input/Output Contract), ki kot pa-
rametre izvajajo uporabniˇsko definirane funkcije prvega reda. V modelu Map-
Reduce tovrstni funkciji predstavljata map in reduce. Razsˇiritev modela Map-
Reduce je zajeta v dodatnih viˇsjenivojskih funkcijah, kot so cross, match in
cogroup, ki se izvajajo na dveh ali vecˇ vhodih. Funkcije se za razliko od mo-
dela MapReduce ne izvajajo nad pari oblike 〈key, value〉 ampak nad n-tericami
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podatkov. Izvajanje v modelu MapReduce poteka po principu cevovoda v sto-
pnjah map-shuﬄe-reduce, medtem ko je v opisanem modelu z uporabo struk-
tur PACT mozˇno opredeliti zahtevnejˇse pretoke izvajanj. Izvajalne nacˇrte
in strategijo povzporejanja z ozirom na majhno pretocˇnost podatkov opravlja
prevajalnik.
Primeri komercialnih resˇitev
Aster Data predstavlja eno trenutno vodilnih ponudnikov analiticˇnih resˇitev
za obdelavo velikih kolicˇin podatkov. Produkt Teradata je osnovan na paten-
tirani tehnologiji SQL/MapReduce, ki je vkljucˇena v porazdeljeni podatkovni
grucˇi Aster nCluster [20]. Poizvedovanje omogocˇa pisanje uporabniˇsko defini-
ranih funkcij, ki jih lahko zasledimo tudi v relacijskih bazah. Izvajalno ogrodje
poizvedovanja temelji na principu MapReduce.
GridGain ponuja odprtokodno in komercialno resˇitev za obdelavo velikih
kolicˇin podatkov ohlapno v realnem cˇasu. Sistem vsebuje podatkovno in
racˇunsko grucˇo, ki je zgrajena po modelu MapReduce. Posebnost podatkovne
grucˇe je prisotnost porazdeljenega predpomnjenja (angl. distributed caching) s
katerim se zagotavlja visoko razpolozˇljivost, predvsem pa krajˇso odzivnost iz-
vajanja opravil. Integracija podatkov je mozˇna s sistemi za trajno shranjevanje
podatkov ali podatkovnimi skladiˇscˇi. Taksˇen primer so relacijske podatkovne
baze, sistemi ERP ali porazdeljen podatkovni sistem HDFS.
LexisNexis Risk Solutions je podjetje, ki se ukvarja z upravljanjem tve-
ganj podjetij s pomocˇjo preucˇevanja velikih mnozˇic podatkov. V ta namen je
razvilo sistem Thor, ki je sicer po svojih lastnostih, izvajalnem okolju in zmo-
gljivosti podoben ogrodju Google MapReduce, vendar je njegov razvoj potekal
neodvisno od modela podjetja Google [8]. Znacˇilnost njihove resˇitve je pri-
sotnost poizvedovalnega deklarativnega jezika ECL, ki je preveden v izvorno
kodo jezika C++ ter porazdeljen na vozliˇscˇa grucˇe. Sistem v trenutni razlicˇici
omogocˇa integracijo s porazdeljenim sistemom HDFS.
Primeri ogrodij za algoritme z iterativnim izvajanjem
Opisali smo, da je model MapReduce ucˇinkovit predvsem pri resˇevanju proble-
mov, ki so deljivi na manjˇse neodvisne dele. Ostali problemi, katerih izvajanje
konvergira h koncˇni vrednosti v vecˇ zaporednih iteracijah, se v okolju MapRe-
duce resˇujejo z vecˇ obhodi. Vsak obhod predstavlja novo iteracijo algoritma,
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kjer se vhodni podatki v stopnjo map prenesejo s prejˇsnjega obhoda stopnje
reduce.
V ogrodju Hadoop za izvajanje algoritmov v vecˇ obhodih lahko bodisi po-
skrbi uporabnik bodisi koordinacijo poslov prepusti orodju Apache Oozie.
Podpora vecˇobhodnega izvajanja je prisotna tudi v ogrodju HaLoop, ka-
terega glavni namen je optimizacija iterativnega izvajanja algoritmov, ki jo
skusˇajo dosecˇi s prilagojenim razporejanjem in mehanizmi predpomnenja (angl.
caching). Pri slednjem se zmanjˇsajo aktivnosti branja in obdelave podatkov
med zakljucˇkom prejˇsnjega in zacˇetkom naslednjega obhoda, poleg tega pa se
omogocˇi hiter dostop do podatkov, ki se ohranjajo v iteracijah algoritma [14].
Podobno ogrodje, ki spada v isto podrocˇje resˇevanja problemov in uporablja
model MapReduce, se imenuje Twister [19].
Poglavje 3
Ogrodje Hadoop
V sledecˇem poglavju je opisana implementacija programskega modela MapRe-
duce v ogrodju Apache Hadoop. Model smo spoznali v prejˇsnjem poglavju,
njegove znacˇilnosti pa so opisane v delovanju porazdeljenega datotecˇnega sis-
tema in pregledu izvajalnega ogrodja.
Ogrodje Apache Hadoop smo izbrali predvsem zaradi njegovega zaneslji-
vega in preizkusˇenega delovanja, razsˇirjenosti uporabe in podpore odprtokodne
skupnosti.
3.1 Uvod
Ogrodje Hadoop je odprtokodna implementacija modela MapReduce, ki se upo-
rablja za izvajanje podatkovno intenzivnih in paketnih aplikacij nad velikimi
zbirkami podatkov. Le-ti lahko predstavljajo bodisi strukturirane zapise v
porazdeljenih podatkovnih bazah bodisi datoteke shranjene v porazdeljenih
datotecˇnih sistemih, kot je npr. HDFS. Kljub temu, da je Hadoop v celoti
napisan v programskem jeziku Java, je mozˇno aplikacije MapReduce izvajati
tudi v skriptnih jezikih z uporabo orodja Hadoop Streaming.
Implementacija ogrodja je razdeljena v sklop Common, MapReduce in po-
razdeljen datotecˇni sistem HDFS. Slednja sta v ogrodju tesno povezava, a
vseeno medsebojno neodvisna. HDFS poleg porazdelitve podatkov omogocˇa
tudi njihovo replikacjo, s cˇimer je v sistemu po eni strani zagotovljena podat-
kovna redundacˇnost, po drugi pa optimalnejˇse razporejanje, ki z uposˇtevanjem
kopij podatkov omogocˇa krajˇse odzivne cˇase poslov (Poglavje 4).
Znacˇilnost okolja je zdruzˇenost procesnega in podatkovnega dela ter njuna
skorajda linearna razsˇirljivost z dodajanjem novih vozliˇscˇ. Ker so vozliˇscˇa
namenjena tako procesiranju kot hranjenju podatkov, se omenjena lastnost
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izrablja za izvajanje podatkovno lokalnih opravil, s cˇimer se zmanjˇsuje obre-
menjenost omrezˇja in izboljˇsuje odzivnost poslov (Poglavje 4.3.6). Dodajanje
in vzpostavitve vozliˇscˇ potekajo samodejno.
V ogrodju se napake v izvajanju navadno pojavijo zaradi neuspesˇno do-
koncˇanih opravil ali zaradi odpovedi delovnih vozliˇscˇ. V prvem primeru tezˇavo
resˇuje razporejevalnik, ki poskusˇa neuspesˇno opravilo ponovno dodeliti v iz-
vajanje drugim vozliˇscˇem. V primeru odpovedi ali pocˇasnosti vozliˇscˇa ogrodje
samodejno poskrbi za njihovo izolacijo in jim s tem preprecˇi nadaljnje izvaja-
nje.
V nadaljevanju je opisanih nekaj podprojektov, ki dopolnjuje okolje Apache
Hadoop. Sledi jim opis porazdeljenega datotecˇnega sistema HDFS in pregled
izvajanja modela MapReduce v implementaciji ogrodja Hadoop.
BigTop projekt je sˇe v zacˇetni razvojni fazi, njegov namen pa je avtomati-
zacija postavitev in zagotavljanje usklajenega delovanja med projekti v ekosi-
stemu Hadoop.
HBase je nerelacijska porazdeljena podatkovna baza v tesni povezanosti z
ogrodjem Hadoop in njegovim datotecˇnim sistemov. Njena pomembnejˇsa la-
stnost je odzivnost pri izvajanju nakljucˇnih bralno-pisalnih dostopov in hra-
njenje ogromnih kolicˇin podatkov (milijarde vrstic z milijoni stolpcev).
Mahout je zbirka algoritmov strojnega ucˇenja prilagojena okolju MapRe-
duce. Vecˇina algoritmov izhaja iz klasifikacijskega ucˇenja, razporejanja v grucˇe
in podrocˇja skupinskega filtriranja.
Pig je platforma za analizo vecˇjih zbirk podatkov, ki skupaj z jezikom Pig
Latin omogocˇa tvorjenje MapReduce poslov v okolju Hadoop. Sintaksa jezika
je podobna SQL.
Hive je podatkovno skladiˇscˇe za poizvedovanje in analizo podatkov shranje-
nih v podprtih datotecˇnih sistemih ogrodja Hadoop. Poizvedovanje poteka z
jezikom HiveQl, katerega poizvedbe se prevedejo v MapReduce posle.
Flume je orodje za ucˇinkovito zbiranje vecˇjih kolicˇin dnevniˇskih datotek za
kasnejˇso obdelavo in skupno hranjenje. Branje lahko poteka iz vecˇ virov (da-
toteke Log, paketi Syslog, procesi Unix ), ki so kasneje procesirani s Hadoopom
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ali shranjeni na skupni lokaciji (HDFS, HBase). Podobne lastnosti lahko za-
sledimo v projektu Apache Chukwa.
ZooKeeper je centralizirana visoko razpolozˇljiva storitev za koordinacijo po-
razdeljenih aplikacij. Storitev ponuja nabor elementov, ki jih aplikacije lahko
implementirajo za namene sinhronizacije, informacije o nastavitvah, upravlja-
nje skupin, imenovanje vodje in ostale storitve.
Sqoop je orodje, ki omogocˇa uvazˇanje in izvazˇanje strukturiranih podatkov
iz relacijskih podatkovnih baz in podatkovnih skladiˇscˇ ali baz tipa NoSQL.
Avro omogocˇa serializacijo podatkovnih struktur ali objektov v obliko, ki
jo razume ciljni nosilec podatkov. Podatkovni tipi in protokoli so definirani v
notaciji JSON. Ogrodje omogocˇa binaren in JSON zapis kodiranja. V Hado-
opu se uporablja kot povezovalni cˇlen za komunikacijo med vozliˇscˇi in dostop
odjemalcev do storitev grucˇe. Podobne lastnosti lahko zasledimo v projektu
Apache Thrift.
3.2 Podrocˇja in primeri uporabe
Pri pisanju diplomskega dela smo tovrstno ogrodje zasledili v primerih uporabe
naprednejˇsih podatkovnih analiz kot tudi na podrocˇju poslovnega obvesˇcˇanja
(angl. business intelligence). Kar nekaj primerov smo nasˇli na podrocˇju znan-
stvenega racˇunanja.
Skupna lastnost skorajda vseh primerov je prisotnost velikih kolicˇin ne-
strukturiranih podatkov, ki lahko izvirajo iz vecˇ sistemov in katerih obdelava
poteka paketno oziroma v intervalih. Zbiranje vzorcev in zakonitosti podatkov
poteka obicˇajno s statisticˇnimi modeli in algoritmi podatkovnega rudarjenja
(angl. data mining). Nekaj primerov njihove uporabe smo povzeli v nadalje-
vanju:1
Modeliranje tveganj (angl. risk modeling). Navadno se pri uvajanju
ogrodja v novo okolje podatki iz vecˇ podatkovnih virov zdruzˇijo v enega. V
primeru bancˇniˇstva je s centraliziranjem podatkov omogocˇen natancˇnejˇsi in
1Podrocˇja uporabe smo v vecˇini povzeli in dopolnili iz [22]. Konkretni primeri uporabe
so bili povzeti po razlicˇnih virih omenjenih podjetij.
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celovitejˇsi pregled uporabnikovega financˇnega stanja in zadovoljstva s stori-
tvami banke, medtem ko je skupinam analitikov omogocˇeno poizvedovanje na
celotnih zbirkah podatkov institucije.
Odkrivanje goljufij in vsiljivih vsebin (angl. fraud detection). Ogro-
dje pri Yahooju uporabljajo za odkrivanje nezˇelene posˇte, medtem ko ga pri
podjetju Last.fm poleg glasbenih priporocˇil uporabljajo tudi za detekcijo ne-
primernih objav uporabnikov. Na oglasˇevalskem podrocˇju se izkazˇe koristen
pri preprecˇevanju goljufij avtomatiziranih klikov in s tem povezanih strosˇkov
oglasˇevanja. V IBM -u kot primer uporabe navajajo odkrivanje goljufij glede
na zaporedje in lastnosti vzorcev, ki so pridobljeni iz financˇno transakcijskih
sistemov.
Analize prehajanja uporabnikov (angl. customer churn analysis).
Telekomunikacijska podjetja z analiziranjem dnevniˇskih zapisov klicev, podat-
kov socialnih omrezˇij in ostalih virov lahko opredelijo zadovoljstvo uporabnika
in verjetnost njihovega odhoda k drugemu operaterju. Pri kitajskem tele-
komunikacijskem podjetju CMCC ogrodje dodatno uporabljajo za izboljˇsavo
prodajnih aktivnosti in storitev ter optimizacijo mrezˇnega delovanja.
Priporocˇilni sistemi (angl. recommendation engine). Tipicˇen primer
implementacije taksˇnega sistema z zaledjem ogrodja Hadoop sta storitvi Peo-
ple You May Know podjetja LinkedIn in Frequently Bought Together podjetja
Amazon. Napovedovanje skupnih znacˇilnosti se navadno opravljajo s pristo-
pom, ki temelji na opisu vsebine elementov (angl. content based) ali s strategijo
filtriranja na podlagi medsebojnih znacˇilnosti (angl. collaborative filtering).
Usmerjeno oglasˇevanje (angl. ad targeting) je podrocˇje spletnega ogla-
sˇevanja, katerega cilj so postavitve oglasov na podlagi vsebin ciljnih strani
(angl. contextual advertising) in njihovo prikazovanje, ki se sklada z aktiv-
nostmi ter vedenjskimi znacˇilnostmi uporabnika (angl. behavioral targeting).
Podjetje Facebook nekatere izmed zgoraj nasˇtetih pristopov uporablja nad ano-
nimnimi podatki, in sicer za namene ucˇinkovitejˇsega oglasˇevanja in izboljˇsanja
uporabniˇskih storitev. Ogrodje Hadoop se dodatno uporablja za spremljanje
stanja omrezˇja s sistemom ODS in skupaj s porazdeljeno podatkovno bazo
HBase predstavlja odziven sporocˇilni sistem za hranjenje vecˇ kot 135 mili-
jard mesecˇnih sporocˇil. Ogrodje za namene usmerjenega oglasˇevanja skupaj
z dodatnimi mehanizmi predpomnjenja uporabljajo tudi pri podjetju AOL in
Adobe.
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Nadzorno metricˇni sistemi (angl. metric systems) sluzˇijo predvsem
spremljanju in zaznavanju nenavadnih dogodkov v delovanju sistema. Taksˇen
primer lahko predstavljajo podatki razlicˇnih senzorskih mrezˇ ali podatki iz tr-
govalnih okolij, kjer se z uporabo statisticˇnih modelov spremlja in ugotavlja
nenavadne vzorce v aktivnosti trgovanj. Drugi primer taksˇnega sistema smo za-
sledili pri francoskemu podjetju EDF, ki je eden vecˇjih svetovnih upravljavcev
elektricˇne energije. Cilj njihove prototipne postavitve okolja Hadoop je bilo iz-
vajanje nadzora in analiz ter spremljanje 35 milijonov pametnih uporabniˇskih
merilnikov in senzorskih podatkov generatorjev elektro distribucijskih mrezˇ
(angl. smart grids). Ogrodje se obicˇajno uporablja v vecˇjih podatkovnih
centrih, kjer se z analiziranjem velikih kolicˇin dnevniˇskih zapisov aplikacij in
strezˇniˇskih sistemov omogocˇa sˇirsˇi vpogled v delovanje in stanje infrastrukture.
Poslovno obvesˇcˇanje (angl. business intelligence). Ogrodje sicer v
osnovi ne ponuja orodij za podporo pri odlocˇanju in upravljanju poslovanja, a
kljub temu lahko opravlja vlogo podatkovnega skladiˇscˇa in procesnega ogrodja
v povezavi z drugimi analiticˇnimi orodji. Integracijo in povezljivost z ome-
njeno arhitekturo zagotavljajo mnogi vecˇji proizvajalci analiticˇnih resˇitev, kot
so Tableu Software, Talend, MicroStrategy, Pentaho in Jaspersoft. V primeru
spletnih prodajaln se lahko orodja uporabljajo za porocˇanja o prodajnih aktiv-
nostih in zadovoljstvu kupcev, trendih nakupov in planiranju prodajnih zalog.
Iskalni indeksi (angl. search index). Pri podjetju Yahoo! poleg usmer-
jenega oglasˇevanja in detekcije nezˇelenih sporocˇil ogrodje z uporabo algoritmov
strojnega ucˇenja uporabljajo za izgradnjo iskalnega indeksa. Vhod v algoritem
predstavlja aciklicˇen graf vseh znanih spletnih strani z njihovimi pripadajocˇimi
podatki. Ogrodje oziroma natancˇneje HDFS lahko sluzˇi kot osnova za gradnjo
indeksne infrastrukture, ki z uposˇtevanjem zgodovine iskanj in preferenc upo-
rabnikov omogocˇa izgradnjo iskalnega indeksa in napovedovanja uporabnikom
pomembnih iskalnih rezultatov.
Bioinformatika in biomedicina (angl. bioinformatics, biomedicine)
je podrocˇje, katerih algoritmi vsebuje veliko sˇtevilo podatkovno intenzivnih
in vecˇinoma neodvisnih opravil, zaradi cˇesar so primerni za uporabo v oko-
ljih MapReduce [9]. V enem izmed najvecˇjih znanstvenoraziskovalnih centrov
NERSC navajajo uporabo testnega okolja Hadoop poleg bioinformacijskih apli-
kacij tudi za izvajanje podnebnih analiz in za algoritme numericˇne linearne
algebre. Kot primer opisujejo prepoznavanje peptidov iz masno spektralnih
podatkov, grucˇenje proteinskih zaporedij in razcepe QR matrik. Na ogrodju
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Hadoop slonijo sledecˇa bioinformacijska orodja [36]: CloudBLAST, CrossBow,
Contrail, Bowtie, Biodoop in BioPig.
3.3 Arhitektura in osnovni gradniki
Izvajanje opravil v okolju Hadoop poteka v grucˇi racˇunalnikov oziroma mnozˇici
ohlapno povezanih vozliˇscˇ. Grucˇo sestavljajo glavno vozliˇscˇe in mnozˇica podre-
jenih delovnih vozliˇscˇ, ki so namenjena shranjevanju in procesiranju podatkov.
Glavno vozliˇscˇe navadno sestavlja upravljalec poslov (angl. jobtracker)
in imensko vozliˇscˇe (angl. namenode), ki skrbi za upravljanje s podatki
in imenskim prostorom datotecˇnega sistema. Naloga upravljalca poslov je
koordinacija in razporejanje opravil podrejenim delovnim vozliˇscˇem (angl.
tasktracker), ki so zadolzˇeni za izvajanje opravil in obvesˇcˇanje upravljalca o nji-
hovem poteku. Obdelovalni podatki se nahajajo na podatkovnih vozliˇscˇih
(angl. datanodes).
Problem, katerega zˇeli uporabnik resˇevati nad vhodnimi podatki, je dolocˇen
s funkcijama map in reduce. Funkciji skupaj z informacijo o vhodnih podat-
kih in ostalih parametrih okolja predstavljajo posel (angl. job), ki sestoji iz
vecˇ manjˇsih enot dela, imenovanih opravila (angl. tasks), katerih sˇtevilo je
dolocˇeno glede na delitev nabora vhodnih podatkov.
Ogrodje pred vsakim pricˇetkom izvajanja poskrbi za delitev vhodnih po-
datkov na manjˇse razdelke (angl. splits), katerih delitev je odvisna od velikost
bloka datotecˇnega sistema. Za vsakega izmed njih se ustvari novo opravilo
map, katerega izvajanje je dolocˇeno v istoimenski uporabniˇski funkciji. Za-
njo velja, da se uporabi na vsakem zapisu razdelka, ki ga opravilo trenutno
obdeluje.
Cˇe povzamemo, je posel sestavljen iz vecˇ enakih opravil map, katerih sˇtevilo
je dolocˇeno z velikostjo bloka datotecˇnega sistema, medtem ko je sˇtevilo opravil
reduce dolocˇeno s strani uporabnika.
Izbiro izvajalnega posla in dodeljevanje opravil opravlja komponenta raz-
porejevalnik (angl. scheduler), ki je del upravljalca poslov. Razporejanje
poteka po principu prozˇenja, torej ob zahtevah delovnih vozliˇscˇ po novih opra-
vilih.
Dodeljena opravila se izvajajo v navideznih racˇunskih virih delovnih vo-
zliˇscˇ (angl. slots). Njihovo sˇtevilo se dolocˇi pred vzpostavitvijo posameznega
vozliˇscˇa na podlagi zmogljivosti vozliˇscˇa oziroma glede na sˇtevilo vsebovanih
procesorskih jeder.
Navadno je na vozliˇscˇih grucˇe prisotno tako podatkovno kot tudi delovno
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vozliˇscˇe, vendar je mozˇna njuna locˇitev. Upravljalec poslov in imensko vozliˇscˇe
obicˇajno zasedata lastno vozliˇscˇe na katerem se opravila ne izvajajo. Primer
obicˇajne grucˇe in vozliˇscˇ lahko zasledimo na sliki 3.1.
Slika 3.1: Obicˇajen primer grucˇe s prisotnostjo glavnega in delovno podatkov-
nih vozliˇscˇ z delitvijo na racˇunski in podatkovni sloj.
3.4 Porazdeljen datotecˇni sistem HDFS
HDFS je porazdeljen datotecˇni sistem (angl. Hadoop Distributed File System),
ki ponuja visoko prepustnost podatkov, zanesljivo delovanje in visoko odpor-
nost na okvare. Poleg zagotavljanja visoke prepustnosti sta njegovi pomemb-
nejˇsi lastnosti tudi samodejna zaznava in odprava napak. Sistem je zasnovan za
delo z velikimi kolicˇinami podatkov, zato je cˇas, potreben za branje celotnega
nabora, pomembnejˇsi od dostopnega cˇasa za branje zacˇetnega zapisa. Prime-
ren je predvsem za uporabo daljˇsih paketnih obdelav, kjer so prisotne velike
kolicˇine podatkov. Za aplikacije, kjer je odzivnost poizvedb zelo pomembna,
avtorji [2] kot primernejˇso izbiro navajajo uporabo nerelacijske porazdeljene
podatkovne baze HBase. Sistem je zasnovan po principu enkratnega pisanja z
vecˇkratnim branjem (angl. write once read many).
Omenili smo, da je upravljanje podatkov naloga imenskega vozliˇscˇa. Slednji
skrbi za strukturo podatkovnega sistema, koordinacijo operacij in metapodatke
datotek, kot so pravice dostopa in njihove lokacije [38]. Podatki so shranjeni na
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podatkovnih vozliˇscˇih, ki so zadolzˇena za izvrsˇevanje zahtev branja in pisanja
s strani imenskega vozliˇscˇa ali odjemalca HDFS.
Podatki se v datotecˇnem sistemu shranjujejo v blokih velikosti 64MB. Za
vsakega izmed njih navadno obstaja kopija na vsaj sˇe dveh razlicˇnih vozliˇscˇih.
Slednje prispeva k redundacˇnosti sistema in boljˇsi odzivnosti poslov pri razpo-
rejanju opravil (Poglavje 4.3.6).
Branje podatkov poteka s pomocˇjo odjemalca HDFS (angl. HDFS client).
Zacˇetek branja se pricˇne s poizvedbo odjemalca, ki od imenskega vozliˇscˇa pri-
dobi informacije o lokacijah blokov. Za sestavo blokov poskrbi odjemalec,
medtem ko branje poteka neposredno iz delovnih vozliˇscˇ. Pri izbiri vozliˇscˇ
imensko vozliˇscˇe uposˇteva tudi topologijo omrezˇja [38].
Pisanje nove datoteke se pricˇne z zahtevo odjemalca imenskemu vozliˇscˇu.
Cˇe datoteka sˇe ne obstaja in cˇe ima uporabnik zadostne pravice, se pisanje na
podatkovno vozliˇscˇe lahko pricˇne. Replikacije blokov se izvrsˇijo po principu
cevovoda, kjer se iz zacˇetnega podatkovnega vozliˇscˇa posredujejo na preostala.
Proces in dodeljevanje lokacij replikacijskih blokov nadzira imensko vozliˇscˇe.
Bralni dostopi so prikazani na levi strani slike 3.2, medtem ko pisalne lahko
zasledimo na desni strani.
V primeru izpada imenskega vozliˇscˇa je delovanje sistema onemogocˇeno.
Dodatno vozliˇscˇe s kopijo imenskega vozliˇscˇa je prisotno od razlicˇice Hadoop
0.23 dalje.
Slika 3.2: Prikaz bralno-pisalnih dostopov v HDFS.
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3.5 Pregled izvajanja modela MapReduce v
ogrodju Hadoop
Opisi izvajalnih stopenj in definiciji funkcij modela MapReduce so predstavljeni
v prejˇsnjem poglavju, zato jih bomo tukaj izpustili. Poleg pregleda izvajanja
smo v sledecˇem poglavju navedli sˇe delitveno funkcijo, s katero dolocˇamo lo-
kacijo izvajanj parov in mozˇnost optimizacije izvajanja opravil s komponento
zdruzˇevalnika.
Izstavitve poslov opravlja odjemalec (angl. jobclient). Slednji za posa-
mezen posel poskrbi za razdelitev vhodnih podatkov na M razdelkov. Raz-
porejevalnik za isti posel sestavi seznam opravil, pri cˇemer za vsakega izmed
razdelkov vhodnih podatkov ustvari novo opravilo. Poleg M opravil map se
ustvari sˇe R opravil reduce, katerih sˇtevilo je opredeljeno v konfiguraciji posla.
Navadno se sˇtevilo opravil reduce dolocˇa glede na vrsto problema in lastnosti
grucˇe, medtem ko je sˇtevilo opravil map odvisno od kolicˇine vhodnih podat-
kov in velikosti bloka HDFS. Potek izvajanja opravil prikazuje slika 3.3 (sledecˇi
opisi so v skladu s sliko):
1) Poleg delovnih vozliˇscˇ (Tasktracker) je v grucˇi prisoten upravljalec poslov
(Jobtracker), ki z razporejanjem poslov skrbi za dodeljevanje opravil med
prosta vozliˇscˇa. Komunikacija med delovnimi vozliˇscˇi in upravljalcem po-
teka s statusnimi sporocˇili (angl. heartbeats), preko katerih se vozliˇscˇem
prenasˇajo tudi seznami dodeljenih opravil.
2) Vozliˇscˇe, kateremu je bilo v izvajanje dodeljeno opravilo map, prebere vse-
bino pripadajocˇega razdelka (Split) in jo pretvori v ustrezne pare, ki sluzˇijo
kot vhod v funkcijo map. Izhod funkcije so vmesni pari, ki so zacˇasno
shranjeni v vmesnem pomnilniku vozliˇscˇa (angl. buffer).
3) Obcˇasno se vmesni pomnilnik vozliˇscˇa shrani na lokalni disk, pri cˇemer so
pari razdeljeni v R skupin glede na kljucˇ in delitveno funkcijo. Lokacije
skupin so posredovane glavnemu vozliˇscˇu, ki poskrbi, da se v nadaljevanju
iste skupine izvajajo na skupnem delovnem vozliˇscˇu.
4) Vozliˇscˇe, ki mu je dodeljeno opravilo reduce in je prejel informacije o lokaci-
jah svojih skupin, izvede branje iz oddaljenih delovnih vozliˇscˇ. Po prejetju
vseh vmesnih parov iz pripadajocˇih skupin sledi sortiranje parov glede na
njihov kljucˇ. Pri tem se pari z istem kljucˇem zdruzˇijo, tako da nov par
predstavlja kljucˇ in vse njegove vrednosti iz zakljucˇenih opravil map. Sor-
tiran seznam parov iz kljucˇev in pripadajocˇih vrednosti je nato posredovan
v funkcijo opravila reduce.
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5) V zadnji stopnji se pari oblike 〈k, {v1, ..., vm}〉 posredujejo v funkcijo reduce
(enacˇba 2.2, str. 7). Rezultat funkcije reduce je dodan v izhodno datoteko
trenutnega opravila.
Slika 3.3: Izvajalno okolje modela MapReduce in osnovni gradniki ogrodja
Hadoop, ki smo jih spoznali v poglavju 4.3.2.
Po uspesˇno koncˇanem izvajanju je na voljo R izhodnih datotek, ki so lahko
bodisi vhod v novo iteracijo bodisi zdruzˇeni v koncˇni rezultat.
V stopnji map lahko zasledimo, da se pari v primeru vecˇjega sˇtevila opravil
reduce razdelijo v vecˇ skupin, pri katerih je opravilo reduce oziroma vozliˇscˇe,
kjer se bodo skupine nadaljnje izvajale tocˇno dolocˇeno (tocˇka 3). V poslu velja,
da so vsi pari z istim kljucˇem zbrani pri istemu opravilu [38, str.194]. Sˇtevilo
skupin je dolocˇeno s sˇtevilom opravil reduce, medtem ko delitveno funkcijo
(angl. partition funcion) lahko definira uporabnik sam. Dolocˇitev skupine para
obicˇajno poteka glede na njegov kljucˇ s pomocˇjo funkcije hash(key) mod R.
Pri definiciji nove delitvene funkcije je potrebno paziti na enakomerno delitev
prostora kljucˇev.
Pred izvajanjem opravil reduce poteka zbiranje vseh izhodnih parov opra-
vil map, kar pri njihovem vecˇjem sˇtevilu lahko predstavlja veliko obremeni-
tev omrezˇja. Hadoop tako pred posˇiljanjem parov iz posameznega vozliˇscˇa
omogocˇa njihovo zdruzˇevanje, in sicer tako, da na njih izvede funkcijo dolocˇeno
v zdruzˇevalniku (angl. combiner). Zdruzˇevanje si lahko predstavljamo po-
dobno kot operacijo reduce, ki se izvaja nad izhodnimi pari izbranega opravila
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map. V primeru sˇtetja besed iz poglavja 2 bi to pomenilo, da na izhodnih
parih opravil map opravimo sˇe sesˇtevanje istih besed in jih sˇele nato posˇljemo
v izvajanje opravilom reduce. S slednjim se bistveno zmanjˇsa obremenjenost
omrezˇja, saj bi v tem primeru namesto vseh pojavitev parov 〈word, 1〉 vhod
v opravilo reduce predstavljali le pari 〈word, freq〉. Uporaba zdruzˇevalnika se
izvaja ob zapisu parov iz vmesnega pomnilnika na lokalni disk (tocˇka 3).
V zgornjem odstavku smo opisali eno izmed mozˇnih izboljˇsav pretoka po-
datkov in posledicˇno obremenjenosti omrezˇja. Kljub temu pa v poglavju nismo
omenili, kaksˇno vlogo ima razporejanje pri odzivnosti opravil. Razporejanje v
okolju Hadoop je opisano v naslednjem poglavju.
Poglavje 4
Razporejanje v okolju Hadoop
V tem poglavju obravnavamo lastnosti razporejanja in razporejevalnikov v
okolju Apache Hadoop. Podrobneje je opisan pravicˇni razporejevalnik, kate-
rega strukturo smo uporabili kot osnovo za implementacijo cˇasovnega okna v
naslednjem poglavju. V poglavju je poleg skupin razporejevalnikov navedenih
sˇe nekaj njihovih bolj znanih predstavnikov, pri katerih lahko zasledimo, kako
resˇujejo problem pravicˇnega deljenja racˇunskih virov, izkoriˇscˇenosti sistema in
krajˇse odzivnosti poslov.
4.1 Uvod v razporejanje
V prejˇsnjem poglavju smo omenili, da posel uporabnika sestavljajo map in re-
duce opravila, ki jih razporejevalnik dodeljuje med proste racˇunske vire delov-
nih vozliˇscˇ. V Hadoopu njihovo dodeljevanje poteka po principu prozˇenja, kjer
delovno vozliˇscˇe s statusnim sporocˇilom (angl. hearbeat) obvesti upravljavca
poslov o prostih virih, sˇtevilu opravil v izvajanju in ostalih informacijah vo-
zliˇscˇa. Sledi izbira posla, ki se pri razporejevalnikih razlikuje glede na cilje
razporejanja in parametre okolja.
Po izbiri posla se izvajanje nadaljuje z dodeljevanjem opravil, ki je enako
za vse razporejevalnike. Ogrodje jim ponuja le mozˇnost izbire opravila glede
na zˇeleno lokalnost podatkov. Z dolocˇanjem lokalnosti imajo razporejevalniki
tako mozˇnost ali vozliˇscˇu dodeliti opravilo, katerega podatki se nahajajo na
istem vozliˇscˇu ali pa izbrati najblizˇje nelokalno opravilo. V tem primeru se iz
oddaljenega vozliˇscˇa pricˇne prenos podatkov, ki so potrebni za njegovo izvaja-
nje.
Pomemben parameter pri izbiri opravil predstavlja replikacijski faktor po-
datkov, ki povecˇa verjetnost prisotnosti lokalnih opravil na vozliˇscˇu, ki je opra-
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vilo zahtevalo. Dodeljena opravila se v izvajanje delovnim vozliˇscˇem posredu-
jejo preko povratnih statusnih sporocˇil.
V zadnjih letih je bilo optimizaciji razporejanja v okolju MapReduce posvecˇeno
veliko pozornosti. Kot primer mozˇnosti izboljˇsav sˇtudija [32] povzema sˇtevilne
parametre, kot je razcˇlenjevanje zapisov, vrsta sortiranja in nacˇin V/I branja
(neposredno v primerjavi s tokovnim branjem). Dodatno obravnava parame-
tre, kot so sˇtevilo racˇunskih virov na procesorsko jedro, sˇtevilo socˇasnih poslov
v izvajanju, vpliv lokacije podatkov ter dolzˇina intervala pri komunikaciji med
razporejevalnikom in delovnimi vozliˇscˇi.
Vecˇino razporejevalnikov in predlaganih resˇitev bi lahko v grobem uvrstili v
naslednje skupine:
Optimizacija izvajanja. V to skupino spadajo predvsem razporeje-
valniki, ki z inteligentnim razporejanjem prispevajo h krajˇsim odzivnim
cˇasov in vecˇji prepustnosti poslov ter vplivajo na vecˇjo ucˇinkovitost grucˇe.
Slednje navadno dosegajo z resˇevanjem katerega izmed zgoraj nasˇtetih
parametrov. Primeri: Fairscheduler [39], LATE [41], Delay [40].
Namensko razporejanje je skupina v katero sodijo razporejevalniki
prisotni v grucˇah, kjer je cilj in uporaba grucˇe s strani uporabnikov
natancˇno dolocˇena. V sistemu so prisotne razlicˇne politike uporabe, ki jih
razporejevalnik mora uposˇtevati. Taksˇen primer je dodeljevanje virov na
podlagi ponudbe uporabnika (angl. cost-based model). Primeri: Lsched
[18], Dynamic Priority Scheduler [34].
Razporejanje v realnem cˇasu. Sem sodijo razporejevalniki, ki skusˇajo
zagotovi zakljucˇek izvajanj poslov ohlapno ali strogo v realnem cˇasu.
Pri oceni trajanja posla uposˇtevajo razlicˇne hevristike izvajanja, ter z
uposˇtevanjem parametrov okolja skusˇajo napovedati njegov zakljucˇek.
Primeri: EDF/MR, EDF/TD [33].
Zgornje razporejevalnike smo poskusˇali smiselno razvrstiti v skupine, pri cˇemer
je pomembno vedeti, da stroga locˇnica med njimi ni zacˇrtana. Taksˇen primer
predstavlja prva skupina, v katero lahko uvrstimo vecˇino nasˇtetih razporeje-
valnikov. Nekaj bolj razsˇirjenih je opisanih v nadaljevanju.
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4.2.1 Prioritetni razporejevalnik
V zacˇetnih razlicˇicah ogrodja je bilo razporejanje opravil urejeno glede na cˇas
prispetja posla z uporabo razporejanja FIFO, ki mu je bila kasneje dodana
mozˇnost razporejanja na podlagi prioritete poslov. Razporejevalnik omogocˇa
dolocˇiti prioritete poslov v petih razlicˇnih vrednostih. Navkljub prioritetam
poslov pa pomanjkanje mehanizmov za prekinitev izvajanja opravil lahko pri-
vede do njihovega zastoja. Primer, kjer se slednje odrazˇa, je prispetje posla
z visoko prioriteto v cˇasu izvajanja daljˇsega posla z nizˇjo prioriteto. Zaradi
pomanjkanja omenjenih mehanizmov se bo posel z viˇsjo prioriteto lahko izva-
jal sˇele po zakljucˇku daljˇsega posla. V razlicˇici ogrodja Hadoop 0.20.205 ga
zasledimo kot privzeti razporejevalnik.
4.2.2 Pravicˇni razporejevalnik
Pravicˇni razporejevalnik (angl. Fairscheduler) so razvili v podetju Facebook
iz potrebe po ucˇinkovitejˇsi delitvi racˇunskih virov med vecˇ uporabnikov sis-
tema in izboljˇsanju odzivnih cˇasov krajˇsih poizvedb. Razporejevalnik racˇunske
vire med posle dodeljuje enakomerno, pri cˇemer je mozˇno dolocˇati zajamcˇeno
kolicˇino virov, ki je poslom vedno na razpolago (angl. minshare). Pravicˇni
razporejevalnik temelji na treh lastnostih:
• Vsak uporabnik ali skupina odda svoj posel v bazen, ki mu je dolocˇen.
• Vsakemu bazenu je mozˇno dolocˇiti minimalni delezˇ virov za izvajanje
map ali reduce opravil, ki so mu vedno na voljo.
• Presezˇek racˇunskih virov, ki niso namenjeni zagotavljanju minimalnih
delezˇev, se pravicˇno in enakomerno dodeli ostalim bazenom ali poslom,
odvisno od tega, kaj razporejamo.
V razporejevalniku je prisotna mozˇnost dvostopenjskega razporejanja. Zuna-
nje predstavlja pravicˇno razporejanje virov med bazeni, medtem ko notranje
predstavlja razporejanje znotraj bazena. Na sliki 4.1 je opisan primer hierar-
hije bazenov in pravicˇnega dodeljevanja racˇunskih virov.
Prakticˇni del diplomskega dela temelji na implementaciji cˇasovne kompo-
nente opisanega razporejevalnika, zato so njegove podrobnosti in algoritmi
predstavljeni v naslednjem poglavju.
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Slika 4.1: Primer hierarhije razporejanja in pravicˇnega dodeljevanja virov.
4.2.3 Razporejanje z dolocˇanjem kapacitet
Razporejevalnik z mozˇnostjo dolocˇanja kapacitet cˇakalnih vrst (angl. Capacity
Scheduler) so pri podjetju Yahoo! zasnovali z namenom preprostega deljenja
virov grucˇe med razlicˇne organizacijske enote podjetja [3].
Funkcionalnosti razporejevalnika so v veliki meri podobne pravicˇnemu raz-
porejevalniku. Uporabniki posle izstavljajo v cˇakalne vrste, katerih hitrost iz-
vajanja je odvisna od njihove kapacitete. Slednja predstavlja delezˇ racˇunskih
virov grucˇe, ki so vrstam na voljo za izvajanje njihovih poslov. V primeru
nedejavnosti vrste se prosti viri razdelijo med ostale cˇakalne vrste, katerim je
dovoljeno, da za cˇas izvajanja posla prekoracˇijo svojo kapaciteto. Kopicˇenje
prostih virov v posamezni vrsti je mogocˇe preprecˇiti z dolocˇitvijo najvecˇjega
sˇtevila dodatnih virov, ki so vrsti lahko dodeljeni.
Posli se v vrsti razporejajo glede na cˇas prispetja po principu FIFO, med-
tem ko razporejevalnik omogocˇa njihovo razporejanje tudi na podlagi prioritet.
Ob izstavitvi posla njegova prekinitev ni vecˇ mozˇna, kar velja tudi v primeru
prihoda posla z viˇsjo prioriteto.
Dodeljevanje racˇunskih virov zgoraj opisanega in pravicˇnega razporejeval-
nika poteka glede na trenutno aktivne posle in kapacitete vrste oziroma tezˇe
bazena. Oba razporejevalnika ne hranita zgodovine dodeljenih virov za posa-
mezno vrsto oziroma bazen.
4.2.4 Razporejevalnik Lsched
Razporejevalnik Lsched (Learning Scheduler) resˇuje problem razporejanja in
nadzora nad sprejemanjem novih poslov (angl. Task Assignment and Admis-
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sion Control). Pri tem uposˇteva zadnje odlocˇitve, ki so sprejete na podlagi
naivnega Bayesovega klasifikatorja in odlocˇa o sprejetju in dodeljevanju poslov.
Klasifikator se uporablja v obeh primerih.
Njegova uporaba je zamiˇsljena predvsem v SaaS MapReduce okoljih, kjer se
na eni strani uposˇteva pricˇakovanja uporabnika na drugi pa zahteve ponudnika
taksˇne storitve [18]. Razmerje med obema je dolocˇeno s funkcijo koristnosti
U(t), ki predstavlja sklenjen kompromis med obema. Primer taksˇne funkcije
lahko predstavlja ceno, ki jo je uporabnik pripravljen placˇati glede na cˇas za-
kljucˇka izvajanja posla.
U(t) =

U0 0 < t ≤ T1
U0 − α (t− T1)β T1 < t ≤ T2
UP t > T2
(4.1)
V zgornji enacˇbi lahko vidimo, da je uporabnik za izvajanje posla z za-
kljucˇkom do mehkega roka T1 pripravljen placˇati U0. Z dodatno zakasnitvijo
se funkcija zmajˇsuje vse do striktnega roka T2. UP je po roku T2 lahko tudi ne-
gativen, kar prinasˇa kazen ponudniku storitev. Slika 4.2 prikazuje obnasˇanje
funkcije za razlicˇne parametre β.
Slika 4.2: Primer funkcije koristnosti za razlicˇne parametre β.
Sprejemanje novih poslov v izvajanje razporejevalnik Lsched resˇuje z locˇeno
komponento. Naloga slednje je zagotavljanje, da s sprejetjem novega posla
grucˇa ne bo preobremenjena ter maksimiranje funkcije koristnosti v prid po-
nudnika grucˇe. Posel je izbran s funkcijo
Selected job = maxj∈Jobs (Uj · P (J = Success|E))) , (4.2)
kjer E predstavlja trenutne parametre okolja, Uj pa izracˇunano vrednost na
podlagi funkcije koristnosti za posel j. Dogodek J = Success predstavlja
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uspesˇen sprejem dogodka glede na podane kriterije ponudnika. Uspesˇnost do-
godka je pogojena s trenutnimi parametri okolja, sprejete odlocˇitve in rezultat
izvajanja pa vplivajo na nadaljnje odlocˇanje. Parametre okolja in podrobnosti
algoritma lahko bralec prebere v [18].
Dodeljevanje opravil in klasifikacija poslov poteka podobno kot pri nadzoru
sprejemanja poslov. V mnozˇici kandidatov za izvajanje se posli najprej oznacˇijo
kot dobri ali slabi, kjer prvi ne povzrocˇajo preobremenjenosti grucˇe. Izmed teh
se izbere tistega, ki maksimira funkcijo koristnosti U(t) in verjetnost uspesˇnosti
posla glede na prejˇsnja izvajanja. Izbira opravila v poslu poteka enako kot pri
ostalih razporejevalnikih v ogrodju Hadoop.
4.2.5 Razporejevalnik z dinamicˇnim
spreminjanjem prioritet
Razporejevalnik z dinamicˇnim spreminjanjem prioritet (angl. Dynamic Pri-
ority Scheduler) omogocˇa uporabnikom optimizacijo in prilagajanje izvajanja
poslov glede na pomembnost in potrebe posameznega posla. Dodeljevanje
opravil poteka po trzˇnem principu [34], kjer ima vsak uporabnik na zacˇetku
dolocˇeno kolicˇino navideznega denarja. Ob izstavitvi posla uporabnik lahko
s ceno za racˇunski vir dolocˇa hitrost izvajanja posla in tako delezˇ virov, ki
mu bodo na voljo. Razporejevalnik izbere posel z najvecˇjo hitrostjo izvajanja
oziroma tistega, za katerega je uporabnik pripravljen placˇati najvecˇ v danem
intervalu. Postopek izbire je sledecˇ:
1. Spremenljivka p predstavlja skupno ceno grucˇe in je sesˇtevek vseh ponu-
jenih cen uporabnikov v dolocˇenem intervalu, p =
∑
si.
2. Vsakemu uporabniku i je dodeljen delezˇ grucˇe glede na ceno, ki jo je
pripravljen placˇati. Sˇtevilo prejetih racˇunskih virov za uporabnika i je
(si/p) · c, kjer je c sˇtevilo racˇunskih virov, ki so v grucˇi na voljo.
3. Na koncu se vsakemu uporabniku iz proracˇuna b odsˇteje vrednost po-
rabljenih racˇunskih virov si · ui, kjer je si cena za racˇunski vir, ki jo je
uporabnik pripravljen placˇati, ui pa dejansko sˇtevilo porabljenih virov.
4.2.6 Razporejevalnik LATE in razporejevalnik
z zakasnjenim izvajanjem
Spekulativno izvajanje razporejevalnika LATE (Longest Approximate Time to
End) in razporejevalnik z zakasnjenim razporejanjem (angl. Delay Scheduler)
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sta opisana v cˇlankih avtorja Matea Zaharie in ostalih [40, 41]. Po navedbah
avtorja so mehanizmi spekulativnega izvajanja implementirani v verzijah Ha-
doop 0.21, 0.22 in 0.23, medtem ko smo v verziji 0.20.205 in 1.0.1 zasledili, da
so implementirani le delno. Algoritem zakasnjenega razporejanja je prisoten
sˇe v verziji 0.20.205, zato je predstavljen v poglavju 4.3.6.
Razporejevalnik LATE v heterogenih okoljih izboljˇsuje odzivne cˇase1 krajˇsih
poizvedb s spekulativnim izvajanjem opravil, ki so izbrana glede na najvecˇji
preostanek cˇasa do njihovega zakljucˇka. Slednja so izbrana zato, ker je zanje
najverjetneje, da se bodo izvedla v krajˇsem cˇasu kot prvotna opravila in tako
prispevala h krajˇsi odzivnosti poslov. Pri oceni preostalega cˇasa do zakljucˇka
opravila razporejevalnik ne uposˇteva le delezˇa opravljenega dela (angl. pro-
gress score), temvecˇ uvaja tudi preprosto hevristiko hitrosti izvajanja (angl.
progress rate)
ProgressRate = ProgressScore/T , (4.3)
kjer T predstavlja cˇas izvajanja opravila do trenutka meritve. Ob predpo-
stavki, da se opravilo izvaja konstantno hitro, je preostanek cˇasa do njegovega
zakljucˇka enak
(1− ProgressScore)/ProgressRate . (4.4)
Razporejevalnik spekulativno izvaja le opravila, ki vplivajo na krajˇsi od-
zivni cˇas poslov, zato ne izvaja vseh pocˇasnih opravil. Z izbiro opravil z
najvecˇjim preostankom cˇasa do njihovega zakljucˇka je tako tudi zagotovljeno,
da pocˇasna opravila tik pred zakljucˇkom izvajanja niso dodatno spekulativno
zagnana, saj skoraj zagotovo ne bodo izvedena hitreje kot prvotno opravilo.
Heterogenost okolja se uposˇteva pri izbiri vozliˇscˇa za izvajanje spekulativ-
nega opravila, kjer imajo prednost odzivnejˇsa vozliˇscˇa. Sˇtevilo spekulativnih
opravil je mozˇno omejiti.
4.3 Pravicˇni razporejevalnik
V tem poglavju bomo predstavili pravicˇni razporejevalnik, ki se uporablja za
razporejanje poslov v vecˇuporabniˇskih MapReduce grucˇah. Najprej bomo pri-
kazali lastnosti razporejevalnika in probleme, katere resˇuje ter v nadaljevanju
predstavili algoritme, ki omogocˇajo, da se posli v takem okolju razporejajo
pravicˇno ter dosegajo visoko prepustnost.
Prakticˇni del diplomskega dela temelji na omenjenem razporejevalniku in
implementaciji cˇasovnega okna. Zanj smo se odlocˇili predvsem zaradi velikega
1Odzivni cˇas posla je dolocˇen kot razlika med cˇasom zakljucˇka in cˇasom izstavitve posla.
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nabora konfiguracijksih mozˇnosti in razsˇirjenosti uporabe. Opis razporejeval-
nika je povzet po navedeni literaturi, prirocˇniku [1] in izvorni kodi verzije
Hadoop 0.20.205, ki je v cˇasu pisanja zagotavljala najstabilnejˇso razlicˇico im-
plementacije razporejevalnika.
4.3.1 Predstavitev razporejevalnika
Razvoj pravicˇnega razporejevalnika izhaja iz potrebe po deljenju racˇunskih vi-
rov med vecˇ uporabnikov in zmanjˇsanju odzivnih cˇasov poslov, ki so prisotni
v grucˇi. Razporejanje temelji na pravicˇnem deljenju virov, kjer vsak posel
prejme v povprecˇju enak delezˇ racˇunskih virov, ki so v grucˇi na voljo. Poleg
pravicˇnega razporejanja so v razporejevalnik vkljucˇeni tudi algoritmi, ki za-
gotavljajo krajˇso odzivnost poslov glede na lokacijo podatkov in uposˇtevajo
odvisnost izvajanja med map in reduce opravili.
Glavni lastnosti razporejevalnika sta doseganje zagotovljene ravni storitve
z uporabo minimalnih delezˇev (angl. minimum share) in izboljˇsanje od-
zivnih cˇasov manjˇsih interaktivnih adhoc poizvedb. Slednji so bili v primeru
produkcijskih poslov in uporabe razporejevalnika FIFO vecˇkrat predolgi, kar
je vplivalo na uporabnost in odzivnost sistema [39].
Deljenje racˇunskih virov je urejeno z dvostopenjsko hierarhijo razpore-
janja. Zunanje razporejanje skrbi za delitev virov med uporabniˇskimi bazeni,
medtem ko notranje sluzˇi razporejanju poslov v posameznem bazenu (slika 4.1).
V obeh primerih se uporablja princip statisticˇnega multipleksiranja [39], kjer
se neuporabljene vire uporabnika dodeli ostalim uporabnikom grucˇe. Uporab-
niki imajo mozˇnost izvajanja tako daljˇsih paketnih kot tudi krajˇsih poizvedb
nad razlicˇnimi zbirkami skupnih podatkov, ki lahko pripadajo skupinam iz
razlicˇnih oddelkov (angl. batch and interactive jobs).
Razporejanje v podatkovno intenzivnih MapReduce okoljih se od razporeja-
nja v obicˇajnih grucˇah razlikuje predvsem v uposˇtevanju podatkovne lokalno-
sti opravil in odvisnosti v njihovem izvajanju. Zaradi velikih kolicˇin podatkov
ima podatkovna lokalnost (angl. data locality) kljucˇno vlogo pri zagotavlja-
nju krajˇse odzivnosti poslov in zmanjˇsanju obremenjenosti omrezˇja. Obicˇajni
grucˇni razporejevalniki, kot je npr. Torque, dodelijo uporabniku le fiksno
sˇtevilo delovnih vozliˇscˇ, medtem ko so njihovi podatki porazdeljeni med vsa
vozliˇscˇa grucˇe. V prejˇsnjih razlicˇicah razporejevalnika (Hadoop On Demand) je
taksˇna omejitev v veliki meri vplivala na slabsˇo odzivnost poslov. Vzrok zanjo
se je nahajal v zmanjˇsani lokalnosti opravil in potrebi po prenasˇanju podatkov
iz vozliˇscˇ, ki se niso nahajala v skupini delovnih vozliˇscˇ. Dodatna pomanjklji-
vost taksˇne izvedbe se je pokazala v neizkoriˇscˇenosti nekaterih vozliˇscˇ. Tista
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neaktivna bi sicer lahko bila izrabljena s strani drugih uporabnikov, vendar
zaradi staticˇne omejitve dodeljenih vozliˇscˇ to ni bilo mogocˇe [39]. Drugi pri-
mer prepoznavnega razporejevalnika za sicer procesno intenzivnejˇse aplikacije
je Condor [37]. Slednji sicer omogocˇa dolocˇeno raven lokalnosti, vendar le na
nivoju geografskih lokacij in ne na nivoju posameznih vozliˇscˇ.
Pravicˇni razporejevalnik resˇuje problem podatkovne lokalnosti z algorit-
mom zakasnjenega razporejanja. Po izbiri posla sledi dolocˇitev opravila, ki
pa ga razporejevalnik opravi glede na prisotnost podatkov na vozliˇscˇu, katero
je podalo zahtevo za izvajanje novega opravila. Cˇe vozliˇscˇe ne vsebuje podat-
kov za nobenega izmed opravil v izbranem poslu, se izvajanje posla zakasni za
dolocˇen cˇas, prosti vir pa postane na razpolago drugemu poslu. Kljub zakasni-
tvi posla, se slednje bistveno ne pozna pri pravicˇnem razporejanju. Algoritem
na omenjeni nacˇin dosega skorajda optimalno lokalnost in do dvakrat vecˇjo
prepustnost poslov v primerjavi s FIFO razporejevalnikom [40].
Druga pomembna lastnost, ki jo razporejevalnik uposˇteva je zaporednost
izvajanja opravil map in reduce, kjer je zacˇetek opravila reduce pogojen z
zakljucˇkom vseh opravil map v skupnem poslu. V standardnih okoljih za po-
razdeljeno procesiranje odvisnost izvajanja med opravili ni prisotna. V okoljih
MapReduce odvisnost izvajanja prinasˇa slabsˇo izkoriˇscˇenost virov in zastoje
poslov, katerih vzrok se lahko nahaja v izvajanju daljˇsih opravil. Izvajanje
opravila reduce se pricˇne z dodelitvijo opravila delovnemu vozliˇscˇu, ki zaradi
nedokoncˇanih opravil map sˇe ne more uporabiti metode reduce. Problem se
omili z razdelitvijo opravil reduce na stopnji kopiraj in izracˇunaj, ki iz za-
kljucˇenih opravil map omogocˇi takojˇsnje kopiranje rezultatov. Po prejetju
vseh rezultatov opravilo reduce preide v stopnjo izracˇunaj, kjer se nad podatki
izvede funkcija reduce.
4.3.2 Osnovni gradniki
Bazen (angl. pool) je struktura za hranjenje in upravljanje poslov. Na-
loga razporejevalnika je zagotavljanje pravicˇnosti pri dodeljevanju racˇunskih
virov med bazene. Obicˇajno je v sistemu prisotnih vecˇ bazenov, kjer si vsak
uporabnik ali skupina lasti svojega. Poleg razporejanja med bazeni obstaja
tudi mozˇnost notranjega razporejanja poslov v bazenu po principu FIFO ali
fairshare.
Pravicˇni delezˇ (angl. fairshare) je predvideno sˇtevilo racˇunskih virov,
ki so bazenu dodeljeni na podlagi njegove tezˇe, potreb (angl. demand), mini-
malnega delezˇa in sˇtevila vseh prisotnih racˇunskih virov v grucˇi. Izracˇun se v
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ogrodju izvaja s pomocˇjo binarnega iskanja in je opisan v poglavju 4.3.5.
Minimalni delezˇ (angl. minshare) predstavlja zagotovljeno sˇtevilo ra-
cˇunskih virov, ki so v vsakem trenutku bazenu na voljo ne glede na izracˇun
pravicˇnega delezˇa. Pri tem velja, da se v primeru neaktivnosti bazena zago-
tovljeni minimalni delezˇ ne ohranja, temvecˇ se porazdeli med ostale aktivne
bazene. Z minimalnimi delezˇi je tako v grucˇi zagotovljena dolocˇena raven stori-
tve produkcijskih poslov, hkrati pa so lahko prisotni tudi neprodukcijski posli,
katerih izvajanje nima vpliva na delovanje prvih. Za minimalne in pravicˇne
delezˇe veljajo naslednje lastnosti:
• Pravicˇni delezˇ bazena je vsaj toliko velik kot je njegov minimalni delezˇ.
V primeru, ko sesˇtevek minimalnih delezˇev bazenov presega sˇtevilo sku-
pnih racˇunskih virov v sistemu, se izracˇunani pravicˇni delezˇi sorazmerno
zmanjˇsajo pri vseh bazenih.2
• Bazeni, ki imajo v izvajanju manj opravil, kot je njihov minimalni delezˇ,
imajo prednost pri dodeljevanju virov pred bazeni, ki so minimalni delezˇ
zˇe dosegli.
• Za doseganje dogovorjene ravni storitve se poleg minimalnih delezˇev
uporablja mozˇnost prekinjanja poslov z dolocˇitvijo prekinitvene cˇasovne
omejitve (angl. preemption timeout). Cˇe v prekinitvenem intervalu ba-
zenu ni bilo dodeljeno dovolj virov za dosego minimalnega delezˇa, se pro-
sti viri zanj zagotovijo s prekinitvijo opravila, ki je bil nazadnje izbran v
izvajanje.
Potreba posla (angl. job demand) predstavlja sesˇtevek vseh nezaklju-
cˇenih opravil. To so opravila v izvajanju, spekulativna opravila in tista, ki
cˇakajo na izvajanje.
Prioriteta in tezˇa posla sta pomembna parametra pri notranjem razpo-
rejanju v posameznem bazenu. Posli se lahko v njem razporejajo v FIFO ali
po pravicˇnem nacˇinu. Pri prvem velja, da se posli razporejajo glede na nji-
hove prioritete in cˇase prispetja, medtem ko so pri pravicˇnem nacˇinu prioritete
poslov vkljucˇene v izracˇune njihovih tezˇ.
2Trenutne izdaje Hadoopa funkcionalnosti ne podpirajo, kar v omenjenem primeru vpliva
na napacˇen izracˇun pravicˇnih delezˇev. Obstoj funkcionalnosti je bil preverjen v izdaji
Hadoop 0.20.205 in 1.0.2.
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Tezˇa posla pri pravicˇnem razporejanju uravnava delezˇ virov, ki so poslu
na voljo. Posel s tezˇo 2,0 tako prejme dvakrat vecˇ virov kot navaden posel.
Razporejevalnik omogocˇa izracˇun tezˇe na sledecˇe nacˇine:
• izracˇun tezˇe glede na prioriteto
weight = weight× priority , (4.5)
• izracˇun tezˇe glede na velikost posla
weight =
ln (runnableTasks+ 1)
ln 2
, (4.6)
• izracˇun tezˇe z implementacijo lastnega urejevalnika tezˇ. Taksˇen primer
je razporejanje krajˇsih poslov pred daljˇsimi, kjer se za krajˇsi cˇas dodeli
vecˇjo tezˇo krajˇsim poslov, ne da bi pri tem sˇkodovali izvajanju daljˇsih.
Tezˇa bazena vpliva na neenakomerno delitev virov med bazeni. Bazen s
tezˇo 2,0 prejme dvakrat vecˇ virov kot obicˇajen bazen s tezˇo 1,0.
Omejitev izstavljanja poslov. S to mozˇnostjo je mogocˇe omejiti sˇtevilo
izstavljenih poslov tako za uporabnika kot tudi za bazen. Omejitev vpliva na
kolicˇino vmesnih podatkov, ki se ustvarijo med izvajanjem poslov. Posli, ki
gredo v izvajanje, so izbrani na podlagi prioritet in cˇasa prispetja. Ob pre-
koracˇitvi omejitve se izvajanje posla zakasni do zakljucˇka enega izmed prejˇsnjih
poslov.
Lokalnost posla dolocˇa mnozˇico opravil v izbranem poslu, ki se lahko iz-
vajajo na trenutnem vozliˇscˇu. Namen omejitve lokalnosti je izbira opravila,
ki ima podatke najblizˇje trenutnemu vozliˇscˇu. Za posel so lahko predpisane
naslednje lokalnosti:
• Node-local : Dolocˇa mnozˇico opravil v poslu, katerih podatki za obdelavo
se nahajajo le na trenutnem vozliˇscˇu, ki je podalo zahtevo po izvajanju
novega opravila.
• Rack-local : Dolocˇa mnozˇico opravil v poslu, katerih podatki se nahajajo v
skupini blizˇje povezanih vozliˇscˇ trenutnega vozliˇscˇa. Za izvajanje opravila
je potreben prenos podatkov iz blizˇnjega vozliˇscˇa.
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• Off-rack : Dolocˇa mnozˇico opravil v poslu, katerih podatki se nahajajo v
sˇirsˇi okolici trenutnega vozliˇscˇa.
Razporejevalnik stremi k izvajanju vozliˇscˇu lokalnih opravil, saj s tem pripo-
more k manjˇsemu pretoku podatkov in posledicˇno manjˇsi obremenitvi omrezˇja.
Ker cˇakanje na lokalno opravilo posla lahko privede do njegovega zastoja, raz-
porejevalnik njegovo lokalnost spreminja na podlagi pretecˇenega cˇasa, ki je bil
porabljen za njegovo iskanje. V poglavju 4.3.6 lahko zasledimo kako se vrsˇijo
spremembe lokalnosti posla, medtem ko je na sliki 4.3 prikazan primer izbire
opravila za raven lokalnosti Rack-local. V primeru navajamo izbiro opravila za
izbrani posel Job 1 ob pozivu za izvajanje novega opravila delovnega vozliˇscˇa
TaskTracker 1.
Slika 4.3: Dodelitev opravila vozliˇscˇu TaskTracker 1 z uposˇtevanjem ravni
lokalnosti Rack-local.
Razporejevalnik najprej poizkusˇa vozliˇscˇu TaskTracker 1 iz posla Job1
dolocˇiti lokalno opravilo. Ker nobeno izmed opravil posla ne vsebuje podatkov
na trenutnem vozliˇscˇu, razporejevalnik poskusˇa iz istega posla dolocˇiti opra-
vilo katerega podatki se nahajajo v mnozˇici blizˇje povezanih vozliˇscˇ (Rack-
local). Kot prikazuje slika je v nasˇem primeru taksˇno opravilo Taska
3. Po-
datki za izvajanje omenjenega opravila se nahajajo na vozliˇscˇih Tasktracker 3
3Opravilo in lokacije njegovih podatkov so v sliki odebeljene.
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in TaskTracker 5. Zaradi omejitve ravni lokalnosti Rack-local se prenos po-
datkov izvrsˇi iz vozliˇscˇa Tasktracker 3. Po prenosu podatkov se lahko pricˇne
izvajanje omenjenega opravila.
Cˇe v zgornjem primeru vozlicˇa Tasktracker 1, Tasktracker 2 in Task-
tracker 3 ne bi vsebovala podatkov za izvajanje vsaj enega od opravil posla
Job1, bi se njegovo izvajanje zakasnilo do poziva razporejanja naslednjega vo-
zliˇscˇa.
4.3.3 Algoritem pravicˇnega razporejanja in
izbire opravil
V sledecˇem razdelku je prikazano razporejanje opravil in njihovo dodeljevanje
delovnim vozliˇscˇem. Opisi in sklici vrstic se nanasˇajo na Algoritem 2, ki je
opisan v nadaljevanju in zaradi preglednosti ne vsebuje mehanizmov zakasnje-
nega razporejanja.
Dodeljevanje opravil se pricˇne ob prejemu statusnega sporocˇila, ki ga upravlja-
vec poslov prejme od delovnega vozliˇscˇa (vrstica 1). Cˇe ima delovno vozliˇscˇe na
razpolago proste racˇunske vire in cˇe se z dodatnim opravilom ne preobremeni
vozliˇscˇa, sledi izbira bazena, iz katerega je dolocˇen posel za dodelitev novega
opravila. Izbira bazena obicˇajno poteka najprej glede na delezˇ primanjkljaja,
ki oznacˇuje koliko je posamezen bazen pod svojim minimalnim delezˇem, nato
pa glede na sˇtevilo opravil v izvajanju:
• Bazeni, katerih sˇtevilo opravil v izvajanju je manjˇse od njihovega mini-
malnega delezˇa, imajo prednost pred bazeni, ki so svoj minimalni delezˇ
zˇe dosegli. Izbran je bazen, katerega primanjkljaj do minimalnega delezˇa
je najvecˇji. Povedano drugacˇe je to tisti bazen, katerega delezˇ poslov v
izvajanju v odnosu do minimalnega delezˇa je najmanjˇsi
min
p∈pools
(
runningTasksp
minSharep
)
. (4.7)
• V primeru, ko so vsi bazeni izpolnili svoj minimalni delezˇ, je bazen izbran
glede na delezˇ opravil v izvajanju in tezˇo bazena
min
p∈pools
(
runningTasksp
weightp
)
. (4.8)
V ogrodju je zgornji postopek razporejanja implementiran v sortirnem primer-
jalniku (vrstica 3), ki se ga lahko nadomesti s svojo lastno implementacijo.
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Izbiri bazena sledi izbira posla (vrstica 5), ki je dolocˇen glede na nacˇin
notranjega razporejanja (FIFO ali pravicˇno razporejanje). Po dolocˇitvi posla
sledi izbira opravila (vrstica 7). Pred njegovo izbiro se z algoritmom zaka-
snjenega razporejanja najprej dolocˇi reven lokalnosti, nato pa vrsto opravila.
Prednostno so najprej izbrana opravila, ki so bila v prejˇsnjih razporejanjih
neuspesˇna, nato opravila, ki sˇe niso v izvajanju ter nazadnje spekulativna
opravila.
V primeru, da za izbrani posel razporejevalnik ne najde ustreznega opravila,
se iskanje nadaljuje ali pri naslednjem poslu ali pa v naslednjem bazenu, cˇe za
nobenega izmed poslov v trenutnem bazenu ne najde ustreznega opravila. Ko
je opravilo najdeno, se ga doda na seznam opravil za izvajanje (vrstica 10),
kateri se na koncu razporejevalnega cikla posreduje delovnemu vozliˇscˇu, ki je
sprozˇil postopek razporejanja (vrstica 15). V opisu algoritma lahko razberemo,
da izbranemu bazenu dodelimo naenkrat le eno opravilo. Cˇe so po dodelitvi
opravila izpolnjeni vsi pogoji izvajanja in z novim opravilom ne presegamo
kapacitete vozliˇscˇa, se razporejanje nadaljuje s ponovnim sortiranjem bazenov
in izbiro novega opravila (vrstica 2).
Algoritem 2 AssignTasks
Input: TaskTracker n
Output: tasks for execution on n
1: heartbeat is received from node n
2: while another task can be assigned on n do
3: sort pools in increasing order based on fairshare policy
4: for p in pools do
5: sort jobs in p depending on internal pool scheduling
6: for j in jobs do
7: assign task from j to launch on n taking account task locality
8: end for
9: if task is found then
10: add task to tasks
11: break → Assign only one task per loop
12: end if
13: end for
14: end while
15: return tasks
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4.3.4 Zagotavljanje pravicˇnosti in prekinitve izvajanja
V prejˇsnjem razdelku smo spoznali, da je izbira posla in kasneje opravila odvi-
sna od bazena, v katerem se posel nahaja. Videli smo, da se pri razporejanju
bazenov najprej uposˇtevajo primanjkljaji do minimalnih delezˇev in nato delezˇi
opravil v izvajanju v odnosu s tezˇami bazenov.
Za zagotavljanje pravicˇnega razporejanja je v razporejevalniku dodatno
prisoten mehanizem prekinitev opravil, ki bazenom omogocˇa pravicˇno izrabo
virov. Razporejevalnik sˇtevilo prekinitvenih opravil dolocˇi glede na primanj-
kljaje bazenov, ki v dolocˇenem intervalu niso dosegli svojega minimalnega
delezˇa in vsaj polovice pravicˇnega delezˇa. Cˇe v dolocˇenem intervalu meja ni
bila dosezˇena, se razlika do minimalnega in celotnega pravicˇnega delezˇa sˇteje
kot primanjkljaj bazena. Pri njegovem izracˇunu se uposˇteva dejansko potrebo
bazena in najvecˇjo vrednost med obema razlikama. Sˇtevilo prekinitvenih opra-
vil je tako enako min (dp,max (difminshare, diffairshare)). Primanjkljaj poskusˇa
razporejevalnik nadomestiti s prekinitvijo opravil v bazenih, ki presegajo svoje
pravicˇne delezˇe.
Prekinitve izvajanja se pricˇnejo pri opravilih, ki so v izvajanje priˇsli na
koncu, saj se s tem ohrani delo predhodnih opravil in pa zagotovi, da ne pride
do ponavljajocˇega prekinjanja istega opravila.
Slika 4.4: Dekompozicija posodabljanja parametrov razporejanja in prekinitve
opravil.
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Posodabljanje pravicˇnih delezˇev in ostalih parametrov razporejanja je pri-
kazano v sliki 4.4. Osvezˇevanje parametrov poteka v pol sekundnih intervalih,
medtem ko so prekinitve izvajanja opravil aktivne vsakih petnajst sekund.
Izracˇun pravicˇnih delezˇev, ki uposˇteva potrebe bazenov, minimalne delezˇe in
njihove tezˇe, je predstavljen v naslednjem poglavju.
4.3.5 Izracˇun pravicˇnih delezˇev
Opisali smo, da algoritem razporejanja za dosego pravicˇnega dodeljevanja med
bazene ne uporablja zgodovine dodeljevanj in vnaprej izracˇunanih delezˇev (Po-
glavje 4.3.3). Dodeljevanje tako poteka glede na trenutna opravila v izvajanju
posameznega bazena.
Pri prekinitvah zˇelimo vedeti, kaksˇen je pravicˇni delezˇ bazenov v primerjavi
z opravili v izvajanju in kdaj je bil nazadnje dosezˇen. V izracˇunu pravicˇnih
delezˇev se uposˇtevajo tako potrebe in minimalni delezˇi bazenov kot tudi njihove
tezˇe. Izracˇun predstavlja, koliko racˇunskih virov oziroma kaksˇen pravicˇni delezˇ
bi prejel vsak bazen, cˇe bi bili na voljo vsi viri grucˇe.
Za utezˇeno pravicˇno razporejanje velja, da je delezˇ dodeljenih virov in tezˇe
posameznega bazena enak pri vseh bazenih in njihov sesˇtevek je manjˇsi ali
enak sˇtevilu racˇunskih virov v grucˇi. V primeru, ko ne uposˇtevamo potreb
bazenov in njihovih minimalnih delezˇev, bi utezˇeno razporejanje posameznega
bazena i predstavljalo sledecˇe sˇtevilo opravil
slotsAssignedi = totalSlots · wi∑
p∈poolswp
.
Ker se pri izracˇunu pravicˇnih delezˇev poleg tezˇ bazenov uposˇtevajo tudi
njihovi minimalni delezˇi mi in potrebe di, si pri izracˇunu delezˇev pomagamo
s faktorjem r, ki preslika tezˇe bazenov v racˇunske vire (angl. weight-to-slot
ratio). Pri izracˇunu pravicˇne delitve je prav faktor r tisti, ki ga iˇscˇemo in za
katerega veljajo naslednje lastnosti:
• bazenu, katerega potreba di je manjˇsa od predvidenih dodeljenih virov
rwi, je dodeljeno di racˇunskih virov,
• bazenu, katerega minimalni delezˇmi je vecˇ kot rwi, je dodeljeno min(mi, di)
virov,
• vsem ostalim bazenom je dodeljeno rwi virov in
• vsota dodeljenih virov je enaka ali manjˇsa sˇtevilu vseh virov v grucˇi t.
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Zgornje lastnosti oziroma sˇtevilo vseh dodeljenih virov za konkreten r povzema
funkcija f(r), ki je navzgor omejena s sˇtevilom vseh virov v grucˇi t
t ≥ f (r) =
∑
i∈pools
min (di,max (rwi,mi)) . (4.9)
Za izracˇun parametra r razporejevalnik uporablja binarno iskanje saj je
funkcija narasˇcˇajocˇa za oba cˇlena vsote. Za r = 0 so bazenom dodeljeni le
minimalni delezˇi. Zgornja meja vseh dodeljenih virov za r je dosezˇena, ko
njihovo sˇtevilo presega t ali pa ko so vse potrebe poslov zadosˇcˇene. Ob koncu
iskanja primernega r se pravicˇni delezˇi bazenov posodobijo glede na zgoraj
opisane tocˇke.
Sˇtevilo iteracij iskanja je odvisno od sˇtevila korakov k, ki dolocˇa natancˇnost
dodeljevanja. Cˇasovna zahtevnost algoritma jeO(nk), kjer je n sˇtevilo bazenov
prisotnih bazenov, za katere se ob vsakem iteraciji r-ja racˇuna predvideno
sˇtevilo dodeljenih racˇunskih virov.
4.3.6 Algoritem zakasnjenega razporejanja
Zˇe v predstavitvi pravicˇnega razporejevalnika smo omenili, kako pomembna je
izbira vozliˇscˇu lokalnih opravil za doseganje boljˇse odzivnosti poslov. Bistvo
zakasnjenega razporejanja je sprostitev strogo pravicˇnega dodeljevanja opra-
vil z namenom povecˇanja lokalnosti poslov in posledicˇno izboljˇsanja njihovih
odzivnih cˇasov. Pri pravicˇnem razporejanju, ki ne vkljucˇuje zakasnjenega raz-
porejanja lahko zasledimo naslednji tezˇavi:
Problem dodelitve opravila iz posla na zacˇetku vrste (angl.
head-of-line problem): Pri izbranem poslu z manjˇsim sˇtevilom opravil
je majhna verjetnost, da bo vozliˇscˇe, ki je zahtevalo novo opravilo, vse-
bovalo njegove podatke. Cˇe je opravilo vedno izbrano iz posla na zacˇetku
vrste in ne glede na to, katero vozliˇscˇe sprasˇuje po njem, je posledicˇno
lokalnost takega posla slabsˇa.
Pojav lepljivih racˇunskih virov (angl. sticky slots): Pri pravicˇnem
razporejanju se pogosto dogaja, da je poslu dodeljen isti racˇunski vir, v
katerem se je pravkar koncˇalo njegovo opravilo. Ko se opravilo zakljucˇi,
se zmanjˇsa tudi pravicˇni delezˇ posla, kar pomeni, da je posel ponovno
izbran za iskanje novega opravila na istem vozliˇscˇu.
Zakasnjeno razporejanje resˇuje oba problema. V primeru, da za izbrani posel
ni na voljo opravil, ki bi se lahko izvajale nad podatki trenutnega vozliˇscˇa, je
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izbira opravila prepusˇcˇena naslednjemu poslu. Izvajanje izbranega posla pa je
zakasnjeno do naslednjega razporejanja. Zastoje poslov preprecˇujejo cˇasovne
omejitve, s katerimi se uravnava lokalnost poslov in posledicˇno izvajanje tudi
nelokalnih opravil.
Delezˇ lokalnih opravil posla λ je mozˇno spreminjati na racˇun zakasnitev
njegovega izvajanja. Ocena lokalnosti posla z N opravili v grucˇi z M vozliˇscˇi,
kjer ima vsako vozliˇscˇe L racˇunskih virov in kjer je replikacijski faktor podatkov
posameznega opravila enak R, se izracˇuna po naslednji enacˇbi [40]
λ =
1
N
N∑
K=1
1− −RDK/M . (4.10)
Parameter D v enacˇbi predstavlja najvecˇjo sˇtevilo zakasnitev za iskanje
lokalnega opravila, nato se iz posla dopusti izbira tudi nelokalnega opravila.
Na eni strani parameter D vpliva na delezˇ lokalnosti, po drugi strani pa na cˇas
in zakasnitev izvajanja posla.
Za izracˇun zakasnitve pri iskanju lokalnega opravila potrebujemo povprecˇni
izvajalni cˇas opravil in sˇtevilo virov, ki so v sistemu na voljo. Cˇe je povprecˇni
izvajalni cˇas opravila enak T in S predstavlja sˇtevilo vseh racˇunskih virov v
sistemu, potem velja, da je hitrost dodeljevanja novih virov enaka T/S. Cˇe
uposˇtevamo, da dopusˇcˇamo iskanje lokalnega opravila do D zakasnitev oziroma
dodeljevanj, sledi da je najvecˇji cˇas za iskanje lokalnega opravila enak
W =
DT
S
=
DT
LM
. (4.11)
V algoritmu zakasnjenega razporejanja zakasnitveni parameter W predsta-
vlja dopusten cˇas zakasnitve za iskanje lokalnih opravil poslov. Dolocˇimo ga
glede na parametre okolja in zˇeleni delezˇ lokalnosti. Delezˇ lokalnih opravil po-
slov ob poznavanju ostalih parametrov lahko ocenimo z enacˇbo 4.10. Algoritem
uporablja omenjeni parameter za spreminjanje ravni lokalnosti posameznega
posla, s cˇimer je dolocˇeno kdaj se lahko iz posla izvajajo tudi nelokalna opra-
vila.
V pravicˇnem razporejevalniku ima vsak posel lahko 3 razlicˇne ravni lokal-
nosti4, zato pri njihovem razporejanju algoritem uporablja dva zakasnitvena
parametra W1 in W2. Na zacˇetku ima vsak posel raven lokalnosti enak node,
kar pomeni, da se lahko iz njegovih opravil izvajajo le tista, katera imajo pri-
sotne podatke na trenutnem vozliˇscˇu. V primeru, da opravilo po preteku cˇasa
W1 sˇe ni bilo najdeno, posel preide na raven rack, kjer je dovoljeno izvajanje
4Lokalnost posla je opisana v 4.3.2.
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vseh njegovih opravil, katerih podatki se nahajajo v mnozˇici blizˇje povezanih
vozliˇscˇ. Cˇe po preteku cˇasa W2 v poslu sˇe vedno ni bilo mogocˇe najti primer-
nega opravila, se njegovo iskanje razsˇiri na vsa opravila, katerih podatki se
nahajajo v sˇirsˇi okolici trenutnega vozliˇscˇa (angl. off-rack). V primeru, da je
v poslu najdeno opravilo z nizˇjo ravnijo lokalnosti, se mu le-ta ustrezno znizˇa,
kot je razvidno tudi v algoritmu 3. Stopnja lokalnosti posla je v algoritmu
oznacˇena z j.level, medtem ko je zakasnitveni cˇas za iskanje vozliˇscˇu lokalnega
opravila oznacˇen z oznako j.wait.
Kljub cˇakanju na lokalno opravilo avtorji v [40] navajajo, da je hitrost iz-
vajanja lokalnih opravil v primerjavi z nelokalnimi in ob prisotnosti vecˇjega
sˇtevila racˇunskih virov tudi do dvakrat vecˇja. Kot smo omenili je cˇas za is-
kanje lokalnega opravila obicˇajno dolocˇen glede na hitrost izvajanja opravil
T/S, parametrov grucˇe in zˇelene lokalnosti posla. Podrobnosti in obnasˇanje
algoritma pri razlicˇnih parametrih lahko bralec najde v cˇlanku [40].
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Algoritem 3 Delay scheduling
Input: TaskTracker n
Output: tasks for execution on n
1: heartbeat is received from node n
2: while another task can be assigned on n do
3: sort pools in increasing order based on fairshare policy
4: for p in pools do
5: sort jobs in p depending on internal pool scheduling
6: for j in jobs do
7: if j has a node-local task t on n then
8: set j.wait = 0 and j.level = node
9: add t to tasks
10: break
11: else if j has a rack-local task t on n and
12: (j.level ≥ rack or j.wait ≥ W1) then
13: set j.wait = 0 and j.level = rack
14: add t to tasks
15: break
16: else if j.level = off-rack or
17: (j.level = node and j.wait ≥ W1 +W2) then
18: set j.wait = 0 and j.level = off-rack
19: add any unlanched task t to tasks
20: break
21: else
22: set j.skipped = true
23: end if
24: end for
25: if task is found then
26: break → Assign only one task per loop
27: end if
28: end for
29: end while
30: return tasks
Poglavje 5
Implementacija utezˇenega
razporejanja s pravicˇnim oknom
V sledecˇem poglavju sta opisana model razporejanja in primer nadgradnje
pravicˇnega razporejevalnika s komponento pravicˇnega okna. Temu podoben
koncept dodeljevanja opravil lahko zasledimo v sistemih v realnem cˇasu pri
strezˇnikih z odlogom (angl. deferrable servers). Cilj nadgradnje sta ohranitev
lastnosti pravicˇnega razporejevalnika in vpeljava robustnega ter striktnejˇsega
pravicˇnega dodeljevanja virov, s cˇimer zˇelimo dosecˇi enakomernejˇse in predvi-
dljivejˇse izvajanje poslov. Poglavje se po opisu modela nadaljuje z evaluacijo
razporejevalnika in primerjavo njegovih rezultatov z ostalimi razporejevalniki
v tem okolju. Zakljucˇi se z opisom ugotovitev in mozˇnosti nadaljnjih izboljˇsav.
5.1 Uvod
Razporejanje v realnem cˇasu obsega sisteme, ki se lahko izvajajo strogo ali
ohlapno v realnem cˇasu (angl. hard or soft real-time systems) [28]. Izvajanje
opravil je v taksˇnih sistemih navadno omejeno z izvajalni roki, medtem ko je
vrsta sistema v realnem cˇasu dolocˇena glede na striktnost uposˇtevanja njihovih
rokov. Za ohlapne sisteme v realnem cˇasu obicˇajno velja, da doseganje rokov
ni edina prioriteta v sistemu, zato se njihova prekoracˇitev dopusˇcˇa, in sicer z
namenom izpolnjevanja ostalih parametrov razporejanja [28]. Podoben primer
je algoritem zakasnjenega razporejanja s konca prejˇsnjega poglavja. Opravila v
okolju Hadoop sicer ne vsebujejo rokov, do katerih morajo biti izvedena, kljub
temu pa lahko v tovrstnem okolju opazimo ohlapnejˇse razporejanje posameznih
opravil, kjer se z njihovo zakasnitvijo poskusˇa izboljˇsati odzivnost celotnega
sistema.
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V sistemih so obicˇajno prisotne tri vrste opravil: periodicˇna, sporadicˇna
in aperiodicˇna. Za prvo skupino opravil velja, da se v sistemu pojavljajo
periodicˇno oziroma v dolocˇenih intervalih, njihov razpored pa se lahko opravi
pred pricˇetkom izvajanja. Drugacˇe velja za ostali dve skupini, pri katerih je
prihod opravil pogojen z zunanjimi dogodki ter je tako nakljucˇen in vnaprej
neznan. V letalstvu lahko primer zunanjega dogodka predstavlja preklop z
avtomatskega na rocˇni nacˇin letenja, kjer so sporadicˇna in aperiodicˇna opravila
za upravljanje preklopa vnaprej dolocˇena. Skupna lastnost tako sporadicˇnih
kot aperiodicˇnih opravil je njihov nakljucˇni prihod, medtem ko se razlikujejo v
rokih, do katerih morajo biti opravila izvedena. Prekoracˇitve rokov sporadicˇnih
opravil lahko predstavljajo kriticˇno tocˇko v delovanju in stabilnosti sistema,
medtem ko je prekoracˇitev rokov pri aperiodicˇnih opravilih ohlapnejˇsa in nima
kljucˇnega vpliva na delovanje sistema.
Trenutna implementacija pravicˇnega razporejevalnika v okolju Apache Ha-
doop omogocˇa razporejanje zgolj aperiodicˇnih opravil. Zanje je znacˇilno, da
ne vsebujejo rokov in v sistem prihajajo nakljucˇno oziroma je njihov prihod
odvisen od uporabnikov in njihove aktivnosti izstavljanja poslov. Iz omenje-
nih lastnosti sledi, da se opravila v ogrodju Hadoop izvajajo ohlapno v real-
nem cˇasu. Razporejevalnik, ki striktneje obravnava cˇasovne omejitve opravil
v oblacˇnih okoljih lahko najdemo v [33].
Razporejanje v ogrodju Hadoop umesˇcˇamo med dogodkovno in prioritetno
gnana razporejanja, ki se izvajajo nad eno ali vecˇ prioritetnimi vrstami. Za
prioritetno gnana razporejanja je znacˇilno, da se prioritete izracˇunavajo ob
prihodu dogodkov in da, v primeru da so v vrstah prisotna opravila, racˇunskih
virov nikoli namerno ne pusˇcˇajo v neaktivnem stanju. Dogodkovno prozˇenje
izracˇunov prioritet je v okolju Hadoop zasnovano na pozivih delovnih vozliˇscˇ,
ki sprasˇujejo po novem opravilu.
5.2 Model pravicˇnega okna
Podobno zamisel kot je razporejanje s pravicˇnim oknom lahko zasledimo v
sistemih v realnem cˇasu pri strezˇnikih z odlogom. Za aperiodicˇna opravila
strezˇnikov je znacˇilno, da se izvajajo na podlagi kolicˇine cˇasa, ki jim je bila
dolocˇena ob zacˇetku izvajanja. Cˇas, ki je opravilom na voljo za izvajanje,
imenujemo tudi proracˇun (angl. budget). Le-ta se dinamicˇno spreminja glede
na pravila polnjenja in porabe. Polnjenja proracˇuna potekajo v intervalih
k · p, ki predstavljajo vecˇkratnik periode strezˇnika. Njegova poraba se vrsˇi z
izvajanjem aperiodicˇnih opravil. Pri pravilih polnjenja strezˇnik proracˇuna ne
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akumulira, neporabljen proracˇun pa ohranja za nadaljnja opravila.
Pri implementaciji razporejevalnika s pravicˇnim oknom (angl. FWS ) smo
zamisel o ohranjanju proracˇuna zˇeleli prenesti v koncept ohranjanja pravicˇnega
izvajanja poslov. Kot osnovno strukturo smo izbrali pravicˇno okno, ki za
vsak bazen hrani sˇtevilo dodeljenih racˇunskih virov. Slednji se uposˇtevajo pri
dolocˇitvi bazena, ki mu je dodeljen naslednji prosti vir. Za vsako dodelitev
vira se iz izbranega bazena izvede eno opravilo, zato si lahko sˇtevilo dodelitev
predstavljamo kot sˇtevilo izvedenih opravil posameznega bazena.
Izbira bazena poteka za vsak prosti vir delovnega vozliˇscˇa in je odvisna od
tezˇ bazenov in sˇtevila racˇunskih virov, ki so bili bazenu dodeljeni v trenutnem
oknu. Rezultat zunanjega razporejanja prostih racˇunskih virov je torej izbira
bazena, ki mu je odobreno izvajanje enega izmed svojih opravil. Konkretna
izbira opravila je prepusˇcˇena notranjemu razporejanju poslov v bazenu.
Koncept razporejanja z oknom je bil izbran predvsem zaradi hranjenja lo-
kalne zgodovine dodeljenih virov, s cˇimer smo se izognili njihovemu spremlja-
nju od zacˇetka izvajanja sistema. Na sliki 5.1 vidimo primer okna in zaporedje
bazenov, ki jim je bilo dodeljeno zadnjih devet racˇunskih virov.
Slika 5.1: Dodeljevanje racˇunskih virov z uporabo pravicˇnega okna.
Izvajanje smo ob predpostavki enakih tezˇ bazenov oznacˇili kot pravicˇno, cˇe
so v trenutnem oknu vsi bazeni prejeli enako sˇtevilo racˇunskih virov. Pravicˇno
razporejanje bi v primeru k enakih bazenov in k·n prostih virov pomenilo, da je
bilo vsakemu izmed k bazenov dodeljeno n virov. Kot smo omenili imajo lahko
bazeni razlicˇne tezˇe, kar pomeni, da je bazenu s tezˇo dva dodeljeno dvakrat
vecˇ virov kot bazenu s tezˇo ena. Cˇe torej uposˇtevamo tezˇe bazenov je pravicˇno
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izvajanje dosezˇeno takrat, ko so vsi delezˇi dodeljenih virov in tezˇ bazenov enaki
∀i ∈ pools : sai
wi
= k , (5.1)
kjer sai v trenutnem oknu predstavlja sˇtevilo dodeljenih virov i-temu bazenu,
wi njegovo tezˇo in k delezˇ, ki je enak za vse bazene.
Primankljaj bazena (angl. pool deficit). Pravicˇno okno ob vsakem raz-
porejanju uposˇteva zgodovino dodelitev in tako kot strezˇniki z odlogom med
neaktivnostjo bazena ohranja njegovo prioriteto. Vlogo proracˇuna v pravicˇnem
oknu opravljajo primanjkljaji bazenov. Ob vsakem razporejanju primanjkljaji
dolocˇajo prioriteto bazenov in odlocˇajo kateremu izmed njih bo dodeljen na-
slednji prosti racˇunski vir delovnega vozliˇscˇa. Primanjkljaj i-tega bazena je v
podanem oknu ob cˇasu t izracˇunan kot razlika med pravicˇnim delezˇem bazena
in sˇtevilom njegovih trenutno dodeljenih racˇunskih virov
dci (t) = sfi − sai (t) . (5.2)
V zgornji enacˇbi dci predstavlja primanjkljaj i-tega bazena, spremenljivka sfi
njegov pravicˇni delezˇ, medtem ko sai sˇtevilo dodeljenih virov v trenutnem
oknu.
Pravicˇni delezˇi (angl. fairshares) bazenov so v sistemu staticˇni in opi-
sujejo koliksˇno sˇtevilo racˇunskih virov mora prejeti posamezen bazen glede
na velikost okna in tezˇe bazenov, da bo dodeljevanje virov pravicˇno. Zaradi
potrebe po neenakomernem izvajanju med bazeni se pri izracˇunu pravicˇnih
delezˇev bazena uposˇtevajo tudi njihove tezˇe, ki posledicˇno vplivajo na njihov
primanjkljaj in s tem prioriteto razporejanja. Pravicˇni delezˇ posameznega ba-
zena se izracˇuna po enacˇbi
sfi = Wl · wi∑
j∈poolswj
, (5.3)
kjer sfi predstavlja pravicˇno sˇtevilo virov i-tega bazena, wi in wj tezˇi bazena
i in j, Wl pa velikost pravicˇnega okna, ki se v nasˇem primeru skozi izvajanje
ne spreminja.
5.2.1 Algoritem razporejanja s pravicˇnim oknom
Razporejevalnik FWS temelji na pravicˇnem razporejevalniku iz prejˇsnjega po-
glavja, zato smo vecˇino njegovih lastnosti vzeli v posˇtev tudi v nasˇi implemen-
taciji. Poleg pravicˇnega dodeljevanja smo v razporejevalniku uposˇtevali tudi
5.2 Model pravicˇnega okna 51
minimalne delezˇe bazenov. Dodeljevanje opravil s pravicˇnim oknom je opisano
v algoritmu 4.
Algoritem 4 AssignTasks
Input: TaskTracker n
Output: tasks for execution on n
1: heartbeat is received from node n
2: while another task can be assigned on n do
3: sort pools considering their minshares and deficits
4: for p in pools do
5: sort jobs in p depending on internal pool scheduling
6: for j in jobs do
7: assign task from j to launch on n taking account task locality
8: end for
9: if task is found then
10: add task to tasks
11: update fairwindow and assigned slots for pool p
12: break → Assign only one task per loop
13: end if
14: end for
15: end while
16: return tasks
Razporejanje se pricˇne ob pozivu delovnega vozliˇscˇa, ki oznani prisotnost pro-
stih racˇunskih virov in poda zahtevo za izvajanje novega opravila (vrstica 1).
Temu sledi izbira bazena, ki je dolocˇen glede na minimalne delezˇe in primanj-
kljaje bazenov. Izbran je bazen, ki dosega najmanjˇsi delezˇ zagotovljenih virov
min
i∈pools
(
runningTasksi
minSharei
)
, (5.4)
pri cˇemer runningTasksi predstavlja sˇtevilo trenutno izvajajocˇih opravil ba-
zena, minSharei pa njegov minimalni delezˇ. Cˇe vsi bazeni izpolnjujejo svoje
minimalne delezˇe, se opravilo dodeli s pomocˇjo okna in primanjkljajev bazenov
dci. V tem primeru je izbran bazen z najvecˇjim primanjkljajem
max
i∈pools
(dci) . (5.5)
Zgornji enacˇbi sta v algoritmu prisotni v sortirnem primerjalniku (vrstica 3).
Po dolocˇitvi bazena sledi izbira posla, ki se opravi glede na notranje razporeja-
nje poslov v bazenu (vrstica 5). Za izbrani posel se nato poskusˇa najti opravilo,
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ki ustreza njegovi lokalnosti (vrstica 7). Cˇe opravilo ni bilo najdeno se njegovo
iskanje nadaljuje v naslednjem poslu. V primeru, da je bilo za izbrani posel
najdeno opravilo, se slednje doda na seznam opravil za obdelavo (vrstica 10).
Po uspesˇni izbiri opravila sledi posodobitev parametrov pravicˇnega okna in
sˇtevila dodeljenih racˇunskih virov bazena (vrstica 11). Ker pri razporejanju
zˇelimo, da se bazenu naenkrat dodeli le eno opravilo, po uspesˇno najdenem
opravilu obhod zanke prekinemo (vrstica 12). V primeru, da so na vozliˇscˇu sˇe
vedno prisotni dodatni prosti racˇunski viri, se postopek dodeljevanja novega
opravila nadaljuje s posodobljenimi parametri razporejanja. Ko vozliˇscˇe nima
vecˇ prostih virov, se algoritem zakljucˇi in izbrana opravila posreduje vozliˇscˇu,
ki jih nato izvede (vrstica 16).
5.2.2 Opis delovanja pravicˇnega okna
Kot smo zˇe omenili, okno sluzˇi pravicˇnemu dodeljevanju prostih virov med
bazene in poteka glede na zgodovino predhodnih dodeljevanj. Ker se velikost
okna med izvajanjem ne spreminja, je potrebno ob prihodu novega racˇunskega
vira enega izmed starejˇsih odstraniti. Postopek se zakljucˇi z dodajanjem no-
vega vira bazenu, ki je imel pred odstranitvijo najvecˇji primanjkljaj.
Primer izbire bazena in posodobitve okna iz algoritma 4 lahko zasledimo
na sliki 5.2. V navedenem primeru je velikost okna enaka devet, kar pomeni,
da pri razporejanju spremljamo zadnjih devet dodelitev. Bazeni imajo enake
tezˇe, medtem ko so njihovi pravicˇni delezˇi enaki tri.
Ob prihodu novega racˇunskega vira ob cˇasu t0, je izbira bazena v oknu
FWold dolocˇena na podlagi primanjkljajev bazenov. Najmanjˇsi primanjkljaj
ima tretji bazen, ki svoj pravicˇni delezˇ presega za en racˇunski vir, sledi mu
drugi bazen brez primanjkljaja in prvi bazen pri katerem je primanjkljaj enak
ena. Prosti vir se dodeli prvemu bazenu, ker pa okno nima dovolj prostora za
hranjenje nove dodelitve, se pred tem iz okna odstrani najstarejˇsa dodelitev.
V nasˇem primeru je to vir izpred devetih razporejanj, ki je bil dodeljen prvemu
bazenu. Na sliki 5.2 okno FWnew predstavlja stanje dodelitve virov po izbrisu
in pred vstavljanjem novega vira k prvemu bazenu. Po zakljucˇku dodeljevanja
je v oknu FWnew skupno prisotnih devet dodelitev od tega dve v prvem bazenu,
tri v drugem in sˇtiri v tretjem bazenu.
Na sliki 5.2 lahko opazimo, da se cˇasovni interval v katerem so vkljucˇene
dodelitve okna, lahko spreminja v odvisnosti od prihoda racˇunskih virov delov-
nih vozliˇscˇ. V primeru okna FWold lahko zasledimo, da se interval vsebovanih
dodelitev told ob odstranitvi vira skrajˇsa skorajda za polovico.
Implementacija okna z manjˇsimi spremembami sicer podpira tudi pravicˇno
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Slika 5.2: Dodelitev racˇunskega vira bazenu Pool1 z najvecˇjim primanjkljajem,
pri cˇemer so tezˇe bazenov enake, medtem ko okno spremlja zadnjih devet
dodelitev.
razporejanje glede na fiksen cˇasovni interval, kjer je potrebno uposˇtevati spre-
menljivo velikost okna. V nasˇem primeru smo se odlocˇili, da testiranja raz-
porejevalnika opravimo s fiksno velikostjo okna, ki lahko zaseda spremenljive
cˇasovne intervale. Bazenom se torej vire dodeljuje na podlagi zadnjih n raz-
porejanj, kjer n predstavlja velikost pravicˇnega okna.
Ker v sistemu obstaja dvoje vrst opravil in racˇunskih virov je dodeljevanje
obeh locˇeno. Okno podpira dodeljevanje obeh vrst opravil.
5.2.3 Vpliv velikosti okna na pravicˇnost razporejanja
Velikost okna dolocˇa sˇtevilo dodeljenih racˇunskih virov, ki jih v oknu zˇelimo
spremljati. Iz testnih meritev smo spoznali, da niso vse velikosti oken primerne
za ohranjanje pravicˇnosti med bazeni, saj vplivajo na neenakomerno porazde-
litev virov. Pri oknih, katerih velikost je vecˇkratnik vsote tezˇ bazenom, se
namrecˇ pojavljajo trenutki, kjer je istemu bazenu lahko vecˇkrat zapored dode-
ljen racˇunski vir. Pojav smo opazili pri mnozˇici aktivnih bazenov, kjer imajo
kandidati za dodelitev novega vira enake primanjkljaje. Razporejevalnik se
v takih trenutkih odlocˇa za isti bazen, kar ob daljˇsem izvajanju privede do
nepravicˇnega razporejanja.
Podoben primer lahko zasledimo na sliki 5.3, kjer imajo bazeni enake tezˇe in
primanjkljaje ob cˇasu t0 enake nicˇ. Iz omenjenega naj bi sledilo, da je vseeno,
kateremu izmed njih je dodeljen naslednji racˇunski vir, kar v nasˇem primeru ne
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Slika 5.3: Vpliv velikosti okna na odlocˇljivost razporejanja.
drzˇi. Tezˇava se pojavi v trenutku neodlocˇljivosti t0, kjer razporejevalnik daje
prednost bazenu pool1, iz katerega se ob novi dodelitvi odstrani vir z oznako
ena (slika 5.3). Bazeni ob naslednjem razporejanju ponovno dosezˇejo svoje
pravicˇne delezˇe in ker razporejevalnik daje prednost bazenu pool1, bo nov vir
zopet dodeljen istemu bazenu. Vir je v nasˇem primeru bazenu pool3 dodeljen
sˇele v tretjem razporejanju od trenutka neodlocˇljivosti. Za razresˇitev opisane
tezˇave predlagamo naslednje resˇitve:
• Izbira bazena z uposˇtevanjem vira, ki se ob dodelitvi odstrani. Cˇe nasle-
dnji element za odstranitev pripada bazenu izmed trenutnih kandidatov
za dodelitev vira, se bazen pri trenutni izbiri izpusti.
• Izbira bazena na podlagi sˇtevila izvajajocˇih opravil, kjer ima izbran bazen
trenutno najmanjˇse sˇtevilo opravil v izvajanju.
• Vpeljava nakljucˇne izbire bazena.
• Preprecˇitev opisanega problema z dolocˇitvijo velikosti okna glede na tezˇe
bazenov.
Osredotocˇimo se na zadnjo resˇitev in predpostavimo, da je velikost okna l
enaka vecˇkratniku vsote tezˇ bazenov:
l = k · w . (5.6)
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Naj bo omenjen vecˇkratnik zaenkrat k = 1, iz cˇesar sledi, da je izvajanje
pravicˇno, cˇe je bilo bazenu i v oknu FWl dodeljeno natanko sfi racˇunskih
virov.
Dodeljevanje virov stremi k pravicˇnemu izvajanju zato lahko pricˇakujemo,
da bodo vsi bazeni ob dolocˇenem cˇasu dosegli svoje pravicˇne vrednosti sfi. Iz
tega sledi, da bodo njihovi primanjkljaji enaki nicˇ, kar pomeni da imamo za iz-
biro bazena na voljo vecˇ kandidatov, s cˇimer se pojavi problem neodlocˇljivosti.
Zmanjˇsanje okna za en racˇunski vir na velikost l = (k · w)− 1 je bilo v me-
ritvah ucˇinkovito, saj se je izkazalo, da ima najvecˇji primanjkljaj ob vsakem
razporejanju natanko en bazen, ki mu je dodeljenih bsfc virov. Ostali ba-
zeni presegajo svoje pravicˇne delezˇe, sˇtevilo njihovih dodeljenih virov pa znasˇa
natanko dsfe. Sesˇtevek dodeljenih virov iz vseh bazenov je enak velikosti
pravicˇnega okna.
Cˇe povzamemo je torej ucˇinkovita velikost okna z uposˇtevanjem vecˇkratnika
vsote tezˇ bazenov k enaka
l =
(
k ·
∑
i∈pools
wi
)
− 1 . (5.7)
Vecˇino zgoraj predlaganih resˇitev lahko v razporejevalnik vkljucˇimo z manjˇsimi
spremembami pri izbiri bazena ali z implementacijo lastnega sortirnega primer-
jalnika. Ucˇinkovitost predlaganih resˇitev smo preizkusili v poglavju 5.3.3 pri
meritvah vplivov neaktivnih bazenov na pravicˇnost dodeljevanja virov.
5.3 Evaluacija
Razporejanje s pravicˇnim oknom smo primerjali s pravicˇnim razporejevalnikom
in razporejevalnikom FIFO, ki spadata med bolj prepoznavne razporejevalnike
v okolju Hadoop.1 V meritvah smo primerjali kaksˇne izvajalne cˇase dosegajo
pri razlicˇnih tipih poslov ter ocenjevali pravicˇnost njihovega dodeljevanja glede
na razlicˇne parametre okolja.
5.3.1 Priprava testnega okolja
Postavitev manjˇse grucˇe sˇestih racˇunalnikov je potekala v vecˇ delih. Strojno
opremo okolja je sestavljal zmogljivejˇsi racˇunalnik, ki je upravljal dostope do
grucˇe, storitve lokalnega omrezˇja in koordinacijo poslov okolja Hadoop. Grucˇo
1Razporejevalnik smo opisali v 4.2.1
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je sestavljalo pet dodatnih delovnih vozliˇscˇ, ki so bila namenjena hranjenju po-
datkov in izvajanju opravil. Vozliˇscˇa so bila med seboj povezana z gigabitnim
stikalom. Diagram okolja opisuje slika 5.4.
Slika 5.4: Diagram testnega okolja.
Vozliˇscˇa so bila opremljena z operacijskim sistemom Ubuntu Server 10.10,
za upravljanje omrezˇnih naslovov in preslikovanje domen je skrbelo orodje Dn-
sMasq. Povezljivost in dostopnost do lokalnih virov je z vzpostavitvijo infra-
strukture javnih kljucˇev v mostovnem nacˇinu (angl. bridge mode) omogocˇalo
orodje OpenVPN.
Na vozliˇscˇih je bila namesˇcˇena razlicˇica Apache Hadoop 0.20.205, ki je v
trenutku postavitve okolja predstavljala najstabilnejˇso razlicˇico ogrodja. Iz-
vajanje in statistiko opravil smo spremljali preko namenskih servletov ogrodja
in orodja za monitoring grucˇ Ganglia. Primer spremljanja virov vozliˇscˇ ob
izvajanju opravil je podan v dodatku B.
Dodatne informacije razporejanja smo pri pravicˇnem razporejevalniku in
razporejevalniku FWS pridobili z manjˇsimi spremembami v odseku kode, kjer
poteka izbira bazenov za dodelitev racˇunskih virov.
V grucˇi je bilo skupno na voljo 700GB prostora, pri cˇemer je vsak podatek
vseboval svojo kopijo na locˇenem vozliˇscˇu. Podatki so bili porazdeljeni na
petih obicˇajnih racˇunalnikih z naslednjo konfiguracijo:
• procesor: AMD Athlon 64 3500+, 2,2GHz, 1 procesorsko jedro
• delovni spomin: 2GB
• lokalni disk: 140GB
Za samodejno postavitev in dodajanje novih vozliˇscˇ smo pripravili razlicˇne
skripte, kar nam je omogocˇilo postavitev grucˇe v relativno kratkem cˇasu. Prav-
tako smo za testno okolje pripravili skripte za samodejni prenos izgradenj raz-
porejevalnika, poslov MapReduce in zajem statistike opravil.
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Zacˇetna dolocˇitev sˇtevila racˇunskih virov posameznega vozliˇscˇa je obsegala
dva racˇunska vira map in enega reduce, kar je vodilo do preobremenitve proce-
sorjev, zato smo njihovo sˇtevilo postavili v razmerje ena proti ena. Ker je bilo
v grucˇi prisotnih pet delovnih vozliˇscˇ, je bilo skupno sˇtevilo racˇunskih virov
map enako pet, enako sˇtevilo je bilo virov reduce.
Izvajalno okolje smo skusˇali v vseh razporejevalnikih poenotiti, zato smo
se pri meritvah odlocˇili, da kljub podpori zagotavljanja minimalnih delezˇev pri
dveh izmed razporejevalnikov, slednje v meritvah ne uposˇtevamo. Prav tako so
bile v vseh izvajanjih onemogocˇene prekinitve izvajanja opravil in mehanizmi
zakasnjenega razporejanja.
5.3.2 Ocenjevanje pravicˇnosti dodelitev
Pravicˇnost dodelitev racˇunskih virov smo lahko spremljali le pri pravicˇnem
in FWS razporejevalniku, saj razporejevalnik FIFO ne omogocˇa izstavljanja
poslov razlicˇnim bazenom.
Razporejanje oziroma dodeljevanje virov smo oznacˇili kot pravicˇno, cˇe vsi
bazeni od zacˇetka meritve prejmejo enak delezˇ racˇunskih virov. Z uposˇtevanjem
tezˇ bazenov je izvajanje pravicˇno, cˇe so ob poljubnem cˇasu t delezˇi dodeljenih
virov in tezˇ enaki za vse aktivne bazene. Oceno za spremljanje pravicˇnosti do-
delitev smo dolocˇili s funkcijo ∆ (t), ki ob vsakem razporejanju meri najvecˇjo
razliko v dodeljenih virih trenutno aktivnih bazenov od zacˇetka izvajanja me-
ritve
∆ (t) = max
i,j∈pools
∣∣∣∣sai (t)wi − saj (t)wj
∣∣∣∣ , i 6= j , (5.8)
kjer sai in saj predstavljata skupno sˇtevilo dodeljenih virov bazenu i in j od
zacˇetka meritve do cˇasa t, medtem ko wi in wj njihovi tezˇi. Nizke vrednosti
funkcije ∆ (t) nakazujejo, da je razporejanje pravicˇno, saj je dodeljevanje virov
med bazene enakomernejˇse.
Obnasˇanje funkcije ∆ (t) v pravicˇnem razporejevalniku opisuje slika 5.5, na
kateri so prisotni trije grafi, ki predstavljajo skupno sˇtevilo dodeljenih virov
posameznemu bazenu do cˇasa t.
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Slika 5.5: Sˇtevilo dodeljenih virov posameznega bazena od zacˇetka izvajanja
meritve in spremljanje pravicˇnosti s funkcijo ∆ (t) za pravicˇni razporejevalnik.
Funkcija ∆ (t) ob vsakem razporejanju meri najvecˇje odstopanje v sˇtevilu
dodeljenih virov med bazeni. Iz zgornje slike podanega primera je razvidno,
da dodeljevanje ni povsem pravicˇno, saj je tretjemu bazenu v istem cˇasovnem
intervalu dodeljeno manj opravil kot ostalima dvema bazenoma, cˇeprav imajo
vsi enake tezˇe. Primer pravicˇnejˇsega razporejanja in enakomernejˇsega dodelje-
vanja virov ponazarja slika 5.6 za razporejevalnik FWS, kjer razpon funkcije
∆ (t) niha med enim in dvema racˇunskima viroma. V obeh primerih imajo
bazeni enake tezˇe.
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Slika 5.6: Sˇtevilo dodeljenih virov posameznega bazena od zacˇetka izvajanja
meritve razporejevalnika FWS.
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5.3.3 Meritve in diskusija rezultatov
Podatke meritev so sestavljali arhivi spletnih objav strani Wikipedia, ki so
bili v grucˇi hranjeni z replikacijskim faktorjem dva. Velikost posamicˇnega
datotecˇnega bloka je bila 64MB. Pred testiranji so bili podatki uravnotezˇeno
porazdeljeni med vozliˇscˇa grucˇe.
V testiranjih so bili uporabljeni trije tipi podatkovno intenzivnih poslov
z razlicˇnimi sˇtevili opravil map. Najmanjˇsi posel js je vseboval 3 opravila in
se je izvajal nad podatki velikosti 192MB, srednje velik posel jm z 10 opra-
vili je obsegal 640MB podatkov, medtem ko je najvecˇji posel jb zajemal 100
opravil in se izvajal nad podatki velikosti 6,25GB. Vsak posel je poleg opravil
map vseboval tri opravila reduce. Kombinacije zgoraj nasˇtetih poslov so bile
sestavni del meritev, opisanih v nadaljevanju.
Izvajalni cˇasi
V meritvah smo zˇeleli preveriti vpliv dodeljevanja virov posameznega razpo-
rejevalnika na izvajalne cˇase dveh razlicˇnih mnozˇic poslov. V ta namen smo
sestavili dve testni mnozˇici, ki sta vsebovali razlicˇne tipe in sˇtevilo poslov. Iz-
vajalni cˇasi so bili merjeni od izstavitve prvega posla mnozˇice vse do zakljucˇka
zadnjega posla. Povprecˇni izvajalni cˇasi mnozˇic poslov so povzeti na sliki 5.7.
Prvo testno mnozˇico so sestavljali trije vecˇji posli jb, za katere je veljalo,
da so v cˇasu izvajanja v delovnih vozliˇscˇih vecˇinoma zasedali racˇunske vire
map, medtem ko sta bila oba tipa virov zasedena le pri koncu izvajanj testne
mnozˇice. Za vsak razporejevalnik je bilo opravljenih pet meritev, na podlagi
katerih se je izkazalo, da se povprecˇni cˇasi izvajanj testnih mnozˇic pri vseh
treh razporejevalnikih bistveno ne razlikujejo. Pri meritvah razporejevalnika
FWS se je izkazalo, da je cˇas izvajanja vecˇjih poslov malenkost vecˇji kakor pri
ostalih dveh razporejevalnikih (slika 5.7, Larger Jobs Set).
Mnozˇica mesˇanih poslov (slika 5.7, Mixed Jobs Set) je bila sestavljena z
namenom preucˇevanja vpliva skupnega prepletanja izvajanj opravil map in
reduce na izvajalne cˇase pri razlicˇnih razporejevalnikih. Mnozˇica je predsta-
vljala priblizˇek izvajanja poslov v realnih okoljih. Sestavljena je bila iz 23
manjˇsih poslov js in 10 srednjih poslov jm, ki so bili nakljucˇno porazdeljeni v
tri bazene. Meritve z isto mnozˇico poslov so bile opravljene v petih ponovi-
tvah za vsakega izmed razporejevalnikov. Rezultati meritev so podobno kot
v prejˇsnjem primeru pokazali, da se izvajalni cˇasi razporejevalnikov v nasˇem
primeru bistveno ne razlikujejo. Najboljˇsi izvajalni cˇas mnozˇice mesˇanih po-
slov je dosegla nasˇa implementacija razporejevalnika FWS, medtem ko se je
najslabsˇe odrezal razporejevalnik FIFO s skoraj tri minutno zakasnitvijo. Le-
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Slika 5.7: Povprecˇni izvajalni cˇasi za testno mnozˇico treh vecˇjih poslov jb in
mesˇano mnozˇico sestavljeno iz poslov js in jm. Oznake Fair, FWS in FIFO
predstavljajo razporejevalnike za katere smo opravljali meritve.
to pripisujemo predvsem razlicˇnemu zaporedju izvajanj poslov, kar je vodilo
do drugacˇnega razporeda izvajanj opravil map in reduce. V primerjavi z osta-
lima razporejevalnikoma predvidevamo, da so zakasnitve nastale predvsem v
trenutkih preobremenjenosti vozliˇscˇ.
Izmerjeni cˇasi so v obeh testnih primerih pricˇakovani, saj so podobne re-
zultate brez uporabe zakasnjenega razporejanja za pravicˇni in FIFO razpore-
jevalnik dosegli tudi v cˇlanku [39] (slika 12). Na podlagi tega cˇlanka lahko
sklepamo, da bi bila razlika med FIFO razporejevalnikom in ostalima dvema
z uporabo zakasnjenega razporejanja sˇe bolj ocˇitna. Meritve, ki vkljucˇujejo
omenjeni mehanizem v testih nismo uposˇtevali, saj so posli v grucˇi zˇe v osnovi
dosegali dokaj visoko lokalnost. Vsako opravilo je bilo namrecˇ prisotno na
dveh od petih vozliˇscˇ.
Pravicˇnost dodeljevanja racˇunskih virov
Za spremljanje pravicˇnega razporejanja smo v meritvah uporabili funkcijo
∆(t), ki smo jo predstavili v 5.3.2 in katera opisuje najvecˇjo razliko v do-
deljenih virih med aktivnimi bazeni. Na sliki 5.8 je funkcija ∆(t) opisana za
pravicˇni in FWS razporejevalnik, medtem ko smo razporejevalnik FIFO izpu-
stili, saj ne omogocˇa deljenja virov med vecˇ uporabnikov oziroma vrst.
Pravicˇnost smo v posamezni meritvi spremljali nad izvajanjem testne mno-
zˇice, ki je za vsakega izmed treh bazenov vsebovala posel jb. Skupno je bilo
v vsaki meritvi tako prisotnih 300 opravil. Posli so bili v izvajanje izstavljeni
na zacˇetku meritve, kar pomeni, da je bil vsak izmed bazenov aktiven vse do
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zakljucˇka zadnjega opravila v bazenu.
V meritvi pravicˇnega razporejevalnika s slike 5.8 (Fair) lahko opazimo, da
se funkcija ∆(t) povecˇuje vse do 25. minute izvajanja, kjer dosezˇe razliko 46
racˇunskih virov, kar v celotni meritvi predstavlja 15, 3 % vseh dodeljenih vi-
rov. Podatki meritev so pokazali, da je vzrok za narasˇcˇajocˇi trend funkcije ∆(t)
zapostavljanje dodeljevanja virov bazenu pool3, kar predstavlja problem, ki iz-
haja iz dodeljevanja virov na podlagi sˇtevila opravil, ki so trenutno v izvajanju.
V nasˇem primeru predvidevamo, da se razlika povecˇuje predvsem v trenutkih,
ko imata vsaj dva bazena isto sˇtevilo opravil v izvajanju in tako predstavljata
kandidata za dodelitev naslednjega vira. V implementaciji pravicˇnega raz-
porejevalnika je mogocˇe zaslediti, da se v omenjenih trenutkih racˇunski vir
dodeli bazenu glede na njegovo ime2, kar pa ob vecˇjem sˇtevilu taksˇnih tre-
nutkov lahko privede do zapostavljanja dolocˇenega bazena. Kljub temu da v
nasˇem primeru sicer nismo merili trenutnih opravil v izvajanju, lahko na sliki
5.5 vidimo potek dodeljevanja in narasˇcˇajocˇo razliko med tremi bazeni, katerih
podatki izhajajo iz iste meritve. Po preteku 26. minute zasledimo strm padec
funkcije na vrednost 0, ki nakazuje zakljucˇek izvajanj opravil v bazenih pool1
in pool2.
Drugi graf na sliki 5.8 predstavlja funkcijo ∆(t) za implementacijo raz-
porejevalnika FWS z velikostjo okna 8 dodelitev. Funkcija skozi celoten cˇas
izvajanja ohranja vrednosti 0 in 1, kar pomeni, da je razlika v dodeljenih virih
med prisotnimi bazeni enaka najvecˇ 1 racˇunski vir.
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Slika 5.8: Pravicˇnost dodeljevanja virov v izvajanju pravicˇnega razporejeval-
nika in razporejevalnika FWS, pri cˇemer je pravicˇnost dodeljevanja dolocˇena s
funkcijo ∆(t).
2Bazen je sicer izbran glede na cˇas izstavitve bazena, ki pa v implementaciji v vsakem
primeru vracˇa vrednost nicˇ zato je odlocˇitev sprejeta glede na ime bazena.
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Iz podanih meritev lahko razberemo, da smo z implementacijo razporeje-
valnika FWS dosegli pravicˇnejˇse dodeljevanje virov kakor je to prisotno pri
pravicˇnem razporejevalniku. Pri tem naj omenimo, da v obeh meritvah nismo
zajeli primera neaktivnosti bazenov in nakljucˇnih prihodov poslov, ki lahko
dodatno vplivajo na potek razporejanja.
Vpliv velikosti okna na pravicˇnost dodeljevanja virov v FWS
Vpliv velikosti pravicˇnega okna nad dodeljevanjem razporejevalnika smo merili
nad tremi bazeni z enakimi tezˇami, kjer smo na zacˇetku meritve v vsakega
izstavili v izvajanje posel jb. Pravicˇnost dodeljevanj smo opravili s funkcijo
∆(t), katere rezultati so prikazani na sliki 5.9.
Za velikost okna 3 lahko iz grafa opazimo konstantno vecˇanje funkcije ∆(t)
vse do vrednosti 50 dodelitev, kar je posledica premajhne velikosti okna in
delno tudi trenutkov neodlocˇljivosti, katerih pojav smo opisali v poglavju 5.2.3.
Graf izvajanja okna z velikostjo 9 dodelitev sicer prikazuje manjˇso razliko v
dodeljenih virih med bazeni, kljub temu pa dosezˇe skorajda razliko 25 virov,
kar v meritvi predstavlja 8, 3 % vseh dodeljenih virov.
Iz grafov lahko razberemo, da je bilo najpravicˇnejˇse dodeljevanje dosezˇeno
pri uporabi okna velikosti 8 in 11 dodelitev (FWS8, FWS11), kjer je bila
najvecˇja razlika med bazeni 2 racˇunska vira. Podobne rezultate smo dosegli
tudi pri velikosti okna 20 in 23, ki pa ju zaradi preglednosti nismo umestili v
graf. Bazeni so v zgornjih primerih imeli tezˇe enake ena.
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Slika 5.9: Vpliv velikosti okna na pravicˇnost dodeljevanja opravil, pri cˇemer je
vsaka meritev izvedena nad tremi aktivnimi bazeni z enakimi tezˇami.
V enacˇbi 5.7 smo omenili, da je ucˇinkovita velikost okna odvisno od fak-
torja k in vsote tezˇ bazenov. V primeru FWS8 se je pokazalo, da je pravicˇnost
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dodeljevanja dosezˇena zˇe pri k = 3, zato smo dodatno izmerili potek dodelje-
vanja v primeru razlicˇnih tezˇ bazenov. Tako kot pri enakih tezˇah bazenov se
je pokazalo, da se z uposˇtevanjem enacˇbe okna pravicˇnost dobro ohranja in
dosega majhne vrednosti funkcije ∆(t).
Iz opravljenih meritev je razvidno, da se ob aktivnih bazenih najbolje ob-
nesejo velikosti okna, ki uposˇtevajo tezˇe bazenov in so dolocˇena z enacˇbo 5.7.
Izvajanje je bilo pravicˇno za vse velikosti okna, katere faktor k > 2.
Vpliv neaktivnih bazenov na pravicˇnost dodeljevanja virov v FWS
Bazeni so lahko med izvajanjem tudi v neaktivnem stanju, kar pomeni, bodisi
da so se vsi njihovi posli zˇe zakljucˇili bodisi da v bazen ni bilo izstavljeno v iz-
vajanje nobenega posla. V meritvi se je izkazalo, da se trenutki neodlocˇljivosti
pojavljajo kljub uposˇtevanju enacˇbe 5.7 za izracˇun velikosti okna.
V meritvi smo zˇeleli preveriti obnasˇanje okna v prisotnosti neaktivnih baze-
nov in trenutkov neodlocˇljivosti. Testna konfiguracija, ki ustreza opisanim po-
gojev je bila sestavljena iz sˇtirih bazenov z enakimi tezˇami, kjer je bila velikost
okna dolocˇena z enacˇbo 5.7 in je znasˇala 15 dodelitev. Trenutki neodlocˇljivosti
se v podanem primeru pojavijo, ko je v oknu trem bazenom dodeljeno po pet
virov, zato smo cˇetrti bazen pustili neaktiven.
Za resˇevanje trenutkov neodlocˇljivosti smo v meritvi uposˇtevali vse predla-
gane resˇitve iz poglavja 5.2.3 in izmerili njihovo ucˇinkovitost. Kot najucˇinkovi-
tejˇsa se je izkazala resˇitev, pri kateri smo bazen izmed kandidatov za dodelitev
naslednjega vira izbrali nakljucˇno.
Ucˇinkovitost uporabljene resˇitve se je pokazala v povecˇani pravicˇnosti, kjer
je funkcija ∆(t) nihala med vrednostima 0 in 1, 3 % vseh dodeljenih virov,
kar je bistveno nizˇje kot pri ostalih resˇitvah, ki smo jih predlagali. Resˇitev s
preprecˇevanjem dodelitve vira bazenu, katerega vir je pravkar zapustil okno, je
s 5, 3 % razliko v dodelitvah dosegla slabsˇe rezultate, medtem ko se je resˇevanje
trenutkov neodlocˇljivosti glede na sˇtevilo opravil v izvajanju odrezalo bolje in
doseglo najvecˇjo razliko izmed vseh dodeljenih virov v viˇsini 3, 6 %.
Iz opisanega sledi, da smo z uposˇtevanjem enacˇbe za izracˇun velikosti okna
in mehanizmom nakljucˇne izbire bazena ob trenutkih neodlocˇljivosti dosegli
bistveno izboljˇsavo v pravicˇnejˇsem dodeljevanju virov. Najvecˇja razlika v do-
deljenih virih med bazeni je znasˇala 1, 3 % kar znasˇa 13, 4 % izboljˇsavo v
primerjavi s pravicˇnim razporejevalnikom. Slednji je v isti meritvi dosegel
razliko med bazeni v viˇsini 14, 7 % vseh dodeljenih virov.
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Nadgradnja pravicˇnega razporejevalnika s cˇasovno komponento okna se je izka-
zala za ucˇinkovito resˇitev pri zagotavljanju pravicˇnejˇsega in enakomernejˇsega
dodeljevanja racˇunskih virov. Z novim razporejevalnikom odzivnosti poslov
sicer nismo uspeli izboljˇsati, a smo z razporejanjem, ki temelji na lokalni zgo-
dovini zadnjih dodelitev, kljub temu dosegli pravicˇnejˇse dodeljevanje virov med
prisotne bazene.
V meritvah pravicˇnega razporejevalnika je mozˇno opaziti, da je v istem
intervalu nekaterim bazenom kljub enakim tezˇam dodeljeno manj virov kot
ostalim (slika 5.5). Z ohranjanjem pravicˇnega in bolj striktnega dodeljevanja
smo v novem razporejevalniku dosegli, da se viri med bazeni dodeljujejo bolj
enakomerno, kar posledicˇno pomeni enakomernejˇse in predvidljivejˇse izvajanje
njihovih poslov (slika 5.6).
Meritve so pokazale, da zamisel in vpeljava strukture okna v razporejanje
vsebuje pomanjkljivosti, ki jih ob dodelitvi novega vira predstavljajo trenutki
neodlocˇljivosti. V primeru aktivnosti vseh bazenov smo tezˇavo resˇili s pred-
hodnim dolocˇanjem velikosti okna glede na tezˇe bazenov. Resˇitev se sicer
zelo dobro obnese ob aktivnih bazenih, manj pa v primeru, ko nekateri iz-
med njih niso v uporabi oziroma preidejo v neaktivno stanje, kar ponovno
povzrocˇi njihovo pojavitev. Problem smo poleg uposˇtevanja enacˇbe 5.7 za ve-
likost pravicˇnega okna razresˇili z nakljucˇno izbiro bazena izmed kandidatov za
dodelitev naslednjega vira.
Kombinaciji zgornjih resˇitev sta v vseh opravljenih meritvah dosegali pra-
vicˇnejˇse dodeljevanje virov, kot je to prisotno pri obstojecˇem pravicˇnem raz-
porejevalniku. Navkljub dobrim rezultatom bi bilo v nadaljnjih meritvah smi-
selno preucˇiti potek dodeljevanja v odvisnosti od velikosti okna in nakljucˇnega
prihoda vecˇjih poslov. Pri preveliki velikosti okna in prihodu vecˇjega posla v
dalj cˇasa neaktiven bazen, se namrecˇ lahko zgodi, da so vsi razpolozˇljivi viri
dodeljeni slednjemu, kar lahko privede do zastojev poslov v ostalih bazenih.
Meritve smo opravljali nad manjˇso grucˇo obicˇajnih racˇunalnikov z omeje-
nimi viri. Dodaten vpogled v delovanje in ucˇinkovitost razporejevalnika FWS
bi lahko dosegli z razporejanjem v zmogljivejˇsi grucˇi racˇunalnikov in simulacijo
produkcijskih sledi aplikacij iz realnih izvajalnih okolij.
Poleg omenjenega bi bilo v nadaljnjih verzijah razporejevalnika smiselno
preucˇiti ustreznost in uporabnost vpeljave razporejanja na podlagi cˇasov za-
kljucˇka poslov. Slednje bi sluzˇilo predvsem aplikacijam, ki zahtevajo strozˇje
cˇasovne omejitve in pri katerih je doseganje cˇasovnih rokov kljucˇnega pomena
za delovanje sistema.
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Trenutna razlicˇica razporejevalnika FWS deluje v vseh ogrodjih Apache
Hadoop, kjer obstaja mozˇnost razporejanja z obstojecˇim pravicˇnim razpore-
jevalnikom. Vecˇja novost novejˇse beta razlicˇice ogrodja Apache Hadoop Map-
Reduce v2 (YARN ) je bila sprememba celotne arhitekture sistema z uvedbo
novega modela upravljanja virov. Razporejevalnik FWS v omenjeni razlicˇici sˇe
nismo testirali, vendar verjamemo, da bi lahko bilo razporejanje v tem okolju
z natancˇnejˇsimi informacijami o stanju virov sˇe ucˇinkovitejˇse.
Poglavje 6
Zakljucˇek
V diplomskem delu smo se podrobneje seznanili z modelom MapReduce, ki
predstavlja enega izmed bolj prepoznavnih modelov za podatkovno intenzivno
in porazdeljeno racˇunanje. Prepoznavnost modela se je pokazala v sˇtevilnih
implementacijah, zato smo v drugem poglavju povzeli le trenutno najbolj
razsˇirjena ogrodja. Najvecˇ pozornosti smo posvetili ogrodju Apache Hadoop
in njegovemu razporejanju, katerega skupine razporejevalnikov smo opredelili
v cˇetrtem poglavju in jih nekaj tudi opisali. V zakljucˇnem delu smo izvedli
nadgradnjo pravicˇnega razporejevalnika, s katero sicer nismo dosegli krajˇse od-
zivnosti poslov, a smo kljub temu v primerjavi s pravicˇnim razporejevalnikom
dosegli bistveno izboljˇsavo v pravicˇnosti dodeljevanja virov med uporabnike
sistema in posledicˇno enakomernejˇse izvajanje njihovih poslov. Izboljˇsavo smo
dosegli z vpeljavo zamisli razporejanja s pravicˇnim oknom in spremljanjem
zadnjih dodelitev virov. Pomanjkljivost vpeljane zamisli se je pokazala v tre-
nutkih enakih prioritet bazenov oziroma v trenutkih neodlocˇljivosti, ki so bili
vzrok za neenakomerno porazdelitev virov med bazene. Izmed predlaganih
mozˇnosti za resˇitev tezˇave se je kot najucˇinkovitejˇsa izkazala dolocˇitev ve-
likosti okna glede na tezˇe bazenov in izbira nakljucˇnega bazena iz mnozˇice
kandidatov za dodelitev novega vira.
Modelom in sistemom za podatkovno intenzivno racˇunanje bo v priho-
dnjih letih glede na narasˇcˇajocˇe kolicˇine podatkov skoraj zagotovo posvecˇeno
sˇe veliko pozornosti. Po ocenah vodilnih analitskih podjetij kot so IDC, McK-
insey, Gartner in Forrester naj bi kolicˇina podatkov v naslednjih letih strmo
narasˇcˇala. Podjetje McKinsey ocenjuje, da se bo njihov obseg do leta 2021
v primerjavi z letom 2009 povecˇal za 44-krat z letno rastjo 40 %. Trg ome-
njenih tehnologij naj bi se iz trenutno 9,1 milijarde dolarjev povzpel na 86,4
milijarde dolarjev, kar naj bi predstavljalo 11 % vseh vlozˇenih sredstev na
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podrocˇju informacijske tehnologije [29]. Na razvoj omenjenih sistemov bo po
nasˇem mnenju dodatno vplivalo zanimanje majhnih in srednje velikih podjetij,
ki bodo v svojih podatkih prepoznala potencialni vir koristnih informacij za
pomocˇ pri odlocˇanju in pregledu poslovanja. S tem mislimo predvsem na upo-
rabo preprostih in odzivnih aplikacij na podrocˇju poslovne analitike, katerih
ucˇinkovitost je v primeru velikih zbirk podatkov tesno povezana z razvojem
sistemov in ogrodij za podatkovno intenzivno racˇunanje.
Dodatek A
Izvorna koda razporejevalnika
FWS
Za dostop do hrambe kontaktirajte mene oziroma dr. Andreja Brodnika.
https://lusy.fri.uni-lj.si/svn/dipl-mu/
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Dodatek B
Spremljanje izvajanja opravil z
orodjem Ganglia
Ganglia ponuja sˇirok izbor metrik za spremljanje sistemskih parametrov vo-
zliˇscˇ. Orodje omogocˇa integracijo z ogrodjem Hadoop in spremljanje njegovega
izvajanja kot npr. zasedenost racˇunskih virov, parametre porazdeljenega da-
totecˇnega sistema HDFS in ostalo.
Slika B.1 prikazuje kumulativni metriki vozliˇscˇ, ki opisujeta stanje omrezˇja
in procesorsko obremenjenost grucˇe. Kot primer smo podali izvajanje treh
poslov s skupno tristo opravili map in sˇestimi opravili reduce. Iz grafa je lepo
razviden prehod v stopnjo reduce, ki ga v omrezˇnem grafu zaznamuje povecˇana
pasovna sˇirina omrezˇja, medtem ko se v grafu procesorske aktivnosti odrazˇa v
nizˇji obremenjenosti vozliˇscˇ. Prehod je oznacˇen z zeleno cˇrto.
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Slika B.1: Prikaz metrik pasovne sˇirine omrezˇja in procesorske obremenjenosti
v izvajanju MapReduce opravil.
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