We show that a simple nonassociative algebra is at work in the combinatorics underlying the structure of differential equations of some integrable hierarchies (like 'noncommutative' Burgers and KP). This suggests a certain weakly nonassociative algebra as a unifying framework for (a possibly restricted class of) integrable systems. We construct a 'nonassociative hierarchy' as a consequence of which several familiar integrable hierarchies emerge. As a byproduct we obtain a 'noncommutative' (e.g., matrix) version of the differential Fay identity for the KP hierarchy.
Introduction
In the present work we show that nonassociativity 1 plays an amazing role in the context of classical integrable hierarchies. The following originated from our recent study of the combinatorics underlying the building rules of KP hierarchy equations and the emergence of a quasi-shuffle algebra [13, 14] . The present work further abstracts from the latter and can be accessed independently. In fact, in [13] we used a weakly nonassociative extension of an associative algebra as a technical sidestep in order to simplify certain calculations, but we did not regard it as something of deeper importance. This attitude changed drastically in the course of the work on which we report here.
Nonassociative algebras already appeared in the context of integrable systems [15] [16] [17] [18] [19] [20] [21] . Svinolupov [15] determined the conditions under which a system of equations of a special form, involving 'structure constants' of a nonassociative algebra, possesses symmetries, i.e., other systems such that the flows commute. This led to algebraic structures known as 'left-symmetric algebras' and 'Jordan pairs'. In contrast, one can start with a simple nonassociative algebra and derive integrable hierarchies from it.
Let f generate a nonassociative algebra A(f ) and let us try to recover in A(f ) the characteristic structure of an integrable hierarchy, which is an infinite set of commuting derivations δ n , n = 1, 2, . . .. In order to achieve this, we choose their actions on the generator as nonlinear homogeneous expressions in f . For our first equation (of lowest order in f ), there is no other choice than
The second equation should take the form
with constants κ 1 , κ 2 , since f f 2 and f 2 f are the only independent monomials cubic in f . The requirement that δ 1 and δ 2 are commuting derivations then leads to the condition
where the left hand side is an associator [22] . Choosing κ 1 = κ 2 , this means
which weakens the allowed nonassociativity. In fact, we will more generally require that for all a, b, c, d ∈ A(f ). As a consequence, the algebra generated by 'composite' elements, i.e. by A(f ) 2 = {a b | a, b ∈ A(f )}, is an associative algebra. The next derivation can then be taken as
Amazingly, this construction can indeed be continued ad infinitum and the underlying general building law will be presented in this work. 2 With the exception of the first derivation, the expressions δ n (f ) would vanish identically in case of (complete) associativity.
The derivations δ n are subject to algebraic identities. For example, a direct calculation reveals that
as a consequence of the definitions (1.1), (1.2) with κ 1 = κ 2 = 1, (1.6), and the derivation rule. If we forget about the fact that the elements δ n 1 · · · δ n k (f ) have an intrinsic structure, an equation like (1.7) becomes a nontrivial equation. Indeed, if we formally replace the δ n by partial derivatives ∂ tn with respect to variables t 1 , t 2 , . . ., we recover the ('noncommutative', or matrix) potential KP equation. 3 In fact, the elements δ n 1 · · · δ n k (f ), where n 1 , . . . , n k = 1, 2, . . . and k = 1, 2, . . ., satisfy more identities of this kind and, as we will prove in this work, the whole ('noncommutative') KP hierarchy emerges in this way. Since these identities are built solely from the 'composite objects' δ n 1 · · · δ n k (f ) and do not involve a bare f , as a consequence of (1.5) they actually live in an associative algebra for which a representation e.g. by matrices of functions may then be available. But even in cases where a bare f appears in identities and nonassociativity plays a role, relations with classical integrable hierarchies can be established. In fact, ('noncommutative') Burgers hierarchies show up in this way.
The above formal transition from the identity (1.7) to the potential KP equation can be put on more rigorous grounds by regarding it as a consequence of the hierarchy
of commuting flows in the nonassociative algebra A(f ), where f should now be allowed to depend on the variables t 1 , t 2 , . . .. 4 As we will demonstrate, the whole potential KP hierarchy is then a consequence of the 'nonassociative hierarchy' (1.8). Furthermore, it turns out that, with a proper choice of the algebra A(f ), the soliton solutions of the potential KP hierarchy are in fact solutions of the whole nonassociative hierarchy (see section 7). Our results demonstrate that (1.8) indeed makes sense as a 'nonassociative hierarchy' and show that it is an interesting object in the field of integrable systems. Because of the results just mentioned, we should call it the nonassociative KP hierarchy.
In section 2 we introduce the basic nonassociative algebraic structure. Section 3 introduces a sequence of derived products, mainly as a preparation for the construction of a hierarchy of commuting derivations in section 4. Some important identities in A(f ) are derived in section 5. In section 6 we show that the ('noncommutative') KP hierarchy emerges from this framework. Section 7 presents a class of examples and deepens our understanding of the latter observation, in particular by demonstrating how soliton solutions of the ('noncommutative') KP and Burgers hierarchies can be recovered in this framework. In section 8 we somewhat generalize the algebraic framework and introduce (left-and right-) A-modules, a setting in which the AKNS hierarchy enters the stage and we are led to a hierarchy associated with the pseudodual chiral model [24, 25] . Section 9 contains some remarks and we added some appendices with supplementary material. 2 The condition (1.5) is a rather strong restriction of the a priori present nonassociativity. In this work we do not address the problem of finding the weakest restriction of nonassociativity and the corresponding hierarchy of derivations. 3 We may think of other realizations of the derivations δn, of course. 4 Integrable equations where the dependent variables live in a nonassociative algebra have already been considered in particular in [15] [16] [17] [18] [19] [20] [21] . The first equation ft 1 = f 2 of the hierarchy (1.8), which is the only one that would survive in case of vanishing nonassociativity, is the equation of a nonassociative top as considered in [19, 23] , for example.
Weakly nonassociative algebras
In the following, A denotes a nonassociative and noncommutative algebra (over a field of characteristic zero) which is weakly nonassociative in the sense that
is an ideal in A and also a subalgebra. As a consequence of (2.1) nonassociativity only appears in expressions which contain an element f ∈ A 2 as an inner factor (i.e., not at the left or right end). Once we have deduced equations which only make reference to elements of A 2 , we work in an associative algebra which can then be realized as an algebra of (matrices of) functions, for example. This is the most obvious way to make contact with relevant applications. In the special case where A is generated by an element f , we denote the algebra as A(f ). 5 Let us fix an element f ∈ A 2 and let L f and R f denote, respectively, the left and right multiplication by f . 6 Note that
In particular, this implies
The condition (2.1) can also be expressed in the following two ways,
where L a , R a are left and right multiplications by a ∈ A. It is convenient to introduce the abbreviations
The reader should keep in mind that h n , e n , and objects expressed in terms of them depend on the choice of f .
Proposition 2.1 The algebra A(f ) is spanned by f and products of the elements
f f where i 1 , . . . , i m , j 1 , . . . , j n ∈ N ∪ {0} and m, n ∈ N. Using (2.3) and (2.4), we see that these monomials are given by f or L n f R m f (f 2 ), where m, n ≥ 0. Taking (2.5) into account, any monomial built from elements of the form L r f R s f (f 2 ) and also with f can be reduced to a monomial which consists of products of elements L n f R m f (f 2 ) only. 5 This algebra is isomorphic to the (augmented) algebraÃ(P ) introduced in [13] with the product× (defined therein). It is therefore possible to introduce in A(f ) all the other products which we considered previously. 6 As linear operators on the nonassociative algebra, these multiplications generate an associative algebra [22] .
Remark. Given an associative algebra A, we can construct a weakly nonassociative algebra A with A 2 = A as follows. Let L, R : A → A be two linear maps and p ∈ A a fixed element. Let A be the algebra A augmented with an element f such that
Then A is weakly nonassociative if
The algebra A(f ) is spanned by f and products of the form L m R n (p), m, n = 0, 1, 2, . . .. If A has a unit u, then L(a) = L(u) a and R(a) = a R(u). Thus f a = L(u) a and a f = a R(u) for all a ∈ A. The algebra A(f ) is then spanned by f and products of the form
The following proposition will only be used in section 8 and appendix B.
Proposition 2.2
Any monomial a ∈ A(f ) 2 can be written in the form a = e n a 1 with some n ≥ 0 and a 1 ∈ A(f ), and also as a = a 2 h m with some m ≥ 0 and a 2 ∈ A(f ).
Proof: As a consequence of proposition 2.1, a is a product of terms of the form L n f R m f f 2 . If it just consists of a single term, say L r f R s f f 2 , we have the following four possibilities.
According to the above possibilities, we have either a = (e 0 h 0 ) b = e 1 b, or a = e 0 (h r b) (where r > 0), or a = e s+1 b, or a = e 0 ((L
(where r, s > 0). Hence a = e n a 1 with some a 1 ∈ A(f ) and some n ∈ N ∪ {0}. To obtain the second representation, we write a in the form b (L r f R s f f 2 ) and use again the above classification for the last factor.
A sequence of derived products
Again, we choose an element f ∈ A with f ∈ A 2 . Then a sequence of products
We will show below that these products actually only depend on the equivalence class [f ] ∈ A/A 2 determined by f . They provide us with a certain measure of nonassociativity at different levels. For example,
In the following we derive some properties of the new products.
Proof: We first prove the case n = 1. Our assertion obviously holds for m = 1. Assuming that it holds for m, the induction step is
for b ∈ A 2 . Now we prove (3.4) by induction on n. The corresponding induction step is
Proof: By definition this holds for n = 1 and it is easily verified for n = 2. Let us assume that it holds for n + 1. Then we have
by use of the induction hypothesis and f • n f ∈ A 2 . Combining the first term with the third and the second with the fourth, we obtain
More generally, we have the following result.
Proposition 3.2 For all
Proof: By definition this holds for m = 1 and all n. Let us assume that it holds for m (and all n). Using (3.5) and (3.4), we find
Grouping the first with the third term and the second with the fourth, we obtain
which, by use of the induction hypothesis, proves our assertion.
Proposition 3.3 The products • n only depend on the equivalence class
Proof: For all b ∈ A 2 , we have
by use of proposition 3.1.
If A contains an element ν ∈ A 2 such that ν 2 = 0 and f − ν ∈ A 2 (cf section 7), then we have
and
which is easily verified by induction. Note that according to proposition 3.3 the products • n only depend on the equivalence class [f ] ∈ A/A 2 which is equal to [ν] .
In this work we will concentrate on the case where dim(A/A 2 ) = 1.
Derivations Proposition 4.1 Any derivation δ of A with the property δ(A) ⊂ A 2 is also a derivation with respect to any of the products
Proof: By induction. The induction step can be formulated as follows,
Fixing an element f ∈ A with f ∈ A 2 , we can introduce a sequence of derivations δ n of A(f ) by
where
Lemma 4.1
Proof: With the help of proposition 3.2 we obtain
The second formula is proved in a similar way, using e n+1 • m f + e n • m+1 f = e n p m .
Lemma 4.2 In A(f ) we have
Proof: For n = 1 this follows from the definitions. Let us assume that it holds for n−1. Using the derivation rule and the definitions, we find
With its help and by use of (4.4), we obtain
and, using the induction hypothesis,
The second formula is proved analogously.
Theorem 4.2 In A(f ) we have
where χ n are the elementary Schur polynomials 7 and
Proof: In terms of the formal power series
Integration leads to
where the constant of integration is fixed by h(0) = f = e(0). Our assertions are now verified by comparison with the generating formula for the elementary Schur polynomials.
In this section we constructed an infinite sequence of commuting derivations of A(f ). As already pointed out in the introduction, these derivations are not algebraically independent, but satisfy algebraic equations like (1.7) which has the form of the KP equation. In section 5 we derive an infinite sequence of such equations and demonstrate in section 6 that it is in fact an algebraic version of the whole ('noncommutative') KP hierarchy.
Some formulae in this section suggest that there is a relation with the calculus of (quasi-) symmetric functions (see [26] [27] [28] , for example). This is substantiated in appendix A.
Some identities in the algebra A(f )
Since the δ n are commuting derivations of A(f ) according to theorem 4.1,
2) 7 They are defined by exp( k≥1 λ k t k ) = n≥0 χn(t1, t2, . . .) λ n (with variables t k ). The first of these polynomials are χ0 = 1, χ1 = t1, χ2 = where H 0 = id = E 0 , are homomorphisms with respect to the basic product in A(f ), and also with respect to all the products introduced in section 3. Obviously, all H n , E n commute and
Moreover, it follows that
and theorem 4.2 states that 
Proof: This follows by expansion of
in powers of λ.
Let us recall the relations
Application of H m to the first of equations (5.8) and use of (5.6) leads to
In a similar way, by acting with E m on the second of equations (5.8), we obtain
These equations do not contain a bare f and thus, according to (2.1), live in an associative subalgebra of A(f ).
Equations (5.8) can be written as
The second equation actually follows from the first by application of the invertible operator E(−λ), using (5.3). In terms of
the first equation takes the form
by use of δ 1 (f ) = f 2 (which is (5.8) for n = 0). Replacing λ by λ 1 and acting with H + (λ 2 ) on this equation, we obtain
Next we antisymmetrize this expression in λ 1 , λ 2 in order to eliminate a bare f ,
The nonassociative KP hierarchy
After the algebraic preparations in the preceding sections we are now in the position to explore the central object of this work which is the nonassociative hierarchy 9
where Φ depends on variables t 1 , t 2 , . . . and generates a weakly nonassociative algebra A(Φ). Here the products • n are defined in terms of Φ. We refer to (6.1) as the nonassociative KP hierarchy. This is motivated by the results of sections 6.1 and 7.1.
In the following subsections we show that the potential KP hierarchy and a nonassociative version of the Burgers hierarchy emerges from the above nonassociative hierarchy (6.1).
Emergence of the potential KP hierarchy
Let us assume that Φ can be decomposed 10 as follows in a suitable weakly nonassociative extension A of A(Φ),
where [λ] = (λ, λ 2 /2, λ 3 /3, . . .). The identity (5.16) now leads to 11
where x := t 1 . The φ's without derivatives acting on them actually drop out of this formula, as should be obvious from the fact that the originating identity (5.16) was constructed precisely in this way. Let us temporarily pass over to a commutative algebra, replacing φ by τ x /τ with an ordinary function τ . Then (6.5) results in log λ
and integration yields
with a constant of integration C. Fixing the constant so that the last equation has a limit as λ 1 , λ 2 → 0, the result is
which is known as the differential Fay identity (see, in particular, [31] [32] [33] [34] [35] [36] ). It is equivalent to the whole KP hierarchy [35] . (6.5) should be regarded as a 'noncommutative' version of the differential Fay identity. Taylor expansion of (6.5) indeed yields to lowest nonvanishing order (coefficient of (λ 2 − λ 1 )λ 1 λ 2 ) the 'noncommutative' potential KP equation
where y := t 2 and t := t 3 (cf [37] , for example).
Remark. Imposing the condition
on A(f ) for some fixed r, (4.3) and proposition 3.3 lead to
In order to write the identity in this form, we actually need a unit element which multiplies the term λ
on the left hand side. This term, which drops out by differentiation with respect to x, has mainly been inserted to facilitate the passage to (6.6) in case of a commutative algebra of functions.
and, more generally,
These conditions imply (via (6.1))
which reduces the KP hierarchy to the rth Gelfand-Dickey hierarchy [38] . In particular, p 2 = 0 leads to the KdV hierarchy. In this case we have
14)
The algebra is still nonassociative since, for example,
which cannot be further reduced.
Emergence of Burgers hierarchies
As a consequence of the identities (5.8) in A(Φ), where H n , E n are given by (5.4), the nonassociative hierarchy (6.1) can be written equivalently as 16) or as
For n = 0, we have Φ x = Φ 2 of course, and for n = 1
which have the form of Burgers equations. In the next step (n = 2), we find
which are, formally, also equations of the (left, respectively right) 'noncommutative' Burgers hierarchies. The variable Φ however still lives in a nonassociative algebra and if we try to eliminate Φ y in (6.19) with the help of (6.18), we obtain nonassociative expressions. 12 In order to establish a clearer relationship with the classical Burgers hierarchies, let us assume a decomposition (6.2) in a weakly nonassociative algebra A which contains A(Φ) (see also section 7). The n = 0 equation then reads 6.20) and the remaining equations form the hierarchies
Imposing the condition ν a = 0, respectively a ν = 0, for all a ∈ A 2 , the two hierarchies take the form
These are the two versions of the Burgers hierarchy for a variable φ in an associative noncommutative algebra. For n = 1, we have 26) which are indeed the 'left' and 'right' versions of the ('noncommutative') Burgers equation (see [39] [40] [41] [42] , for example). The sets of equations (6.23) and (6.24) can be expressed in the compact form
Passing over to a commutative algebra of functions and setting φ = τ x /τ with a function τ , these equations can be integrated. Choosing the integration constant in such a way that the resulting equation has a limit as λ → 0, we obtain the linear functional equations
See also the remark in section 7.1 concerning soliton solutions of the Burgers hierarchies.
A class of examples
In this section we further justify calling (6.1) a 'nonassociative KP hierarchy'. In the preceding section we proved that the potential KP hierarchy is a consequence of (6.1). In the following it will be shown that, with a certain choice of the weakly nonassociative algebra A, the soliton solutions of the potential KP hierarchy are in fact also solutions of the full nonassociative hierarchy (6.1).
Let (B, •) be a (for definiteness) real associative algebra, and L, R : B → B linear commuting maps such that
LetB be the algebra B augmented with an element ν such that
We extend L and R toB by setting L(ν) = 0 = R(ν).
In the following we fix an element inB of the form
where p is an element of B and p •n denotes the nth power of p using the product •. To achieve a more compact notation, it is helpful to use 1 with the properties of a unit of the product •. But in order to apply, e.g., L or R to an expression, we first have to eliminate this auxiliary 'unit'. Then we obtain, in particular, the following relations, 13
This implies
Let us introduce a new product inB via
for all a, b ∈ B. 14 Let A be the spaceB supplied with this new product. Then A is a weakly nonassociative algebra to which the results of sections 2-5 apply. In the following we derive some properties of the products • n defined in section 3 in terms of f . Note that, according to proposition 3.3, they only depend on the
for all a, b ∈ B.
Proof: This is easily verified by induction on n.
The last formula shows that (3.8) becomes a telescoping sum as a consequence of (7.6).
Proposition 7.2
Proof: Let us set a := ν − f . With the help of proposition 7.1 we get
by use of (7.4). Now recall (7.2).
If δ is any derivation of (B, •) which commutes with L and R, we can extend it toB by setting δ(ν) := 0. One easily verifies that δ is then also a derivation with respect to the main product in A. Furthermore, δ is also a derivation of all products • n (cf proposition 4.1). From (7.4) we get p = (ν−f )•(1−p) = ν−f +f •p. Acting with δ on it yields
Proposition 7.2 now shows that if there are derivations δ n , n = 1, 2, . . ., ofB, commuting with L and R, such that δ n (ν) = 0 and 10) then they satisfy
According to theorem 4.1 these derivations then commute on A(f ). Alternatively, the last formula can be proved with the help of the subsequent proposition.
for m, n = 1, 2, . . ..
Proof:
Using the derivation rule, we have
which, according to proposition 7.1, is equal to the right hand side of (7.12).
Next we formulate an important observation. Since the δ n are derivations with respect to all the products • and • m , m = 1, 2, . . ., the linear operator
on A is a homomorphism of all these products. As a consequence of (7.11), S(f ) satisfies
By use of proposition 3.3, this shows that S(f ) solves all equations of the nonassociative hierarchy (6.1).
According to section 6,
then satisfies the potential ('noncommutative') KP hierarchy. In terms of φ, the full hierarchy (6.1) takes the form
KP solitons
Let V be a real, N -dimensional vector space and B = n≥1 ⊗ n V the tensor algebra (excluding ⊗ 0 V = R).
Hence we set a
with constants λ i , ρ i . Together with (7.1), this determines the action of L and R on B. Obviously, LR = RL.
The new product in the augmented algebraB, which turns it into the algebra A, is now given by ν 2 = 0,
As a consequence, we find
provided that ρ i = λ j for i, j = 1, . . . , N .
Next we define derivations δ n , n = 1, 2, . . ., by
and δ n (ν) = 0, and set
This implies δ n (p) = L n (p) − R n (p) and since these derivations obviously commute with L and R, we have δ n (f ) = f • n f and the further results obtained in the beginning of this section apply. In the case under consideration, we have
we obtain
This expression for φ is exactly the general N -soliton solution of the ('noncommutative') potential KP hierarchy obtained via the 'trace' method [37, [43] [44] [45] , which starts from a formal power series ansatz of the form (7.24). In fact, since the KP equations do not involve ν and are satisfied separately by all coefficients of f i 1 • · · · • f in , we are allowed to take for B any associative algebra. 15 Hence the above results yield N -soliton solutions of the KP hierarchy for φ taking values in any associative algebra.
We should stress that here we obtained the N -soliton solutions of the KP hierarchy as solutions of the bigger hierarchy (7.16), which is the 'nonassociative KP hierarchy' (6.1) for a special choice of the weakly nonassociative algebra.
Remark. Since the soliton solutions obtained above are common solutions of all equations of the nonassociative hierarchy (7.16), according to section 6.2 they also solve the nonassociative Burgers hierarchy. Furthermore, setting λ i = 0, respectively ρ i = 0, these are also solutions of the Burgers hierarchy (6.23), respectively (6.24). Hence the KP soliton solutions become in these cases solutions of the classical Burgers hierarchies.
A-modules and some other hierarchies
Let Q be an additive group with a left action of a weakly nonassociative algebra A. We call Q a left A-module if
Similarly, a right A-module R denotes an additive group with a right action of A such that
The algebra A itself is both a left and a right A-module.
Fixing some f ∈ A, f ∈ A 2 , we define recursively actions • n via a • 1 q = a q, r • 1 a = r a, and
They depend only on the equivalence class of f in A/A 2 . Several of our previous results (where the modules were given by A itself) then generalize to the present setting. In particular, we obtain
In the following, let Q and R be cyclic left and right A(f )-modules with generators q and r, respectively. The derivations δ n of A(f ) defined in section 4 induce connections ∇ n , i.e. linear maps on Q, respectively R, such that
They commute if we set
Introducing mapsĤ n ,Ê n byĤ 0 (q) = q,Ê 0 (r) = r, and
we obtainĤ
which are actually defined on both modules, Q and R. In terms of an indeterminate λ, the above recursion relations can be expressed as follows,
Using the fact thatĤ(λ)Ê(−λ) = id, and
we findÊ
The integrability conditions of these linear systems are (5.11) and (5.10). 16 
Appearance of the AKNS hierarchy
Let us assume that there is an A-bilinear pairing of Q and R into A such that 17
and a q, r = (a q), r , q, r a = q, (r a) ∀a ∈ A(f ) . (8.14)
It follows that
Furthermore, we obtain
and, in a similar way,
With the help of (8.12) this yieldŝ 19) for n = 0, 1, 2, . . .. These are 'AKNS identities'. In fact, in the present setting,
defines a hierarchy, which turns (8.19) into
Using the explicit form of the first elementary Schur polynomials (see footnote 7), for n = 0 and n = 1 these relations take the form q y = q xx − 2 q, r q , r y = −r xx + 2 r q, r , (8.22) respectively q t = q xxx − 3 ( q x , r q + q, r q x ) , r t = r xxx − 3 (r x q, r + r q, r x ) (8.23) where x = t 1 , y = t 2 and t = t 3 . These are the first members of the AKNS hierarchy. In fact, the sets of equations (8.21) can easily be expressed as follows, 24) which is a functional form of the AKNS hierarchy (see [48, 49] , for example).
The pseudodual chiral model hierarchy
In the case Q = A(f ) = R with q = f = r, the above pairing becomes a new product in A(f ) such that 18 a, b = a · b,
for all a, b, c ∈ A(f ), and
Some properties and consequences of this new structure are collected in appendix B. In particular, the product · is also weakly nonassociative, and a further weakly nonassociative product is thus given by
Then, according to appendix B, the simple recursion formula
holds. This in turn implies
since according to proposition B.4, the δ n are also derivations with respect to the products · and ×. This implies that the map S defined in (7.13) is a homomorphism of all these products. Since S(f ) solves the nonassociative hierarchy (6.1), it follows that φ := S(ν − f ) (assuming ν − f ∈ A 2 ) solves all equations
These equations define an (associative) integrable hierarchy which, if we impose the condition p n+2 = p n , which amounts to t n+2 = t n , reduces to the equation of the pseudodual chiral model [24, 25] . 19 Let us consider the class of examples introduced in the beginning of section 7. Instead of (7.6), we set
Both, (8.31) and (8.32) , may be considered as special cases of (7.6). Proposition 7.2 then leads to
Now we choose B and L, R as in section 7.1. According to (8.35) , we have to set ρ i = λ i , i = 1, . . . , N . Then
so that
It is convenient to set f i • f i = 0, i = 1, . . . , N , since f i • f i cannot be expressed in terms of the product ×. We obtain the following generalization of (8.38),
where i k = i k+1 for k = 1, . . . , n − 1. Using (7.3) and (7.22), we arrive at
The familiar principal chiral model and the pseudodual chiral model are equivalent in the sense that both can be formulated as a system F := dA + A ∧ A = 0, d ⋆ A = 0, where A is a 1-form in two dimensions and ⋆ the Euclidean Hodge operator. Solving the first equation by A = g −1 dg with an invertible matrix g, or the second by A = ⋆ dφ with a matrix of functions φ, leads to the two variants.
with
These expressions yield (formal power series) solutions of all equations of the hierarchy (8.30) . In case of the aforementioned reduction p n+2 = p n , they only lead to very special solutions of the pseudodual chiral model equation. Therefore the above solutions are probably not the most general soliton solutions of the hierarchy.
Conclusions
A striking insight obtained from this work is the observation that, in particular in case of the equations of the KP hierarchy, one can assign a nonassociative 'internal structure' to the constituents ∂ t 1 · · · ∂ tr φ such that all hierarchy equations are turned into algebraic identities in the nonassociative algebra. Moreover, using the -from the point of view of an integrable hierarchy in the associative realm -hidden nonassociative structure, there are surprisingly simple rules to construct such families of identities and thus corresponding integrable hierarchies. Perhaps there is a nonassociative algebra related to other integrable hierarchies in a similar way. We do not know yet how far our results really extend. At least, we expect that the discrete KP and two-dimensional Toda lattice hierarchies [50] get a place on this stage.
A promising aspect is the unification which the framework presented in this work could provide. In the nonassociative algebra, relations between integrable hierarchies show up which are hidden in the associative realm. In particular, we observed that the Burgers and KP hierarchies are in fact deeply related. These results provide strong motivation for further explorations of 'nonassociative hierarchies'. Of course, one should also ask for concepts related to integrability, like Bäcklund transformations and conservation laws, in the nonassociative framework. Moreover, at least in a certain limit towards 'commutative' integrable hierarchies one should be able to make contact with the algebraic vertex operator calculus approach (see [51] and references therein), which is one of the major achievements in the theory of integrable systems.
Given a (weakly) nonassociative algebra A(f ) with its hierarchy of derivations, there are actually many possibilities to derive from it associative algebras, to make contact with associative integrable hierarchies, and to reveal relations between them. We presented examples, but surely we did not exhaust the possibilities. One way, not described in the preceding sections, is based on the observation that left and right multiplication operators like L f , R f generate an associative algebra with composition as the product (see also [22] ). Algebraic relations in A(f ) can then be lifted to this multiplication algebra of A(f ). See appendix C for an example.
As a side aspect, the relations between (quasi-) symmetric functions and nonassociative algebras obtained in this work (see section 5 and appendix A), may be of interest for mathematicians.
and zero otherwise. Here a, b are any monomials such that a x m and x n b are ordered monomials. An ordered monomial is an expression
In this way we obtain a weakly nonassociative ring A. Obviously, we have
which are, respectively, the elementary and complete symmetric functions [26] .
Proposition A.1
and zero otherwise.
Proof: By definition these equations hold for n = 1. Let us assume that they hold for n. In case of the first relation, we have
The remaining relations are proved in a similar way.
Defining
in terms of
f a := a • n f , (A.11)
we obtain e (n 1 ,...,nr) = which are the generators of the ring of quasi-symmetric functions (see [27, 28] , for example).
If y n , n = 1, 2, . . ., is a second set of commuting indeterminates, which commute with the members of the first set, and zero otherwise, again defines a weakly nonassociative algebra A. Here z n denotes either x n or y n , and a z m , z n b are any ordered monomials in the indeterminates x n , y n . In this way we recover a 'supersymmetric' extension of quasi-symmetric functions (see [52, 53] , for example). As a consequence of the above new rules, (A.6) is replaced by .17) with constants κ 1 , κ 2 , κ 3 . Then A(f ) is nonassociative if κ 1 = κ 2 and satisfies the weak nonassociativity condition (2.1). Suppose A(f ) carries a product ·. Then we have f · f = κ f 2 + λ f with constants κ, λ. But the nonassociativity condition requires λ = 0, and we obtain
Furthermore, assuming κ = 0, we find
which is only consistent if κ 3 = κ 1 κ 2 . This shows that the existence of a product · is not compatible, in general, with a given weakly nonassociative algebra A(f ).
In the following we restrict our considerations to a weakly nonassociative algebra A(f ). The combined product (see also section 8. Proof: This is easily proved by induction on n.
Proposition B.3
p n+1 = f × p n = −p n × f . (B.5)
Proof:
We have
In the same way we obtain p n × f = −p n+1 .
In the following we require that
(which is (8.26)).
Proposition B.4
The operators δ k , k = 1, 2, . . ., are also derivations with respect to the product ·, and thus also with respect to ×.
Let L(A(f )) denote the algebra of linear maps A : A(f ) → A(f ) with the product given by composition of maps. This algebra is associative. The derivations δ n of A(f ) induce derivationsδ n of L(A(f )) viâ after use of the first equation. These are the first equations of a Burgers hierarchy.
