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GAUSSIAN STOCHASTIC VOLATILITY MODELS: SCALING REGIMES, LARGE
DEVIATIONS, AND MOMENT EXPLOSIONS
ARCHIL GULISASHVILI
ABSTRACT. In this paper, we establish sample path large and moderate deviation prin-
ciples for log-price processes in Gaussian stochastic volatility models, and study the as-
ymptotic behavior of exit probabilities, call pricing functions, and the implied volatility. In
addition, we prove that if the volatility function in an uncorrelated Gaussian model grows
faster than linearly, then, for the asset price process, all the moments of order greater than
one are infinite. Similar moment explosion results are obtained for correlated models.
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large and moderate deviations, central limit regime, moment explosions, implied volatil-
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1. INTRODUCTION
This paper deals with Gaussian stochastic volatility models. In such a model, the
volatility process is a positive function σ of a Gaussian process B̂. The main results ob-
tained in the paper are the following (see the end of the introduction for a more detailed
overview):
• A sample path large deviation principle for the log-price process in a Volterra type
Gaussian stochastic volatility model (see Theorem 2.9) with application to the exit
time probability function asymptotics (see Theorem 2.16).
• A sample pathmoderate deviation principle for the log-price process in a Gaussian
stochastic volatility model (see Theorem 3.1).
• The results in Section 6 concerning moment explosions for asset price processes in
Gaussian stochastic volatility models, especially Theorem 6.11.
In the present paper, we also suggest a unified approach to various scaling regimes asso-
ciated with Gaussian stochastic volatility models. More precisely, large deviation, mod-
erate deviation, and central limit scalings are considered. Sample path large and moder-
ate deviation principles are established in this paper under very mild restrictions on the
volatility function and the volatility process. We also find leading terms in asymptotic
expansions of call pricing functions and the implied volatility in mixed scaling regimes.
To find more terms in such expansions, additional smoothness restrictions have to be im-
posed on the volatility function σ (see, e.g., [4]). Higher order expansions of call pricing
functions and the implied volatility are not discussed in the present paper. We refer the
interested reader to an important paper [19], where such expansions are studied.
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The asset price process S in a Gaussian stochastic volatility model satisfies the following
stochastic differential equation:
dSt = Stσ(B̂t)dZt, S0 = s0 > 0, 0 ≤ t ≤ T, (1.1)
where s0 is the initial price, and T > 0 is the time horizon. The process Z in (1.1) is stan-
dard Brownian motion. The equation in (1.1) is considered on a filtered probability space
(Ω,F , {Ft}0≤t≤T,P), where {Ft}0≤t≤T is the augmentation of the filtration generated by
the process Z (see [34], Definition 7.2). The filtration {Ft} is right-continuous ([34], Corol-
lary 7.8). It is assumed in (1.1) that σ is a nonnegative continuous function on R, and B̂
is a nondegenerate continuous Gaussian process adapted to the filtration {Ft}0≤t≤T. In
Section 2 devoted to large deviation principles, the process B̂ is a continuous Gaussian
process possessing a Volterra type representation with respect to the process B. It follows
from (1.1) that the evolution of volatility in a Gaussian stochastic volatility model is de-
scribed by the stochastic process σ(B̂). The function σ and the process B̂ will be called the
volatility function and the volatility process, respectively.
We will often need to take into account the correlation structure between the asset price
and the volatility. It will be assumed in such a case that standard Brownian motion Z, ap-
pearing in (1.1), has the following form: Zt = ρ¯Wt + ρBt, whereW and B are independent
standard Brownian motions, ρ ∈ [−1, 1] is the correlation coefficient, and ρ¯ = √1− ρ2.
Then, the model for the asset price takes the following form:
dSt = Stσ(B̂t)(ρ¯dWt + ρdBt), S0 = s0 > 0, 0 ≤ t ≤ T. (1.2)
In the special case, where the correlation coefficient ρ equals zero, the model in (1.2) is
called uncorrelated. The asset price process in such a model satisfies the stochastic differ-
ential equation
dSt = Stσ(B̂t)dWt, S0 = s0, 0 ≤ t ≤ T.
Let us denote by {F˜t}0≤t≤T the augmentation of the filtration generated by the process
B. If the volatility process B̂ is a Volterra type continuous Gaussian process (see Defini-
tions 2.1 and 2.2 in Section 2), then it is adapted to the filtration {F˜t}0≤t≤T, and the model
in (1.2) looks like a classical correlated stochastic volatility model. We call such a model a
Volterra type Gaussian stochastic volatility model. Note that Definition 2.2 of a Volterra
type process with Ho¨lder kernel includes an r-Ho¨lder-type condition in L2 for the kernel
of the volatility process.
The unique solution to the equation in (1.1) is the Dole´ans-Dade exponential
St = s0 exp
{
−1
2
∫ t
0
σ2(B̂s)ds+
∫ t
0
σ(B̂s)dZs
}
, 0 ≤ t ≤ T.
Therefore, the log-price process Xt = log St satisfies
Xt = x0− 1
2
∫ t
0
σ2(B̂s)ds+
∫ t
0
σ(B̂s)dZs, (1.3)
where x0 = log s0.
Suppose H > 0, β ∈ [0,H], and let ε ∈ (0, 1] be a small-noise parameter. We will work
with the following scaled version of the model in (1.1):
dS
ε,β,H
t = ε
H−βSε,β,Ht σ
(
εH B̂t
)
dZt,
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where 0 ≤ t ≤ T. For the sake of simplicity, we often assume that the initial condition s0
for the asset price satisfies s0 = 1. The asset price process in the scaled model is given by
S
ε,β,H
t = exp
{
−1
2
ε2H−2β
∫ t
0
σ(εH B̂s)
2ds+ εH−β
∫ t
0
σ(εH B̂s)dZs
}
, 0 ≤ t ≤ T, (1.4)
while the log-price process is as follows:
X
ε,β,H
t = −
1
2
ε2H−2β
∫ t
0
σ(εH B̂s)
2ds+ εH−β
∫ t
0
σ(εH B̂s)dZs, 0 ≤ t ≤ T. (1.5)
It is easy to understand how the results obtained in the present paper transform if s0 6= 1.
One can simply replace the process Xε,β,H by the process Xε,β,H − x0.
We will next provide a brief overview of the results obtained in the paper. Sections 2
and 3 are devoted to sample path large and moderate deviation principles for log-price
processes. The theory of sample path LDPs for solutions of stochastic differential equa-
tions goes back to a celebrated work of Freidlin and Wentzell (see [18]; for more informa-
tion consult [11, 12, 50]). We also refer the reader to [3, 9, 42, 46] for applications of sample
path large deviation principles in financial mathematics.
In the case where β = 0, the model is in the large deviation scaling regime. In Sec-
tion 2, we prove a sample path large deviation principle (LDP) for the log-price process
ε 7→ Xε,0,H (see Theorem 2.9). A similar sample path LDP was obtained in a recent pre-
print [7] of Cellupica and Pacchiarotti undermore restrictive assumptions on the volatility
function σ. It is common to apply small-noise sample path large deviation principles in
the study of the asymptotic behavior of the exit probabilities. Such results go back to the
work of Freidlin and Wentzell (see [51, 52, 18]). Different proofs of these results, using
stochastic control theory, were given by Fleming in [15]. In Section 2, we characterize
the leading term in the asymptotic expansion of the exit time probability function, using
the large deviation principle obtained in Theorem 2.9 (see Theorem 2.16). A similar re-
sult was obtained in [7] under more restrictions on the volatility function σ. Note that
a large deviation principle for the process ε 7→ Xε,0,HT with state space R was earlier es-
tablished in Forde and Zhang [17] in the case, where the function σ satisfies the global
Ho¨lder condition, while the process B̂ is fractional Brownian motion. In [25], we proved
the Forde-Zhang LDP under very mild restrictions on σ and B̂. We formulate the latter
result in Section 2.
If 0 < β < H, then the model is in the moderate deviation scaling regime (see, e.g.,
[4, 13, 20], and the references therein for more information on moderate deviations). In
Section 3, we prove a sample path moderate deviation principle (MDP) for the process
ε 7→ Xε,β,H (see Theorem 3.1), and derive a corresponding MDP for the process ε 7→ Xε,β,HT
(see Corollary 3.5). As it often happens in the theory of moderate deviations, the rate
function in Corollary 3.5 is quadratic. At the end of Section 3, we explain how to pass
from small-noise large and moderate deviation principles to small-time ones under the
condition that the volatility process is self-similar.
The case where β = H corresponds to the central limit (CL) scaling regime. In Section
4, we characterize the limiting behavior on the path space of the distribution function of
the process ε 7→ Xε,H,H (see Theorem 4.1), and also that of the process ε 7→ Xε,H,HT in the
space R (see Theorem 4.3). The results in the CL regime can be considered as degenerate
MDPs with the rate function equal to a constant (see Remark 4.4 in Section 4). An example
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of a CL scaling can be found in [22]. The volatility of an asset in [22] is modeled by the
process δ 7→ σ(δU˜), where σ is a smooth function, while U˜ is the stationary fractional
Ornstein-Uhlenbeck process (our notation is different from that used in Section 3 of [22]).
The CL scaling in [22] corresponds to the following values of the parameters: H = 1 and
β = 1 (our notation).
It follows fromwhat was said above that the class of small-noise parametrizations of the
log-price process in a Gaussian stochastic volatility model (see formula (1.4)) can be split
into three disjoint subclasses, which correspond to large deviation, moderate deviation,
and central limit scaling regimes. An interesting discussion of certain differences between
those regimes can be found in [13]. Gaussian stochastic volatility models and their scaled
versions were studied in [4, 17, 19, 20, 25, 22, 23, 26, 27]. In the last years, fractional
Gaussian stochastic volatility models have become increasingly popular. The volatility
process in such a model is a fractional Gaussian process, for instance, fractional Brownian
motion, the Riemann-Liouville fractional Brownian motion, or the fractional Ornstein-
Uhlenbeck process (see the next section for the definitions of these processes). We refer the
reader to short surveys of Gaussian fractional stochastic volatility models in [25, 23, 22] for
more information. A unified approach to LDP and MDP regimes in fractional stochastic
volatility models is suggested in [19].
In Section 5, we find leading terms in asymptotic expansions of call pricing functions
in mixed scaling regimes. The methods allowing to derive call price estimates from the
validity of a large deviation principle for the log-price are well-known. Such derivations
often exploit the linear growth condition for the volatility function and the finiteness of
either the moments of the asset price process, or the exponential moments of the inte-
grated variance (see the discussion in Section 5). However, in Section 6, we show that
if the volatility function grows slightly faster than the first power, then all the nontrivial
exponential moments of the integrated variance are infinite (see Theorem 6.7). More-
over, it is established that in an uncorrelated Gaussian stochastic volatility model with
the volatility function growing faster than linearly, all the moments of order greater than
one of the asset price process are infinite (see part (i) of Theorem 6.11). The previous
assertion was first included in the arXiv:1808.00421v4 (September 22, 2018) version of
the present paper. The same result in a special case, where the volatility process is the
Riemann-Liouville fractional Brownian motion with the Hurst index H > 12 , while the
volatility function satisfies an additional condition (condition (G) formulated before The-
orem 6.11), was obtained independently, but a little later, by Gassiat (see Theorem 2 in
the arXiv:1811.10935v1 (November 27, 2018) version of [24]). We also show that in a cor-
related Volterra type Gaussian model (ρ 6= 0), all the moments of the order γ > 1
1−ρ2
explode (see part (ii) of Theorem 6.11). Such a result was first established by Jourdain
for the Scott model (see [31]). In the Scott model, the volatility process is the Ornstein-
Uhlenbeck process, while the volatility function is σ(x) = ex. Gassiat obtained a similar
result for a model with ρ < 0, the volatility function satisfying condition (G), and the
Riemann-Liouville fractional Brownian motion with H > 12 as the volatility process (see
Theorem 2 in [24]). We do not assume in part (ii) of Theorem 6.11 that the model is nega-
tively correlated and the volatility function satisfies condition (G). Moreover, the volatility
process in Theorem 6.11 may be any Volterra type continuous Gaussian process. In the
present paper, we also obtain partial results concerning the explosion of the moment of
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order γ = 1
1−ρ2 in a correlated Gaussian stochastic volatility model (see Theorem 6.13).
More information can be found in Remarks 5.3 and 5.7 below. Wewould also like to bring
the attention of the reader to the paper [41], where the author explains how the exponen-
tial integrability of the maximal function of a continuous local martingale depends on the
growth of the moments of its quadratic variation.
The last section (Section 7) of the present paper is devoted to the study of small-noise
asymptotic behavior of the implied volatility in Gaussian stochastic volatility models un-
der various scaling regimes.
2. LARGE DEVIATIONS: β = 0
We have already mentioned in the introduction that in [17], Forde and Zhang obtained
a large deviation principle for the log-price process in a fractional Gaussian stochas-
tic volatility model, under the assumption that the volatility function satisfies a global
Ho¨lder condition, while the volatility process is fractional Brownian motion. This result
was generalized in [25], where an additional scaling was introduced, and the LDP was
established under milder conditions than those in [17]. It was assumed in [25] that the
volatility function satisfies a very mild regularity condition, while the volatility process
is a Volterra type continuous Gaussian process.
Our next goal is to introduce Volterra type processes. We will also formulate the large
deviation principle obtained in [25], and establish a sample path large deviation principle
under the same restrictions as in [25].
Suppose the model in (1.2) is fixed, and let K be a square integrable kernel on [0, T]2
such that supt∈[0,T]
∫ T
0 |K(t, s)|2ds < ∞. Let K : L2[0, T] 7→ L2[0, T] be the linear operator
defined by Kh(t) = ∫ T0 K(t, s)h(s)ds, and let B̂ be a centered Gaussian process having the
following representation in law:
B̂t =
∫ T
0
K(t, s)dBs, 0 ≤ t ≤ T, (2.1)
where B is the Brownian motion appearing in (1.2). Such representations of Gaussian
processes are called Fredholm representations. Actually, for every centered continuous
Gaussian process there exists a Fredholm representation with Brownian motion depend-
ing on the process (see [48], Theorem 3.1). In this paper, we assume that the process B̂ has
a representation in (2.1) with the process B appearing in (1.2).
The modulus of continuity of the kernel K in the space L2[0, T] is defined as follows:
M(h) = sup
{t1,t2∈[0,1]:|t1−t2|≤h}
∫ T
0
|K(t1, s)− K(t2, s)|2ds, 0 ≤ h ≤ T.
We will next define Volterra type processes and Volterra type processes with Ho¨lder
kernels.
Definition 2.1. The process in (2.1) is called a Volterra type Gaussian process if the following
condition holds for the kernel K:
(a) K(t, s) = 0 for all 0 ≤ t < s ≤ T.
Definition 2.2. The process in (2.1) will be called a Volterra type Gaussian process with a Ho¨lder
kernel, if condition (a) is satisfied, and the following additional condition holds:
(b) There exist constants c > 0 and r > 0 such that M(h) ≤ chr for all h ∈ [0, T].
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Remark 2.3. Condition (a) is a typical Volterra type condition for the kernel. The smoothness
condition (b) was included in the definitions of a Volterra type Gaussian process in [28, 29]. It
was also used in [25].
We will next introduce classical fractional processes. For 0 < H < 1, fractional Brown-
ian motion BHt , t ≥ 0, is a centered Gaussian process with the covariance function given
by
CH(t, s) =
1
2
(
t2H + s2H − |t− s|2H
)
, t, s ≥ 0.
The process BH was first implicitly considered by Kolmogorov in [35], and was studied
by Mandelbrot and van Ness in [39]. The constant H is called the Hurst parameter. The
Riemann-Liouville fractional Brownian motion is defined as follows:
RHt =
1
Γ(H + 12)
∫ t
0
(t− s)H− 12dBs, t ≥ 0,
where 0 < H < 1. This stochastic process was introduced by Le´vy in [36]. More infor-
mation about the process RH can be found in [38, 43]. The fractional Ornstein-Uhlenbeck
process is defined for 0 < H < 1 and a > 0, by the following formula:
UHt =
∫ t
0
e−a(t−s)dBHs , t ≥ 0
(see [8, 32]).
Fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and
fractional Ornstein-Uhlenbeck process are Volterra type Gaussian processes with Ho¨lder
kernels, for which r = 2H (see Lemma 2 in [25]). For fractional Brownian motion, the
previous statement was established in [53]. We refer the reader to [10, 14, 28, 29, 30, 40]
for more information on Volterra type processes.
Remark 2.4. Wewill assume throughout the paper that the Gaussian process B̂ is non-degenerated.
This means that the variance function v of B̂ satisfies the condition v(s) > 0 for all s ∈ (0, T].
Remark 2.5. Volatility processes satisfying the conditions in Definition 2.2 are used in the paper
only in the results associated with the large deviation regime. In all the other regimes, Definition
2.1 is used.
Definition 2.6. Let ω be an increasing modulus of continuity on [0,∞), that is, ω : R+ 7→ R+
is an increasing function such that ω(0) = 0 and lim
s→0
ω(s) = 0. A function σ defined on R is
called locally ω-continuous, if for every δ > 0 there exists a number L(δ) > 0 such that for all
x, y ∈ [−δ, δ], the following inequality holds: |σ(x)− σ(y)| ≤ L(δ)ω(|x − y|).
A special example of a modulus of continuity is ω(s) = sγ with γ ∈ (0, 1). In this case,
the condition in Definition 2.6 is a local γ-Ho¨lder condition. If γ = 1, then the condition
in Definition 2.6 is a local Lipschitz condition.
Denote by C0[0, T] the space of continuous functions on the interval [0, T]. For a func-
tion f ∈ C0[0, T], its norm is defined by || f ||C0 [0,T] = supt∈[0,T] | f (t)|. In the sequel, the
symbol H10[0, T] will stand for the Cameron-Martin space, consisting of absolutely con-
tinuous functions f on [0, T] such that f (0) = 0 and f˙ ∈ L2[0, T], where f˙ is the derivative
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of f . For a function f ∈ H10[0, T], its norm in H10[0, T] is defined by
|| f ||
H10 [0,T]
=
{∫ T
0
f˙ (t)2dt
} 1
2
.
The following notation will be used below:
f̂ (s) =
∫ s
0
K(s, u) f˙ (u)du.
Wewill next formulate the large deviation principle for Volterra type Gaussian stochas-
tic volatility models established in [25]. We adapt the formulation to the notation used in
the present paper.
Theorem 2.7. Suppose σ is a positive function on R that is locally ω-continuous for some mod-
ulus of continuity ω. Let H > 0, and let B̂ be a Volterra type Gaussian process with a Ho¨lder
kernel. Set
IT(x) = inf
f∈H10[0,T]

(
x− ρ ∫ T0 σ( f̂ (s)) f˙ (s)ds)2
2(1− ρ2) ∫ T0 σ( f̂ (s))2ds +
1
2
∫ T
0
f˙ (s)2ds
 . (2.2)
Then the function IT is a good rate function. Moreover, a small-noise large deviation principle with
speed ε−2H and rate function IT given by (2.2) holds for the process ε 7→ Xε,0,HT , where Xε,0,HT is
defined by (1.5). More precisely, for every Borel measurable subset A of R, the following estimates
hold:
− inf
x∈A◦
IT(x) ≤ lim inf
ε↓0
ε2H logP
(
Xε,0,HT ∈ A
)
≤ lim sup
ε↓0
ε2H logP
(
Xε,0,HT ∈ A
)
≤ − inf
x∈A¯
IT(x).
The symbols A◦ and A¯ in the previous estimates stand for the interior and the closure of the set A,
respectively.
Remark 2.8. Recall that a rate function on a topological space X is a lower semi-continuous
mapping I : X 7→ [0,∞], that is, for all y ∈ [0,∞), the level set Ly = {x ∈ X : I(x) ≤ y} is a
closed subset of X . A rate function I is called a good rate function if for every y ∈ [0,∞), the set
Ly is a compact subset of X .
We refer the reader to [4, 17, 25] for more information on large deviation principles for
Volterra type Gaussian stochastic volatility models.
Let us define a measurable functional Φ from the space M = C0[0, T]
3 into the space
C0[0, T] as follows: For l ∈ H10[0, T] and ( f , g) ∈ C0[0, T]2 such that f ∈ H10[0, T] and
g = f̂ ,
Φ(l, f , g)(t) = ρ¯
∫ t
0
σ( f̂ (s))l˙(s)ds+ ρ
∫ t
0
σ( f̂ (s)) f˙ (s)ds, 0 ≤ t ≤ T.
In addition, for all the remaining triples (l, f , g), we set Φ(l, f , g)(t) = 0 for all t ∈ [0, T].
The next statement is a sample path large deviation principle for the process ε 7→ Xε,0,H
with state space C0[0, T].
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Theorem 2.9. Suppose the conditions in Theorem 2.7 hold. Then the process ε 7→ Xε,0,H defined
by (1.5) satisfies the small-noise large deviation principle with speed ε−2H and good rate function
QT given by QT(g) = ∞, for all g ∈ C0[0, T]\H10[0, T], and
QT(g) = inf
f∈H10[0,T]
1
2
∫ T
0
[
g˙(s)− ρσ( f̂ (s)) f˙ (s)
ρ¯σ( f̂ (s))
]2
ds+
1
2
∫ T
0
f˙ (s)2ds
 , (2.3)
for all g ∈ H10[0, T]. The validity of the large deviation principle means that for every Borel
measurable subset A of C0[0, T], the following estimates hold:
− inf
g∈A◦
QT(g) ≤ lim inf
ε↓0
ε2H logP
(
Xε,0,H ∈ A
)
≤ lim sup
ε↓0
ε2H logP
(
Xε,0,H ∈ A
)
≤ − inf
g∈A¯
QT(g).
Remark 2.10. A similar LDP was recently obtained in [7] under more restrictive assumptions.
For instance, it is supposed in [7] that the volatility function σ is α-Ho¨lder continuous and
bounded from above on R, while we assume in Theorem 2.9 that σ is locally ω-continuous for
some modulus of continuity ω.
Remark 2.11. To make a sanity check, let us consider a special case of Theorem 2.9 where ρ = 0
and σ(u) = 1 for all u ∈ [0, T]. Then
QT(g) = inf
f∈H10[0,T]
[
1
2
∫ T
0
g˙(s)2ds+
1
2
∫ T
0
f˙ (s)2ds
]
=
1
2
∫ T
0
g˙(s)2ds,
and we recover Schilder’s theorem.
Remark 2.12. Recall that a setA ⊂ C0[0, T] is called a set of continuity for the rate function QT
if
inf
g∈A◦
QT(g) = inf
g∈A¯
QT(g). (2.4)
For such a set, Theorem 2.9 implies that
lim
ε↓0
ε2H logP
(
Xε,0,H ∈ A
)
= − inf
g∈A
QT(g). (2.5)
Proof of Theorem 2.9. For every g ∈ C0[0, T], set
QT(g)
= inf
l, f∈H10[0,T]
[
1
2
(∫ T
0
l˙(s)2ds+
∫ T
0
f˙ (s)2ds
)
: Φ(l, f , f̂ )(t) = g(t), t ∈ [0, T]
]
, (2.6)
if g is such that the set on the right-hand side of (2.6) is not empty, and QT(g) = ∞,
otherwise. For the sake of simplicity, we assume that T = 1 and s0 = 1.
It was shown in the proof in Section 6 of [25] that the process ε 7→ εH(W1, B, B̂) with
state space R× C0[0, 1]2 satisfies the large deviation principle with speed ε−2H and good
rate function given by
I˜(y, f , g) =
1
2
y2 + I( f , g), y ∈ R, ( f , g) ∈ C0[0, 1]2.
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In the previous definition, the function I is defined as follows: If f ∈ H10[0, 1] and g = f̂ ,
then I( f , g) = 12
∫ 1
0 f˙ (s)
2ds, and in all the remaining cases, I( f , g) = ∞. Similarly, we
can prove that the process ε 7→ εH(W, B, B̂) with state space C0[0, 1]3 satisfies the large
deviation principle with speed ε−2H and good rate function given by
I(v, f , g) = 1
2
∫ 1
0
v˙(s)2ds+ I( f , g), y ∈ R, (v, f , g) ∈ C0[0, 1]3.
Here we take into account Schilder’s theorem and the fact that Brownian motionsW and
B are independent.
Using the same ideas as in Section 5 of [25], we can show that if we remove the drift
term, then the LDP in Theorem 2.9 is not affected. More precisely, this means that it
suffices to prove the LDP in Theorem 2.9 for the process ε 7→ X̂ε,0,H, where
X̂ε,0,Ht = ε
H
∫ t
0
σ(εH B̂s)(ρ¯dWs + ρdBs), 0 ≤ t ≤ 1. (2.7)
Our next goal is to show how to apply the extended contraction principle in our envi-
ronment (see Theorem 4.2.23 in [11] for more details concerning the extended contraction
principle). Let us define a sequence of functionals Φm : M 7→ C0[0, 1], m ≥ 1 as follows:
For (r, h, l) ∈ C0[0, 1]3, and t ∈ [0, 1],
Φm(r, h, l)(t)
= ρ¯
[mt−1]
∑
k=0
σ
(
l
(
k
m
)) [
r
(
k+ 1
m
)
− r
(
k
m
)]
+ σ
(
l
(
k+ 1
m
)) [
r (t)− r
(
[mt]
m
)]
+ ρ
[mt−1]
∑
k=0
σ
(
l
(
k
m
)) [
h
(
k+ 1
m
)
− h
(
k
m
)]
+ σ
(
l
(
k+ 1
m
)) [
h (t)− h
(
[mt]
m
)]
.
It is not hard to see that for every m ≥ 1, the mapping Φm is continuous.
We will next establish that formula (4.2.24) in [11] holds in our setting. This formula is
used in the formulation of the extended contraction principle (see [11], Theorem 4.2.23).
Lemma 2.13. For every ζ > 0 and y > 0,
lim sup
m→∞
sup
{(r, f )∈H10[0,1]2: 12
∫ 1
0 r˙(s)
2ds+ 12
∫ 1
0 f˙ (s)
2ds≤ζ}
||Φ(r, f , f̂ )−Φm(r, f , fˆ )||C0[0,1]2 = 0.
Proof. The proof of Lemma 2.13 is similar to that of Lemma 21 in [25]. It is not hard to
see that for all (r, f ) ∈ H10[0, 1]2 and m ≥ 1,
Φm(r, f , fˆ ) = ρ¯
∫ t
0
hm(s, f )r˙(s)ds+ ρ
∫ t
0
hm(s, f ) f˙ (s)ds,
where
hm(s, f ) =
m−1
∑
k=0
σ
(
f̂
(
k
m
))
1{ km≤s≤ k+1m }, 0 ≤ s ≤ 1.
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Therefore,
Φ(r, f , f̂ )−Φm(r, f , fˆ ) = ρ¯
∫ t
0
[σ( f̂ (s))− hm(s, f )]r˙(s)ds
+ ρ
∫ t
0
[σ( f̂ (s))− hm(s, f )] f˙ (s)ds. (2.8)
For every η > 0, denote Dη = {w ∈ H10[0, 1] :
∫ 1
0 w˙(s)
2ds ≤ η}. It is not hard to see that
to prove Lemma 2.13, it suffices to show that for all η > 0,
lim sup
m→∞
[
sup
f∈Dη ,w∈Dη
sup
t∈[0,1]
∣∣∣∣∫ t
0
[σ( fˆ (s))− hm(s, f )]w˙(s)ds
∣∣∣∣
]
= 0, (2.9)
We have
sup
f∈Dη ,w∈Dη
sup
t∈[0,1]
∣∣∣∣∫ t
0
[σ( fˆ (s))− hm(s, f )]w˙(s)ds
∣∣∣∣
≤ sup
f∈Dη ,w∈Dη
∫ 1
0
∣∣∣σ( fˆ (s))− hm(s, f )∣∣∣ | f˙ (s)|ds ≤ √η sup
f∈Dη
sup
s∈[0,1]
∣∣∣σ( fˆ (s))− hm(s, f )∣∣∣ .
(2.10)
It was established in the proof of Lemma 21 in [25] that
sup
f∈Dη
sup
s∈[0,1]
∣∣∣σ( fˆ (s))− hm(s, f )∣∣∣ → 0 (2.11)
as m → ∞ (the previous statement follows from (49) in [25]). Now, it is clear that (2.10)
and (2.11) imply (2.9).
This completes the proof of Lemma 2.13.
It remains to prove that the sequence of processes ε 7→ Φm
(
εHW, εHB, εH B̂
)
with state
space C0[0, 1] is an exponentially good approximation to the process ε 7→ X̂ε,0,H . The
previous statement means that for every δ > 0,
lim
m→∞ lim sup
ε↓0
ε2H logP
(
||X̂ε,0,H −Φm
(
εHW, εHB, εH B̂
)
||C0[0,1] > δ
)
= −∞. (2.12)
Using the definitions of X̂ε,0,H and Φm, we see that in order to prove the equality in (2.12),
it suffices to show that for every τ > 0,
lim
m→∞ lim sup
ε↓0
ε2H logP
(
εH sup
t∈[0,1]
∣∣∣∣∫ t
0
σ
(m)
s dBs
∣∣∣∣ > δ
)
= −∞ (2.13)
and
lim
m→∞ lim sup
ε↓0
ε2H logP
(
εH sup
t∈[0,1]
∣∣∣∣∫ t
0
σ
(m)
s dWs
∣∣∣∣ > δ
)
= −∞, (2.14)
where
σ
(m)
s = σ
(
εH B̂s
)
− σ
(
εH B̂ [mt]
m
)
, 0 ≤ s ≤ 1, m ≥ 1.
The formula in (2.13) was established in [25], formula (53). The proof of formula (2.14) is
similar. This completes the proof of (2.12).
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Finally, by taking into account (2.12), Lemma 2.13, and applying the extended contrac-
tion principle (Theorem 4.2.23 in [11]), we show that the process ε 7→ X̂ε,0,H satisfies the
large deviation principle with speed ε−2H and good rate function Q1 (see the definition
in (2.6)). For any T > 0, the process ε 7→ X̂ε,0,H satisfies the large deviation principle with
speed ε−2H and good rate function QT defined in (2.6). The previous statement can be
established using the methods employed in the reasoning before Definition 17 in [25].
We will next prove that the function QT satisfies the formula in (2.3). It is not hard to
see that if g ∈ C0[0, T], l, f ∈ H10[0, T], and Φ(l, f , f̂ )(t) = g(t) for all t ∈ [0, T], then
g ∈ H10[0, 1]. Moreover, if for g ∈ H10[0, T] the previous equality holds, then it is not hard
to see that
l˙(t) =
g˙(s)− ρσ( f̂ (s))) f˙ (s)
ρ¯σ( f̂ (s))
.
Now it is clear that formula (2.3) holds for the function QT defined by (2.6).
This completes the proof of Theorem 2.9.
Our next goal in the present section is to prove that for every g ∈ H10[0, T], there exists
at least one minimizer fg in the minimization problem on the right-hand side of (2.3).
Lemma 2.14. For every function g ∈ H10[0, T] there exists a function fg ∈ H10[0, T] such that
QT(g) =
1
2
∫ T
0
[
g˙(s)− ρσ( f̂g(s)) f˙g(s)
ρ¯σ( f̂g(s))
]2
ds+
1
2
∫ T
0
f˙g(s)
2ds. (2.15)
Proof. It is not hard to see that it suffices to prove that for every j ∈ L2[0, T], the follow-
ing minimization problem on the space L2[0, T] has a solution: H(j) = infh∈L2[0,T] H˜j(h),
where
H˜j(h) =
∫ T
0
[
j(s)
ρ¯σ (Kh(s)) −
ρ
ρ¯
h(s)
]2
ds+
∫ T
0
h(s)2ds. (2.16)
In (2.16), Kh(s) = ∫ T0 K(s, u)h(u)du, and K is a Volterra type kernel satisfying condition
(b) in Definition 2.2. It is known that a solution to the minimization problem formulated
above exists if the functional H˜j : L
2[0, T] 7→ R is coercive and weakly sequentially lower
semi-continuous (see, e.g., [49], Ch. 1, Theorem 1.2). If the latter property holds for the
functional F, then, for the sake of shortness, we will write F ∈ WLS. The coercivity of
the functional in (2.16) is clear. It is also a known fact that the functional h 7→ ∫ T0 h(s)2ds
belongs to the classWLS. Since the sum of two functionals from WLS is also from WLS,
and the square of a nonnegative functional from WLS is in WLS, it suffices to prove that
the functional
Gj(h) =
{∫ T
0
[
j(s)
ρ¯σ (Kh(s)) −
ρ
ρ¯
h(s)
]2
ds
} 1
2
belongs to the classWLS. We have
Gj(h) = sup
||q||2≤1
∫ T
0
[
j(s)
ρ¯σ (Kh(s)) −
ρ
ρ¯
h(s)
]
q(s)ds.
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The supremum of any family of functionals from WLS is in WLS. Therefore, to finish
the proof of Lemma 2.14 it is enough to show that for any j, q ∈ L2[0, T], the functional
h 7→
∫ T
0
[
j(s)
ρ¯σ (Kh(s)) −
ρ
ρ¯
h(s)
]
q(s)ds
belongs to the class WLS. It is clear that the functional h 7→ − ρρ¯
∫ T
0 h(s)q(s)ds is weakly
continuous, hence it is inWLS. It remains to analyze the functional
Dj,q(h) 7→
∫ T
0
j(s)q(s)
ρ¯σ (Kh(s)) ds. (2.17)
We will prove that this functional is weakly sequentially continuous. Suppose hk → h
weakly in L2[0, T]. Then supk ||hk||2 < ∞. It follows from the restrictions on the kernel
K that the operator K is continuous from L2[0, T] into C[0, T]. Therefore, it is weakly
continuous, and hence Khk(s) 7→ Kh(s) for all s ∈ [0, T]. Moreover, we have
sup
k≥1,s∈[0,T]
|Khk(s)| ≤ ||K|| sup
k
||hk||2 < ∞.
It is assumed in Theorem 2.9 that the volatility function σ is strictly positive on R. There-
fore, it is bounded away from zero on any finite interval. Next, using (2.17) and the
dominated convergence theorem, we see that Dj,q(hk) 7→ Dj,q(h) as k → ∞. Hence the
functional Dj,q is weakly sequentially continuous. Finally, by taking into account the facts
established above, it is easy to complete the proof of Lemma 2.14.
In the next lemma, we prove the continuity of the rate functionQT on the space H
1
0 [0, T].
Lemma 2.15. The functional QT : H
1
0 [0, T] 7→ R is continuous.
Proof. The lower semi-continuity of the functional QT in Lemma 2.15 follows from the
fact that QT is a rate function on C0[0, T] and the Sobolev embedding H
1
0 [0, T] ⊂ C0[0, T].
Wewill next prove the upper semi-continuity of QT on H
1
0 [0, T]. For every f ∈ H10 [0, T],
define the functional D f : H10 [0, T] 7→ R by
D f (g) =
∫ T
0
[
g˙(s)− ρσ( f̂ (s)) f˙ (s)
ρ¯σ( f̂ (s))
]2
ds+
∫ T
0
f˙ (s)2ds.
It is not hard to see that in order to complete the proof of Lemma 2.15, it suffices to
establish that for every f ∈ H10 [0, T], the functional D f is continuous. It is clear that f̂
is a bounded continuous function on [0, T]. Therefore there exist δ > 0 and M > 0 such
that M > σ( f̂ (s)) > δ for all s ∈ [0, T]. Suppose gk → g in H10 [0, T]. Then we have
|D f (g)−D f (gk)| ≤ 1δ2(1− ρ2)
∫ T
0
|g˙(s)− g˙k(s)||g˙(s) + g˙k(s)− 2ρσ( f̂ (s)) f˙ (s)|ds
≤ 1
δ2(1− ρ2) ||g− gk||H10 [0,T]
(
||g||H10 [0,T] + sup
k
||g||H10 [0,T] + 2
{∫ T
0
σ( f̂ (s))2 f˙ (s)2ds
} 1
2
)
≤≤ 1
δ2(1− ρ2) ||g− gk||H10 [0,T]
(
||g||H10 [0,T] + sup
k
||g||H10 [0,T] + 2M|| f ||H10 [0,T]
)
.
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Now, it is clear thatD f (gk) → D f (g) as k → ∞, and hence the functionalD f is continuous
on the space H10 [0, T]. It follows that the functional QT is upper semi-continuous since it
can be represented as the infimum of a family of continuous on H10 [0, T] functionals.
This completes the proof of Lemma 2.15.
Our final goal in the present section is to apply Theorem 2.9 to characterize the leading
term in the asymptotic expansion of the exit probability from an open interval. Recall
that we assumed Sε,0,H0 = 1. Therefore, X
ε,0,H
0 = 0. Let U = (a, b) be an interval such that
0 ∈ (a, b), and define the exit time fromU by τε = inf
{
s ∈ (0, T] : Xε,0,Hs /∈ U
}
. For every
fixed t ∈ (0, T], the exit time probability function vε(t) is defined by vε(t) = P(τε ≤ t).
Set
At = { f ∈ C0[0, T] : f (s) /∈ U for some s ∈ (0, t]} .
Theorem 2.16. Under the conditions in Theorem 2.9, for every t ∈ [0, T],
lim
ε→0
ε2H log vε(t) = − inf
f∈At
QT( f ).
Proof. It is not hard to see that {τε ≤ t} = {Xε,0,H ∈ At}. We will next show thatAt is a
set of continuity for QT. Indeed, the interiorA◦t ofAt consists of all the paths f ∈ C0[0, T],
for which there exists s < t such that f (s) /∈ U¯. In addition, the boundary of At coincides
with the set of all paths f ∈ C0[0, T], which hit the boundary of U before t or at s = t,
but never exit U¯ before t. It is not hard to see that the set A◦t ∪ H10 [0, T] is dense in the set
A¯t ∪ H10 [0, T] in the topology of the space H10 [0, T]. Now, using Lemma 2.15, it is easy to
prove that the equality in (2.4) holds for the set At, and hence (2.5) is valid for At.
The proof of Theorem 2.16 is thus completed.
3. MODERATE DEVIATIONS: 0 < β < H
In this section, we assume that 0 < β < H, and prove a sample path large deviation
principle for the process ε 7→ Xε,β,H . We also obtain a similar result for the process ε 7→
X
ε,β,H
T . It is not assumed in the present section that the Gaussian stochastic volatility
model is of Volterra type.
The next statement is the main result of the present section.
Theorem 3.1. Let 0 < β < H, σ(0) > 0, and suppose the function σ is locally ω-continuous on
R for some modulus of continuity ω. Suppose also that B̂ is a nondegenerate continuous centered
Gaussian process that is adapted to the filtration {Ft}0≤t≤T. Then the process ε 7→ Xε,β,H with
state space C0[0, T] satisfies the LDP with speed ε
2β−2H and good rate function defined by
I˜T( f ) =
{
1
2σ(0)2
∫ T
0 f˙ (t)
2dt, f ∈ H10[0, T]
∞, f ∈ C0[0, T]\H10[0, T].
Proof. Set
X̂
ε,β,H
t = ε
H−β
∫ t
0
σ(εH B̂s)dZs, 0 ≤ ε ≤ 1. (3.1)
We will first prove that in the environment of Theorem 3.1, the removal of the drift term
does not affect the validity of the LDP.
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Lemma 3.2. Under the conditions in Theorem 3.1, the processes ε → X̂ε,β,H and ε → Xε,β,H
with state space C0[0, T] are exponentially equivalent.
Remark 3.3. The definition of the exponential equivalence can be found in [11]. In our case, the
exponential equivalence means that for every y > 0,
lim
ε→0
ε2H−2β logP
(
||X̂ε,β,H − Xε,β,H ||C0[0,T] ≥ y
)
= −∞.
Proof of Lemma 3.2. A statement similar to that in Lemma 3.2 was obtained in a little
different setting in Section 5 of [25]. In our case,
P
(
||X̂ε,β,H − Xε,β,H ||C0[0,T] ≥ y
)
= P
(
1
2
ε2H−2β
∫ T
0
σ(εH B̂s)
2ds ≥ y
)
,
and we can finish the proof of Lemma 3.2, using the same tools as in the proof in Section
5 of [25].
It follows from Lemma 3.2 that the processes ε → X̂ε,β,H and ε → Xε,β,H satisfy the same
large deviation principle (see [11] for the proof of the fact that the exponential equivalence
of two processes implies that they satisfy the same LDP). Hence, it suffices to prove The-
orem 3.1 for the former process.
Lemma 3.4. Under the conditions in Theorem 3.1, the process ε 7→ X̂ε,β,H is exponentially equiv-
alent to the process ε 7→ G˜ε,β,H := εH−βσ(0)Z.
Proof of Lemma 3.4. Let δ > 0 and 0 < η < 1. For every ε ∈ [0, 1], set
M
(ε)
t =
∫ t
0
[
σ(εH B̂s)− σ(0)
]
dZs, 0 ≤ t ≤ T,
and define a stopping time by ξ
(ε)
η = inf
{
s ∈ [0, T] : εH |B̂s| > η
}
. Then we have
P
(
||X̂ε,β,H − G˜ε,β,H||C0[0,T] > δ
)
= P
(
εH−β sup
t∈[0,T]
∣∣∣M(ε)t ∣∣∣ > δ
)
≤ P
εH−β sup
t∈[0,ξ(ε)η ]
∣∣∣M(ε)t ∣∣∣ > δ2
+ P (ξ(ε)η < T)
= J1(ε, δ, η) + J2(ε, δ, η). (3.2)
We will first estimate J1. Set σ
(ε)
s = σ(ε
H B̂s) − σ(0). Since the function σ is locally
ω-continuous (see Definition 2.6),
|σ(ε)s | ≤ L(1)ω(η) for all s ∈
[
0, ξ
(ε)
η
]
. (3.3)
It is clear that since the process
t 7→ M(t ∧ ξ(ε)η ), t ∈ [0, T]. (3.4)
can be represented as a stochastic integral with a bounded integrand, it is a martingale.
Moreover, for 0 < ε < ε0 and a fixed λ > 0, the stochastic exponential
E (ε)t = exp
{
λεH−β
∫ t∧ξ(ε)η
0
σ
(ε)
s dZs − 1
2
λ2ε2H−2β
∫ t∧ξ(ε)η
0
(
σ
(ε)
s
)2
ds
}
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is a martingale (use Novikov’s condition). We will assume in the rest of the proof that
0 < ε < ε0. It follows from (3.3) and the martingality condition formulated above that
E
[
exp
{
λεH−β
∫ t∧ξ(ε)η
0
σ
(ε)
s dZs
}]
= E
[
E (ε)t exp
{
1
2
λ2ε2H−2β
∫ t∧ξ(ε)η
0
(
σ
(ε)
s
)2
ds
}]
≤ exp
{
1
2
Tλ2ε2H−2βL(1)2ω(η)2
}
< ∞, (3.5)
for all t ∈ [0, T]. Plugging t = T into (3.5), we get
E
[
exp
{
λεH−β
∫ ξ(ε)η
0
σ
(ε)
s dZs
}]
≤ exp
{
1
2
Tλ2ε2H−2βL(1)2ω(η)2
}
. (3.6)
Since the process in (3.4) is a martingale, the integrability condition in (3.5) implies that
the process
t 7→ exp
{
λεH−β
∫ t∧ξ(ε)η
0
σ
(ε)
s dZs
}
is a positive submartingale (see Proposition 3.6 in [34]). Next, using (3.6) and the first
submartingale inequality in [34], Theorem 3.8, we obtain
P
 sup
t∈[0,ξ(ε)η ]
exp
{
εH−βλ
∫ t
0
σ
(ε)
s dZs
}
> eλδ

≤ exp
{
1
2
Tε2H−2βλ2L(1)2ω(η)2 − λδ
}
.
Setting λ = δ
Tε2H−2βL(1)2ω(η)2 , we get from the previous inequality that
P
 sup
t∈[0,ξ(ε)η ]
εH−β
∫ t
0
σ
(ε)
s dZs > δ
 ≤ exp{− δ2
2Tε2H−2βL(1)2ω(η)2
}
. (3.7)
It is possible to replace the process M by the process −M in the reasoning above. This
gives the following inequality that is similar to (3.7):
P
 sup
t∈[0,ξ(ε)η ]
[
−εH−β
∫ t
0
σ
(ε)
s dZs
]
> δ
 ≤ exp{− δ2
2Tε2H−2βL(1)2ω(η)2
}
. (3.8)
It follows from (3.7) and (3.8) that
P
 sup
t∈[0,ξ(ε)η ]
εH−β
∣∣∣∣∫ t
0
σ
(ε)
s dZs
∣∣∣∣ > δ
 ≤ 2 exp{− δ2
2Tε2H−2βL(1)2ω(η)2
}
, (3.9)
for all δ > 0 and 0 < η < 1. Then we have the following estimate for J1 introduced in
(3.2)
J1(ε, δ, η) ≤ 2 exp
{
− δ
2
8Tε2H−2βL(1)2ω(η)2
}
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and
lim sup
ε→0
ε2H−2β log J1(ε, δ, η) ≤ − δ
2
8TL(1)2ω(η)2
. (3.10)
Our next goal is to estimate J2 defined in (3.2). We have
J2(ε, δ, η) ≤ P
(
εH sup
s∈[0,T]
|B̂s| > η
)
, (3.11)
for all ε ∈ (0, T], δ > 0, and η ∈ (0, 1). Using the large deviation principle for the
maximum of a Gaussian process (see, e.g., (8.5) in [37]), we can show that there exist
constants C1 > 0 and y0 > 0 such that
P
(
sup
t∈[0,T]
|B̂t| > y
)
≤ e−C1y2 (3.12)
for all y > y0. Next, taking into account (3.11) and (3.12), we obtain
lim sup
ε→0
ε2H−2β log J2(ε, δ, η) = −∞. (3.13)
Finally, combining (3.2), (3.10), and (3.13), and using the inequality
log(a+ b) ≤ max{log(2a), log(2b)}, a > 0, b > 0,
we can prove that
lim
ε→0
ε2H−2β logP
(
||X̂ε,β,H − G˜ε,β,H||C0[0,T] > δ
)
= −∞,
for all δ > 0.
The proof of Lemma 3.4 is thus completed.
To finish the proof of Theorem 3.1, we observe that by Schilder’s theorem (see [11]),
the process G˜ε,β,H satisfies the LDP in the formulation of Theorem 3.1. Next, using the
exponential equivalence in Lemmas 3.2 and 3.4, we see that the same LDP holds for the
process X̂ε,β,H .
This completes the proof of Theorem 3.1.
Corollary 3.5. Under the restrictions in Theorem 3.1, the process ε 7→ Xε,β,HT with state space R
satisfies the LDP with speed ε2β−2H and good rate function defined by
ÎT(x) =
x2
2Tσ(0)2
, x ∈ R.
Corollary 3.5 can be derived from Theorem 3.1. Indeed, let A be a Borel subset of R,
and consider the Borel subset A˜ of C0 consisting of f ∈ C0[0, T] such that f (T) ∈ A. Then,
it is not hard to prove the LDP-estimates in Corollary 3.5 for the set A, by applying the
LDP-estimates in Theorem 3.1 to the set A˜.
Remark 3.6. The large deviation and moderate deviation results obtained in Theorem 2.7 and
Corollary 3.5, and also the fact that the rate function IT is nondecreasing on [0,∞) (see [25]),
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imply the following tail estimates:
lim
ε↓0
ε2H−2β logP
(
X
ε,β,H
T ≥ x
)
=
{−IT(x), if β = 0
− x2
2Tσ(0)2
, if 0 < β < H.
(3.14)
Our next goal is to discuss relations between small-time and small-noise LDPs for self-
similar volatility processes.
Definition 3.7. Let 0 < H < 1. The process B̂t, 0 ≤ t ≤ T, is called H-self-similar if for every
ε ∈ (0, 1], B̂εt = εH B̂t, 0 ≤ t ≤ T, in law.
Fractional Brownianmotion BH and the Riemann-Liouville fractional Brownianmotion
RH are H-self-similar, while the fractional Ornstein-Uhlenbeck process UH is not.
Suppose the volatility process B̂ is H-self-similar. Then, we can pass from small-noise
LDP and MDP in Theorem 2.7 and Corollary 3.5 to small-time LDP and MDP, by making
the following observation (such methods are well-known). Set
Zε,Ht = −
ε
2
∫ t
0
σ(εH B̂s)
2ds+
√
ε
∫ t
0
σ(εH B̂s)dZs.
It is not hard to see that under the self-similarity condition for B̂, for every ε ∈ (0, 1] the
equality Xεt = Z
ε,H
t , 0 ≤ t ≤ T, holds in law. Here the process X is defined by (1.3). Then
εH−β−
1
2Xεt = −1
2
εH−β+
1
2
∫ t
0
σ(εH B̂s)
2ds+ X̂
ε,β,H
t ,
for all t ∈ [0, T], ε ∈ (0, 1], H ∈ (0, 1), and β ∈ [0,H). The process X̂ε,β,Ht in the previous
equality is defined in (2.7) and (3.1). Next, replacing t by T and ε by t, we obtain
tH−β−
1
2XtT = −1
2
tH−β+
1
2
∫ T
0
σ(tH B̂s)
2ds+ X̂
t,β,H
T , (3.15)
for all t ∈ [0, 1]. For β = 0 the process t 7→ Xt,β,HT satisfies the LDP in Theorem 2.7,
while for β ∈ (0,H) it satisfies the MDP in Corollary 3.5. Now, replacing the drift term
− 12 t2H−2β
∫ T
0 σ(t
H B̂s)2ds in the process t 7→ Xt,β,HT by a new drift term
−1
2
tH−β+
1
2
∫ T
0
σ(tH B̂s)
2ds,
and using (3.15), we see that the process on the left-hand side of (3.15) satisfies the LDP in
Theorem 2.7 for β = 0, and theMDP in Corollary 3.5 for β ∈ (0,H). The possibility of drift
replacement can be justified using the ideas employed in Section 5 of [25]. The previous
reasoning shows how to obtain small-time large and moderate deviation principles from
the small-noise ones. For β = 0, a small-time analogue of the LDP in Theorem 2.7 was
obtained in [25], Theorem 18.
4. CENTRAL LIMIT REGIME: β = H
We will next describe what happens if β = H. Recall that in LDP and MDP regimes,
we can ignore drift terms. For β = H, this is no more the case, and drift terms have to
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be taken into account. In the rest of the paper, the symbol N¯ will stand for the standard
normal complementary cumulative distribution function defined by
N¯ (z) = 1√
2pi
∫ ∞
z
exp
{
−u
2
2
}
du, z ∈ R.
Let us assume that the restrictions on the function σ imposed in Theorem 3.1 hold. We
have
Xε,H,Ht = −
1
2
∫ t
0
σ(εH B̂s)
2ds+
∫ t
0
σ(εH B̂s)dZs, 0 ≤ t ≤ T.
If β = H, then the expression on the left-hand side of (3.14) has the following form:
L(x) = lim
ε↓0
logP
(
Xε,H,HT ≥ x
)
, x > 0. (4.1)
It will be shown below that the limit in (4.1) exists for every x > 0, and its value will be
computed.
We will first study the behavior of the process ε 7→ Xε,H,H on the path space. Set
Ut = −1
2
tσ(0)2 + σ(0)Zt , t ∈ [0, T]. (4.2)
Theorem 4.1. Under the restrictions on the function σ and the process B̂ imposed in Theorem
3.1, the following formula holds for all y > 0:
lim
ε→0
P
(
||Xε,H,H −U||C0[0,T] ≥ y
)
= 0.
Proof. For every y > 0,
P
(
||Xε,H,H −U||C0[0,T] ≥ y
)
≤ P
(
sup
t∈[0,T]
∣∣∣∣∫ t
0
[
σ(0)2 − σ(εH B̂s)2
]
ds
∣∣∣∣ ≥ y
)
+ P
(
sup
t∈[0,T]
∣∣∣∣∫ t
0
[
σ(εH B̂s)− σ(0)
]
dZs
∣∣∣∣ ≥ y2
)
= L1(ε, y) + L2(ε, y). (4.3)
We will first show that
lim
ε→0
L2(ε, y) = 0. (4.4)
To prove the equality in (4.4), we employ the methods used in the proof of Lemma 3.4.
Analyzing the proof preceding (3.9), we see that the estimate in (3.9) holds for β = H too.
This gives
P
 sup
t∈[0,ξ(ε)η ]
∣∣∣∣∫ t
0
σ
(ε)
s dZs
∣∣∣∣ > δ
 ≤ 2 exp{− δ2
2L(1)2ω(η)2
}
.
Now, it is not hard to see how to prove (4.4) using (3.11) and (3.12).
Our next goal is to show that
lim
ε→0
L1(ε, y) = 0. (4.5)
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For all η ∈ (0, 1), we have
L1(ε, y) ≤ P
 sup
t∈[0,ξ(ε)η ]
∣∣∣∣∫ t
0
[
σ(0)2 − σ(εH B̂s)2
]
ds
∣∣∣∣ ≥ y2
+ P (ξ(ε)η < T)
≤ P
 sup
t∈[0,ξ(ε)η ]
∫ t
0
∣∣∣σ(0)− σ(εH B̂s)∣∣∣ (σ(0) + σ(εH B̂s)) ds ≥ y
2
+ P(εH sup
s∈[0,T]
|B̂s| > η
)
≤ P
(
2TL(1)ω(η) sup
0≤u≤1
[σ(u)] ≥ y
2
)
+ P
(
εH sup
s∈[0,T]
|B̂s| > η
)
. (4.6)
For a fixed y > 0 and η small enough, the first term on the last line in (4.6) is equal to
zero, since ω(η) → 0 as η → 0. Moreover, for a fixed η ∈ (0, 1), we have
lim
ε→0
P
(
εH sup
s∈[0,T]
|B̂s| > η
)
= 0.
The previous equality can be obtained using (3.12). Now, it is not hard to see that (4.6)
implies (4.4). Finally, it is clear that Theorem 4.1 follows from (4.3), (4.4), and (4.5).
The next result answers the following question asked by Barbara Pacchiarotti: What
estimates for the function
DH,T(x) = lim
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
can one derive using Theorem 4.1? We will only deal with the right tail.
Theorem 4.2. Let H > 0 and x > 0. Then
DH,T(x) = Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)
+ exp{−x}
[
1−Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)]
. (4.7)
where the symbol Φ stands for the standard normal cumulative distribution function.
Proof. Fix δ with 0 < δ < 1. Then we have
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≤ P
(
||Xε,H,H −U||C0[0,T] > (1− δ)x
)
+ P
(
sup
t∈[0,T]
Ut > δx
)
,
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where U is defined by (4.2). It follows from Theorem 4.1 that
lim sup
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≤ lim sup
ε→0
P
(
||Xε,H,H −U||C0[0,T] > (1− δ)x
)
+ P
(
sup
t∈[0,T]
Ut > δx
)
= P
(
sup
t∈[0,T]
Ut > δx
)
= P
(
sup
t∈[0,T]
(
−1
2
tσ(0) + Zt
)
>
δx
σ(0)
)
. (4.8)
The distribution of the maximum of Brownian motion with drift is known. The follow-
ing formula holds for every y > 0 and µ ∈ R:
P
(
sup
t∈[0,T]
(µt+ Zt) > y
)
= Φ
(
y− µT√
T
)
+ exp{2µy}
[
1−Φ
(
y− µT√
T
)]
(4.9)
(see, e.g., [2]). Therefore, (4.8) implies that
lim sup
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≤ Φ
(
δx
σ(0)
√
T
+
σ(0)
√
T
2
)
+ exp{−δx}
[
1−Φ
(
δx
σ(0)
√
T
+
σ(0)
√
T
2
)]
.
Next, by letting δ → 1, we obtain
lim sup
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≤ Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)
+ exp{−x}
[
1−Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)]
. (4.10)
Our next goal is to obtain a lower estimate. We have
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≥ P
(
sup
t∈[0,T]
Ut > (1+ δ)x
)
−P
(
||Xε,H,H −U||C0[0,T] > δx
)
and
lim inf
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≥ P
(
sup
t∈[0,T]
Ut > (1+ δ)x
)
− lim sup
ε→0
P
(
||Xε,H,H −U||C0[0,T] > δx
)
= P
(
sup
t∈[0,T]
Ut > (1+ δ)x
)
= P
(
sup
t∈[0,T]
(
−1
2
tσ(0) + Zt
)
>
(1+ δ)x
σ(0)
)
. (4.11)
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Now, using (4.11), (4.9), and letting δ → 0, we obtain
lim inf
ε→0
P
(
sup
t∈[0,T]
Xε,H,Ht > x
)
≥ Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)
+ exp{−x}
[
1−Φ
(
x
σ(0)
√
T
+
σ(0)
√
T
2
)]
. (4.12)
Finally, it is clear that (4.7) follows from (4.10) and (4.12).
This completes the proof of Theorem 4.2.
The next statement is a corollary of Theorem 4.1.
Theorem 4.3. Under the restrictions on the function σ imposed in Theorem 3.1, the following
formula is valid:
lim
ε↓0
P
(
Xε,H,HT ≥ x
)
= N¯
(
x√
Tσ(0)
+
1
2
√
Tσ(0)
)
.
Therefore the limit in (4.1) exists for every x > 0, and moreover
L(x) = log N¯
(
x√
Tσ(0)
+
1
2
√
Tσ(0)
)
. (4.13)
Proof. By Theorem 4.1, the process Xε,H,HT converges in probability as ε ↓ 0 to the ran-
dom variable − 12Tσ(0)2 + σ(0)ZT . It is known that convergence in probability implies
convergence in distribution. Since for every x > 0, the set [x,∞) is a set of continuity of
the distribution of ZT , we have
lim
ε↓0
P
(
Xε,H,HT ≥ x
)
=
1√
2pi
√
Tσ(0)
∫ ∞
x
exp
{
− 1
2Tσ(0)2
(
r+
1
2
Tσ(0)2
)2}
dr
= N¯
(
x√
Tσ(0)
+
1
2
√
Tσ(0)
)
. (4.14)
Now it is clear that (4.13) follows from (4.14).
This completes the proof of Theorem 4.3.
Remark 4.4. In the case where β = H, one can consider the function
−LT(x) = − log N¯
(
x√
Tσ(0)
+
1
2
√
Tσ(0)
)
, x > 0,
as a replacement for the rate function IT in the large deviation principle in Theorem 2.7, or the rate
function ÎT(x) =
1
2
√
Tσ(0)2
x2 in the moderate deviation principle in Corollary 3.5. However, for
β = H, the corresponding moderate deviation principle is degenerated since in this case the speed
ε2H−2β is identically equal to one.
Remark 4.5. If β → 0, then the rate function in the MDP regime in Corollary 3.5 does not
tend to the rate function in the LDP regime in Theorem 2.7. This discontinuity disappears for
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small x > 0, if we tolerate an O(x3)-approximation. Indeed for β = 0, the following asymptotic
expansion was established in [4] under a stronger smoothness restriction on the volatility function:
IT(x) =
x2
2Tσ(0)2
+O(x3)
as x → 0 (actually, more terms in the Taylor expansion above were found in [4]). Note that there
is also a discontinuity in the asymptotic formulas at β = H. One of the reasons for the above-
mentioned discontinuities is that it is in general not possible to pass to the limit with respect to an
extra parameter in asymptotic formulas.
5. ASYMPTOTIC BEHAVIOR OF SMALL-NOISE CALL PRICING FUNCTIONS IN MIXED
REGIMES
In this section, we study the asymptotic behavior of small-noise call pricing functions
in mixed regimes. The following small-noise call pricing functions will be considered:
Cβ,H,T(ε, xεα) = E
[(
S
ε,β,H
T − exp {xεα}
)+]
.
The parameters appearing in the previous definition satisfy x > 0, H > 0, β ≤ H, α ≥ 0,
and 0 ≤ α + β ≤ H. Note that the parameter β may take negative values. In the previous
formula, the maturity is parametrized by ε, while the log-strike follows the path ε 7→ xεα
(see [21] for the discussion of various parametrizations of the call).
In the present section, we deal with the case where the volatility function satisfies the
linear growth condition. What happens when the volatility function grows at infinity
faster than linearly is discussed in the next section.
Definition 5.1. It is said that the linear growth condition holds for the function σ if there exist
constants c1 > 0 and c2 > 0 such that σ(x)
2 ≤ c1 + c2x2 for all x ≥ 0.
It is known that if the linear growth condition holds for the function σ, then the asset
price process S in the model described by (1.1) is a martingale, and hence P is a risk-
neutral measure (see, e.g., [17, 25]). The process S can be a martingale even for more
rapidly growing functions σ. For example, it was established in [31] that for the Scott
model (see [47]), where σ(x) = ex and B̂ is the classical Ornstein-Uhlenbeck process, the
asset price process S is a martingale if and only if−1 < ρ ≤ 0. A similar result for general
Volterra type Gaussian models was obtained in a recent preprint [24].
In the next assertion, asymptotic formulas for call pricing functions are derived from
large deviation principles.
Theorem 5.2. Suppose the volatility function σ satisfies the linear growth condition. Then the
following are true:
(i) Assume that the conditions in Theorem 2.7 hold, and let α + β = 0. Then
lim
ε↓0
ε2H logCβ,H,T(ε, xεα) = −IT(x).
(ii) Assume that the conditions in Corollary 3.5 hold, and let 0 < α + β < H. Then
lim
ε↓0
ε2H−2α−2β logCβ,H,T(ε, xεα) = − x
2
2Tσ(0)2
.
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Proof. The methods allowing to derive estimates for call pricing functions from large
deviation principles under the linear growth condition are well-known (see, e.g., [16, 17,
25, 42]). We will only sketch the proof of the upper estimate in part (i) of Theorem 5.2. Let
us start with tail estimates. It follows from (1.5) and the possibility of removing the drift
terms in the case where α + β 6= H mentioned above that
lim
ε↓0
ε2H−2α−2β logP
(
X
ε,β,H
T ≥ xεα
)
= lim
ε↓0
ε2H−2α−2β logP
(
ε−αXε,β,HT ≥ x
)
= lim
ε↓0
ε2H−2α−2β logP
(
X
ε,α+β,H
T ≥ x
)
. (5.1)
If α + β = 0, then Theorem 2.7 and the equality in (5.1) imply that
lim
ε↓0
ε2H logP
(
X
ε,β,H
T ≥ xεα
)
= −IT(x)
(to prove a similar equality in the case where 0 < α + β < H we use Corollary 3.5 and
(5.1)).
Let p > 1 and q > 1 be such that 1p +
1
q = 1. Then
Cβ,H,T(ε, xεα) ≤
{
E
[∣∣∣Sε,β,HT ∣∣∣p]} 1p {P (Xε,β,HT > xεα)} 1q .
It can be seen from the previous estimate that
lim sup
ε↓0
ε2H−2α−2β logCβ,H,T(ε, xεα) ≤ 1
p
lim sup
ε↓0
ε2H−2α−2β logE
[∣∣∣Sε,β,HT ∣∣∣p]− 1q IT(x).
The rest of the proof of the upper estimate in part (i) of Theorem 5.2 follows the proof
of a similar estimate in Corollary 31 in [25] (formula (81) in [25]). By reasoning as in the
latter proof we can establish that for all ε ∈ (0, 1], p > 1, and β ∈ [0,H),
E
[∣∣∣Sε,β,HT ∣∣∣p] ≤ sp0 {E [exp{(2p2 − p) ε2H−2β ∫ T
0
σ(εH B̂s)
2ds
}]} 1
2
. (5.2)
In the proof of (5.2), the assumption that the asset price process S is a martingale is used.
It was shown in [25] that there exists δ1 > 0 such that
E
[
exp
{
δ1
∫ T
0
B̂2sds
}]
< ∞. (5.3)
Next, using the linear growth condition for σ, we prove that the inequality in (5.3) implies
the existence of ε0 > 0 and δ2 > 0 for which
sup
ε∈(0,ε0]
E
[
exp
{
δ2
∫ T
0
σ(εH B̂s)
2ds
}]
< ∞. (5.4)
Now, we can finish the proof of part (i) of Theorem 5.2 exactly as in [25], Corollary 31.
Note that the following fact is needed here. Since the linear growth condition holds, the
stochastic exponential t 7→ Sε,β,Ht defined in (1.4) is a martingale for every fixed ε, and
therefore 1 = E
[
S
ε,β,H
T
]
≤ E
[
|Sε,β,HT |p
]
for all ε ∈ (0, 1] and p > 1.
This completes a short sketch of the proof of part (i) of Theorem 5.2.
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Remark 5.3. It is interesting that if the volatility function σ grows at infinity a little faster than
linearly, then the inequality in (5.4) may fail (see Theorem 6.7). This means that special methods
of establishing the upper LDP and MDP call price estimates, which are based on the finiteness
of the exponential moments of the integrated variance can not be employed under even a slightly
weaker than the linear growth restriction on the volatility function σ (for more information see the
discussion in Section 6).
It remains to characterize the asymptotic behavior of the call pricing function in the
regime where α + β = H. We will first restrict ourselves to the case where α = 0 and
β = H.
Theorem 5.4. Suppose α = 0 and β = H. Suppose also that the conditions in Corollary 3.5 are
valid, and the function σ satisfies the linear growth condition. Then the following formula holds:
lim
ε↓0
CH,H,T(ε, x) =
∫ ∞
x
eyN¯
(
y√
Tσ(0)
+
√
Tσ(0)
2
)
dy. (5.5)
Remark 5.5. The formula in (5.5) can be rewritten as follows:
lim
ε↓0
CH,H,T(ε, x) = C−(x,
√
Tσ(0)), (5.6)
where the symbol C−(k, ν) stands for the call price in the Black-Scholes model as a function of the
log strike k ≥ 0 and the dimensionless implied volatility ν (see the definition in formula (3.1) in
[21]). We leave the proof of the fact that the formulas in (5.5) and (5.6) are the same as an exercise
for the interested reader. It follows from [21] (see the second equality in formula (3.1) and formula
(3.3) in [21]) that for every fixed k, C− is a strictly increasing function of ν.
Proof of Theorem 5.4. Set
Pα,H,Tε (x) = P
(
−1
2
εα
∫ T
0
σ(εH B̂s)
2ds+
∫ T
0
σ(εH B̂s)dZs ≥ x
)
. (5.7)
It is not hard to see that
CH,H,T(ε, x) = E
[(
exp
{
Xε,H,HT
}
− ex
)+]
=
∫ ∞
x
(ey − ex)d
[
−P0,H,Tε (y)
]
. (5.8)
Our next goal is to estimate the distribution function P0,H,Tε (y). It follows from (5.7),
Chebyshev’s exponential inequality, and the Cauchy-Schwartz inequality that for every
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y > 0,
P0,H,Tε (y) ≤ e−2yE
[
exp
{
−
∫ T
0
σ(εH B̂s)
2ds+ 2
∫ T
0
σ(εH B̂s)dZs
}]
≤ e−2yE
[
exp
{
2
∫ T
0
σ(εH B̂s)dZs
}]
= e−2yE
[
exp
{
−4
∫ T
0
σ(εH B̂s)
2ds+ 2
∫ T
0
σ(εH B̂s)dZs + 4
∫ 1
0
σ(εH B̂s)
2ds
}]
≤ e−2y
(
E
[
exp
{
−8
∫ 1
0
σ(εH B̂s)
2ds+ 4
∫ T
0
σ(εH B̂s)dZs
}]) 1
2
×
(
E
[
exp
{
8
∫ T
0
σ(εH B̂s)
2ds
}]) 1
2
. (5.9)
Now, using the linear growth condition for σ and the fact that the stochastic exponential
in (5.9) is a martingale (see Lemma 13 in [25]), we obtain
P0,H,Tε (y) ≤ e−2y
(
E
[
exp
{
8
∫ T
0
σ(εH B̂s)
2ds
}]) 1
2
≤ e−2ye4c1
(
E
[
exp
{
8c2ε
2H
∫ T
0
B̂2sds
}]) 1
2
.
It follows from (5.3) that there exists ε0 > 0 independent of y and such that
sup
0<ε<ε0
P0,H,Tε (y) ≤ le−2y, (5.10)
for some constant l > 0 independent of y. It is not hard to see that (5.8), (5.10), and the
integration by parts formula imply the following:
CH,H,T(ε, x) =
∫ ∞
x
eyP0,H,Tε (y)dy. (5.11)
Next, using (5.11), (4.13), (5.10), and the Lebesgue dominated convergence theorem, we
see that for all x > 0, the equality in (5.5) holds.
We will next turn our attention to the case where α + β = H and β 6= H. This case
is exceptional. It exhibits a special discontinuity when compared with the neighboring
regimes.
Theorem 5.6. Suppose α + β = H and β 6= H. Suppose also that the conditions in Corollary 3.5
hold, and the function σ satisfies the linear growth condition. Then the following formula holds:
Cβ,H,T(ε, xεα) = εα
∫ ∞
x
N¯
(
y√
Tσ(0)
)
dy+ o (εα)
as ε ↓ 0.
Proof. It was established in the proof of Theorem 4.3 that for α = 0,
−1
2
εα
∫ T
0
σ(εH B̂s)
2ds+
∫ T
0
σ(εH B̂s)dZs → −1
2
Tσ(0)2 + σ(0)ZT
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in probability. Making slight modifications, we can prove that for α ∈ (0,H],
−1
2
εα
∫ T
0
σ(εH B̂s)
2ds+
∫ T
0
σ(εH B̂s)dZs → σ(0)ZT
in probability. Next, using the fact that convergence in probability implies convergence
in distribution, we see that
lim
ε↓0
P
(
X
ε,β,H
T ≥ xεα
)
= N¯
(
x√
Tσ(0)
)
. (5.12)
We have
Cβ,H,T(ε, xεα) = E
[(
exp
{
X
ε,β,H
T
}
− exp {xεα}
)+]
=
∫ ∞
xεα
(ey − exp {xεα}) d
[
−Pβ,H,Tε (y)
]
. (5.13)
It is not hard to see, by reasoning as in the proof of (5.10) that there exists ε1 > 0 such that
sup
0<ε<ε1
P
β,H,T
ε (y) ≤ se−2y, (5.14)
for some constant s > 0 and all y > 0. The estimate in (5.14) allows us to integrate by
parts in (5.13). This gives
Cβ,H,T(ε, xεα) =
∫ ∞
xεα
P
β,H,T
ε (y)e
ydy = εα
∫ ∞
x
P
(
X
ε,β,H
T ≥ uεα
)
exp {uεα} du. (5.15)
Next, using (5.14) again, we can show that the dominated convergence theorem applies
to the integral in (5.15). Finally, taking into account (5.12), (5.14) and (5.15), we establish
the asymptotic formula in Theorem 5.6.
Remark 5.7. To the best of our knowledge, most of the methods, allowing to derive upper call
price estimates in stochastic volatility models from small-time and small-noise large deviation
principles for the log-price, rely either on the finiteness of nontrivial exponential moments of the
integrated variance, or on the finiteness of the moments of the asset price for small values of the
large deviation parameter. Some of the ideas used in such proofs go back to [16], Corollary 2.1,
and [42], Subsection 5.1, where the Heston model was studied. It is worth mentioning that the
exponential moment of order p of the log-price in a Heston model is equal to the exponential
moment of order
p(p−1)
2 of the integrated variance in the Heston model with a different drift in
the volatility equation (see formula (5.4) in [42] and the formula preceding it). The finiteness of
nontrivial exponential moments of the integrated variance plays an important role in some of the
proofs of upper call price estimates in Gaussian stochastic volatility models. This can be seen,
for instance, in the proof of Corollary 4.13 in [17], that of Corollary 31 in [25], and the proof
of Theorem 5.2 in the present paper. However, Theorem 6.7 shows that this approach does not
work if the volatility function grows at infinity faster than linearly. Moreover, in uncorrelated
Volterra type models, the asset price process is a martingale, while all of its moments of order
greater than one explode (see Theorem 6.11). An interesting method was used in [19]. It does not
work for uncorrelated models, if the volatility function grows faster than linearly, but works well
for correlated models under Assumption (A2) formulated in the next section (see the discussion
after Corollary 6.10).
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6. THE LINEAR GROWTH CONDITION REVISITED
We have already advertized that the inequality in (5.4) may fail if the volatility function
σ grows at infinity a little faster than linearly (see Remark 5.3). In the present section, we
prove an assertion (Theorem 6.7), which makes the previous statement more precise. This
assertion states that under the faster than linear growth condition in Definition 6.1 below,
all the positive order exponential moments of the quadratic variation of the driftless log-
price are infinite. In addition, for uncorrelated Volterra type Gaussian stochastic volatility
models, we establish that under the same growth condition, all the moments of order
greater than one of the asset price are infinite (see part (i) of Theorem 6.11). Similar results
for correlated models are obtained in part (ii) of Theorem 6.11.
Definition 6.1. Let x0 > 0. A positive function f defined on [x0,∞) grows faster than linearly if
there exist x1 > x0 and a positive function g defined on [x1,∞), for which the following conditions
hold: g(x) → ∞ as x → ∞ and f (x) ≥ xg(x) for all x > x1.
In the rest of this section, we will use certain results from the theory of slowly varying
functions (see the monograph [5] by Bingham, Goldie, and Teugels).
Definition 6.2. Let l be a positive continuous function defined on some neighborhood of infinity
and such that
lim
x→∞
l(λx)
l(x)
= 1
for all λ > 0. Any function l satisfying the previous condition is called slowly varying.
Definition 6.2 in a more general case of measurable functions can be found in Sub-
section 1.2.1 of [5]. Slowly varying functions were originally introduced and studied by
Karamata in [33]. The class of slowly varying functions is denoted by R0.
Smoothly varying functions with index 0 play an important role in the theory of slow
variation.
Definition 6.3. A positive function f defined on some neighborhood of infinity is called smoothly
varying with index 0 if the function h(x) = log f (ex) is infinitely differentiable in a neighborhood
of infinity and such that h(n)(x) → 0 as x → ∞, for all integers n ≥ 1.
The class of all functions of smooth variation with index 0 is denoted by SR0. It is
known that SR0 ⊂ R0. Moreover, the function f belongs to the class SR0 if and only if
lim
x→∞
xn f (n)(x)
f (x)
= 0 (6.1)
for all n ≥ 1. Definition 6.3 in a more general case and the properties of functions of
smooth variation formulated above can be found in Subsection 1.8.1 of [5].
For positive continuous functions f and g defined on a neighborhood of infinity, the
standard symbol f ∼ g will be used when f (x)
g(x)
→ 1 as x → ∞. An important result in the
theory of slow variation is the Smooth Variation Theorem (see Theorem 1.8.2 in [5]). We
will need only a special case of this theorem. A complete formulation can be found in [5].
Theorem 6.4. Let f ∈ R0. Then there exist g ∈ SR0 and h ∈ SR0 with g ∼ h and g ≤ f ≤ h
in a neighborhood of infinity.
The following statement follows from Theorem 6.4.
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Corollary 6.5. Let f ∈ R0 be such that f (x) → ∞ as x → ∞. Then there exist a function
g ∈ SR0 and a constant x0 > 0 such that g is defined on (x0,∞), g(x) → ∞ as x → ∞, and
f (x) ≥ g(x) for all x > x0.
Let f ∈ R0, and let the functions g and h be such as in Theorem 6.4. To prove Corollary
6.5, we only need to establish that g(x) → ∞ as x → ∞. It is easy to see that f ∼ g, and
the previous statement follows.
Remark 6.6. It was established by Bojanic and Karamata (see [6], see also Problem 11 on p. 124
in [5]) that if 0 < g(x) → ∞ as x → ∞, then there exists l ∈ R0 such that 0 < l(x) → ∞ as
x → ∞ and g(x) ≥ l(x) for all x > x2. It follows from the previous assertion that the function
g in Definition 6.1 can be replaced by a slowly varying function l such that 0 < l(x) → ∞ as
x → ∞. Moreover, the function g can be replaced by a smoothly varying function h such that
0 < h(x) → ∞ as x → ∞ (see Corollary 6.5). We will use the previous remarks in the sequel.
Our next goal is to prove an assertion confirming what was said in Remark 5.3.
Theorem 6.7. Suppose the volatility function σ in the model described in (1.1) satisfies a faster
than linear growth condition introduced in Definition 6.1. Let B̂ be a nondegenerate centered
Gaussian process. Then, for all t ∈ (0, T] and γ > 0, the following equality holds:
E
[
exp
{
γ
∫ t
0
σ
(
B̂s
)2
ds
}]
= ∞. (6.2)
The equality in (6.2) also holds with the function x 7→ σ(−x) instead of the function σ.
Proof. Recall that wemay assume that σ(x) ≥ xl(x) in a neighborhood of infinity, where
l is a slowly varying function such that in Remark 6.6. It follows from the discussion
above that there exist a number x2 > x1 and a function h ∈ SR0 defined on (x2,∞) and
such that h(x) → ∞ as x → ∞, and l(x)2 ≥ h(x) for all x > x2. Define a function σˆ(x) on
(x2,∞) by σˆ(x) = x
2h(x). Then σ(x)2 ≥ σˆ(x) for all x > x2.
Since h is a strictly positive function, we have
σˆ′(x)
h(x)
= x
(
2+
xh′(x)
h(x)
)
and
σˆ′′(x)
h(x)
= 2+ 2
xh′(x)
h(x)
+
x2h′′(x)
h(x)
.
for all x > x2. Next, using the condition h ∈ SR0, the previous formulas, and (6.1), we
see that there exists x3 > x2 such that the function σˆ is strictly increasing and convex
in [x3,∞). Define a function σ˜ on R by the following: σ˜(x) = σˆ(x) if x ≥ x3, while
σ˜(x) = σˆ(x3) if −∞ < x < x3. It is not hard to see that the function σ˜ is convex in R.
For every x ∈ R, we have σ(x)2 ≥ σ˜(x)− σˆ(x3). Therefore, to establish (6.2), it suffices
to prove that
K =: E
[
exp
{
γ
∫ t
0
σ˜
(
B̂s
)
ds
}]
= ∞.
Since the function σ˜ is convex, Jensen’s inequality implies that∫ t
0
σ˜
(
B̂s
)
ds ≥ tσ˜
(
1
t
∫ t
0
B̂sds
)
. (6.3)
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It follows that for all y > 0,
K ≥ eγtyP
(
σ˜
(
1
t
∫ t
0
B̂sds
)
> y
)
.
The function σ˜ is strictly increasing in (x3,∞). Therefore, for y > y1,
K ≥ eγtyP
(∫ t
0
B̂sds > t[σ˜]
−1(y)
)
,
and hence for u > u1,
K ≥ exp{γtσ˜(u)}P
(∫ t
0
B̂sds > tu
)
= exp{γtu2h(u)}P
(∫ t
0
B̂sds > tu
)
. (6.4)
The Riemann integral
∫ t
0 B̂sds of a nondegenerate continuous centered Gaussian process B̂
is a Gaussian random variable with mean zero and variance v =
∫ t
0
∫ t
0 C(u, s)duds, where
C is the covariance function of the process B̂. Hence
P
(∫ t
0
B̂sds > tu
)
=
1√
2pi
∫ ∞
tu√
v
exp
{
−w
2
2
}
dw
with v > 0. Next, using the inequality∫ ∞
z
e−
u2
2 du ≥ e− z
2
2
2
z+
√
z2 + 4
,
which can be derived from 7.1.13 in [1], we obtain
P
(∫ t
0
B̂sds > tu
)
≥
√
2√
pi
exp
{
− t
2u2
2v
} √
v
tu+
√
t2u2 + 4v
. (6.5)
Finally, by taking into account (6.4), (6.5) and the fact that h(u) ↑ ∞ as u → ∞, we see
that K = ∞. To prove the last statement in the formulation of Theorem 6.7 we apply the
formula in (6.2) to the process −B̂.
This completes the proof of Theorem 6.7.
We will next show that if the volatility function grows at infinity faster than the third
power, then an assertion analogous to that in Theorem 6.7 can be established for the ab-
solute value of the driftless log-price.
Theorem 6.8. Suppose the volatility function σ appearing in (1.1) is such that there exist a num-
ber x0 > 0 and a function g for which the following conditions hold: 0 < g(x) → ∞ as x → ∞
and
σ(x) ≥ x3g(x), x > x0. (6.6)
Let B̂ be a nondegenerate continuous Gaussian process adapted to the filtration {Ft}0≤t≤T. Then,
for all t ∈ (0, T] and γ > 0,
E
[
exp
{
γ
∣∣∣∣∫ t
0
σ
(
B̂s
)
dZs
∣∣∣∣}] = ∞. (6.7)
The equality in (6.7) also holds with the function x 7→ σ(−x) instead of the function σ.
Remark 6.9. Note that there is a gap between the linear growth condition in Definition 6.1 and
the cubic growth condition in (6.6). We do not know whether Theorem 6.8 holds true if condition
(6.6) in it is replaced by the condition in Definition 6.1 .
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Proof of Theorem 6.8. It is clear from Remark 6.6 that we can replace the function g in
(6.6) by a function l ∈ R0 such that l(x) → ∞ as x → ∞. In addition, with no loss of
generality, we may assume that
E
[∫ T
0
σ
(
B̂s
)2
ds
]
< ∞. (6.8)
(expand the exponential in (6.7) and use Itoˆ’s isometry). Set
Mt =
∫ t
0
σ
(
B̂s
)
dZs, 0 ≤ t ≤ T. (6.9)
Then the process M is a martingale. Its quadratic variation is given by
[M]t =
∫ t
0
σ
(
B̂s
)2
ds, 0 ≤ t ≤ T.
Denote by M∗ the maximal function associated with the process M, that is
M∗(t) = sup
0≤s≤t
|M(s)|, 0 ≤ t ≤ T.
Then, using the Burkholder-Davis-Gundy inequality, more precisely, the lower estimate
in it, with the constants such as in [44], Theorem 2, we obtain the following:
c1√
n
||[M] 12 (t)||n ≤ ||M∗(t)||n,
for all integers n ≥ 1 and an absolute constant c1 > 0. In addition, using Doob’s martin-
gale inequality, we get
||M∗(t)||n ≤ n
n− 1 ||M(t)||n , n ≥ 2.
Therefore, for all integers n ≥ 2,
c2√
n
||[M] 12 (t)||n ≤ ||M(t)||n ,
with an absolute constants c2 > 0.
Denote by Lγ,t the expectation in (6.7). Then the previous estimates give
Lγ,t ≥ E
[
∞
∑
n=0
cn2γ
n
n!n
n
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
+ γE[|M(t)|] − c2γE[[M] 12 (t)]
≥ E
[
∞
∑
n=0
cn2γ
n
n!n
n
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
− c2γE
[(∫ T
0
σ(B̂2)
2ds
) 1
2
]
≥ E
[
∞
∑
n=0
cn2γ
n
n!n
n
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
− C, (6.10)
where C > 0 does depend on t. It follows from (6.10) that in order to prove the equality
Lγ,t = ∞, it suffices to prove that
Kt := E
[
∞
∑
n=0
cn2γ
n
n!n
n
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
= ∞. (6.11)
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It follows from Stirling’s formula that there exists c3 > 0 such that for every n ≥ 1,
nn ≤ cn3n!. Therefore, (6.11) implies that for some c4 > 0,
Kt ≥ E
[
∞
∑
n=0
cn4γ
n
(n!)
3
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
.
Let us set
K˜t := E

 ∞∑
n=0
c
2n
3
5 γ
2n
3
n!
(∫ t
0
σ
(
B̂s
)2
ds
) n
3
 32
 , (6.12)
where c5 =
c4
2 . Next, applying Ho¨lder’s inequality with p =
3
2 and q = 3 to the sum in
(6.12), we obtain
K˜t ≤ τE
[
∞
∑
n=0
cn4γ
n
(n!)
3
2
(∫ t
0
σ
(
B̂s
)2
ds
) n
2
]
≤ τKt,
where τ =
{
∑
∞
n=0 2
−3n} 12 . Therefore,
Kt ≥ 1
τ
E
[
exp
{
3
2
c
2
3
5 γ
2
3
(∫ t
0
σ
(
B̂s
)2
ds
) 1
3
}]
, (6.13)
for all t ∈ (0, T]. Note that we have not yet used the faster than cubic growth condition
for the function σ. It follows from (6.13) that in order to finish the proof of Theorem 6.8,
it suffices to show that L˜γ,t = ∞ for all γ > 0 and t ∈ (0, T], where L˜γ,t is the expectation
on the right-hand side of (6.13)
The rest of the proof of Theorem 6.8 follows that of Theorem 6.7. We first choose a
function h ∈ SR0 such that h(x) → ∞ as x → ∞, and moreover l(x)2 ≥ h(x) for all
x > x2. The function x 7→ x6h(x) is strictly increasing and convex on [x3,∞). Set σ20 (x) =
x6h(x)1{x > x3}+ x63h(x3)1{x ≤ x3}, x ∈ R. Then it is clear that the function σ20 is convex
on R and σ(x)2 ≥ σ0(x)2 − x63h(x3) for all x ∈ R. Next, using Jensen’s inequality as in
the proof of (6.3), we can estimate L˜γ,t from below by an expression similar to the last
expression in (6.4) with the function h
1
3 instead of the function h. Finally, taking into
account Theorem 6.7, we establish the equality L˜γ,t = ∞.
This completes the proof of Theorem 6.8.
Corollary 6.10. Suppose the conditions in Theorem 6.8 hold. Then, for every t ∈ (0, T], at least
one of the next two conditions hold:
E
[
exp
{
γ
∫ t
0
σ
(
B̂s
)
dZs
}]
= ∞ for all γ > 0, (6.14)
or
E
[
exp
{
−γ
∫ t
0
σ
(
B̂s
)
dZs
}]
= ∞ for all γ > 0. (6.15)
Proof. Using (6.7) and the inequality e|u| ≤ eu + e−u, u ∈ R, we see that for every
t ∈ (0, T] and γ > 0 either
E
[
exp
{
γ
∫ t
0
σ
(
B̂s
)
dZs
}]
= ∞, (6.16)
31
or
E
[
exp
{
−γ
∫ t
0
σ
(
B̂s
)
dZs
}]
= ∞. (6.17)
Fix t > 0. If there is no γ for which (6.16) holds, then (6.17) should hold for all γ > 0 by
the previous, which shows that (6.15) is valid for such a number t. Otherwise set
at = inf{γ > 0 : (6.16) is true}.
It is easy to see using Ho¨lder’s inequality that (6.16) is valid for all γ > at. Suppose at = 0.
Then (6.14) holds. On the other hand, if at > 0, then (6.17) is true for all γ ∈ (0, at), and
hence it is also true for all γ > 0.
The proof of Corollary 6.10 is thus completed.
In [4], the authors consider Volterra type Gaussian stochastic volatility models, inwhich
the asset price process S satisfies the following conditions:
(iiia) S is a martingale;
(iiib) For every 1 < γ < ∞ there exists t > 0 such that E
[
S
γ
t
]
< ∞
(see Assumption 2.4 in Section 2 of [4]). It was shown in [4] that if conditions (iiia) and
(iiib) hold, then upper large deviation style estimates for the call price follow from the
corresponding large deviation principle.
An interesting improvement of the previous statement was obtained in [19], where the
same implication was obtained under weaker restrictions (see Assumption (A2) in [19]).
In terms of the time parameter t, Assumption (A2) is as follows: There exists γ > 1
such that lim supt→0 E[S
γ
t ] < ∞. It is not hard to see that if condition (iiia) holds, then
Assumption (A2) follows from the following assumption: (i) There exist γ > 1 and t > 0
such that E
[
S
γ
t
]
< ∞.
In the rest of the present section, we consider Volterra type Gaussian stochastic volatil-
ity models. It will be shown next that for uncorrelated Volterra type models, Assumption
(A2) does not hold if the volatility function σ grows faster than linearly. More precisely,
all the moments of order greater than one or less than zero of the asset price explode (see
Theorem 6.11). Moreover, we prove in Theorem 6.11 that for correlated models (ρ 6= 0),
the moments explode for γ ∈ (−∞, 0) ∪ ( 1
1−ρ2 ,∞). In the case, where γ =
1
1−ρ2 in a corre-
lated model, the moment explosion results obtained in the present section are only partial
(see Theorem 6.13). Note that in the assertions established in the rest of the present sec-
tion, we only assume that the Volterra type process B̂ satisfies the conditions in Definition
2.1. Let us also recall that with no loss of generality we are assuming that s0 = 1.
The asset price process S in an uncorrelated Gaussian stochastic volatility model with
s0 = 1 is given by
St = exp
{
−1
2
∫ t
0
σ(B̂s)
2ds+
∫ t
0
σ(B̂s)dWs
}
, 0 ≤ t ≤ T,
Since Brownian motions W and B are independent, it is rather standard to prove, by
conditioning on the path of the process B, that the process S is a martingale. Therefore,
(iiia) holds true for the uncorrelated model. Moreover, for all t ∈ [0, T], we have
E [St] = 1, 0 ≤ t ≤ T. (6.18)
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For negatively correlated models (ρ < 0), it was established in the paper [24] of Gassiat
that the asset price process S is a martingale under the following additional condition:
Condition (G): For every a ∈ R, the function σ is bounded on (−∞, a].
It follows that the equality in (6.18) holds for any negatively correlated Volterra type
model, in which the volatility function σ satisfies condition (G). On the other hand, for
every η ∈ R, the stochastic exponential
t 7→ exp
{
−η
2
2
∫ t
0
σ(B̂s)
2ds+ η
∫ t
0
σ(B̂s)dBs
}
is a strictly positive local martingale. Hence it is a supermartingale, and therefore
E
[
exp
{
−η
2
2
∫ t
0
σ(B̂s)
2ds+ η
∫ t
0
σ(B̂s)dBs
}]
≤ 1, (6.19)
for every t ∈ (0, T]. Note that condition (G) is not needed to establish the validity of
(6.19).
The next assertion is one of the main results of the paper. It concerns moment ex-
plosions in Gaussian stochastic volatility models (see the discussion in the introduction,
where we compare Theorem 6.11 with the results obtained in [24]).
Theorem 6.11. (i) Suppose the volatility function σ in an uncorrelated Volterra type Gaussian
stochastic volatility model satisfies the faster than linear growth condition formulated in Definition
6.1. Then the following equality holds:
E
[
S
γ
t
]
= ∞ for all γ ∈ (−∞, 0) ∪ (1,∞) and t ∈ (0, T]. (6.20)
(ii) Suppose ρ 6= 0, and suppose also that the faster than linear growth condition holds in a Volterra
type Gaussian stochastic volatility model. Then, the following equality is valid:
E
[
S
γ
t
]
= ∞ for all γ ∈ (−∞, 0) ∪ ( 1
1−ρ2 ,∞) and t ∈ (0, T]. (6.21)
Proof. It is clear that if ρ = 0, then
E
[
S
γ
t
]
= E
[
exp
{
γ2 − γ
2
∫ t
0
σ(B̂s)
2ds
}
exp
{
−γ
2
2
∫ t
0
σ(B̂s)
2ds+ γ
∫ t
0
σ(B̂s)dWs
}]
.
Using the independence of W and B and conditioning on the path of the process B, we
obtain
E
[
S
γ
t
]
= E
[
exp
{
γ2 − γ
2
∫ t
0
σ(B̂s)
2ds
}
Et,γ
]
,
where
Et,γ = E
[
exp{−γ
2
2
∫ t
0
σ(B̂s)
2ds+ γ
∫ t
0
σ(B̂s)dWs}|Bs, 0 ≤ s ≤ t
]
. (6.22)
It is not hard to prove that for all t ∈ (0, T] and γ such as in part (i) of the theorem, we
have Et = 1 a.s. Here we use the fact that the simple stochastic exponentials appearing in
(6.22) are martingales. It follows that
E
[
S
γ
t
]
= E
[
exp
{
γ2 − γ
2
∫ t
0
σ(B̂s)
2ds
}]
. (6.23)
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Now suppose ρ 6= 0. Then the following equalities are true:
E [(St)
γ] = E
[
exp
{
−γ
2
∫ t
0
σ
(
B̂s
)2
ds+ γ
∫ t
0
σ
(
B̂s
)
dZs
}]
= E[exp{γ
2ρ¯2 − γ
2
∫ t
0
σ
(
B̂s
)2
ds+ γρ
∫ t
0
σ
(
B̂s
)
dBs}
exp{−γ
2ρ¯2
2
∫ t
0
σ
(
B̂s
)2
ds+ γρ¯
∫ t
0
σ
(
B̂s
)
dWs}].
By conditioning on the path of the process B and reasoning as in the proof of (6.23), we
obtain the following generalization of the formula in (6.23):
E [(St)
γ] = E
[
exp
{
γ2ρ¯2 − γ
2
∫ t
0
σ(B̂s)
2ds+ γρ
∫ t
0
σ
(
B̂s
)
dBs
}]
. (6.24)
Let us first prove the equality in (6.20). By taking into account the restriction γ2− γ > 0
imposed in part (i) of Theorem 6.11, we see that (6.20) follows from Theorem 6.7.
We will next prove (6.21). Suppose the conditions in part (ii) of Theorem 6.11 hold. Let
η ∈ R, and fix p > 1 and q > 1 such that 1p + 1q = 1. Then (6.24), (6.19), and Ho¨lder’s
inequality imply the following estimate:
{
E
[
S
γ
t
]} 1
p ≥ {E [Sγt ]} 1p {E [exp{−η22
∫ t
0
σ(B̂s)
2ds+ η
∫ t
0
σ(B̂s)dBs
}]} 1
q
≥ E
[
exp
{(
γ2ρ¯2 − γ
2p
− η
2
2q
) ∫ t
0
σ(B̂s)
2ds+
(
γρ
p
+
η
q
) ∫ t
0
σ(B̂s)dBs
}]
. (6.25)
Let us choose η = − γρp−1 . Then γρp + ηq = 0. Next, using (6.25), we obtain{
E
[
S
γ
t
]} 1
p ≥ E
[
exp
{(
γ2ρ¯2 − γ− η2(p− 1)
2p
) ∫ t
0
σ(B̂s)
2ds
}]
. (6.26)
It remains to choose p > 1 so that l := γ2ρ¯2− γ− η2(p− 1) > 0. Then (6.26) and Theorem
6.7 will show that the equality in 6.21 holds.
We have l = γ2ρ¯2 − γ− γ2ρ2p−1 . If γ > 11−ρ2 , then γ2ρ¯2 − γ > 0, and the condition l > 0
is equivalent to the inequality p > 1+
γρ2
γρ¯2−1 . Such a number p > 1 can be easily chosen.
On the other hand, if γ < 0, then the condition l > 0 is equivalent to the following
inequality: p > 1+ γ
2ρ2
γ2(1−ρ2)+|γ| . As before, the previous condition allows us to easily
choose p. It follows that (6.21) holds.
The proof of Theorem 6.11 is thus completed.
Remark 6.12. We are indebted to Paul Gassiat for a suggestion to use the semimartingale property
in (6.19) in the proof of part (ii) of Theorem 6.11. Our original proof used condition (G) and the
martingale property in (6.18).
The next theorem complements Theorem 6.11. However, the conclusion in this theorem
is weaker than that in Theorem 6.11.
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Theorem 6.13. Suppose the volatility function σ in a Volterra type Gaussian stochastic volatility
model satisfies the faster than cubic growth condition formulated in (6.6). Let ρ 6= 0, and let M˜ be
the Volterra type model, in which the volatility function and the volatility process are the same as
in the given model, while the correlation parameter is −ρ instead of ρ. Denote by S˜ the asset price
process in the model M˜. Then, for every t ∈ (0, T], at least one of the following two conditions
holds:
E
[
(St)
1
1−ρ2
]
= ∞, or E
[
(S˜t)
1
1−ρ2
]
= ∞.
Proof. It follows from (6.24) that if ρ 6= 0, then
E
[
(St)
1
1−ρ2
]
= E
[
exp
{
ρ
1− ρ2
∫ t
0
σ
(
B̂s
)
dBs
}]
.
Similarly, we have
E
[
(S˜t)
1
1−ρ2
]
= E
[
exp
{
− ρ
1− ρ2
∫ t
0
σ
(
B̂s
)
dBs
}]
.
Now, it is clear that Theorem 6.13 follows from Corollary 6.10.
Remark 6.14. The condition γ ≥ 1
1−ρ2 in the context of moment explosions appears in the paper
[31] of Jourdain, where the Scott model is studied. In the Scott model, the volatility function is
σ(x) = ex, while the volatility process is the Ornstein-Uhlenbeck process. To adapt Jourdain’s
results to our setting, we consider driftless Ornstein-Uhlenbeck processes. Jourdain proved that
for the Scott model with the driftless Ornstein-Uhlenbeck process as the volatility process, equality
(6.21) holds if ρ = 0. Moreover, he established that if ρ < 0, then for given t > 0 and γ > 1,
E[Sγt ] < ∞ if and only if γ <
1
1−ρ2 (see Proposition 6 in [31]). For ρ > 0, Jourdain proved that
E[Sγt ] = ∞ if γ ≥ 11−ρ2 , and mentioned that it does not seem easy to analyze whether E[S
γ
t ] < ∞
if γ < 1
1−ρ2 (see Remark 7 in [31]).
7. ASYMPTOTIC BEHAVIOR OF THE IMPLIED VOLATILITY IN MIXED REGIMES
In this section, we describe small-noise asymptotic behavior of the implied volatility in
the mixed regimes considered in the previous section.
The implied volatility can be determined from the equality
Cβ,H,T (ε, xεα) = CBS(ε, xε
α; σ = σ̂β,H,T(ε, xεα))
= C−(xεα,
√
εσ̂β,H,T(ε, xεα)). (7.1)
In the cases, where 0 ≤ α + β < H, Theorem 5.2 implies that
L(ε) =: log
1
C−(xεα,
√
εσ̂β,H,T(ε, xεα))
= JT(x)ε
2α+2β−2H + o
(
ε2α+2β−2H
)
(7.2)
as ε ↓ 0. In the previous formula, the symbol JT stands for the rate function IT defined
in (2.2), in the case where α + β = 0 (here we assume that the assumptions in part (i)
of Theorem 5.2 hold), while JT(x) =
x2
2Tσ(0)2
, in the case where 0 < α + β < H, and the
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assumptions in part (ii) of Theorem 5.2 hold. In (7.2), the parametrized dimensionless
implied volatility is given by ν(ε) =
√
εσ̂β,H,T(ε, xεα). Moreover, we have
k(ε)
L(ε)
= O
(
ε2H−α−2β
)
as ε → 0. Therefore, k(ε)
L(ε)
→ 0 as ε → 0. This means that the formula in Remark 7.3 in
[21] can be applied to characterize the asymptotic behavior of the dimensionless implied
volatility ε 7→ ν(ε) in the mixed regime. In our case, the formula in [21], Remark 7.3, gives
the following: ∣∣∣∣ k(ε)22L(ε) − εσ̂β,H(ε, xεα)2
∣∣∣∣ = o(k(ε)2L(ε)
)
as ε ↓ 0. It follows that ∣∣∣∣∣ k(ε)√2L(ε) −√εσ̂β,H(ε, xεα)
∣∣∣∣∣ = o
(
k(ε)√
L(ε)
)
(7.3)
as ε ↓ 0. Next, taking into account (7.2), we obtain the following assertion.
Theorem 7.1. (i) Suppose the conditions in Theorem 2.7 hold. Suppose also that α + β = 0, and
the linear growth condition holds for the function σ. Then
σ̂β,H,T(ε, xεα) =
x√
2IT(x)
εH−β−
1
2 + o
(
εH−β−
1
2
)
as ε ↓ 0.
(ii) Suppose the conditions in Corollary 3.5 hold. Suppose also that 0 < α + β < H, and the
linear growth condition holds for the function σ. Then
σ̂β,H,T(ε, xεα) =
√
Tσ(0)εH−β−
1
2 + o
(
εH−β−
1
2
)
as ε ↓ 0.
Let α = 0 and β = H. Then, for the Black-Scholes model with σ = σ̂H,H,T(ε, x), the
equality in (5.11) takes the following form:
CBS(ε, x; σ̂
H,H,T(ε, x))
=
∫ ∞
x
eyN¯
(
y√
εσ̂H,H,T(ε, x))
+
1
2
√
εσ̂H,H,T(ε, x)
)
dy. (7.4)
Using (7.1), (5.5), and (7.4), we obtain∫ ∞
x
eyN¯
(
y√
Tσ(0)
+
√
Tσ(0)
2
)
dy
= lim
ε↓0
∫ ∞
x
eyN¯
(
y√
εσ̂H,H,T(ε, x))
+
1
2
√
εσ̂H,H,T(ε, x)
)
dy, (7.5)
for all x > 0.
Let ε j, j ≥ 1, be a positive sequence such that ε j → 0 as j → ∞, and the limit
τ = lim
j→∞
√
ε jσ̂
H,H,T(ε j, x)
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exists (finite or infinite). Applying Fatou’s lemma to the expression on the right-hand side
of (7.5) and taking into account the fact that the call price function C− is strictly increasing
in ν (see Remark 5.5), we see that τ ≤ σ(0). Therefore, for j ≥ j0,√
ε jσ̂
H,H,T(ε j, k = x) ≤ C,
where C > 0 is a constant, and hence we have
sup
j≥j0
[
eyN¯
(
y√
ε jσ̂H,H,T(ε j, x))
+
1
2
√
ε jσ̂
H,H,T(ε j, x)
)]
≤ eyN¯
( y
C
)
.
The previous estimate allows us to apply the dominated convergence theorem in for-
mula (7.5) (along the sequence ε j). This gives C−(x,
√
Tσ(0)) = C−(x, τ), and hence
τ =
√
Tσ(0). Now, it is clear that
lim
ε↓0
√
εσ̂H,H,T(ε, x) =
√
Tσ(0).
Therefore, the following statement holds.
Theorem 7.2. Suppose α = 0 and β = H. Then, under the assumptions in Corollary 3.5 and the
linear growth condition,
σ̂H,H,T(ε, x) =
√
Tσ(0)ε−
1
2 + o
(
ε−
1
2
)
as ε ↓ 0.
We will next turn our attention to the only remaining case of the implied volatility
estimates in mixed regimes.
Theorem 7.3. Suppose α+ β = H and α ∈ (0,H]. Then, under the assumptions in Corollary 3.5
and the linear growth condition, the following asymptotic formula holds for the implied volatility:
σ̂β,H,T(ε, xεα) =
xεα− 12√
2α log 1ε
+ o
 εα− 12√
log 1ε
 (7.6)
as ε ↓ 0.
Proof. It follows from Theorem 5.6 that
L(ε) = log
1
Cβ,H,T(ε, xεα)
= α log
1
ε
− log
∫ ∞
x
N¯
(
y√
Tσ(0)
)
dy+ o(1)
as ε ↓ 0. We also have k(ε) = xεα, and hence k(ε)
L(ε)
→ 0 as ε ↓ 0. Next, applying the formula
in Remark 7.3 in [21] (see (7.3) above), we derive (7.6).
The proof of Theorem 7.3 is thus completed.
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