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RESUMO? 
Este trabalho tem como objetivo principal o desenvolvimento de um sistema de controle 
robusto para ser aplicado no controle de um sistema térmico multivariável. 
Tendo em vista a abordagem prática deste trabalho, e sabendo-se que o controlador mais 
utilizado em ambientes industriais é o controlador PI, é projetado então um controlador que do 
ponto de vista do operador de planta se assemelha muito a este, sendo portanto de fácil aceitação 
em ambientes industriais. O projeto dos controladores é feito utilizando-se as técnicas clássicas de 
controle, técnicas estas que são bastante conhecidas nos ambientes mencionados. 
São feitas comparações entre estratégias de controle e veriﬁca-se, através de simulações, 
a estratégia mais adequada para o controle deste processo.
~ “Num país que precisa de soluções simples, de baixo custo e eﬁcientes, nao se pode 
aceitar .que o conhecimento desenvolvido através das universidades não tenha aplicação nos 
problemas que as empresas enfrentam no dia-a-dia.”
A.BS)TRÀ@šGT 
This work has as its main goal the development of a robust control system to be 
applied to the control of a multivariable thermal system. 
Keeping the practical approach of this work in mind, and knowing that the controller 
most often used in industrial enviromnents is the PI controller, we have designed a controller 
that is very similar from the point of view of the plant operator, for easy acceptance in industrial 
environments. The design of the controllers is done using classical control techniques, which 
are well known in the above mentioned environments. 
Comparisons among control strategies have been done and we have veriﬁed, through 
simulations, the most adequate strategy to the control of this process. 
“In a country that needs simple solutions, both efﬁcient and low-cost, we can not 
accept that the knowledge developed in universities is not applied in the day to day problems of 
industry.”
,
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Uma grande parte das plantas industriais existentes hoje em dia são processos 
complexos, geralmente não lineares, com várias entradas e várias saídas. Muitas vezes as saídas 
destes processos dependem de mais de uma entrada e entao é dito que existe um acoplamento 
entre os mapas de entrada e saída, ou de forma mais simples, que 0 sistema é acoplado. 
Nas últimas décadas várias técnicas de controle multivariável foram desenvolvidas para o 
controle de tais sistemas e, hoje em dia, problemas como seguimento de referência e rejeição de 
perturbações já foram amplamente estudados e várias soluções foram propostas. No entanto estas 
técnicas não foram bastante difundidas em ambientes industriais, onde principalmente em nível 
nacional utilizam.-se os conceitos da teoria clássica de controle. Isto se deve, principalmente, à 
complexidade das soluções propostas por estas novas teorias e à diﬁculdade encontrada pelos 
operadores de planta para realizar os ajustes destes controladores. 
Para o controle de sistemas não lineares normalmente são utilizadas duas abordagens: (i) 
quando se trata de sistemas bastante não lineares e requer-se robustez na resposta, geralmente são 
utilizadas técnicas de controle adaptativo; e (ii) quando o sistema é bastante não linear mas não 
exige-se robustez na resposta, ou o sistema é considerado pouco não linear, utilizam-se técnicas 
simples baseadas no modelo linearizado do processo. ' 
Trabalhos recentes de Nozaka [NOZAKA 93] e de Persson Aström [PERSSON 93] aﬁrmam 
que mais de 91% dos controladores industriais são PID, 6.5% estão em _malha aberta e somente 
2.5% são controladores mais soﬁsticados. Estes dados não signiﬁcam que os controladores PID 
são os mais indicados para todas as malhas de controle industrial, mas mostram que as técnicas 
mais modernas têm encontrado grandes dificuldades de ordem técnica e econômica para serem 
aceitas em tais ambientes, o que leva à existência de uma grande distância entre a teoria de 
controle de sistemas e sua implementação prática.
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O processo utilizado aqui como planta piloto se encontra no Laboratório de Controle de 
Processos do Departamento de Engenharia Química desta Universidade e foi utilizado também 
como protótipo por Coutinho [COUTINHO 93]. No decorrer deste trabalho serão feitas então 
algumas comparações com os resultados obtidos naquele trabalho. Este processo nao é utilizado 
em larga escala nas indústrias, mas tem o importante aspecto de reunir características comumente 
encontradas na grande maioria dos processos químicos, como não linearidades e acoplamento 
entre os mapas de entrada e saída. 
Neste trabalho procurou-se propor uma estratégia simples, que pennita a utilização das 
técnicas clássicas, para o controle de sistemas multivariáveis bastante não lineares em que a 
robustez da resposta éxum fator importante, mantendo-se assim um compromisso entre a robustez 
do controle e sua simplicidade, de forma que este possa ser aceito nos ambientes industriais. As 
soluções analisadas neste trabalho podem então ser estendidas para outros processos industriais 
com maior escala de utilização, diminuindo desta fonna a distância entre a teoria e a prática. 
Este trabalho está organizado da seguinte fonna. O capítulo 2 será dedicado à análise da 
planta piloto. Neste será apresentado o processo a ser controlado e seu princípio de 
ﬁmcionamento, será feito seu modelamento matemático e analisado detalhadamente seu 
comportamento através de simulações do sistema em malha aberta, bem como através da análise 
de suas não linearidades. 
No capitulo 3 serão estudados os problemas de controle normalmente encontrados em 
ambientes industriais - Problema do Desacoplamento (PD), Problema de Posicionamento de Pólos 
(PPP) e Problema de Rejeição de Perturbações (PRP). Serão analisadas, então, algumas técnicas 
utilizadas para resolver tais problemas, observando-se as soluções mais apropriadas para este 
trabalho. Também no capítulo 3 serão deﬁnidos os objetivos de controle a serem alcançados com 
o sistema em malha fechada, após a inclusão do controlador. 
No capítulo 4 as técnicas anteriormente estudadas serão aplicadas à planta piloto e serão 
feitas várias simulações para veriﬁcar os resultados obtidos. Será calculado mn compensador de 
desacoplamento para um detenninado ponto de funcionamento e será feito então o projeto dos 
controladores locais considerando-se que o sistema está desacoplado. A estrutura de controle em 
cascata, nonnalmente utilizada nas indústrias (controlador em série com a planta) será comparada 
com a estrutura proposta (controlador em cascata-retroação) e será escolhido o melhor 
controlador para que sejam feitos outros testes sobre este. Serão mostrados então os resultados 
de seguimento de referência e rejeição de perturbações através de várias simulações. 
Por ﬁm, no capítulo 5 serão apresentadas as conclusões gerais deste trabalho e as 
perspectivas para trabalhos futuros.
E
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~ 2.1 - Introduçao 
A
' 
Este capitulo será inteiramente dedicado à analise do processo a ser controlado. Com 
esta análise pretende-se conhecer bem o funcionamento do sistema térmico e obter um modelo 
matemático que o represente de forma ﬁel, para que desta forma possa ser escolhida uma 
estratégia adequada para seu controle. O capítulo está organizado conforme mostrado a seguir. 
Na seção 2.2 será apresentado o sistema a ser controlado explicando-se seu princípio de 
funcionamento. Na seção 2.3 será introduzida a teoria necessária para o modelamento matemático 
de sistemas ñsicos, será levantado o modelo matemático da planta piloto, e será feita a 
linearização 'deste modelo. Ainda na seção 2.3, será obtida a representação entrada-saída do 
sistema através de sua Matriz Função de Transferência. Na seção 2.4 será feita a análise do 
comportamento estático e dinâmico do sistema através de análises nas equações e de simulações. 
Por fim, na seção 2.5 serão apresentadas as principais conclusões obtidas neste capítulo de análise 
da planta piloto. 
2.2 - Princípio de Funcionamento 
. A planta utilizada como exemplo neste trabalho consiste num sistema térmico similar 
àqueles existentes nas indústrias de laticínios. Este sistema é utilizado para fazer o aquecimento de 
água, o que é feito em dois estágios (tanques) distintos: no primeiro - tanque 1, água fria é 
misturada diretamente a vapor saturado e transportada através de mn cano de conexão ao 
segundo estágio - tanque 2, onde se deseja controlar, separadamente, a temperatura e o nível da 
água neste estágio. ›
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Tem-se então como entradas de controle do sistema a vazão de água fria e a vazão de 
vapor; e como saídas à controlar, a temperatura e o nível de água no tanque 2. A ﬁgura.2.1 
mostra uma representação esquemática do sistema térmico. 
água ﬁía Qi-íí 
. -,-- :
) 
vapor
V 
T°1"1“° 2 
água quente 
Figura 2.1: Representação do Sistema Térmico. 
As vazões de água fria e de vapor na entrada são controladas através de duas válvulas 
pneumáticas representadas por Vac e Vve - válvula de água de entrada e válvula de vapor de 
entrada, respectivamente. A monitoração das saídas é feita através de dois transdutores, um 
termopar (Tr) que pennite a leitura da temperatura da água, e um sensor de pressão diferencial 
(LT) que permite a medição do nível uma vez que a densidade da água é constante. 
Existem ainda duas válvulas manuais V1 e V2 nas saídas dos dois estágios, que têm o 
objetivo de possibilitar ajustes no ponto de operação e/ou simular perturbações no processo. 
. As dimensões ﬂsicas do sistema se encontram no Apêndice B, juntamente com os demais 
dados sobre o sistema.
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Na ﬁgura 2.2 tem-se um esquema completo do sistema térmico. 
água ﬁia .iii-in 
Têmque 1
; 
. 
_ 
- z›z - zm 
vapor V1 
~ ssssssss ~ 
*I Si: z 
= - 
: 
é- 
Tanque 2 
Q 2 
f 
ía 
agua quente 
Figura 2.2: Representação Completa do Sistema Térmico. 
2.3 - Modelamento Matemático 
O modelamento matemático de um sistema dinâmico pode ser defmido com a 
determinação de um conjunto de equações que o representam sob detenninadas condições. 
Vale destacar que um sistema pode ser representado de muitas maneiras diferentes e, 
portanto, podem haver muitos modelos matemáticos que representem o comportamento deste. 
Por isso, durante a modelagem deve-se utilizar algumas regras práticas como, por exemplo, tomar 
o cuidado de se ter o número de variáveis globais igual ao número de equações, evitando 
equações redundantes e também de diﬁcil solução. Deve-se ainda optar entre uma descrição 
simpliﬁcada e uma mais rigorosa, tendo em mente o compromisso entre a simplicidade do modelo 
e sua ﬁdelidade na representação, sempre levando em conta que a obtenção de um modelo 
matemático razoável é a parte mais importante de toda a análise.
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2.3.1 - Formulação Matemática 
A dinâmica de muitos sistemas, sejam eles mecânicos, elétricos, ténnicos, econômicos, 
biológicos, etc., pode ser descrita em termos de equações diferenciais, que podem ser obtidas 
utilizando-se as leis que os govemam, como por exemplo, as leis de Newton dos sistemas 
mecânicos ou as leis de Kirchhoff dos sistemas elétricos. Como o sistema proposto é ﬁsico, 
utiliza-se leis fundamentais da ﬁsica para o desenvolvimento de seu modelo matemático. Para a 
maioria dos casos, utiliza-se as seguintes leis fundamentais [LUYBEN 73]: 
Q Conservação de massa; 
Q Conservação de energia; 
==> Conservação de espécie química. 
Como 0 sistema térmico envolve processos termodinâmicos com fluxo de massa, aplica- 
se a este processo apenas as duas primeiras leis fundamentais apresentadas acima: a de 
conservação de massa e a de conservação de energia. De uma maneira geral, estas leis são 
apresentadas da seguinte forma: 
'=> Conservação de Massa 
A equação que representa esta lei pode ser descrita como: 
massa do sistema = entrada de massa _ Saída de massa 
A011mUlaÇã0 dﬁ VCIOCÍÓHCÍG de Velocidade de 
11° Í¢mP0 no sistema - do sistema 
ouseja,
_ dm _: e- S 2.1 
dt 
Q Q ‹ › 
onde, 
m - massa 
Q - vazão mássica do ﬂuido' 
eos subíndices “e” e “S” indicam: 
e - entrada
. 
s - saída
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==> Conservação de Energia K 
O princípio da Conservação de Energia é colocado através da primeira Lei da 
Termodinâmica. Escrevendo esta equação para um sistema geral aberto, onde o ﬂuxo pode entrar 
e sair, tem-se: ' 
Trabalho executado 
Perdas Taxa de variação de energia 
pelo sistema nas _ : interna, cinética e potencial, extemas 
Velocidade de entrada Velocidade de saída V Ca1°f adÍ°Í°nad° 
de energia intema, _ de ﬁﬂefgía intema, 'l' a° Sistema pm - 
cinética e potencial. 
' 
cinética e potencial. C011dUÇã° C fadÍaÇã0- 
Suas red011d¢ZaS 
:I Í i| { dentro do sistema
~ 2.3.2 - Aplicaçao ao Sistema Térmico 
Para aplicação das leis apresentadas no item anterior ao sistema ténnico, faremos as 
seguintes considerações: 
0A densidade da água é constante na faixa de temperatura de trabalho do sistema; 
QA energia interna é muito maior que a energia cinética e que a energia potencial; 
0 Nenhum calor é adicionado ao sistema; 
0 O trabalho executado pelo sistema e nas suas redondezas é nulo; 
0 As perdas externas são por condução e convecção com o meio ambiente; 
0 A área de transferência de calor entre o ﬂuido do sistema e o meio ambiente é 
constante e igual à área total de contato do sistema com o meio; 
0 O sistema possui agitação perfeita (a temperatura da água nos tanques é homogênea). 
Com a consideração de que a densidade da água é constante para a faixa de temperatura 
de operação do sistema e, tendo em vista a geometria cilíndrica dos tanques, ou seja, seu volume 
é igual ao produto da área pela altura, podemos escrever a seguinte equação para o princípio de 
conservação de massa: ^ 
p A% = QC-Qt (22)
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onde, 
p - densidade do ﬂuído dentro do sistema 
A - área da seção transversal do sistema 
E - nível do ﬂuído no sistema 
Da mesma forma, com as considerações feitas anteriormente podemos escrever a 
seguinte equação para o princípio de conservaçao de energia: 
p cpAi¿ÍtrÍ¬-Zz(QeH¢)-(QSHS)-[U0A0(T-T°)] (23) 
onde,
V 
Cp - capacidade caloríﬁca do ﬂuido a pressão constante 
- entalpia do ﬂuído deentrada (Hz) e de saída (Hs) 
- temperatura do ﬂuído 
- temperatura ambiente 
?§‹Tl"1“1 
- coeﬁciente global de transmissão de calor entre o sistema e o meio ambiente 
- área de contato do sistema com o meio ambiente - . 
Para aplicação das leis apresentadas no item anterior ao sistema ténnico, pode-se 
subdividir o processo em três partes: o primeiro estágio (tanque 1), o cano de conexão do 
primeiro com o segundo estágio e o segundo estágio (tanque 2). Desta forma, os dois princípios 
enunciados acima serão agora aplicados separadamente a cada parte do processo utilizando as 
equações (2.2) e (2.3). É importante destacar que, por simplicidade, não será indicada 
expressamente a dependência de cada variável com o tempo. 
a) Princípio da Conservação de Massa 
a.1) Tanque 1 
Aplicando a equação 2.2 ao tanque l, considerando que todo vapor injetado no tanque 1 
se condensa, tem-se: ' 
' (Ml _ 1 Qve
u 
dt 
- 
Alípa 
+ qae qq (2.4)
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É
1 
A1 
QVC 
qae 
ql 
pa 
sendo que, 
onde, 
Qvemax 
ave 
qaemax V 
aaê 
nível da água no tanque l 
área da seção transversal do tanque 1 
vazão mássica de entrada de vapor 
vazão volumétrica de entrada de água fria 
vazão de saída da mistura água-vapor no tanque 1 
densidade da água 
Qve = Qvemzx ave C qae = qaemzx aae (2.5) 
máxima vazão mássica de entrada de vapor 
abertura da válvula Vve de entrada de vapor 
máxima vazão volumétrica de entrada de água fria 
abertura da válvula Vae de entrada de água 
Para obter uma relação entre o nível E1 e a vazão de saída ql, pode-se utilizar o teorema 
de Bemoulli para escoamento de ﬂuidos [LYDERSEN 79]. Considera-se que a seção reta do tanque 
é muito maior que a seção reta do cano de escoamento e que o nível E é suﬁcientemente pequeno 
para que se possa desconsiderar a diferença de pressão atmosférica devida à altura. Assim: 
onde, 
. 
al 
kl 
ql = z11<1«/E (2.6) 
- 
` 
abertura da válvula V1 
constante de proporcionalidade 
substituindo então as equações 2.5 e 2.6 em 2.4, tem-se: 
% = + qzzmzzaze - a1k1~ÍÉ_1¶ (2.7) 
a.2) Cano de Conexão 
Considera-se como hipótese que não há acumulação no cano. -
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a.3) Tanque 2 
Aplicando a equação 2.2 ao Tanque 2 tem-se: 
onde,
E 
Az 
(12 
sendo que qz = a2k2 «/Í 
onde, 
32 
kz 
É- = É[q1 - qz] (2.8) 
- nível da água no tanque 2 
- área da seção transversal do tanque 2 
- vazão de saída da água no tanque 2 
H 
(2.9) 
_ abertura da válvula V2 
- constante de proporcionalidade 
Substituindo então as equações 2.6 e 2.9 em 2.8, tem-se:
1 
ä = ë[a1k1\/Ê- a2k2~/Í] (2.l0) 
b) Princípio da Conservação de Energia 
b.1) Tanque 1 ~ 
Aplicando a equação 2.3 ao Tanque 1 tem-se: 
d(£1T1) 
p z CpzA1-ã¿- = (QWHSL + p z qz¢cpzTz)- (p z q1cpàT1)- [U‹›1A‹›1(T1 - T0)] (2.11) 
onde, 
CPa ' 
Hsr - 
T1 - 
Ta _ 
T0 _ 
Am - 
Um - 
capacidade caloríﬁca a pressão constante da água 
entalpia especíﬁca do vapor 
temperatura da mistura água-vapor no tanque 1 
temperatura da água de entrada no tanque 1 
temperatura ambiente 
área de contato do tanque 1 com o meio ambiente 
coeﬁciente global de transmissão de calor entre o tanque 1 e o meio ambiente
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Substituindo as equações 2.5 e 2.6, tem-se 
max v 
` U A T -T dT1 : 1 Qve Hsta e +qaemxaaeTa_alkh/ETH 01 o1( 1 0) _ T1 dZ1 (212) 
dt Al fl p acpa D acpa fl dt 
b.2) Cano de Conexão 
Aplicando a equação 2.3 ao cano de conexão tem-se: 
d , 
p z c,,zAzx¢% = (p z q1c,,aT1)- (p z q1c,,zT¢)- [UOCAOC (TC _ T0)] (2. 13) 
onde, 
Ac - área da seção reta doicano de conexão 
ssa* 
- comprimento do cano de conexão 
- temperatura d°água no cano de conexão dos tanques 1 e 2 
- área de contato do cano de conexão com o meio ambiente 
- coeﬁciente global de transmissão de calor entre o cano e o meio ambiente 
Substituindo a equação 2.6 tem-se: 
A T -T0 Êz-1-1 az1<1J`f'1(T1-Tc)-U°i°(-í_-) (2.14) 
dt ACXC pacpa 
b.3) Tanque 2 
Aplicando a equação 2.3 ao Tanque 2 tem-se:
V 
d BT 
D a cpa A2 % = (Q a qlCpaTC)- a q2CpaT)- [U02 A02 - To)] 1 
onde, .
S 
T - temperatura no tanque 2 
A0; - área de contato do tanque 2 com o meio ambiente 
Uoz - coeﬁciente global de transmissão de calor entre o tanque 2 e o meio ambiente 
Substituindo as equações 2.6 e 2.9, tem-se: 
dr 1 U0zA<›z(T- T0) T dt _=_ 1<JíT_T -ig ___ . 
dr Azeia' 
1 l( C ) pzcpz i ø dt 
(216)
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EOUAÇOES FINAIS: MODELO MATEMÁTICO NÃO LINEAR DO SISTEMA TÉRMICO. 
Equação 2.7: 
Equação 2.10: 
Equação 2.12: 
(M1 1 Qvemzxave _ z _ í- W - 1< JE 
dt Ali: pa 
+ qae aae al 1 
l:| 
df 1 -=- 1< z- 1< 2 
dt A2[a1 
1«/_1 _a2 2\/_] 
vemzx HSL ave 
_ 
U0lA0l(T1 - T ) T1 (M1T d 1= 1 +qaem×MeTa-3lklmTl- o}- ac fl dt Al fl p pa p a cpa 
Equação 2.14: 
Equação 2.16: 
‹1T¢ _ 1 UOCAOC (TC-T.) 
dt 
_ 
ACXC [alkh/-ëí(Tl TC) P acpa il 
dir; alkh/E(TC_IT)_Uo2Ao2(T-T‹›) mig 
dt AZÊ p acpa É dt
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2.3.3 - Linearização do Modelo Matemático " 
Nota-se que o sistema é não linear e estas não linearidades provocam algumas 
diﬁculdades. A principal delas é o fato de não existirem técnicas gerais para a análise de sistemas 
multivariáveis não lineares. Desta fonna, para se utilizar os resultados conhecidos para sistemas 
lineares, pode-se aproximar as equações não lineares que representam o processo por equações 
lineares em tomo de um determinado ponto de operação. 
A técnica de linearização é válida na vizinhança da condição de operação. Se as 
condições de operação _variam muito, as equações linearizadas não são mais adequadas. 
Considera-se então que as variáveis variam muito pouco em relação à condição de operação, 
assumindo-se, com isso, que a resposta do modelo aproximado representa adequadamente o 
sistema real numa região próxima do ponto de operação. A 
A seguir apresentamos as equações que descrevem o processo na forma linearizada, 
onde a variável genérica x é o valor de x no ponto de operação e Ax é a nova variável (x=¿¿+Ax). 
, . E importante salientar, neste ponto, que consideramos que ocorrem variações apenas nas 
variáveis aaa, ave, E, E1 ,T1, Tc e T. Não consideramos, por enquanto, que existem variações em 
Qvemax, qaem, Ta, To, al e az , muito embora estas possam variar. 
a) Linearização das equações que descrevem o princípio da conservação de massa: 
a.1) Tanque 1: _ . 
ghz Aave+ iﬂixaze- -fi M1 (2.17) 
dt A1pz A1 2A1,/E , T 
É = i Ag, _ Ag (213) 
2A2«/Zi i2A2~/Zi
t 
a.2) Tanque 2: 
dt 
I: 
b) Linearização das equações que descrevem 0 princípio da conservação de energia: 
b.1) Tanque 1: 
em = A,,,_ am; MH 
dt A1 Q p zcpzA1 Q 2A1 Q,/E - 
' ` 
(2.19) 
ai 1 Uo1Ao1 1 dA£1 1< T - *+1--_ AT1- = _. 
A1,/E pzcpamg Q dt
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b.2) Cano de conexão: 
Êfí = [alílíi/_(T1-T¢)¶Ae1+FﬂZ¶AT1-[-L{z11<1 ç/E +@JATc (220) dt 2A¢ XC É __ _ Ac Xc Ac Xc _ p a cpa 
b.3) Tanque 2: 
iAl= ﬂ_1Í1_L_
  
AÉ1+ ÊLIÍÍE ATc_ _Í2__k_2l_ Ag+ 
dr 2Az¿,/E Azg 2Azg,/Z 
(221) 
Uo2Ao2 azkz I dAÉ _ ___í__+?_ AT- _ __ 
pzcpzAzg Az,/Z g dt 
2.3.4 - Representação Entrada-Saída: Matriz Função de Transferência (MFT) 
Na teoria de controle de sistemas monovariáveis, funções denominadas “funções de 
transferência” são extremamente usadas para caracterizar as relações entrada-saída de sistemas 
lineares invariantes no tempo. 
A função de transferência de um sistema linear monovariável invariante no tempo é 
definida como sendo a relação da transfonnada de Laplace da saída (ﬁmção resposta) para a 
transfonnada de Laplace da entrada (função excitação), considerando-se nulas todas as condições 
iniciais. Da mesma forma, a matn'z função de transferência de um sistema linear multivariável 
invariante no tempo é a matriz que relaciona atransformada de Laplace do vetor de saída com a 
transfonnada de Laplace do vetor de entrada, considerando-se nulas todas as condições iniciais. 
Devido à semelhança com a representação entrada-saída de sistemas monovariáveis, 
utilizamos a representação de nosso sistema através de sua MFT. E por poder ser tratada como 
uma extensão natural da teoria ﬁequencial clássica para o caso multivariável, além da maior 
simplicidade dos algoritmos de controle implementados através da mesma [NORMEY RICO 89], 
[COUTINHO 93], usamos neste trabalho a abordagem polinomial. Procuramos diminuir, desta 
forma, a distância existente entre as propostas existentes para solução dos problemas de controle 
e sua utilização prática em ambientes industriais. ' 
Nesta seção aplicamos a transformada de Laplace ao modelo linearizado do sistema 
ténnico e obtemos sua Matriz Função de Transferência. Cabe salientar neste momento que, por 
simplicidade, não utilizamos a notação “(s)” nas equações resultantes daltransformada de Laplace.
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2.3.4.1 - Aplicação da Transformada de Laplace 
a) Aplicação da transformada de Laplace nas equações que descrevem o princípio 
da conservação de massa: 
a.l) Tanque 1: 
M1 = 1 Aavz + qzzmàazz (2 22) _Ã1[s - p1§ p a ' 
onde 'p1 =' ll- 
2A1\/E 
~ a.2) Tanque 2: 
_ q 
k 1 Vemax AÍ = al I Q Aave + qaemzx Aaae 
2A1A2«/E (s-p1)(s-p2) p â 
Onde P2 = _~ 
2Az./Z 
b) Aplicação da transformada de Laplace nas equações que descrevem o princípio 
da conservação de energia: 
b.1) Tanque 1: 
' 
ATI = 1 |:QvemaX(HSL 
_ L cpa) Aave + q8emaX(Ta ' Aaae Al f_1(S -P3) D a cpa 
onde P3 = _ a1k1 + Uo1Ao1 
Al J-Ã; p aCpaAl É 
b.2) Cano de conexão: 
k k ATC: img-L) A€1+ ig ATI (225) 2A¢x¢(s-p4)\/E Azx‹z(s-p4) 
Qnde p4 = - L alkl./2Í+}J__-°°A°° 
AcXc _ pacpa
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Como será mostrado através da análise do comportamento estático dos pólos, na seção 
2.4.1, mais adiante, o pólo p4 tem uma dinâmica muito rápida com relação aos demais pólos. 
Desta forma, a ﬁm de facilitar a continuidade do equacionamento matemático, desprezamos a 
partir deste ponto a dinâmica do mesmo. 
onde, 
Esta simpliﬁcação é obtida substituindo-se (s-p4) por (-p4). Assim: 
Arzz -Eli-(L-L)Az1+ É/Z; zm (2.2ó) 
. 
2Ac xe (-pzz) ,/21 Az XC (-pzz) 
b.3) Tanque 2: 
V mãiX A Ã UIÃX Q AT = al kl (Q ° /p 8) (H A) Aave+~Ame (2.27) 
2A1A2A¢x¢,/-ig (-p4)(s - p1)(s _ p3)(s - ps) (-p4)(s - p1)(s - p3)(s - ps) 
ps: _ azkz + Uo2Ao2 
AZJZ paCpaA2§ 
A = mk»/Z[2 É-L-I]+ --U°°^°° (L-I) cpa pacpa 
c = aim,/'§(2Tz-I_1-I) + ÊÊQE-T) 
pacpa _ . 
B = a11<› t/Z[(-2p1){-2-fz-L) +(-pz)‹.T_1-Dl + ‹-pz›If)LÊ-Íf(n-I) 
D = a11<1«/š[(-2p1)(§-_T_1) +(-pz)‹n-1)] + ‹-pz›%(Iâ-I)
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2.3.4.2 - Matriz Função de Transferência 
l Através da análise da planta piloto feita na seção 2.2, onde se estudou o seu 
funcionamento, detenninou-se as entradas de controle e as saídas a serem controladas. Montando 
então os vetores de entrada e saída, tem-se: . 
'=í> Vetor de Entrada: 
~ 
l:;Hâ::z:1 
lí;l=lííl 
'=> Vetor de Saída: 
Utilizando as equações obtidas na seção anterior (equações 2.23 e 2.27) de forma a obter 
a representação entrada-saída através da Matriz Função de Transferência, tem-se: 
. 
Qvemzx A(S + %×S - pz) qaemx C(S + %-XS _ pz) 
ÍAT] 
ai k1 p z E A¢x¢[-p4][s - p3](s - ps] É A¢xz(-p4](s - p3](s - ps] 
\:AaVe} 
Qvemax T qaemzx ' Ag 2AxA2 \/-§(s p1Xs pz) Aaae 
ou seja, a Matriz Função de Transferência da planta P(s) é: 
Qvemzx A<S + %×S - p2) qaem C<S + %Xs - pz) 
P(s) = a1k1 p z Q A¢x¢(-p4]{s 
- p3][s - ps] §A¢x¢{-p4](s - p3)[s - ps] 
2A1A2 `/-§_1(s- p1)(s-pz) 
` 
i '~ qšõmax
A
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2.4 - Análise do Comportamento do Sistema ` 
Nesta seção faz-se a análise do comportamento do sistema em quatro etapas. Na seção 
2.4.1 determina-se sua faixa de operação, na seção 2.4.2 analisa-se seu comportamento estático, 
na seção 2.4.3 veriﬁca-se o comportamento dos pólos com a mudança no ponto de operação e na 
seção 2.4.4 escolhe-se um ponto de operação para o sistema. Alguns dados sobre o sistema são 
apresentados quando se fazem necessários para estas análises e os demais podem ser encontrados 
no Apêndice B. 
2.4.1 - Determinação da Faixa de Operação do Sistema 
A determinação da faixa de operação do sistema é importante para que se conheça a 
região de variação das saídas onde se deseja que estas sejam controladas. 
água friam 
Tanque 1 
Vve 
~ =-=-- ii, 
vapor fl V 1 
.Á _ 
5 ›.=s=zââ1ê=êz=z=.«:«-z= 
, 
í-› 
agua quente 
Figura 2.3: Representação do Sistema Térmico com suas Dimensões. 
Tendo em vista as dimensões ﬁsicas do sistema, apresentadas na ﬁgura 2.3, e que o 
objetivo consiste em controlar a temperatura e o nível da água no tanque 2, considera-se a 
seguinte faixa de operação do sistema: 
T G [35°c à 95°C] 
É e [0,20m à 1,00m]
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2.4.2 - Comportamento Estático do Sistema 
Na seção anterior determinou-se que 0 nível da água no tanque 2 deve ser controlado 
numa faixa compreendida entre 0,2m e l,0m. 
Sabe-se entretanto que o nível neste tanque depende diretamente da abertura da válvula 
colocada na sua saída, e após alguns testes veriﬁcou-se que a partir de uma detenninada abertura 
de az não é mais possível atingir 0 nível de lm, mesmo com a máxima abertura da válvula de 
entrada de água (aae).
A 
Utilizando as equações 2.7 e 2.10 do modelo matemático não linear do sistema obtém-se 
a seguinte equação que relaciona 0 nível É e an abertura de válvula az:
_
2 
.={¿{_<¿¶az,q,,m,,,H 
a2k2 D a 
A partir desta equação pode-se obter 0 valor máximo que deve ter a abertura da válvula 
V2 (azmax) de forma que se possa atingir 0 nível superior da faixa de operação do sistema (Im). 
Observe que 0 nível (É) independe da abertura da válvula de saída do tanque l (al) em 
regime pennanente, 0 que é' lógico pois, após 0 transitório, toda água que entra no tanque 1 deve 
sair deste independentemente de al, desde que esta abertura não seja nula. 
Utilizando então a abertura máxima para a válvula aae e considerando que a temperatura 
desejada seja baixa, 0 que implica numa pequena abertura da válvula de entrada de vapor 
(ave=0,4) e consequentemente numa pequena quantidade de água adicionada através desta, pode- 
se traçar a curva mostrada na ﬁgura 2.4 que mostra 0 comportamento estático do nível no tanque 
2 (É) com a abertura da válvula de saída deste tanque (az).
i 
12 
1-
Ê 
O 2 8.22 8.24 0.26 0.28 0.3 
32 
Figura 2.4: Comportamento estático de É com a variação de 8.2, 
Pode-se observar, através da ﬁgura 2.4, que a abertura máxima recomendada para az é 
de 0,22 (22% de seu valor máximo). Utilizamos portanto az = 0,15 , de fonna a permitir que 
mesmo ocorrendo variações sobre sua abertura, ainda possamos atingir 0 nível de lm.
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2.4.3 - Comportamento dos Pólos com a Mudança no Ponto de Operação 
Para veriﬁcar o comportamento de pólos com a mudança no ponto de operação 
analisamos o comportamento destes, separadamente, para variações na abertura da válvula de 
entrada de água (aae) e para variações na abertura da válvula de entrada de vapor saturado (ave). 
Mostramos a seguir o comportamento dos pólos do sistema em ftmção da abertura da 
válvula de entrada de água fria (aaa). O primeiro gráﬁco mostra o comportamento dos 5 pólos, 
mas como a escala usada para mostrar todos os pólos nmn só gráﬁco prejudica tuna visualização 
do comportamento de cada um deles, mostramos outros gráﬁcos eliminando um ou mais pólos 
para melhorar esta visualização. Estes gráﬁcos são mostrados através das ﬁguras 2.5 (a, b, c). 
¬ 
_ Ç 45 I 1 L Zí 
.\\ 
_ \` -ø.z ~.\__ 'pl "× Im "'-¬ \ Iva `\ -X I P4 
_ O _. _ \__ U PS \_ -\\ 
\\_ \ E 
._ ,xx 
\ __ \K t\ \` 
-8.6 ' 
\\ -0.3 ' \-l1 \. -r 
Í l F Í | l | Í l 
B 1. 0.2 ø 3 0.4 9.5 0 5 0.? 0 9 0 9 
aaa 
(8) 
ífl ff; _, 
- a.az ' /'
/ 
.Í 
IP1 
2? -5.84' .pg 
-8.56' 
| | 1 u r ç | u ¡ 01 0.2 03 04 0.5 os Q? oe 09 
aee 
(b)
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-QUI. 
-802 
//;""/";:i;' 
/'
/ 
I I I I I I I I I 
IP1 
IP2 
IP3 
II. II2 B3 B4 I.5 D5 O7 DO O9 
am: 
Mostramos também, através das ﬁguras 2.6 (a, b, c), o comportamento dos polos do 
sistema em função da abertura da válvula de entrada de vapor saturado (ave) Novamente, o 
primeiro gráﬁco mostra o comportamento dos 5 pólos, mas depois mostramos outros graficos 
(C) 
Figura 2.5 (a, b, c): Comportamento dos pólos com a variação de aae. 
eliminando um ou mais pólos para melhorar a visualização. 
-0.2 
-8.4 ` 
I I I I I 
_`_`_*'--_ %___*_ 
v | 
`ç`\`_“_¬ 
IP1 
'P2 
IP3 
'P4 
IPS 
O 1 O 2 O 3 I.4 0.5 D.S 0.7 0.8 
ave 
(2)
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-8.01 ' 
'P1 
IP: 
'P3 
IP: 
-O.B2` 
-0.83 
I I I I I I I I 01 02 03 0.4 0.5 06 07 0a 
ave 
(b) 
-0.I2` 
- IPI -0.003 
'P3 
-Q.XQ` 
I I I I I I I I 01 02 03 0.4 0.5 os 01 03 
av!! 
(C) 
Figura 2.6 (a, b, c): Comportamento dos pólos com a variação de ave. 
Analisando os gráﬁcos apresentados nas ﬁguras 2.5 e 2.6 podemos fazer as seguintes 
observações: 
a) A dinâmica do pólo “p4” pode ser desprezada uma vez que esta não inﬂui na dinâmica 
do sistema. Observa-se que tanto para variações em aaa quanto em ave o módulo da 
parte real do pólo p4 é muito maior (mais afastado da região de dominância) que dos 
demais pólos do sistema. Desta forma tem-se uma simpliﬁcação nas equações que 
descrevem o modelo do sistema, conforme feito anteriormente na seção 2.3.4.1.
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b) Os pólos do sistema sofrem uma grande alteração com a variação na abertura da 
válvula Vae, mas quase não são alterados com a variação da válvula Vve. Podemos 
concluir então que os pólos sofrem uma grande inﬂuência do nível d'água no tanque 
2, mas que quase não são alterados com a mudança da temperatura da mesma. 
c) A variação dos pólos com a abertura da válvula Vae é bastante não linear, ao passo 
que para a válvula Vve esta variação é linear. Isto já era esperado uma vez que um 
sistema de ﬂuxo é bastante não linear, ao passo que um sistema de transferência de 
calor é quase linear. 
2.4.4 - Escolha do Ponto de Operação 
Tendo em vista que o sistema é fortemente não linear, quando nos afastamos muito do 
ponto de operação para o qual o seu modelo foi linearizado, este passa a não representar de fonna 
ﬁel o processo real. Desta fonna, escolheremos mn ponto de operação na faixa central da região 
de funcionamento do sistema (K50,60m e T;65 °C) a ﬁm de que os deslocamentos positivos e 
negativos sejam aproximadamente iguais quando desejamos alcançar os limites superior e inferior, 
respectivamente, desta faixa de operação. 
Mostramos aqui apenas os valores das aberturas de válvulas ( al, az, aaa, ave ) e das 
temperaturas ambiente (To) e da água fria (Ta), os demais valoresl podem ser encontrados no 
Apêndice B. 
DADOS RESULTADOS 
31 = p1= -1,9s×1o'3 
az = 0,15 pz = -4,99×1o'3 
age = 0,50 pz = -4,2s×1o'3 
ave = 0,40 p4 = -sis X10* 
ps = -1o,ó×1o'3 
To = 25 °C É = 0,601 m 
Ta = 20 °C T = 66,86 °C 
Observa-se aqui, novamente, que o módulo da parte real do pólo p4 é muito maior (mais 
afastado da região de dominância) que dos demais pólos do sistema. 
' Alguns destes valores foram obtidos em [SCHMIDT 85] e [KREITH 77].
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2.4.5 - Comportamento Dinâmico do Sistema 
Para fazer a análise do comportamento dinâmico do sistema utilizamos o software 
VisSim2. O VisSim possui uma biblioteca com blocos que contêm as funções mais usadas na 
simulação de sistemas não lineares, como integração, soma, multiplicação e etc. Desta forma, 
utilizando as equações do modelo não linear completo, montamos alguns diagramas em blocos do 
sistema térmico para possibilitar o uso deste software. Estes diagramas em blocos podem ser 
vistos no Apêndice C. 
=I> Simulação do Sistema em Malha Aberta 
Nesta seção realizamos três simulações do processo em malha aberta, utilizando para isto 
seu modelo não linear. Nas duas primeiras simulações aplicamos um degrau nas entradas de 
controle ave e aae, respectivamente, de forma a conhecer algumas características importantes do 
sistema, como tempos de estabilização de MA e acoplamento entre as saídas. Na terceira 
simulação aplicamos um degrau na entrada não controlável az a ﬁm de simular uma perturbação 
na malha de nível. Conforme veremos mais adiante (seção 4.4.1), muito embora existam 
perturbações também na malha de temperatura, não nos preocuparemos com elas pois são 
facihnente rejeitadas. 
A planta piloto pode ser representada então como um sistema composto por duas 
entradas controláveis ( avg e aae ), uma entrada não controlável ( az ) e duas saídas a controlar 
( T e E ). A figura abaixo representa o processo desta maneira. 
32 
ave T 
Sistema 
aae Térmico £ 
Figura 2.7: Representação do Sistema Térmico. 
2 VisSim ® é um software para simulação de sistemas não lineares produzido pela Visual Solutions.
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Simulação I - Aplicação de um degrau na válvula de entrada de vapor saturado. 
Na simulação I aplicou-se um degrau negativo em ave (Aave = -0,08), no instante t= 300s, 
e manteve-se constante a abertura da válvula de entrada de água (aae=0,5). A representação desta 
simulação pode ser vista na ﬁgura 2.8. 
ave T 
¬l:`:-36) Sistema 
aae 
Térmico É 
KS) 
Figura 2.8: Representação da simulação com degrau em ave. 
Nesta simulação, com 0 fechamento da válvula de entrada de vapor, a temperatura 
diminui aproximadamente 9 °C, mas o nível pennaneceu quase inalterado, diminuindo apenas 
2 cm. Obteve-se como ponto de equilíbrio T= 58,18 °C e Z= 0,581 m, conforme pode ser visto na 
ﬁgura 2.9.
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Figura 2.9: Resposta do sistema em MA para mn degrau em ave. 
Analisando a ﬁgura 2.9 podemos observar que a variação na abertura da válvula de 
entrada de vapor altera bastante a temperatura, mas no entanto quase não altera o nível de água 
no tanque 2, ou seja, existe mn fraco acoplamento entre as saídas para variações na válvula de 
vapor. Esta característica já era esperada, uma vez que a capacidade calórica do vapor é elevada, 
mas o volume de água adicionado pelo mesmo é muito pequeno. 
Observa-se ainda que a variação na entrada av¢ leva a tempos de resposta diferentes para 
as saidas de temperatura e de nível, que são de 1200s e de 2200s, respectivamente.
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Simulação II - Aplicação de um degrau na válvula de entrada de água fria. 
Na simulação II aplicou-se um degrau negativo em aae (Aaae = -0,1), no instante t= 300s, 
e manteve-se constante a abertura da válvula de entrada de vapor (ave=0,4). A representação 
desta simulação pode ser vista na ﬁgura 2.10. 
ave T 
«i-:tw Sistema 
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Ténnico É 
r(S) 
Figura 2.10: Representação da simulação com degrau em aae. 
Nesta simulação, com o fechamento da válvula de entrada de água ﬁ'ia, o nível diminuiu 
20 cm e a temperatura aumentou mais de 8°C. Obteve-se como ponto de equilíbrio T= 75,53 °C e
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Figura 2.11: Resposta do sistema em MA para um degrau em aae. 
Ao contrário da simulação anterior, observamos neste caso que existe um forte 
acoplamento entre as saídas, ou seja, a variação na abertura da válvula de entrada de água 
provoca uma variação considerável tanto na temperatura, por estar entrando menos água fria, 
quanto no nivel da água no tanque 2, já que a vazão da água na entrada é menor. 
Observa-se ainda que a variação na entrada aae leva a tempos de estabilização 
semelhantes aos obtidos anteriormente, ou seja, de l200s para a saída de temperatura e de 22005 
para a saída de nível.
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Simulação III - Aplicação de um degrau na válvula de saída de água do tanque 2. 
Na simulação III aplicou-se um degrau negativo em az com amplitude igual a 25% de 
seu valor no ponto de operação (Aaz = -0,0375) e manteve-se constante as aberturas das válvulas 
de entrada de vapor (aVe=0,4) e de água (aae=0,5). O instante de aplicação do degrau foi 
novamente em t= 300s. A representação desta simulação pode ser vista na ﬁgura 2.12. 
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Figura 2.12: Representação da simulação com degrau em az. 
Térmico E 
Observa-se nesta simulação, que com o fechamento da válvula de saída de água do 
tanque 2 o nível aumentou mais de 45 cm, o que mostra a grande sensibilidade do nível a ser 
controlado para variações em az. 
A temperatura, no entanto, permaneceu inalterada, pois a área de transferência de calor 
foi considerada constante, obtendo-se como ponto de equilforio T= 66,86 °C e l?= 1,069 m, 
conforme pode ser visto na ﬁgura 2.13, a seguir. 
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Figura 2.13: Resposta do sistema em MA para um degrau em az.
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2.5 - Conclusão 
Neste capítulo estudou-se detalhadamente a planta piloto. Foi feita uma análise de seu 
princípio de funcionamento e levantado seu modelo matemático não linear, bem como seu modelo 
linearizado. Obteve-se a representação entrada-saída do processo através de sua Matriz Função 
de Transferência e fez-se ainda algumas simulações, utilizando tanto o modelo não linear quanto o 
linearizado, a ﬁm de conhecer melhor certas características do sistema, como acoplamento entre 
as saídas e tempos de estabilização. 
Como pontos mais importantes a serem observados pode-se ressaltar (i) a existência de 
um forte acoplamento entre as variações na abertura da válvula Vae e a temperatura da água no 
tanque 2, (ii) o fraco acoplamento entre as variações na abertura da válvula Vve e o nível da água 
neste mesmo tanque e (iii) a diferença entre os tempos de estabilização das malhas de temperatura 
e de nível, que são de 1200s e 2200s respectivamente. 
` Pode-se destacar ainda, a grande sensibilidade do nível a ser controlado para variações 
na válvula de saída do tanque 2 (az) e que a abertura desta válvula deve ser menor que 0,25 (25% 
da abertura máxima) para que se possa alcançar um nível de um metro (1,0 m) neste tanque. 
O levantamento destas características é um passo muito importante dentro da etapa de 
análise, pois é a partir destas que será escolhida a estratégia de controle mais adequada para ser 
utilizada na resolução dos problemas de controle, além de possibilitar um melhor entendimento na 
fase de implementação desta estratégia.
_
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9 GAPITULQ 3 
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3.1 Introdução
j 
_ No capitulo anterior foi feita uma análise completa do sistema a ser controlado. Estudou- 
se seu principio de funcionamento, fez-se seu modelamento matemático e obteve-se as suas 
caracteristicas estáticas e dinâmicas em malha aberta. 
Na seção 3.3 deste capítulo será apresentado um estudo sobre vários dos problemas de 
controle comumente encontrados em ambientes industriais e serão analisadas algumas técnicas 
utilizadas para resolver tais problemas, veriﬁcando-se as soluções que são mais apropriadas para o 
nosso sistema. Antes porém, na seção 3.2 deste capitulo, serão deﬁnidos os objetivos a serem 
alcançados com o sistema em malha fechada, após da inclusão do controlador. 
Por ﬁm, na seção 3.4 serão apresentadas as principais conclusões deste capítulo. 
Como mencionado na seção 2.3.4, por poder ser tratada como uma extensão natural da 
teoria frequencial clássica para o caso multivariável, além da maior simplicidade dos algoritmos de 
controle implementados através da mesma, utiliza-se neste trabalho a abordagem polinomial. Ao 
longo deste capítulo serão utilizados diversos conceitos e resultados desta teoria, sem que se faça 
no entanto uma exposição dos mesmos. Será apresentado porém, através do Apêndice B, um 
resumo da teoria polinomial contendo as principais deﬁnições e resultados necessários para um 
bom entendimento deste capitulo. Para um estudo completo da “teoria polinomial” referir-se à 
[CALLIER 82], [VIDYASAGAR 85] e [NORMEY RICO 90]. 
f›',›
' 
3.2 Definição dos Objetivos de Controle - 
Antes de deﬁnir os objetivos de controle, é importante lembrar que existem várias 
estratégias que podem ser aplicadas no intuito de controlar um sistema multivariável não linear 
onde existe um acoplamento entre os mapas de entrada e saída. Nas últimas décadas várias 
técnicas foram desenvolvidas para o controle de tais sistemas e hoje em dia problemas como 
seguimento de referência e rejeição de perturbações já foram amplamente estudados e várias 
soluções foram propostas.
i 
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No entanto estas soluções envolvem a teoria de controle multivariável, não 
suﬁcientemente difundida em ambientes industriais onde, principahnente em nível nacional, se 
utilizam os conceitos da teoria clássica de controle. Isto se deve principahnente à complexidade 
das soluções propostas por estas novas teorias e à diﬁculdade encontrada pelos operadores de 
planta para realizar os ajustes destes controladores. 
Para resolver este impasse foi criada uma estratégia de desacoplamento que faz com que 
cada saída do sistema dependa de apenas uma entrada. Desta forma o sistema (desacoplado) pode 
ser visto como um conjunto de subsistemas monovariáveis independentes, possibilitando a 
utilização das técnicas clássicas de controle. Esta estratégia é bastante antiga e tem sido bastante 
utilizada principalmente em sistemas lineares invariantes no tempo [LING 91], [LINNERMENN 93], 
[FALB 67] e [WONI-IAM 70]. Para o controle de sistemas não lineares no entanto, normalmente 
utilizam-se duas abordagens: quando se trata de sistemas bastante não lineares e requer-se boa 
robustez na resposta, geralmente são utilizadas estratégias de controle adaptativo [PENG 90]; 
quando o sistema é bastante não linear mas não se exige robustez na resposta, ou o sistema é 
considerado pouco não linear, utilizam-se técnicas mais simples baseadas no modelo linearizado 
do processo, como a do desacoplamento estático [ZHUANG 87]. 
Conforme pode-se observar no capítulo anterior, 0 processo a ser controlado consiste 
num sistema multivariável que possui um acoplamento entre os mapas de entrada e saída. Sendo 
assim, ao tentarmos levar uma das saídas para um dado ponto desejado, inﬂuenciamos também, 
de forma indesejada, nas outras. Um dos objetivos a serem alcançados com a inclusão do 
controlador é o de eliminar este acoplamento, possibilitando que o controle de cada uma das 
saidas seja feito de fonna independente.
, 
Tendo em vista que o objetivo maior deste trabalho é o de propor um controlador para 
ser usado em ambientes industriais, e que em tais ambientes a aceitação de controladores 
soﬁsticados é bastante diﬁcil, é importante que o controlador proposto aqui seja, do ponto de 
vista do operador de planta, semelhante aos controladores normalmente utilizados nas indústrias. 
Como 0 sistema' é bastante não linear e o controlador deve ser simples - o que implica 
numa técnica não adaptativa - uma das diﬁculdades adicionais impostas é obter respostas 
satisfatórias mesmo para grandes variações na referência, de forma a percorrer toda faixa de 
operação do processo, mesmo que isto implique em prejuízos para outros objetivos. Esta 
característica é chamada de robustez da resposta a variações na referência. 
Observamos, também no capítulo anterior, através de simulações do processo em malha 
aberta, que os tempos de resposta de ambas as malhas são bastante elevados. Sendo assim, 
estipularemos como um dos objetivos de controle em MF que os tempos de resposta sejam de 2 à 
3 vezes menores que os de MA, mas que por outro lado, as respostas não apresentem 
sobrepassagens maiores que 5%. Estes serão portanto os objetivos relacionados à melhora da 
resposta dinâmica do sistema. ~
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Outro objetivo a ser alcançado, e que é 'uma exigência na grande maioria das 
especiﬁcações de controle, é o seguimento de referências. Este seguimento pode se dar de várias 
formas, mas para ~o nosso sistema colocaremos como objetivo o seguimento assintótico de 
referências, com erro nulo para as variações na referência que sejam na forma de degrau¶(este tipo 
de sinal é o mais utilizado em ambientes industriais).
H 
Por ﬁm, desejamos também que o controlador rejeite perturbações de forma assintótica, 
e que o sistema apresente erro nulo para perturbações na fomla de degrau. 
- Podemos resumir então os objetivos de controle a serem alcançados, nos seguintes ítens: 
[ll seguimento assintótico de referência, com erro nulo para entradas em degrau; 
[Z] controle, deforma independente, das duas saídas do sistema (temperatura e nível); 
[Â] melhora da resposta dinâmica do sistema (trMF 2 à 3 vezes menor que trMA e pico S 5%); 
LH simplicidade do controlador e ajuste dos parâmetros utilizando técnicas clássicas; 
já] robustez na resposta das saídas desacopladas; 
3 
[Q rejeição assintótica de perturbações, com erro nulo para perturbações em degrau.
p 
3.3 Problemas de Controle 
Apresentamos a seguir os principais problemas de controle a serem solucionados, bem 
como seus respectivos resultados, de fonna a alcançar os objetivos de controle estipulados 
anterionnente.»Fazemos assim uma análise das soluções existentes e escolhemos as que mais se 
adaptam ao nosso caso. 
3.3.1 Problema do Desacoplamento (PD) 
Podemos analisar um SLM como uma interconexão de vários subsistemas de menor 
dimensão, e em alglms casos como um conjunto de sistemas monovariáveis. Quando um sistema é 
acoplado existe uma interdependência entre as relações de entrada e saída que impede que seja 
feito um estudo independente para cada subsistema.
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. O estudo de técnicas de desacoplamento se toma então um ponto importantíssimo na 
teoria de controle de SLM, principalmente devido à possibilidade de analisarmos cada subsistema 
de forma independente. ' 
` Existem diversas técnicas de desacoplamento que se diferenciam pelo tipo de 
especiﬁcação (des. dinâmico total ou parcial e des. estático ), pelo tipo de realimentação (estados 
ou saída) e pela abordagem utilizada para a construção dos algoritmos (podemos citar, por 
exemplo, os derivados das teorias geométrica e polinomial). 
_ 
Apresentamos a seguir as duas técnicas consideradas mais importantes e fazemos uma 
análise voltada para nossa aplicação. 
Q Desacoplamento Estático (DE) t 
O desacoplamento estático consiste em detenninar uma matriz de pré-compensação que 
tome o sistema bloco diagonal em regime permanente. Esta é a forma mais simples de 
desacoplamento e por isso é, hoje em dia, a técnica mais usada nas indústrias para obter o 
desacoplamento. No entanto, alguns estudos mostram que em muitos casos esta não seja uma boa 
solução, sobretudo quando o acoplamento entre as malhas é forte e os tempos de estabilização 
das mesmas é similar [COUTINHO 93] e [ZHUANG 87]. Nestes casos é mais apropriado usar um 
desacoplamento dinâmico total. 
D
D 
'=> Desacoplamento Dinâmico Total (DT)
q 
O desacoplamento dinâmico consiste em determinar uma matriz de pré-compensação que 
tome o sistema bloco diagonal não somente em regime permanente, mas também no transitório. 
Esta técnica também é muito simples, embora implique em uma maior quantidade de cálculos que 
para o desacoplamento estático [HA 86]. No entanto, ela 'é mais adequada para aplicação ao nosso 
sistema uma vez que é mais robusta [PASSINO 89] e não necessita que o processo tenha malhas 
com tempos de estabilização diferentes. 
V 
i
' 
A seguir apresentamos a formulação do PDT.
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Dada uma planta P(s) e R[s]“°*"i e um esquema com estrutura genérica de controle para 
realimentação unitária de saída, como o da ﬁgura 3.1: . 
H(s) 
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Figura 3.1: Estrutura Genérica de Controle. 
O problema do desacoplamento pode ser tratado de duas formas diferentes. Numa delas 
busca-se uma realimentação que transforme um sistema acoplado em malha aberta, num conjunto 
de subsistemas que possam ser controlados de forma independente em malha fechada. A outra é a 
de se obter o desacoplamento em malha aberta, através de um pré-compensador CD(s), e mantê-lo 
desacoplado através de um fechamento apropriado da malha de retroação. 
_ 
A diferença entre as duas metodologias é_ que a primeira é menos restritiva, uma vez que 
o sistema em malha aberta não precisa ser desacoplado, mas por outro lado ela requer que o 
'problema de posicionamento de pólos seja tratado conjuntamente a ﬁm de que as especiﬁcações 
do sistema em MF sejam alcançadas (dinâmica da resposta, erro estacionário, etc.). 
Neste trabalho deseja-se que o problema de posicionamento de pólos seja tratado 
separadamente, após o desacoplamento, pois desta forma, confonne veremos mais adiante, sua 
solução se tomará muito simples. 
O problema que se coloca então é achar um compensador CD(s) 6 [R[s]“i*"° de forma tal 
que a matriz função de transferência em malha aberta H(s)=P(s)CD(s) seja: 
(*) não singular; 
(*) bloco diagonal; 
(*) internamente estável em Ê", o que signiﬁca dizer que não haverá 
cancelamento dos modos instáveis da planta.
›
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Caso Particular 
Para o caso particular de um sistema com dimensão dois, como é o nosso processo, o 
uso do desacoplador dinâmico resulta numa função de transferência em malha aberta 
H(s)=P(s)CD(s) diagonal, ao invés de bloco diagonal. Desta forma o sistema multivariável de 
dimensão dois pode ser tratado como dois subsistemas monovariáveis independentes. 
Na ﬁgura 3.2 é mostrado o esquema de utilização do desacoplador, onde P(s) é a planta 
(sistema térmico) e CD(s) é o compensador de desacoplamento . 
AuT(s) Aaw(S) AT (S) 
Auf (s) CD($) P(s) Ag (S) - 
_ 
Figura 3.2: Desacoplador + Processo 
Com o desacoplamento do sistema cada saída passa a ser controlada por Luna única 
entrada, resultando em duas malhas independentes, malha de temperatura e malha de nível, 
conforme mostrado na ﬁgura 3.3 colocada a seguir. 
AT 
Figura 3.3: Subsistemas monovariáveis. 
Assim, com a utilização do desacoplador, alcançamos dois dos objetivos de controle 
estipulados anterionnente: (i) podemos controlar as saidas do sistema de fonna independente e 
(ii) podemos utilizar as técnicas clássicas de controle de sistemas monovariáveis (como lugar das 
raízes e Bode, por exemplo) que são mais difundidas nos ambientes industriais. 
A solução do Problema do Desacoplamento Total (PDT) na teoria polinomial produz um 
algoritmo que permite a alocação de pólos do sistema em MA em uma determinada região Cb do 
plano complexo [NIJMEIER 881. 
A seguir apresentaremos o algoritmo de síntese do pré-compensador de desacoplamento. 
Consideraremos que o processo a ser desacoplado tem dimensão dois, de forma a facilitar sua 
aplicação em nosso caso especíﬁco.
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ALGQRITMO DE SÍNTESE Do PRÉ-COMPENSADOR DE DESACQPLAMENTO. 
Passo 1: Obter uma representação coprima pela direita de P(s): 
P(S) = Nd(s) Dd(s)-1 , onde Nd(s) ‹-z m(s) ê LR[s]2×_2 ; 
Passo 2: Calcular os polinômios maiores de Nd(s) e Dd(s), gn(s) e gd(s) respectivamente: 
O 
ên(S) = <f1<-=t[Nd(S)]; 
ê‹1(S) = d<~=t[Dâ(S)]-
1 
.Passo 3: Obter an(s) e ad(s), sendo que: 
Ê1n(5) = an(5)*an,(S) š 
2_1ó(S)= a‹1(S)*a‹1”(S) - 
Onde an,(s), a¿'(s), an(s) e ad(s) são tais que: 
Z[an(S)] 6 Z[ad(S)] 6 @+ š Z[an,(S)] 6 Z[ad,(S)] ¢ @+~ 
Pig Calcular Nd(s)'1 , onde N¿(s) '1 e [R[s]2“2 ; 
Passo 5: Calcular o pré-compensador de desacoplamento CD(s) dado por: 
u 
_ 3n(S) ko ' _¡ _ CD(s) u- flw) m(s) 
Dd(s)N‹i(s) 
Passo 5.1: Escolher o polinômio m(s):
' 
A escolha de m(s) deve ser feita de modo que Z[m(s)] E Cb e CD(s) e [R02*2 . 
Passo 5.2: Calcular a constante ko da seguinte fonna: 
ko = m(0) . 
Sendo que ko é uma constante que serve para ajustar o ganho estático do controlador. 
Passo 5.3: Obter CD(s): - 
_ an(s) ko _] CD (s) H- -á-ad(S)m_(s) Dô(s)Nd(s)
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- Pode-se observar que a função de transferência do desacoplador possui um termo que 
consiste na inversa da planta, denotado, por D¿(s)N¿(s)`l. Para garantir que não haja cancelamento 
dos modos instáveis da planta, surgem os termos an(s) e ad(s) que são os zeros instáveis e os 
pólos instáveis da planta, respectivamente. Assim, caso a planta tenha modos instáveis, o termo 
Ê% Dó(s)Nâ(s)`1 consiste na sua pseudo-inversa. ad s 
A utilização do desacoplador leva portanto à seguinte FT de malha aberta H(s): 
H(s) = P(S)c,, (S) = 
. 
a‹1(S) m(s) 
' Observe que as funções de transferência de MA dos dois subsistemas desacoplados são 
idênticas. Observe também que as raízes do polinômio m(s) serão pólos destes subsistemas em 
MA. Assim, com uma escolha apropriada deste polinômio pode-se posicionar pólos em MA em 
uma região particular Cb no semiplano esquerdo C' do plano complexo, de fonna a facilitar o 
projeto dos controladores locais. 
A estratégia proposta aqui se baseia então na utilização de um desacoplador dinâmico 
total, que será ajustado num ponto de funcionamento do sistema de acordo com o modelo 
linearizado nesse ponto, e que será transparente para o operador. Desta forma o controle do 
sistema será feito apenas com o ajuste de controles locais, que como veremos terão uma estrutura 
muito simples e bem conhecida no ambiente industrial. A seguir estudaremos o problema do 
posicionamento de pólos. 
3.3.2 Problema de Posicionamento dos Pólos (PPP) 
O estudo do posicionamento de pólos é muito importante na teoria de controle, pois 
através deste posicionamento podemos assegurar certas características do sistema em malha 
fechada, como por exemplo o seguimento de referência e tempo de estabilização, além é claro da 
estabilidade do sistema, que pode ser interpretada como um caso particular do PPP. 
Na seção anterior foi mostrado que o algoritmo que soluciona o PDT, além de resolver o 
problema do desacoplamento, pennite fazer o posicionamento dos pólos do sistema em MA. 
Também na seção anterior foi visto que com a inclusão do compensador de desacoplamento, um 
sistema multivariável pode ser tratado como um conjunto de subsistemas monovariáveis 
desacoplados, e que desta forma, pode ser projetado um controlador monovariável para cada uma 
das malhas do processo. Estes controladores pennitem então que os pólos de MF destas malhas 
sejam alocados numa detenninada região do plano complexo, garantindo assim as características 
de desempenho e robustez especiﬁcadas para as respostas.
u
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A seguir fazemos a comparação entre duas estruturas de controle nas quais os 
controladores locais monovariáveis podem ser utilizados. 
A estrutura de controle em série (chamada de controle em cascata neste trabalho) é a 
mais usada nas indústrias e o controlador mais utilizado é o controlador do tipo PI, que é fácil de 
ajustar e os operadores de planta conhecem bem.iNo entanto, a utilização de um controlador PI 
em série com a planta cria um zero em malha fechada que ampliﬁca as diferenças geradas pelas 
incertezas do processo, gerando uma solução com desempenho pouco robusto frente a mudanças 
na referência. Uma solução para este problema é a utilização de um ﬁltro “passa-baixas” na 
entrada do processo, comomostramos na ﬁgura 3.4, onde S = PI e T = ﬁltro. Este ﬁltro tem a 
função de cancelar o zero introduzido pelo PI e permitir um desempenho similar na rejeição de 
perturbações e no seguimento de referências. Cabe mencionar aqui que, sem a utilização do ﬁltro, 
um unico ajuste do PI não permite boas respostas em ambas entradas (perturbações e referências) 
[ASTRÕM 84]. Um exemplo típico desta 'característica é o ajuste do PI cancelando o pólo lento do 
processo, que leva a respostas muito lentas para entradas de perturbação.
_ 
yfl + - 
Figura 3.4: Estrutura PI + Filtro. 
Este ﬁltro apesar de apresentar bons resultados não é utilizado na prática, pois além de 
acrescentar um novo ajuste, aumenta a ordem do controlador total. Propomos então uma 
estrutura modiﬁcada para o controlador que substitui o uso do ﬁltro e tem o mesmo efeito. 
Mostramos esta estrutura na ﬁgura 3.5, abaixo. 
yr' + + Y' _ E . 
Figura 3.5: Estrutura .P + I.
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Esta estrutura é baseada numa estratégia chamada de Cascata + Retroação, que para o 
nosso caso consiste de um integrador em cascata com o processo (C=I) e de um ganho 
proporcional na malha de retroação (R=P). A equivalência das duas estruturas pode ser provada 
fazendo-se: 
s=c+R e T=c/(c+R) 
Uma forma mais geral de deﬁnir esta estrutura é apresentada por Hang [HANG 91] onde é 
introduzido um fator para dividir a ação proporcional do controle PI ou PID entre as partes 
Cascata e Retroação do controle. 
O projeto destes controladores pode ser feito utilizando-se as técnicas clássicas como o 
lugar das raízes ou Bode, e ê muito simples provar as suas características de robustez. Para isso 
basta observar que se o ganho da retroação (R) é ajustado apropriadamente então as incertezas 
do processo (representadas aqui por 8) são bem reduzidas, e o projeto do controlador em cascata 
é feito para um processo quase sem incertezas, pelo menos para a faixa de frequências de 
operação do sistema. Para entender o efeito prejudicial dos zeros do controle na resposta do 
sistema e sua inﬂuencia na robustez ver [NORMEY RICO 95]. l 
G :_ })ret'1l : I)n0m + 8) 1+ RPM, 1+ RP,m,,,(1+ a) 
se |R I°,,0m(1+a)|<<1 então G=I=;,,,,,,(1+e) 
se escolhemos R para [R I2,0,,,(1+a)|>> 1 então G =à 
Desta forma para uma dada faixa de frequências o sistema se comporta como se fosse a 
inversa do controle em retroação. Outro controlador bastante conhecido em ambientes industriais 
é o PID. A utilização de um derivador na malha direta produz, no entanto, picos elevados na saída 
no momento da troca de referência. Sendo assim, utilizamos a ação derivativa apenas na malha de 
retroação, eliminando este efeito indesejado.
C 
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Utilizaremos então, ao longo deste trabalho, os controladores monovariáveis locais do 
tipo PI e PID dispostos nas duas estruturas de controle apresentadas aqui. Mostramos a seguir a 
representação destas estruturas, sendo que C(s) é o controlador em Cascata, R(s) é o controlador 
da Retroação e h(s) é a planta de cada malha desacoplada. Os índices “T” e “Z” indicam as malhas 
de temperatura e nível, respectivamente. ' 
ATref AT° + _ 
Afref 
_ 
AK 
Figura 3.6: Estrutura de Controle Cascata 
AT; 
+_ +_ 
Aeref AZ° + _ +
~ 
Figura 3.7: Estrutura de Controle Cascata mais Retroação
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3.3.3 Problema de Rejeição de Perturbações (PRP) 
A maioria dos processos de geração de energia ou de produtos (indústria química, 
cerâmica, etc.) opera em regime permanente durante a maior parte do tempo. Isto é, ﬁxa-se um 
ponto. de operação para o sistema e trabalha-se neste por grandes períodos de tempo. Existem no 
entanto perturbações que interferem no sistema de forma indesejada, tirando este de seuponto de 
operação. 
q
` 
Sendo assim, o estudo de técnicas de rejeição ou redução de perturbações é de grande 
importância, e será feito aqui ein duas etapas. Analisaremos primeiro soluções de índole mais 
prática e que se aplicam geralmente de forma local nos processos industriais, depois estudaremos 
o problema com uma abordagem teórica, considerando o sistema como uma função de 
transferencia global. » 
A seguir analisamos as perturbações que interferem em nosso processo e a forma com 
que elas se apresentam. Apresentamos ainda algumas regras práticas que podem ser usadas para 
diminuir os efeitos das perturbações no sistema. - 
'%'> Análise Prática ' 
As perturbações mais comuns em sistemas de transferência de calor são aquelas 
provocadas por variações de temperatura. Para o nosso sistema podem ocorrer variações na 
temperatura ambiente (ATo) e na temperatura da água fria (ATa). Estas perturbações normalmente 
se apresentam na forma de “degraus suaves”, e são facilmente rejeitadas pois tem uma variação 
bastante lenta com o tempo e estabilizam num valor constante (ver ﬁgura 3.8-a). ` 
Em sistemas de ﬂuxo (nível), as perturbações mais comuns são aquelas provocadas por 
variações nas aberturas de válvulas que não as de controle. Consideraremos que no sistema 
térmico podem ocorrer variações na abertura da válvula de saída do tanque 2 (Aaz), e que estas 
variações se apresentam na forma de degraus (ver ﬁgura 3.8-b).
V 
A A 
to t 
_ to t 
(a) Perturbação na Forma de Degrau Suave (b) Perturbação na Forma de Degrau 
' Figura 3.8: Forma dos Sinais de Perturbações.
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Para o nosso processo existem ainda perturbações na quantidade de entrada dos ﬂuidos 
devido a variações de pressão na rede de fomecimento de tais ﬂuidos. Estas perturbações agem 
tanto sobre a temperatura quanto sobre o nível e se apresentam na forma de degraus. 
Na análise das perturbações feita anteriormente consideramos que o sistema já estava 
construído e, desta forma, não tratamos das perturbações que podem ser evitadas, ou ao menos 
reduzidas, por atuação na sua fonte. Reduzir as perturbações onde elas são geradas pode ser, no 
entanto, a maneira mais eﬁciente de melhorar 0 desempenho do sistema. 
Esta técnica está claramente vinculada à etapa de projeto do sistema a ser controlado. 
Deve-se considerar os efeitos de algumas caracteristicas do processo que podem transfonnar-se 
em perturbações e tentar diminui-los na hora do projeto. Exemplos destes são: 
o Usar tanques de mistura eficientes para evitar perturbações pelos erros 
de composição de substâncias e pela não homogeneização da mistura; 
o Reduzir atritos em sistemas mecânicos; 
o Alocar os sensores em posições onde as perturbações externas (ruídos, 
etc.) produzem efeitos menores; 
o Usar circuitos eletrônicos e sensores eletrônicos de baixo ruído e 
respostas rápidas; 
. 
0 Usar períodos de amostragem adequados ao desempenho e às 
características do sistema. 
Para o nosso sistema térmico em especíﬁco, onde existe mistura dos dois ﬂuidos, é 
importante que estes tenham uma mistura homogênea. Sendo assim, o uso de um tanque com 
artiﬁcios (misturador) para que a mistura seja eﬁciente é uma maneira de reduzir perturbações na 
sua fonte de geração. 
Outra maneira está relacionada com a correta alocação do sensor de pressão e 
principalmente do sensor de temperatura (termopar), de fonna que estes sofram menos os efeitos 
externos ao sistema.
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'i> Análise Teórica ' 
A seguir faremos uma análise do problema de rejeição considerando o sistema como uma 
função de transferencia global. É importante destacar que para esta análise será utilizada a teoria 
de sistemas multivariáveis pois, a rigor, o sistema continua com um acoplamento entre as malhas 
mesmo depois que utilizamos 0 desacoplador. 
O conjunto de entradas de um SLM pode ser dividido em dois grupos: 
(a) Entradas de controle e referência, que são comandadas pelo projetista; 
(b) Perturbações, ou entradas não controláveis.
O 
Como o objetivo é de se ter um controle sobre as saídas do sistema, deseja-se então que 
estas sejam fortemente dominadas pelas entradas de controle - entradas tipo (a), e com mínirna 
dependência das perturbações - entradas do tipo (b). Este objetivo é conhecido como Rejeição de 
Perturbações (RP) e trata-se do mesmo como o Problema de Rejeição de Perturbações (PRP). 
Existem basicamente três tipos de RP que podem ser classiﬁcadas em ordem decrescente pelo 
grau de rejeição, da seguinte forma: . 
(i) Rejeição Total: O sistema em malha fechada é tal que a saída 
independe da perturbação para todo o tempo e 
para qualquer tipo de sinal de perturbação; 
) ~ ~ 
(ii) Rejeiçao Parcial : Os efeitos da perturbaçao na saida do 
sistema em malha fechada podem ser mantidos 
abaixo de um certo máximo aceitável (não 
nulo) para todo tipo de sinal de perturbação; 
(iii) Rejeição Assintótica : Os efeitos da perturbação são 
rejeitados somente em regime permanente e 
para uma dada classe de sinais de perturbação 
(degrau, rampa, etc.). 
Os problemas (i) e (ii) têm um caráter mais acadêmico [CURY 90], [NORMEY RICO 89] e 
[WONHAM 79] dado que as condições de solução restringem muito o conjunto de plantas que 
possam veriﬁcá-las, tendo portanto pouca aplicabilidade prática. 
Já o Problema de Rejeição Assintótica de Perturbações (PRAP) tem um interesse mais 
prático, e será analisado a seguir pois é a fonna de rejeição especiﬁcada nos objetivos de controle 
estipulados no capítulo 2.
_
-
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3.3.3.1 Problema de Rejeição Assintótica de Perturbações (PRAP)_ 
Dada a estrutura de controle genérica mostrada na ﬁgura abaixo, onde a entrada “q” 
representa uma perturbação no sistema. 
l 
e 
F 
e 
q‹s› 
fz YU 
+_ + 
Figura 3.9: Estrutura Genérica de Controle com Entrada de Perturbação. 
O Problema de Rejeição Assintótica de Perturbações consiste em achar um estrutura de 
controle tal que a saída do sistema em malha fechada, em regime pennanente, dependa somente 
da entrada de controle e não dependa da perturbação.
' 
'y(tf)=>f(U(f);Í) ' (3,1) -)G) 
É importante observar que o problema em questão tem sentido somente quando a 
perturbação q(t) é persistente no tempo (gerada por modos instáveis), pois caso isto não se 
veriﬁque ab saída do sistema y(t) estará livre. dos efeitos da perturbação q(t) para t -› oo 
simplesmente garantindo a estabilidade do sistema em MF. ” 
No caso em que q(t) 1-› 0 para t -› oo será necessário construir um compensador tal que 
em MF garanta a condição 3.1. É claro que para o projeto deste compensador é necessário 
conhecer os modos da perturbação, e também que é preciso estabilizar o sistema em MF. 
Antes de continuar 0 estudo do PRAP, normalizaremos a deﬁnição de perturbação da 
seguinte forrna: ' 
Q = conjunto de todas as perturbações q¡(t) instáveis que atuam sobre o sistema. 
Equivalentemente: 
Q = { q(t) E Rr tal que q¡(s) é estritamente própria. Sendo que 
q¡(s) = ~ é uma fração irredutível e_ Z [dq¡(s)] E @+ }. qi'
\ 
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Para estudar adequadamente o problema, devemos modelar o ponto de entrada da 
perturbação de forma mais detalhada. Utilizaremos então a representação mostrada na ﬁgura 
abaixo. 
fl
~
+ ~f» 
Figura 3.10: Processo com Perturbação Aditiva 
»4Este diagrama permite representar de forma gerali todo tipo de perturbação 
aditiva no sistema. Para cada caso particular escolhem-se H 1 e Hz adequadamente. 
A seguir estudaremos o PRP para as duas estruturas de controle, em cascata e em 
cascata mais retroação, considerando que o processo é representado conforme mostrado acima.
1 
ED Rejeição de Perturbações usando Controle em Cascata 
Seja a seguinte representação matemática da planta P(s): 
' 
y(S) = H1(S)11(S) + H2(S) q(S) (3-2) 
Onde H1(S) = D1(S)`1 N1(S) 6 H2(S) = D2(S)`1 N2(S) (3-3) 
são frações próprias coprimas pela esquerda de H¡(s) e Hz(s), respectivamente. 
Seja ainda a representação do controlador em cascata C(s) dada pela seguinte fração 
própria coprima pela direita: 
C(s) = Nz(s) Dz(s)-1 (3,4)
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O objetivo do estudo consiste então em determinar o compensador C(s) para que em MF 
se veriﬁque: ' 
y‹z›=›0 vw) ea e yfef‹¢›=‹› (35) Í-)00
« 
Assim, a função de transferência do sistema em MF para yref = 0 ﬁca: 
y(S) =[1 + H 1(S) C(S)]"1 [H 2(S)<1(S)] (3 -6) 
Substituindo as equações 3.3 e 3.4 tem-se: 
y(s) = Dc(D1Dc + N1N¢)'1D1 (Dz-1Nz) q(s) (37) 
Mas q(s) pode ser representado como q(s) = dq(s)'1nq(s), com dq(s) contendo todos os 
modos da classe C2 e nq(s) um vetor polinomial de dimensão r. Assim: 
y(s) = D‹,~(D1Dc + N1N‹.~)-1D1Dz-*Nz dq-*nq 
(as) 
J/(S) = T (S) "q(s)
. 
Vale lembrar que a inversa de uma matriz M G lR[s]“*“ é dada por: 
_ _ 1 . M 1 --àdet(M) [adJ (M)] 
Então podemos concluir que os pólos da Função de Transferência de MF (FTMF) 
[T(s)], que relaciona ‹y(s) com nq(s), estão divididos em: 
(i) Zeros [det(D1Dc+N1Nc)] = modos de MF; 
(ii) Zeros [det(D2)] = modos da transferência perturbação-saída de MA; 
(iii) .äros [det dq(s)] = modos da perturbação. 
Assim, para garantir a solução do PRAP deve-se veriﬁcar o seguinte: 
(a) que o sistema em MF seja estável :> Z [det(D1Dc+N1Nc)] e C`; 
(b) que os modos instáveis de Hz(s) sejam cancelados sempre que existirem; 
(c) que os modos da perturbação sejam cancelados.
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Observe que a condição (a) é idêntica para sistemas monovariáveis, e que a condição (b) 
deve ser exigida unicamente para aqueles modos instáveis não comuns entre H1(s) e Hz(s) pois o 
produto D1D2" de T(s) cancela automaticamente os modos comuns [NORMEY RICO 901. 
Formalizaremos agora os resultados através do seguinte teorema: 
Teorema 3.1: Condições Suﬁcientes para Solução do PRAP. ' 
Seja a estrutura de controle em cascata e seja a representação matemática do sistema em 
MA dada por: f 
S y<s› = H1<s› u<s› + Hz‹s› q<s›
j 
Sejam também as representações intemamente próprias de H1(s) e Hz(s) dadas pelas 
seguintes frações coprimas pela esquerda 
H1(S) = D1(S)`1 N1(S) 6 H2(S) = D2(S)`1 N2(S) 
Seja ainda a representação intemamente própria de C(s) dada pela seguinte fração 
coprima pela direita: ' 
C(s) = N‹z(s)Dzz-1(s) 
E além disso vale que: 
(i) A planta não possui zeros nos modos da perturbação; 
(ii) A planta tem n9 entradas 2 n9 saídas; 
(iii) Os modos instáveis da planta não comuns a H1(s) e Hz (s) são considerados 
como perturbações e incluídos em dq(s). 
Assim, SE: 
(a) o sistema em MF é estável; 
(b) o compensador é tal que Dc pode ser fatorado como Dc = dq(s) Dc*. 
mg o SISTEMA REJEITA ASSINTÓTICAMENTE TODA PERTURBAÇÃO q e G.
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É importante observar que estas condições são suﬁcientes para que haja solução do 
PRAP, mas que no entanto não são necessárias [NORMEY RICO 90]. 
A condição (b) colocada no teorema 3.1 exige que o controlador contenha os modos 
instáveis dq(s) da perturbação, mas se a planta possuir estes modos na parte que precede a 
entrada destas (H1), o problema é resolvido somente garantindo estabilidade. Este resultado é 
equivalente ao obtido no caso monovariável, onde diz-se que um tipo de sistema garante a 
rejeição de mn tipo de perturbação ou seja, se a planta possuir um integrador por exemplo, o 
sistema em malha fechada rej eitará perturbações do tipo degrau, desde que seja estável em MF. 
E1) Rejeição de Perturbações usando Controle em Cascata mais Retroação 
Para estudar o PRP usando a estrutura de cascata mais retroação faremos a comparação 
entre sua função de transferência e aquela obtida com a estrutura em cascata. Para uma entrada de 
referência nula, tem-se as seguintes FT para as estruturas em cascata e cascata mais retroação, 
respectivamente:
i 
C 
y(S) = [1 + H1(S)C(S)]`l[H2(S)¢J(S)l
J 
yo) = [1+H1(s)c*(s)]'*[Hz(s)q(s)] onde c*=c+R 
Analisando as duas funções de transferência colocadas acima observa-se que o 
controlador em cascata mais retroação C*=(C+R) deve veriﬁcar a mesma condição que o 
controlador em cascata C, ou seja, deve possuir pólos nos modos da perturbação que se deseja 
rejeitar. Como no cálculo de C* não podem ser obtidos pólos diferentes dos de C e R, uma das 
partes de C* deve veriﬁcar a condição acima colocada.
_ 
Sendo assim, para que o sistema rejeite assintóticamente as perturbações é suﬁciente que 
o controlador (ou o próprio sistema, se a perturbação for na sua saída) possua os modos instáveis 
desta perturbação, ou seja, para que o sistema em malha fechada rejeite perturbações do tipo 
degrau na saida, é suﬁciente que sua função de transferência em MA (que liga o ponto de entrada 
da perturbação ao ponto de entrada de controle) possua um integrador e que o sistema seja 
estável em MF. .
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3.4 Conclusao
r 
Neste capítulo foram defmidos os objetivos de controle a serem alcançados em malha 
fechada, após a inclusão do controlador. Foram estudados ainda os problemas mais comumente 
encontrados no controle de sistemas multivariáveis, bem como analisadas as soluções mais 
adequadas ao nosso sistema. Por ﬁm, foram apresentadas as técnicas mais utilizadas para resolver 
estes problemas, de forma a alcançar os objetivos de controle anteriormente estipulados. 
A seguir são apresentadas as principais conclusões de cada um dos problemas estudados: 
ED Problema do Desacoplamento 
0 A utilização de um compensador de desacoplamento serve para que se possa alcançar 
um dos objetivos de controle estipulados, que_é o de controle de forma independente 
das saidas; 
0 O Desacoplamento Estático é a forma mais simples e mais utilizada nas indústrias para 
obter o desacoplamento, mas a técnica do “desacoplamento dinâmico total” é a mais 
indicada para o nosso sistema, uma vez que o acoplamento entre as malhas é forte e 
que os tempos de estabilização destas são similares; ~ 
0 Com a utilização do desacoplador o sistema témiico pode ser visto como um conjunto 
de dois subsistemas monovariáveis independentes e, desta fonna, pode ser projetado 
um controlador local para cada malha, utilizando-se para tal as técnicas clássicas de 
controle; 
V ED Problema, do Posicionamento dos Pólos 
0 O posicionamento dos pólos tem como objetivo assegurar certas características do 
sistema eml malha fechada, como por exemplo o seguimento de referência 
(estabilidade) e a melhoria da resposta dinâmica do sistema; 
` 
0 Após o desacoplamento do sistema, este posicionamento pode ser feito através da 
inclusão de controladores locais monovariáveis, que são conhecidos e bastante 
utilizados em ambientes industriais;
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. “ 9, A estrutura de controle em cascata (ou série) é a mais usada nas indústrias e o 
controlador mais utilizados é o controlador do tipo PI, que é fácil de ajustar e os 
operadores de planta conhecem bem; › 
A utilização do controlador PI em cascata com a planta não gera uma solução robusta. 
Propõe-se então a utilização de controladores PI e PID dispostos numa estrutura 
denominada de “cascata mais retroação”, que é uma estrutura que melhora as 
caracteristicas de robustez. 
ED Problema de Rejeição de Perturbações 
Reduzir as perturbações onde elas são geradas pode ser a maneira mais eﬁciente de 
melhorar o desempenho do sistema. Deve-se considerar os efeitos de algumas 
caracteristicas do processo que podem transformar-se em perturbações e tentar 
diminui-los na hora do projeto; 
Existem basicamente três tipos de rejeição de perturbações, que podem ser 
classiﬁcadas em ordem decrescente pelo grau de rejeição, da seguinte forma: (i) 
Rejeição Total, (ii) Rejeição Parcial e (iii) Rejeição Assintótica. Analisou-se no 
entanto apenas o problema (iii) - PRAP - que tem um interesse mais prático, pois os 
problemas (i) e (ii) têm um caráter mais acadêmico; 
Para que o sistema em malha fechada rejeite perturbações do tipo degrau na saída, é 
suﬁciente que o controlador possua um integrador e que o sistema seja estável em MF;
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4.1 Introdução 
ç 
No capitulo anterior foram deﬁnidos os objetivos a serem alcançados com o sistema em 
malha fechada e estudados os principais problemas de controle e seus respectivos resultados, 
analisando-se a adequação destes ao nosso sistema. Ainda no capítulo anterior, propôs-se 
algumas técnicas de controle para solucionar tais problemas e alcançar os objetivos de controle 
estipulados. 
No presente capitulo estas técnicas serão aplicadas à planta piloto e serão mostrados os 
resultados obtidos com tais técnicas através de simulações. Este capítulo está organizado da 
seguinte forma. 
Na próxima seção será calculado o compensador de desacoplamento utilizando-se para 
tanto o algoritmo apresentado no capítulo anterior, referente ao desacoplamento total, e será feita 
uma análise do comportamento do sistema desacoplado. Na seção 4.3 será feito o projeto dos 
controladores locais utilizando-se a técnica do lugar das raízes, que é amplamente conhecida em 
ambientes industriais. A seção 4.4 será dedicada à comparação entre os controladores projetados, 
tanto para o seguimento de referências quanto para a rejeição de perturbações. Na seção 4.5 será 
proposto um projeto robusto para o controlador PID e na seção 4.6 serão feitos alguns testes 
ﬁnais para veriﬁcar o comportamento deste controlador frente a problemas semelhantes aos 
encontrados na realidade. Por ﬁm, na seção 4.7 serão apresentadas as principais conclusões 
obtidas neste capítulo.
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4.2 Problema do Desacoplamento 
Nesta seção a técnica do desacoplamento dinâmico total será aplicada à planta piloto de 
forma a resolver o problema do desacoplamento. “ 
4.2.1 Cálculo do Compensador de Desacoplamento 
Sendo a MFT do sistema térmico, representada abaixo por P(s): 
Qvmx A(s + âxs - pz) qzew C(s + %~)(s - pz) 
P(S) _ ai ki p 
zz § Azxz(-p4](s - p3]{s - ps) §A¢x¢(-p4]{s - p3][s - ps) _ 
2A1A2 JÃ(s- p1)(s-pz) 
Q Vemax T qaemax 
Aplicando o algoritmo apresentado na seção 3.3.1 do capitulo anterior obtém-se o 
seguinte compensador de desacoplamento: 
§ Azxcp zz (-p4)(s-p3)(s-ps) _ pa C (S*%XS'P2) 
C (S) _ ko 2A1A2./E 
QM” Q”°““* 
D 
m(S) a1l<1(A-C) A(S+B S_ 2 
« _ g A.xz(-p4)(s-pz)(s-ps) XX P ) 
qaemz qaefmx 
onde (A-c) = zalkz ./E [ä-Tal _
P 
Substituindo os valores obtidos para o ponto de equilíbrio escolhido na seção 
2.4.2.2 do capítulo anterior, bem como os demais valores3 (dimensões ﬁsicas, aberturas de 
válvulas, vazões máximas, etc.) obtém-se: 
2,8630 (S2 +1,4s3s×1o'2 S+4,51ó2.10'5) 455,995? (S2 + ó,ss43.1o'3 5+ 9,431o.1o'°) 
ko ' 
CD(s) = --ó7,o199 
V
_ 
m(S) 
-0,3305 (S2 +1,4s3s.1o'2 s+4,51ó2.1o'5) ó42,o95s (S2 + ó,9541.1o-3 s+9,7so1.1o'°) 
3 Todos os valores necessários para este cálculo se encontram no Apêndice B.
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É importante observar que, para o desacoplador obtido, as duas malhas do sistema 
(temperatura e nível) passam a ter a mesma função de transferência de malha aberta e que no 
ponto de operação escolhido as raízes do polinômio m(s) serão os pólos do sistema em malha 
aberta H(s). Isto pode ser veriﬁcado fazendo-se: 
H<S) =` P(s) c,,(s) = 12” m S 
Desta forma, para o ponto de operação tem-se duas malhas desacopladas cujos pólos são 
determinados pelo polinômio m(s) e o ganho em regime permanentelé dado pela relação ko/m(o). 
Sendo assim, consegue-se fazer a alocação dos pólos do sistema em MA através de uma 
escolha adequada para este polinômio. Esta escolha deve ser feita de fonna a facilitar o projeto 
dos controladores locais, ou seja, deve-se escolher m(s) tal que Z[m(s)] E Cb e CD(s) e IROZXZ. 
Antes de escolher o polinômio m(s) deve-se determinar, portanto, a região de alocação 
dos pólos de malha fechada, o que será feito a seguir. 
If.> Determinação da Região de Alocação dos Pólos de MF (C b). 
Conforme mostrado anteriormente, após a inclusão do compensador de desacoplamento 
as duas malhas do sistema (temperatura e nível) passam a ter a mesma função de transferência de 
malha aberta. Sendo assim, usaremos a malha de temperatura como referência`para o cálculo da 
região @ b. Esta escolha foi feita uma vez que a malha de temperatura possui menor tempo de 
resposta em MA, portanto se ﬁzermos 'com que este seja 2 ou 3 vezes menor em MF, estaremos 
garantindo que a malha de nível tenha seu tempo de resposta dentro das especiﬁcações. Desta 
forma temosí 
- trMA = 1200 S 
Utilizando uma faixa de tolerância de i 2% para estabilização da resposta temos: 
,CMA : tI'MA
4 
'CMA = 300 S 
Ou seja GMA = 3,33×l0_3
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Como o objetivo é obter uma dinâmica de MF em tomo de 2 à 3 vezes mais rápida que 
de MA, temos que: 
'trw = 400 à 600 s 
Logo a parte real dos pólos (s=o'+jco) de malha fechada deve ser: 
em é (-1o×1o'3 à -ó,ó7×1o'3) 
Utilizaremos, 
em 5 -ó,ó7×1o'3 
Considerando agora que a resposta não deve apresentar ultrapassagem superior a 5%, 
temos que o fator de amortecimento vale: 
O que implica em uma relação % S l (B S 45°).e
Desta forma podemos deﬁnir as seguintes regiões conforme mostrado na ﬁgura abaixo: 
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Com a determinação da região de alocação dos pólos do sistema em malha fechada 
podemos fazer a escolha do polinômio m(s). 
I1> Escolha do Polinômio m(s) 
Tendo em vista que as raízes de m(s) são os pólos do sistema em MA, e que a dinâmica 
do sistema é determinada pelo posicionamento de seus pólos em MF, a escolha de m(s) deve ser 
feita considerando-se que após o fechamento da malha estes pólos terão um posicionamento 
diferente. 
Poderíamos pensar em alocar estes pólos numa região bem à esquerda do eixo 
imaginário (parte real bastante negativa), a ﬁm de que com seu deslocamento provocado pelo 
fechamento da malha, estes ainda se encontrassem na região C b - região escolhida para alocação 
dos pólos de MF - (lembramos aqui que o controle cascata inclui um integrador e isto, em geral, 
leva a piorar a resposta transitória em MF). Entretanto, esta escolha implicaria em controladores 
pouco apropriados (ganhos elevados, etc.), resultando em respostas ruins (pouco robustas e com 
grandes ultrapassagens). 
Alocaremos então nossos pólos de malha aberta um pouco afastados da região de 
dominância. Utilizaremos: 
s, = -20x10? 
sz = -50×10'3 
O que resulta no seguinte polinômio: 
m(s) = (s + 0,02)(s + 0,05) = s2 + 0,07 s + 0,001 
Para a determinação de ko calculamos o valor de m(s) em regime permanente: 
m(0) = 0,001 
Então, 
ko = 0,001 
Desta forma obtém-se o seguinte CD(s): 
2,8630(s2 +1,4s3s×10'2 5+ 4,s1ó2×10'5) 455,9957(s2 +õ,ss43.10'3 s+ 9,431o,10'°) 
_ 0,001~(67,0199) CD(S) 2 
s + 0,07 s + 0,001 
-0,3305(s2 +1,4s3sl10'2 s+4,51ó2,.10`5) õ42,0958(s* +ó,9541×10'3 5+ 9,7s01,10'“)
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4.2.2 Análise do Comportamento do Sistema com o Desacoplador 
Nesta seção serão feitas algumas simulações para veriﬁcar o comportamento do sistema 
após a inserção do compensador de desacoplamento. Serão comparadas, então, as respostas do 
sistema em malha aberta com e sem o desacoplador. 
É importante lembrar que o compensador de desacoplamento, além de desacoplar as 
malhas, também serve para posicionar os pólos do sistema em malha aberta. Sendo assim, 
escolheu-se um polinômio m(s) de forma a tomar a resposta do sistema desacoplado mais rápida, 
e o sistema ideahnente desacoplado deveria ter um tempo de resposta de aproximadamente 200 
segundos. No entanto, tendo em vista que o desacoplador foi obtido a partir do modelo 
linearizado do sistema para um determinado ponto de operação, considera-se que este atue de 
fonna satisfatória em regiões próximas a este ponto, e que para grandes variações seu 
comportamento pode ser bastante comprometido. Para veriﬁcar esta característica serão feitas 
simulações tanto com pequenas variações no ponto de operação, quanto para variações maiores. 
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Figura 4.2: Resposta do Sistema em MA para Pequenas Mudanças nas Referências.
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Pode-se observar que para pequenas mudanças na referência de temperatura o sistema 
com desacoplador se comporta da forma esperada, ou seja, apresenta uma resposta perfeitamente 
desacoplada e muito mais rápida que o sistema sem o desacoplador. Para pequenas variações na 
referência de nivel o sistema com o desacoplador também apresenta uma resposta rápida, mas 
ocorre uma pequena variação no regime transitório da resposta de temperatura, que embora seja 
desprezível, indica que o desacoplamento é imperfeito. 
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Figura 4.3: Resposta do Sistema em MA para Grandes Mudanças nas Referências. 
Observa-se que para grandes mudanças na referência temperatura o sistema com 
desacoplador apresenta uma resposta desacoplada e mais rápida que o sistema sem o 
desacoplador. Para variações maiores na referência de nível, entretanto, a resposta apresenta uma 
dinâmica mais lenta que a desejada e o desacoplamento é perdido durante o transitório. 
Conclui-se então que para mudanças na referência de nível, principalmente para grandes 
mudanças, ocorre uma variação no regime transitório da temperatura da água no tanque 2, o que
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mostra que o sistema não está perfeitamente desacoplado. 
O desacoplamento imperfeito, para variações na referência de nível, resulta em um efeito 
diferente em cada uma das saídas, ou seja, provoca uma variação na resposta de temperatura e 
leva a uma resposta de nível com uma dinâmica mais lenta que a esperada. 
Consideraremos que esta variação na resposta de temperatura é resultado de urna 
perturbação nesta mesma malha e que as duas malhas do sistema estão desacopladas. É 
importante observar que este efeito cessa após mn intervalo de tempo (transitório). Assim, 
podemos interpretar que a perturbação não é gerada por modos instáveis, e então não precisamos 
nos preocupar com sua rejeição, confonne colocado na seção 3.3.3.1 do capítulo anterior. 
Esta consideração de que as duas malhas estão desacopladas é muito importante pois 
permite que seja projetado um controlador monovariável local para cada uma das malhas. A 
seguir faremos o projeto dos controladores locais na expectativa de que as variações na dinâmica 
da malha de nível não tenha consequências signiﬁcativas. 
4.3 Projeto dos Controladores Locais 
Nesta seção faremos o projeto dos controladores locais utilizando simples conceitos de 
alocação de pólos. Vale lembrar que utilizaremos duas estruturas de controle - Controle em 
Cascata e Controle em Cascata mais Retroação, sendo que com a primeira usaremos apenas o 
controlador do tipo PI, e com a segunda os do tipo PI e PID, confonne abordado anterionnente. 
Tendo em vista que as duas malhas desacopladas têm a mesma função de transferência 
em MA, faremos um único projeto para cada tipo de estrutura e o controlador obtido será testado 
em ambas as malhas do sistema. 
Utilizaremos então a seguinte função de transferência para a realização destes projetos: 
2 /az = 0,001 
m(s) (S + 0,05)(.‹ + 0,02) 
h(s) 
4.3.1 Estrutura de Controle em Cascata 
Iâ'> Projeto do Controlador PI em Cascata 
A estrutura de controle normalmente utilizada nas indústrias consiste num controlador PI 
em cascata com a planta, utilizando realimentação da saída. A ﬁgura abaixo mostra esta estrutura:
s <1( ) 
Yref(S) e(s) k ¡ y(s) 
.° 
Figura 4.4: Controlador PI em Cascata com a Planta.
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Analisando o lugar das raízes (LR) do sistema após a inclusão do pólo do integrador na 
origem, pode-se observar que um simples ganho da ação integral é suﬁciente para posicionar 
todos os pólos de MF dentro da região determinada por Cb Veja ﬁgura abaixo. 
Im 
I I › 
-0,04 -0,03 0, Re 
Figma 4.5: Lugar das Raízes do Sistema com o Integrador do PI.
À 
zäx 
Com auxílio de um software de análise do LR pode-se determinar o ganho mínimo 
necessário para que os pólos dominantes de MF pertençam à região C 1) É importante notar 
também que deve ser detenninado um valor máximo para Ki de forrna que, após se tomarem 
complexos, estes pólos não saiam de tal região. Assim: 
0,004 S Ki S 0,007 
Fazendo algumas simulações no VisSim deterrninou-se o ganho mais adequado: 
Ki- 0,0055 
O controlador resultante é portanto um integrador puro dado por: 
I _ 0,0055
S 
Desta forma os pólos de MF são: 
s, = (-s,44×10'3 + j5,õ9×10'3) 
sz = (-s,44×10'3 _ j5,ó9×10'3) 
S3 = -53,13×10'3 
Observe que todos os pólos pertencem à região (Cb e que os pólos dominantes são 
complexos conjugados.
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4.3.2 Estrutura de Controle em Cascata mais Retroação 
O projeto de controle com malhas de retroação e cascata se baseia nos seguintes pontos: 
0 A malha de retroação deve ser usada para melhorar as características 
dinâmicas da resposta do sistema. 
0 O controlador em cascata deve ser usado para melhorar o 
funcionamento em regime permanente e ao mesmo tempo 
complementar a compensação dinâmica gerada pela retroação. 
Além disso a utilização dos dois controladores permite atingir simultaneamente 
especiﬁcações transitórias diferentes para entradas de referência e perturbação dado que as 
transferências referência-saída e perturbação-saída dependem de forma diferente das 
transferências dos compensadores. Este problema é conhecido na literatura [ASTRÕM 84] como 
projeto com dois graus de liberdade. 
Uma forma simples de projetar estes controladores usando o método de LR consiste em 
realizá-lo em duas etapas: primeiro projeta-se o compensador em retroação (CR) para estabelecer 
uma alocação de pólos e zeros favorável à síntese do compensador em cascata (C¢); depois 
projeta-se CC pelo LR de forma normal. Desta forma consegue-se, em geral, melhores respostas 
transitórias e condições de regime permanente similares às obtidas usando apenas o controlador 
em cascata. Cabe destacar aqui que esta metodologia é muito simples e permite que o ajuste seja 
feito também por simulação ou ajuste manual na própria planta. 
No procedimento de cálculo de CR deve-se prever também a inﬂuência dos pólos de CR 
que tomam-se zeros da função de transferência de MF do sistema. 
Como regra geral o projeto de CR se realiza tentando afastar os pólos do sistema da 
origem e isto somente é conseguido quando os zeros de CR estão à direita de seus pólos, ou seja, 
a fase introduzida pelo controlador é sempre positiva. 
ED Projeto do Controlador PI em Cascata mais Retroação (P+I) 
Conforme colocado anteriormente, a malha de retroação deve ser usada para melhorar as 
características dinâmicas da resposta do sistema, e o controlador em cascata deve ser usado para 
melhorar o ﬁmcionamento em regime permanente. Desta forma o controlador PI será utilizado na 
forma apresentada na ﬁgura 4.6. 
<1(S) 
Figura 4.6: Controlador PI em Cascata mais Retroação (P+I).
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Seja a FT dada por 
/az 0,001 
h(S) = : 2 m(s) (S +o,07s+0,001) 
a) Determinação de Kp: 
Fechando a malha mais intema (malha de retroaçao) temos: 
0,001 
S2 + 0,075 + 0,001(1+ Kp) 
g(S) = 
O ganho Kp deve ser escolhido de forma a afastar ainda mais o pólo lento de m(s) da 
região de dominância, para que mesmo com a inclusão do pólo do integrador na origem possamos 
obter todos os pólos de MF dentro da região Cb. Limitaremos o ganho máximo de forrna que os 
pólos não se tomem complexos, o que diﬁcultaria o projeto do controlador em cascata. Assim, 
utilizando um software que possibilite a análise do LR podemos determinar que Kp < 0,22. 
Utilizaremos então um valor aproximadamente 10% menor como margem de segurança, 
Kp = 0,2 
Abaixo é mostrado o lugar das raízes do sistema. Observe que o pólo mais lento de m(s) 
obtendo: 
se desloca de -0,02 para -0,03 e o outro pólo de -0,05 vai para -0,04 
Im 
X' H 
-0,04 0,03 , -0,01 Re 55 o íll 
Figura 4.7: Lugar das Raízes para Variação do Ganho Kp.
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b) Determinação de Ki: 
Fechando a malha mais extema temos: 
0,001 Ki FTMF = (S) S3 +o,o7_‹2 +o,oo12s+o,oo11<z' 
O ganho Ki deve ser maior que o ganho minimo necessário para que o pólo do 
integrador entre na região C b, mas também deve ser menor que um certo valor caracterizado pela 
saída dos pólos desta região após se tomarem complexos, conforme pode ser visto na ﬁgura 
abaixo. 
Im 
,_ À 
-0,05 š ,o 4›,02 W Re 
Figura 4.8: Lugar das Raízes para Variação do Ganho Ki. 
Desta fonna o ganho Ki deve ser limitado dentro da seguinte faixa de valores, a qual 
pode ser determinada com auxílio de um software adequado. 
0,0052 < Ki < 0,01. 
Fazendo algumas simulações no VisSim determinou-se que 0 ganho mais adequado é: 
Ki = 0,0078 
Desta fonna obtém-se os seguintes pólos de MF: 
s,= (-1o,ó9×1o-3 + j6,79×1o'3) 
sz= (-1o,ó9X1o'3 - jõ,79×1o"3) 
s3= -4s,ó2x1o'3 
Observe que todos os pólos pertencem à região Cb e que os pólos dominantes são 
complexos conjugados.
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Ô Projeto do Controlador PID em Cascata mais Retroação (PD+I) 
No controlador PID em cascata mais retroação utiliza-se a ação derivativa para melhorar 
a dinâmica do sistema antes da aplicação da cascata. Desta forma este controlador tem a estrutura 
conforme mostrado na ﬁgura abaixo:
s 
Figura 4.9: Controlador PID em Cascata mais Retroação (PD+I). 
a) Determinação de Kp e Kd: 
O controlador PD colocado na malha de retroação tem a seguinte forma:
K PD=Kp+KdS=Kd(S-Z) onde Z=-F” 
zz 
Note que para que este controlador seja realizável é necessário que seja incluído mn pólo na 
sua FT. Antes de escolher este pólo é importante lembrar que os pólos do controlador da 
retroação transfonnam-se em zeros da FT do sistema em MF. Desta forma, este pólo deve ser 
alocado longe da região onde os demais pólos se encontram. Utilizaremos então um valor vinte 
vezes menor que o pólo mais rápido de m(s), ou seja, p = -1. Assim: 
Kd(s - z) 
(s+1) 
PD= 
O zero do controlador PD será colocado entre os dois pólos de m(s) com o objetivo de 
atrair o pólo mais lento (-0,02) para a esquerda. Utilizaremos então: 
1<d(s + 0 046) P”=<T›
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Com a inclusão do controlador da retroação a FT do sistema em MA é dada por: 
0,0011<, (S + 0,046) 
(S + 1)(s + 0,02)(s + 0,05) 
O ganho Kd deve ser escolhido de fonna a afastar um pouco mais o pólo lento de m(s) 
da região de dominância, para que mesmo com a inclusão do pólo do integrador, possamos obter 
todos os pólos de MF dentro de C 1; Na ﬁgura abaixo mostramos o LR para esta etapa do 
projeto. 
hn 
‹- *G I K gš I › -0,05 0,04 -0,03 ,0 41,01 Re 
Figura 4.10: Lugar das Raízes para Variação do Ganho Kd. 
Utilizando-se um software para análise do LR determinou-se o seguinte valor para Kd: 
Fechando a malha de retroação obtém-se a seguinte FT: 
0,001(S + 1) 
(S3 + 1,0732 + 0,12 is + 0,0033) 
Cujos pólos estão em: 
s.= -42,ssx10'3 
sz= -s1,37×10'3 
S3: -0,946 
Observe que com o fechamento da malha de retroação o zero introduzido pelo PD 
desaparece e o pólo colocado em -l se transforma num zero, exatamente como explicado 
anteriormente.
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O ganho Kp é obtido pela expressão Kp = Z Kd . Assim: 
b) Determinação de Ki: 
Fechando a malha mais extema tem-se a seguinte FTMF: 
0 0O1K~ (s + 1) FTMF z ° ' (S) S4 +1,o7s3 + o,121s2 + (o,oo33 + o,oo11<,. )@ + o,o011<,. 
Da mesma forma que no projeto do P+I o ganho Ki deve ser limitado em um valor 
minimo para que o pólo do integrador entre em Cb, e num valor máximo para que os pólos não 
saiam desta região após se tomarem complexos conjugados. 
Utilizando um software para análise do LR pode-se determinar a seguinte faixa de 
valores para Ki: 
0,017 S Ki S 0,044 
Fazendo algumas simulações determinou-se que o ganho mais adequado é: 
Ki = 0,035 
Desta forma obtém-se os seguintes pólos de MF: 
s1= (-17,o7›z1o~3 + j1o,92×1o'3) 
sz= (-17,o7×1o'3 _ j1o,92z1o'3) 
s3= -9o×1o'3 
s4= -0,946 
Observe que todos os pólos pertencem à Cb e que os pólos dominantes de MF são 
complexos conjugados. 
A seguir são feitas algumas simulações para veriﬁcar o comportamento do sistema com 
os controladores projetados.
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4.4 Comparação entre os Controladores 
Nesta seção serão feitos alguns testes nos controladores locais projetados anteriormente, 
tanto para o seguimento de referência quanto para rejeição de perturbações a ﬁm de que se possa 
compará-los. 
4.4.1 Seguimento de Referência 
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(b) Pequena Mudança na Referência de Nível. 
Figura 4.11: Respostas do Sistema em MF para Pequenas Mudanças nas Referências. 
Pode-se observar que para pequenas variações nas referências de temperatura e de nível 
as respostas obtidas com os controladores projetados estão de acordo com as suas especiﬁcações, 
ou seja, seguem referências com erro nulo para entradas em degrau e com a dinâmica de MÍF de 2 
à 3 vezes mais rápida que a de MA. Observa-se também que o controlador PD+I é sensivelmente 
melhor que os demais no seguimento de referência.
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ED Grandes Variações 
87.86 
mf) 
33 É 
Mw
u 
ë3 
Ter 
75 ,8b 
7136 
giga;-:mg-.ng-Q-13-vmb Bliﬂlﬂidnnlbúl MUIIIQ
_ 
. *II 53 
_ . . 
fg 
°°-8° 
5 š 1 
~ 
2 i s z 
' 
2 5 z 'SPI 
:
' 
9s.sú---------3;-zz¡›‹1§ ~~~~~~~~~ -- 
mz ------- -z 1 
I 
/` V 
L 2 ~ - ' ¡ «W-z-¡~~~¬~›ƒ¡-~--~¡-- v ¬ f ~ f « f ~ v Y ~ v z z - f - › f f ‹ ~ ~ - A ~ ~ - - f f f ~ - ~f z 1 . - :
5 
';'_" ›59¡3--- ----------------------------- -› 
................ _. I 
6735, ,. .. , _ , . . . . ....... -53453 
E 
` 
E E E 1
_ 
6213 
,im 
_ À 
Í 
_ , ` ç 
.ema ffff 
É 
*HW 
É 
' 
` 
É É 
.sua ~ z. z- 
z z z ií'.¡r/›^:zzzz -V :
: 
K 
,I/I, Í am ................... .. 
“7PD'Í
: 
- 
5 
Q,/;.× ' 
/
, 
Z 
š”.› 
I 3.6013 ~ fz f -f § fáfff- 
- - - - › - 
'r 
5 ,I/z' 5
í 
z 
' 
: 1 z ; : ; _,,¿¡3 ‹ . 
- ¬ V - - ¬ 
I 
63560 zoo 400 600 sm looo :zoo uoo mau zw o zm wo sou wo xooo um 1.-:ou usou um: 
Temp» (z) 'llﬂlvv (I) 
(a) Grande Mudança na Referência de Temperatura. 
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(b) Grande Mudança na Referência de Nível. 
Figura 4.12: Respostas do Sistema em MF para Grandes Mudanças nas Referências. 
Observa-se através das ﬁguras 4.12 (a) e (b) que as respostas obtidas com os três 
controladores para grandes variações na referência de temperatura estão de acordo com as suas 
especiﬁcações, mas que para a malha de nível estas respostas não são boas pois apresentam 
ultrapassagens maiores que as desejadas e o desacoplamento é piorado. 
4.4.2 Rejeição de Perturbações 
Nesta seção será analisada a questão de rejeição de perturbações tanto para a malha de 
nível quanto para a malha de temperatura. Em cada simulação será mostrado primeiro o 
comportamento do sistema em malha aberta frente à perturbação e depois as respostas alcançadas 
com a utilização dos controladores, propiciando assim que seja feita uma comparação entre os 
resultados obtidos.
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Conforme visto no Capítulo 3, para que o sistema rejeite assintóticamente as perturbações é 
suﬁciente que o controlador possua os modos instáveis destas perturbações. Sendo assim, tendo em 
v1sta que os controladores possuem um integrador em cascata com a planta, as perturbações em forma 
de degrau devem ser rejeitadas assintóticamente. 
CD Perturbação em Qvemx 
Nesta simulação produziu-se uma variação negativa de 20% no valor nominal da vazão 
máxima do vapor de entrada Qvemax. As variações na vazão de vapor são bastante comuns nos 
sistemas térmicos que utilizam o vapor como fonte de calor, e acontecem devido a variações na 
pressão do vapor injetado. 
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(a): Resposta do Sistema em Malha Aberta. 
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(b): Resposta do Sistema com os Controladores PI, P+I e PD+I. 
Figura 4.13: Resposta do Sistema para Perturbação em Qvem.
Capít-uh 4: Ãpficação øías 'Técnicas Estwíarías à £.P[anta Tifoto e Simulações 68 _ 
Observa-se na ﬁgura 4.13 (a) que em malha aberta ocorreu uma variação bastante grande 
na temperatura (AT=-8,7°C), e que o nível sofreu uma alteração menor (AZ=-0,02m). Quando 
utilizamos os controladores projetados observa-se que o sistema rejeita assintóticamente a 
perturbação nas duas malhas, o que pode ser visto na ﬁgura 4.13 (b). 
Comparando as respostas obtidas com cada controlador, pode-se destacar a 
superioridade do controlador PID sobre os demais, principalmente na malha de temperatura onde 
o pico foi de apenas l°C e o tempo de estabilização foi semelhante ao de malha aberta. Observa- 
se ainda que o sistema com o controlador PI em cascata é o que teve o pior comportamento. 
ED Perturbação em qaem, 
Esta simulação foi feita considerando-se uma variação negativa de 20% no valor nominal 
da vazão máxima da água de entrada qaemax. Esta perturbação é frequente nos processos de ﬁuxo, 
e ocorre devido às variações na pressão na rede de fomecimento de água. 
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(a): Resposta do Sistema em Malha Aberta. 
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(b): Resposta do Sistema com os Controladores PI, P+I e PD+I. 
Figura 4.14: Resposta do Sistema para Perturbação em qaemax.
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Observa-se na ﬁgura 4.14 (a) que em malha aberta ocorreu uma variação muito grande 
tanto no nível (A£=-0,20m) quanto na temperatura (AT=8,7°C). Quando utilizamos os 
controladores projetados observa-se que o sistema rejeita assintóticamente a perturbação nas duas 
malhas, o que pode ser visto na ﬁgura 4.14 (b). 
Comparando as respostas obtidas com cada controlador, pode-se novamente destacar a 
superioridade do controlador PID sobre os demais, e que o sistema com o controlador PI em 
cascata é o que teve o pior comportamento. 
I1> Perturbação em az 
Esta simulação foi feita aplicando-se um degrau negativo com amplitude aproximadamente 
igual à 17% do valor nominal da abertura da válvula az (Aaz=-0,025). 
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(a): Resposta do Sistema em Malha Aberta. 
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(b): Resposta do Sistema com os Controladores PI, P+I e PD+I. 
Figura 4.15: Resposta do Sistema para Perturbação em az.
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Observa-se que em malha aberta ocorreu uma variação muito grande no nivel. Esta 
variação foi de aproximadamente 33% (M=0,20m) com relação ao seu valor de equilíbrio, o que 
mostra a grande sensibilidade do nível para perturbações na válvula az. 
Quando utilizamos os controladores projetados observa-se que o sistema rejeita 
assintóticamente a perturbação de forma bastante eﬁciente, e comparando as respostas obtidas 
com cada controlador, pode-se dizer que os controladores P+I e PD+I foram bem melhores que o 
controlador PI.
. 
É importante lembrar que a área de transmissão de calor entre a água nos tanques e o 
meio ambiente foi considerada constante, desta forma a variação do nível provocada pela 
perturbação em az nao interfere na temperatura da água no tanque 2. 
Com base nas comparações feitas anteriormente podemos concluir que o controlador 
PID utilizado com a estrutura de cascata mais retroação (PD+I) é o controlador mais adequado 
para o controle de nosso sistema térmico, principalmente pela sua superioridade na rejeição de 
perturbações. 
Podemos concluir também que o projeto deste controlador não levou a um ajuste 
robusto de seus parâmetros para a malha de nível, pois muito embora as respostas obtidas no 
seguimento de referência tenham sido muito boas para pequenas variações na referência de nível, 
foram ruins para variações maiores nesta mesma referência. 
É importante lembrar que, conforme observado na análise do comportamento do sistema 
com o desacoplador (seção 4.2.2), para grandes variações na referência de nível o 
desacoplamento do sistema é imperfeito, o que leva a uma resposta de nível com uma dinâmica 
mais lenta que a esperada. Consideraremos então este efeito como sendo resultado de variações 
paramétricas na função de transferência da malha de nível. 
Desta fonna, o projeto do controlador PD+I para a malha de nível será refeito 
considerando-se estas variações paramétricas de fonna a obter tun controlador robusto frente às 
variações no ponto de funcionamento do sistema. 
Segundo [NORMEY RICO 96]4, a robustez do ajuste de controladores PID que posiciona 
pólos complexos em MF é maior que aquela que posiciona pólos reais, considerando-se tempos 
de respostas equivalentes, quando se deseja um sistema em MF mais rápido que em MA. 
Este novo projeto será feito considerando estes resultados, e buscará obter pólos 
dominantes de MF que pertençam à região C b e que sejam complexos conjugados, pois desta 
fonna além de garantir as especiﬁcações de regime transitório, teremos um ajuste mais robusto do 
controlador. Não nos preocuparemos, no entanto, em comprovar este aumento da robustez 
através do posicionamento dos pólos. 
4 No Apêndice D foi colocado o resultado principal deste trabalho de fonna bastante simplista.
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4.5 Projeto Robusto do Controlador PID 
Consideraremos a seguinte função de transferência desacoplada resultante de uma 
variação paramétrica. 
0 0004 O 0004 MS) Z 
(S + 0,04)(s + 0,01) 
= 
(S + 0,055 + 0,0004) 
Na ﬁgura abaixo é mostrada uma região de variação dos pólos da malha de nível. 
Im 
-0,05 -0,04 -0,03 -0,02 -0,01 Re 
Figura 4.16: Região de Variação dos Pólos. 
a) Determinação de Kp e Kd: 
Pode-se mostrar que o projeto do PID feito anteriormente resulta em pólos dominantes 
que não pertencem à região Cb quando consideramos a variação paramétrica. 
Pode-se mostrar também que com o fechamento da malha de retroação os pólos se 
tomavam complexos, o que deve ser evitado para facilitar o projeto do controlador da cascata. 
Sendo assim, colocaremos o zero do PD um pouco à direita da região de variação do pólo lento 
da nova FT a ﬁm de evitar que isto aconteça. Veja ﬁgura colocada abaixo. 
Im 
-0,05 - ,04 -0,03 -0,02 -0,01 Re 
Figura 4.17: Posicionamento do Zero do Controlador PD.
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Utilizaremos então o seguinte controlador CR(s): 
PD _ Kd (s + 0,039) _ 
(s+l) 
Com a inclusão do controlador da retroação a FT do sistema em MA é dada por: 
0,00041<,, (S + 0,03 9) 
(S + 1)(s + 0,01)(s + 0,04) 
O ganho Kd deve ser escolhido de forma a afastar um pouco mais o pólo lento de m(s) 
da região de dominância para que mesmo após a inclusão do pólo do integrador possamos obter 
todos os pólos de MF dentro de Cb 
Utilizaremos o seguinte ganho: 
Obtendo os seguintes pólos: 
s,= -25x10* 
sz= -41×10'3 
S3: -0,98 
Cuja função de transferência é dada por: 
0,0004(s _+ 1) 
gl (S) = 3 2 s + 1,05s + 0,0664s + 0,001024 
O ganho Kp é obtido pela expressão Kp = Z Kd . Assim: 
Kp = 1,56
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b) Determinação de Ki: 
Fechando a malha mais extema tem-se a seguinte FTMF: 
0,00041<,.(S+ 1) FTMF = Ê (S) S4 + 1,058 + 0,0óó4.‹2 + (0,001024 + 0,00041<,. ).; + 0,00041<,. 
Da mesma fonna que no projeto do PID feito anteriormente, o ganho Ki deve ser 
limitado em um valor mínimo para que o pólo do integrador entre na região C b, e em um valor 
máximo para que os pólos não saiam desta região após se tomarem complexos conjugados. 
Utilizando um software para análise do lugar das raízes determinou-se esta faixa: 
0,0105 S Ki S 0,0195 
Fazendo algumas simulações obtém-se o ganho mais adequado: 
Ki = 0,017 
Resultando nos seguintes pólos de MF: 
s1= (-9,4×10'3 + j7,53×10'3) 
sz= (-9,4×10'3 - _¡7,53×10'3) 
s3= -47,ó5×10'3 
s,= -0,98 
E para o modelo nominal: 
s1= -12,74x10'3 
sz= -1ó,ó4X10'3 
s3= -s3,s4×10'3 
S4= -0,957 
A seguir será feita a comparação entre o controlador PID obtido com o projeto robusto 
e aquele projetado anteriormente sem considerar as variações paramétricas.
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Figura 4.18: Respostas do Sistema com os Controladores PID projetados para a Malha de Nível. 
Observa-se através das ﬁguras 4.18 (a) e (b) que a resposta obtida com o novo 
controlador PID para pequenas variações na referência de nível se torna um pouco mais lenta, 
mas que para variações maiores este apresenta uma resposta melhor, com ultrapassagem dentro 
das especiﬁcações e com desacoplamento mais eﬁciente. 
Pode-se dizer então que o controlador obtido com o novo projeto, considerando-se as 
variações paramétricas na FT da malha de nível, é mais robusto que o obtido a partir do modelo 
nominal.
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4.6 Testes Finais com o Controlador Proposto 
Tendo em vista que o controlador PID apresentou os melhores resultados de uma forma 
geral, nesta seção serão feitos alglms testes simulando problemas mais próximos aos encontrados 
na realidade. Nestes testes as mudanças nas referências serão seguidas de perturbações, e será 
considerado que os sinais de saida são medidos em presença de ruído elétrico. 
TESTE 1 
A simulação apresentada na ﬁgura abaixo foi feita aplicando-se um degrau de 10°C na 
referência de temperatura no instante t= 5005. No instante t= 20005 foi simulada uma diminuição 
de 20% na vazão máxima de entrada de vapor (AQvem), e para t= 4000s aplicou-se outro degrau 
de 10°C na referência de temperatura. 
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Figura 4.19: Resposta do Sistema para o Teste 1. 
Pode-se observar através da ﬁgura 4.19 que o sistema segue as referências com erro nulo 
para entradas em degrau e rejeita assintóticamente as perturbações do mesmo tipo mesmo quando 
trabalhamos bastante fora do ponto de operação. Observa-se ainda ,mais uma vez, que o nível da 
água no tanque 2 não sofre alterações quando mudamos a temperatura da mesma.
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TESTE 2 
A simulação apresentada na ﬁgura abaixo foi feita aplicando-se um degrau de O,lm na 
referência de nível no instante t= 500s. No instante t= 2000s foi simulada uma variação negativa 
de 17% na abertura da válvula de saída do tanque 2 (Aaz=-0,025) e em t= 4000s aplicou-se outro 
degrau de 0,
E zngzu-n 
lm na referência de nível. 
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Figura 4.20: Resposta do Sistema para o Teste 2. 
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Figura 4.21: Ações de Controle do Sistema para o Teste 2. 
Pode-se observar novamente, através da ﬁgura 4.20, que o sistema segue as referências 
com erro nulo para entradas em degrau e rejeita assintóticamente as perturbações do mesmo tipo 
mesmo quando trabalhamos bastante fora do ponto de operação, e que a mudança no nível da 
água no tanque 2 praticamente não altera a temperatura da mesma. 
Observe que na mudança de referência feita com o objetivo de aumentar o nível de água 
no tanque 2 ocorre um aumento na abertura na válvula de entrada de água (ﬁgura 4.21) de forma 
a pennitir uma maior vazão de água ﬁ°ia. Observe ainda que no mesmo instante ocorre um esforço 
de controle sobre a válvula de entrada de vapor a ﬁm de manter constante a temperatura da água 
neste tanque, compensando o aumento da vazão de água fria e mantendo 0 sistema desacoplado.
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Quando a abertura da válvula az sofre uma perturbação e o nível E tende a aumentar 
ocorre um esforço de controle fechando a válvula aae, diminuindo a quantidade de água fria que 
entrano sistema, a ﬁm de que tal perturbação seja rejeitada. Observe que no mesmo instante 
ocorre um esforço de controle fechando a válvula ave de forma a manter constante a temperatura 
da água no tanque. 2 mesmo com uma menor vazão de entrada de água ﬁia no sistema, mantendo 
o sistema desacoplado. 
Com os testes realizados anteriormente pode-se observar que a utilização do controlador 
PID na estrutura de cascata mais retroação leva a respostas muito boas para problemas 
semelhantes aos que ocorrem na realidade, considerando-se inclusive o ruído elétrico presente nas 
medições das grandezas.
~ 4.7 Conclusao - 
Neste capítulo as técnicas estudadas anteriormente foram aplicadas à planta piloto a ﬁm 
de solucionar os problemas de controle e alcançar os objetivos estipulados no capítulo 2. Foi 
obtido então o controlador de desacoplamento, baseado na técnica de desacoplamento total, a ser 
utilizado com o objetivo de desacoplar as malhas de nível e temperatura. 
Testes em MA mostraram que para pequenas variações nas referências o sistema com o 
desacoplador apresentou um desacoplamento perfeito, justificando assim o esforço feito para o 
modelamento matemático do processo. Pequenas interferências na malha de temperatura foram 
observadas quando nos afastamos do ponto de operação na malha de nível, indicando um 
desacoplamento imperfeito entre estas. Considerou-se estas interferências como perturbações 
aditivas na malha de temperatura, permitindo então que cada uma das malhas possa ser controlada 
de forma independente, uma vez que estas cessam após um intervalo de tempo. 
Projetou-se então os controladores locais monovariáveis apresentados no capítulo 
anterior e foram feitos diversas simulações para veriﬁcar o comportamento destes, concluindo-se 
que o controlador PID utilizado na estrutura de cascata mais retroação é controlador mais 
adequado para o controle de nosso sistema térmico, principalmente devido aos melhores 
resultados obtidos com este na rejeição de perturbações. 
O ajuste dos controladores não se mostrou robusto para grandes variações na referência 
de nível, projetou-se então um novo controlador para esta malha considerando-se que sua função 
de transferência sofre variações paramétricas resultantes do desacoplamento imperfeito do 
sistema. 
Simulações foram feitas em condições muito próximas as reais, considerando-se 
saturações das válvulas e outros problemas encontrados no controle de tal processo a nível 
industrial. Resultados mostraram a validade das considerações feitas e os beneﬁcios decorrentes 
da utilização do controlador PID na estrutura de cascata mais retroação.
cnâiruno 5 
como sons E Pﬁâaésencrlvrls LÊ* Lã 
O presente trabalho trata do controle de um sistema térmico multivariável que reúne 
importantes caracteristicas presentes em grande variedade de processos químicos, tais como 
acoplamentos e não linearidades. 
O sistema considerado é o mesmo utilizado por Coutinho [COUTINHO 93] quem coloca 
como perspectiva para futuros trabalhos a melhoria dos resultados obtidos. Assim, a presente 
dissertação apresenta-se como a continuidade desse trabalho na perspectiva de aprimorar o 
controle simultâneo de nível e temperatura do sistema térmico. 
_ 
Diferentemente da abordagem seguida por Coutinho, cuja modelagem do sistema foi 
resultado do uso de técnicas de identificação implementadas sobre o processo real, optamos pela 
obtenção de um modelo de conhecimento da instalação. 
De posse do modelo, utilizando a técnica de desacoplamento total, projetou-se um pré- 
compensador para o desacoplamento dinâmico dos mapas entrada-saída num ponto especiﬁco de 
ﬁmcionamento da instalação. Estudos em simulação permitiram veriﬁcar o comportamento do 
sistema desacoplado (desacoplador em série com o processo), tanto nas vizinhanças do ponto de 
funcionamento escolhido quanto em regiões mais afastadas, onde sofria degradação, 
principalmente em nível das respostas dinâmicas esperadas e, em menor grau, do aparecimento de 
componentes não nulas nos tennos externos à diagonal principal.
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Projetaram-se e foram testadas estratégias de controle por realimentação, com 
controladores em cascata e em cascata-retroação, para o processo desacoplado nas vizinhanças 
do ponto de funcionamento escolhido e afastados deste. Veriﬁcou-se então: 
O os beneﬁcios decorrentes da utilização do controlador PID, com a ação integral, 
em cascata com o processo desacoplado, e as ações proporcional e derivativa na 
realimentação; ' 
O a possibilidade de se considerar os efeitos decorrentes do desacoplamento 
imperfeito como sendo (i) o resultado de perturbações aditivas agindo sobre os 
termos da diagonal secundária; e (ii) o resultado de variações paramétricas agindo 
sobre os tennos da diagonal principal do conjunto desacoplador/processo. 
Estes resultados permitiram, então, recalcular os parâmetros das estruturas de controle 
testadas de forma a torná-las robustas a essas variações. Resultados de simulação, em toda a faixa 
de funcionamento da instalação e não apenas no ponto de funcionamento, pennitem ilustrar 0 
adequado desempenho da estrutura proposta. 
Lamentavelmente, por motivos completamente alheios à nossa vontade, os resultados 
obtidos em simulação não puderam ser implementados sobre o processo real como era a nossa 
intenção. Assim, como primeira sugestão para futuros trabalhos, entendemos que seria de grande 
interesse que se procedesse ao desenvolvimento das seguintes pesquisas:
A 
ED adequação do modelo de conhecimento desenvolvido neste trabalho ao processo 
real disponível no Laboratório de Controle de Processos do Departamento de 
Engenharia Quimica; 
'f.> implementação e teste de um desacoplador discreto determinado conforme 
apresentado neste trabalho (linearização do modelo num ponto de funcionamento, 
deﬁnição de um período de amostragem adequado ao problema, discretização do 
modelo e cálculo do desacoplador); 
'i> projeto e implementação e testes das estruturas de controle propostas; 
ED Investigação sobre o aumento da robustez do ajuste dos controladores pelo uso 
de pólos dominantes complexos conjugados.
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Nesta seção fazemos um breve resumo sobre a teoria polinomial, contendo os principais 
conceitos e notações que se são utilizados neste trabalho. Para uma revisão geral desta teoria 
referir-se à [Rico 891, [CALLIER 82] ou [VIDYASAGAR 85]. 
'=í> Matrizes Polinomiais 
Assim como no caso monovariável, onde a Função de Transferência da planta é dada 
por: . 
EL»
~ 
P(s) - 
d(s) 
onde n(s) e d(s) são polinômios, é possível escrever que: 
P(s) = N (s) 0 D(s)`1 
onde N(s) e D(s) são matrizes polinomiais, isto é, seus elementos são polinômios, 
Um sistema linear multivariável e invariante no tempo pode então ser representado no 
plano s por uma equação matricial do tipo: 
Y(s) = P(s) 0 U(s) 
Onde Y(s) é a saída, U(s) é a entrada e P(s) a Matriz Função de Transferência da planta. 
Sendo que dim[Y(s)] =ino, dim[U(s)] = ni e dim[P(s)] = no x ni .
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'i> Múltiplos e Divisores de uma Matriz 
Sejam A, Al, A2, B, Bl, B2, R e L matrizes polinomiais tais que: 
tb A = B C 
Êí› A = Al R = L A2 
fe B = B1 R = L B2 
Então diz-se que: 
G) C é divisor pela direita de A (d.d)ie A é múltiplo pela esquerda de C (m.e); 
® B é divisor pela esquerda de A (d.e) e A é múltiplo pela direita de B (m.d); 
GD R é divisor comum pela direita de A e B (d.c.d); V 
@ L é divisor comum pela esquerda de A e B (d.c.e). 
É claro que podem existir vários divisores comuns pela direita ou esquerda de A e B. 
Mas entre todos eles existe um elemento maior. Se R é múltiplo pela esquerda de todos divisores 
comuns pela direita de A e B, então ele é o maior divisor comum pela direita (m.d.c.d). Da 
mesma fonna, se L é múltiplo pela direita de todos os divisores comuns pela esquerda de A e B, 
então ele é o maior divisor comum pela esquerda (m.d.c.e). 
'=í> Matrizes Coprimas pela Direita e Esquerda 
Quando representamos um sistema monovariável por função de ' transferência 
p(s) = n(s) / d(s), interessa saber, por exemplo, se existem ou não raízes comuns entre os 
polinômios n(s) e d(s). Quando não existem diz-se que n e d são coprimos (ou primos entre sí). 
Quando não são coprimos é possível extrair de ambos, o maior divisor comum etomar a fração 
irredutível. No caso multivariável ao invés de polinômios temos matrizes polinomiais, mas 
podemos fazer uma analogia: 
A
` 
Duas matrizes polinomiais A e B, com igual número de colunas (linhas), são 'ditas 
coprímas pela direita c.d (pela esquerda,.e.e) SE E SOMENTE SE possuem um m.d.c.d 
(m.d.c.e) unimodular. 
É importante lembrar, neste momento, que uma matriz M é dita unimodular (ou 
inversível) se possuir um detenninante constante e diferente de zero (det M = cte ¢ 0). 
Nota-se que quando dois polinômios são coprimos, o único fator comum é o polinômio 
de grau zero, ou seja, uma constante. No caso de matrizes coprímas o fator comum é uma matriz 
com determinante constante e diferente de zero. É importante observar ainda que a necessidade 
da deﬁnição pela direita e esquerda está associada aos mapas não quadrados, e como neste nossa 
planta possui um mapa quadrado, trabalhamos apenas com a definição pela direita.
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Q Identidade de Bezout 
Sejam Nd e [R[s]“°*“í e Dd E lR[s]“¡*“Í , Dd não singular. Então o par (Nd,Dd) é coprimo 
pela direita SE E SOMENTE SE existem Ud e Vd polinomiais tais que Ud.Nd+Vd.Dd = Ini , ou 
na forma matricial: ~ 
ni 
[Ud Vd].wﬂ"'f = [Im] 
, _ 
_ Nd Note que [Ud Vd] e inversa pela esquerda de Lhü. 
Existe um resultado análogo para matrizes coprimas pela esquerda. A identidade 
generalizada de Bezout relaciona estes resultados: 
ni no ni no 
Vd Ud Dd -Ue nz Im 0 O : -Ne De Nd Ve no O Ino 
V 'i> Teste do Posto 
Sejam Nd 6 lR[s]“°*"¡ Dd e R[s]“i*“¡ , Dd não singular. Então o par (Nd,Dd) é coprimo 
pela direita SE E SOMENTE SE:
. 
ni ' 
Í 
Dd(s) ,z,~_ _ V C POSO no-nl SE _ 
Q Descrição da MFT usando Frações Polinomiais 
Seja P(s) G lR[s]“°*“¡ uma MFT. Diz-se que (Nd,Dd) E (lR[s]“°*“i x [R[s]“¡*"¡) é uma 
fração coprima pela direita de P(s) SE E SOMENTE SE: 
® det (Dd) ¢ 0; _
A 
® P(s) = Nó Dó '1; 
® (Nd,Dd) é coprima pela direita. 
==í> Pólos e Zeros 
Seja P(s) G lR[s]“°*“¡ e posto [P(s)] = r = min (n0,n¡). E seja o par (Nd,Dd) uma fração 
coprima pela direita de P(s). Assim tem-se: » 
(D p e P[P(s)] <:> det[Dd(p)] = 0; 
® z E Z[P(s)] <:> det[Nd(z)] = 0. 
Onde p são os pólos e z são os zeros do sistema.
,I
APÊNDIGE B ~ 
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\ amos Pašﬁicos Do sisrﬁiusr ráaiuic 
Neste Apêndice se encontram os dados práticos do sistema térmico utilizado no presente 
trabalho, tais como dimensões ﬁsicas, os valores das vazões máximas d 
vapor saturado, e todos os dados necessários para as simulações. 
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A1 
A2 
Sc 
SCS 
AC 
Xc 
Pa
. 
HSL 
qae 
QVC 
ql 
(12 
ave 
aae 
al 
az 
É 1
E 
To 
Ta 
TC 
T1
T 
AOI 
Aoc 
Aoz 
U0 l 
Uoc 
Uoz 
área da seção transversal do tanque 1 
área da seção transversal do tanque 2 
seção reta do cano de conexão 
seção reta do cano de saída do tanque 2 
área da seção reta do cano de conexão 
comprimento do cano de conexão 
densidade da água 
capacidade caloríﬁca a pressão constante da água 
entalpia específica do vapor 
vazao volumétrica da água de entrada 
vazão mássica do vapor de entrada 
vazão de saída da mistura água-vapor no tanque l 
vazão de saída da água no tanque 2 
abertura da válvula de entrada de vapor (VVE) 
abertura da válvula de entrada de água(VAE)
V 
abertura da válvula V1 
abertura da válvula V2 
nível de água no tanque 1 
nível de água no tanque 2 
temperatura ambiente 
temperatura da água de entrada no tanque 1 
temperatura (da água) no cano de conexão dos tanques l e 2 
temperatura (da mistura água-vapor) no tanque l 
temperatura da água no tanque 2 
área de contato do tanque 1 com o meio ambiente 
área de contato do cano de conexão com o meio ambiente 
área de contato do tanque 2 com o meio ambiente 
coeﬁciente global de transmissão de calor entre o tanque 1 e o meio ambiente 
coeﬁciente global de transmissão de calor entre o cano de conexão e o meio ambiente 
coeﬁciente global de transmissão de calor entre o tanque 2 e o meio ambiente
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A, = fmz = 0.125664 mz 
A2 = mf = 0017671 mz 
Ac = mcz = 000020612 mz 
A0, = zmz + zmz = 1005310 mz 
Aoc = zmecxc = 0066602 mz 
Am = zme + zmz = 0600830 mz 
Ta=20°c(293.1s1<) - 
T0 = 25 °c (29s.15 K) 
pa = 990 kg / mz 
Cpa = 1 kcal / kg °C 
HSL = 656 kcal/ kg 
Qvemax = 80 kg / h 
qaemax = 0.7 mz/h . 
kl = 1<2 = 0000913 
U0] : UQQ : U02 = 
Características Físicas do Sistema Térmico 
Tangue 1 ` 
material : aço 
diâmetro = 0.4 m 
altura = 0.6 m
_ 
área da seção transversal = 0.125664 m2 
área de contato com o meio ambiente = 1.005310 m2 
Cano de Conexão 
material : ferro zincado 
diâmetro interno = 16.2 mm 
diâmetro externo = 21.2 mm 
comprimento = 1.0 m 
área da seção transversal = 0:000206l2 mz 
área de contato com o meio ambiente = 0.066602 m2 
Tangue 2 
material : aço 
diâmetro = 0.15 m 
altura = 1.2 m 
área da seção transversal = 0.01767l mz 
área de contato com o meio ambiente = 0.600830 m2
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Para facilitar a compreensão, dividimos o sistema térmico em três partes, conforme feito 
no modelamento matemático, e montamos um diagrama de blocos para cada parte. As três partes 
são: tanque l, cano de conexão e tanque 2. Na ﬁgura C.1 tem-se uma representação geral deste 
sistema. 
_ 
i
A 
Ta 31 TO 32 
aae Tanque 1 Cam) 
Í 
Tanque 2 É I T 
Figura C. 1: Diagrama em Blocos do Sistema Térmico.
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A representação do Tanque 1 é dada no esquema a seguir: 
(15 
dt 
T0 Uo1Ao1 
la'
~ 
|›i~+«H« 
aae 
ae 
T + 9 L .L q max AI S 
ave Q mx L
_ 
dz, 
. V _
Qve qae ql dt 
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Figura C.2: Diagrama em Blocos do Tanque 1.
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O diagrama em blocos do cano de conexão é representado abaixo: 
qi 
T1 9 *+ 
To
6 
UocAoc 
`+
+ 
1 TC 
AcXc É 
Figura C.3: Diagrama em Blocos do Cano de Conexão. 
Por fim, a representação do Tanque 2 é a seguinte: 
To 
Uo2Aoz 
_
+ < 4 
p aCpaA2 
T ' T
` 
Q › - -‹›--› + A2 s 
32 
Figura C.4: Diagrama em Blocos do Tanque 2.
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Conforme é bem sabido da literatura clássica, o tempo de resposta em MF está associado 
ao módulo dos pólos dominantes e o pico máximo à relação entre as partes real 'e imaginária dos 
mesmos. Desta forma, pode-se deﬁnir uma região (conforme feito na seção 4.2.1) onde devem ser 
posicionados os pólos dominantes de MF para que o sistema cumpra as especificações. 
A planta utilizada neste trabalho pode ser considerada como mn processo com incertezas 
produzidas pelos erros de modelamento, principalmente quando trabalhamos fora de seu ponto de 
operação. Sendo assim, estipulou-se como um dos objetivos de controle a robustez das respostas 
(manutenção da performance e do desacoplamento dentro de certos limites). 
Surge então, neste momento, uma questão muito importante: 
“É possível encontrar diferentes ajustes para um controlador PID 
que levem a respostas transitórias em MF equivalentes, mas 
que apresentem diferentes características de robustez? ” 
' 
Buscando resposta para este questionamento [NORMEY RICO 96]' propôs algumas regras 
para o ajuste robusto de controladores PID. Estasregras levam a equações que relacionam os 
parâmetros do controlador com a incerteza máxima da Planta (DPma×), considerando-se um 
processo com incerteza aditiva (P=Pn+DP). 
Utilizaremos neste trabalho apenas o resultado principal obtido neste estudo, o qual é 
colocado a seguir de forma bastante simplificada. . 
“A robustez do ajuste que posiciona os pólos complexos é sempre maior que aquela 
que posiciona os pólos reais, considerando-se tempos de resposta equivalentes (valores 
de 6 iguais), sempre que se deseje um sistema em MF mais rápido que em MA. ” 
1 Este estudo é parte do trabalho de doutorado de J .E.Nonney Rico e consta como uma nota interna do GARVETSII 
Sevilla. 
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