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A Method of Expressing the Magnitude of
Merit of Being Able to Access a Side
Information During Encoding
Kiminori Iriyama
Abstract
In general, if there is one device A with the same performance as many devices B, it would be
better to replace many devices with one device. In order to determine the number of devices that can
be reduced, it is important to determine the number of other devices B having the same performance
as one device A. In this paper, based on the concept of “representing the performance of one coding
system A n by the number of other coding systems B n”, we consider the merits of an encoder that
can access the side information in the fixed-length source coding in general sources. The purpose of
this paper is to characterize the merit of being able to access the side information during encoding with
the number k n of coding systems that can not access the side information during encoding. For this
purpose, we derive general formulas for the upper limit of error probability and reliability functions
without assuming a specific information theoretical structure. These general formulas are applicable to
various fields other than source coding problems, because they have been proved without assuming any
particular information theoretical structure. We prove some theorems under the condition that the coding
system is subadditive.
Index Terms
fixed-length source coding, general source, reliability function, side information, subadditive.
I. INTRODUCTION
We are interested in the fixed-length source coding with side information. In this paper, a code that
can access side information in both encoding and decoding is called an An-code, and a code that can
access the side information only during decoding is called a Bn-code. The performance of the encoder
This paper was presented at the Symposium on Information Theory and its Applications (SITA), Fukushima, Japan, December
2018.
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is evaluated by the coding rate and the error probability. Among the encoders having the same coding
rate, it can be said that the performance is better as the encoder having a smaller error probability. If
the optimal An-code has a performance corresponding to kn + 1 Bn-codes, the magnitude of the merit
of accessing side information during encoding may be considered to correspond to kn Bn-codes. This
reason is described below. First, let us assume a situation where the side information can not be accessed
during encoding. Next, suppose we select the following (a) or (b) to improve the encoder performance:
(a) Allows access to the side information during encoding.
(b) Add kn Bn-codes.
Option (a) corresponds to choosing an An-code. Option (b) corresponds to selecting kn + 1 Bn-codes.
If the performance of the optimal An-code corresponds to that of kn+1 Bn-codes, then options (a) and
(b) may be considered to have equivalent performance. That is, the merit of being able to access the side
information during encoding may be considered to be equal to the merit of adding kn Bn-codes. Our
aim is to characterize the number kn under the condition that the coding rate is smaller than the given
R > 0. One of the main results of this paper is that, in the high-rate case, kn = [n
s] (s > 1) (Theorem
3). When not at high coding rates, kn = 0 (Theorem 2, 4).
In order to prove theorems about kn, we give some theorems about minimum achievable coding rates
and reliability functions without assuming any particular information theoretical structure. In particular,
we establish a general formula for the reliability function ρC(R|µ) in the high-rate case and is one of
the main results of this paper (Theorem 7). The concept of ”subadditive” introduced in this paper plays
an important role in the proof of Theorem 7. The upper limit εC(R|µ) of the error probability εn of
the optimum code is expressed in terms of Gu(ν‖µ) which is introduced in this paper. The formula of
εC(R|µ) is interesting because it can be rewritten as the formula for the reliability function ρ∗(R|µ) in
the low-rate case by replacing Gu(ν‖µ) with a divergence Du(ν‖µ) (Theorem 5 and 6).
The paper is organized as follows. In section II, the main theorems about kn are stated. Section
III describes the results when no particular information theoretical structure is assumed. The proofs are
given in Section IV. Section V concludes the paper.
II. RESULTS FOR An-CODE AND Bn-CODE
A sequence X = {Xn}∞n=1 of random variable X
n is called a general source (cf. [2], [3]). We
consider an general source (X1,X2) = {(Xn1 , X
n
2 )}
∞
n=1 where (X
n
1 , X
n
2 ) is a random variable taking
values in Xn1 ×X
n
2 , here the set X
n
1 is the source alphabet and the set X
n
2 is the side-information alphabet.
We call X1 = {X
n
1 } and X2 = {X
n
2 } the information source and the side information, respectively. Let
P (F ) be the probability of event F .
In this section, we study fixed-length source coding with side information. If the side information is
accessible for both encoding and decoding, then encoding and decoding can be expressed as
ϕn : X
n
1 ×X
n
2 → Mn
2
Fig. 1. c ∈ An.
and
ψn : Mn ×X
n
2 → X
n
1 ,
respectively, where Mn = {1, 2, · · · ,Mn}, here Mn is a positive integer. Denote by An the set of all
pairs cn = (ϕn, ψn) of encoding and decoding. For simplicity, cn = (ϕn, ψn) ∈ An is identified with
the mapping cn : X
n
1 ×X
n
2 → X
n
1 defined by
cn(x, y) = ψn(ϕn(x, y), y), (x, y) ∈ X
n
1 ×X
n
2 ,
(Fig. 1). Denote by
‖cn‖ =Mn (2.1)
the size of cn. The rate of {cn}∞n=1 is defined by
lim sup
n→∞
1
n
log ‖cn‖.
We define the error probability of cn by
εn = εn(cn) = P (cn(X
n
1 , X
n
2 ) 6= X
n
1 ).
Denote by
Tn(cn) = {(x, y) ∈ X
n
1 ×X
n
2 : cn(x, y) = x} (2.2)
the set of correctly decoded (x, y). Clearly, εn = εn(cn) = P (Tn(cn)
c) holds. If only decoding is
accessible to the side information, then encoding and decoding can be expressed as
fn : X
n
1 → Mn
and
gn : Mn ×X
n
2 → X
n
1 ,
respectively. Denote by Bn the set of all pairs cn = (fn, gn). For simplicity, we put cn(x, y) =
gn(fn(x), y) for cn ∈ Bn (Fig. 2). Hereafter, we will call element c = (ϕ, ψ) of An (resp. Bn) as
An-code (resp. Bn-code). Since for all cn = (fn, gn) ∈ Bn there exists (ϕn, ψn) ∈ An such that
fn(x) = ϕn(x, y), for all (x, y) ∈ X
n
1 ×X
n
2
3
Fig. 2. c ∈ Bn.
and gn = ψn, we have Bn ⊂ An. That is, a Bn-code accessible to the side information only at the
time of decoding can be regarded as an An-code accessible to the side information in both encoding and
decoding.
The minimum achievable coding rates of the An-code and Bn-code are defined as follows.
Definition 1: A rate R is said to be A-achievable (resp. B-achievable) if there exists cn ∈ An (resp.
Bn) satisfying
lim sup
n→∞
1
n
log ‖cn‖ ≤ R (2.3)
and
lim
n→∞
εn(cn) = 0. (2.4)
The minimum achievable coding rates RA and RB are defined by
RA = inf{R : R is A-achievable} (2.5)
RB = inf{R : R is B-achievable}. (2.6)
Definition 2: A rate R is said to be A∗-achievable (resp. B∗-achievable) if there exists cn ∈ An
(resp. Bn) satisfying (2.3) and
lim inf
n→∞
εn(cn) < 1. (2.7)
The minimum achievable coding rates R∗A and R
∗
B are defined by
R∗A = inf{R : R is A
∗-achievable} (2.8)
R∗B = inf{R : R is B
∗-achievable}. (2.9)
RB = ØH(X1|X2) can be obtained from Theorem 2 of [9] by Miyake and Kanaya, where
ØH(X1|X2) is the conditional sup-entropy rate of X1 for given X2. Since RA = ØH(X1|X2) can be
proved in the same way as the proof of this theorem, RA = RB holds. Similarly, it can be seen that
R∗A = R
∗
B holds. Summarizing the above, the following theorem is obtained.
Theorem 1:
RA = RB , R
∗
A = R
∗
B. (2.10)
4
Fig. 3. k + 1 Bn-codes.
Theorem 1 means that the minimum acievable coding rate can not be reduced, even if the side
information is accessible during encoding. The purpose of this paper is to clarify the merits of being
able to access the side information during encoding. For this purpose, we investigate the number of
Bn-codes needed to get the same performance as an An-code.
First, imagine a situation where k + 1 people encode and decode the same source separately. Let
c0n, c1n, · · · , ckn be Bn-codes that each person uses. We will fix n for a while, so for simplicity we
will write ci = cin (Fig. 3). Tn(ci) is the event that the message is correctly decoded using ci. Tn(c0)∪
Tn(c1) ∪ · · · ∪ Tn(ck) is the event that a message has been correctly decoded with at least one ci. Let
εn(c0, c1, · · · , ck) = P (Tn(c0)
c ∩ Tn(c1)
c ∩ · · · ∩ Tn(ck)
c)
be the probability that a message is decoded incorrectly by all ci (i = 0, 1, · · · , k). Next, we will explain
how to use the above quantities to determine the number of Bn-codes that have the same performance
as an An-code. For each c ∈ An, let Kn(c) be the smallest non-negative integer k such that there exists
ci ∈ Bn (i = 0, 1, · · · , k) satisfying ‖c‖ = ‖ci‖ and
εn(c) ≥ εn(c0, c1, · · · , ck). (2.11)
In the case of Kn(c) = 0, there exists c0 ∈ Bn such that ‖c‖ = ‖c0‖ and εn(c) ≥ εn(c0). Since c and
c0 are the same size, and the error probability of c is not less than that of c0, it can not be said that
c is better than c0. Even though c can access the side information during encoding, c performance can
not be better than inaccessible code c0. Thus, if Kn(c) = 0, the An-code c can not take full advantage
of the ability to access the side information during encoding. In the case of K(c) ≥ 1, for any c0 ∈ Bn
satisfying ‖c‖ = ‖c0‖, we have εn(c) < εn(c0). Therefore, it can be said that the error probability of
the code c could be reduced by accessing the side information. Let us consider the case of Kn(c) = k.
In this case,
εn(c) < εn(c0, c1, · · · , ck−1) (2.12)
holds for any c0, c1, · · · , ck−1 ∈ Bn satisfying ‖c‖ = ‖ci‖. The sizes of c and ci are the same, and
the error probability of c is smaller than the probability that a message is decoded incorrectly by all ci
(i = 0, 1, · · · , k−1). In this sense, it can be said that c performs better than k Bn-codes. However, since
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there are k + 1 Bn-codes satisfying (2.11), it can not be said that the performance is better than k + 1
Bn-codes. Therefore, the performance of c is considered to be greater than k Bn-codes but less than
or equal to k + 1 Bn-codes. Since the number of Bn-codes is a natural number, we consider that the
performance of c is equivalent to that of k+1 Bn-codes, where k = Kn(c). It does not seem necessary
to determine the value of Kn(c) for arbitlary c ∈ An. The important thing is to determine the value
of Kn(c
∗) when there is the optimal An-code c
∗ (the code with the smallest error probability among
codes of the same size). For this purpose the following quantities are introduced: the minimum error
probability eA(Mn) is defined by
eA(Mn) = min
c∈An
{εn(c) : ‖c‖ =Mn}. (2.13)
eA(Mn) is the minimum value of the error probability of An-code of sizeMn. Similarly, for non-negative
integers kn, the minimum error probability eB(Mn; kn) is defined by
eB(Mn; kn) = min
ci∈Bn
{εn(c0, · · · , ckn) : ‖ci‖ =Mn, 0 ≤ i ≤ kn}
eB(M ; kn) is the minimum value of the probability that all kn+1 Bn-codes of size Mn are erroneously
decoded. If kn = 0 then eB(Mn; 0) is the minimum value of the error probability of Bn-code of sizeMn.
eB(M ; kn) is a quantity representing the performance of kn + 1 Bn-codes. By definition, kn = Kn(c)
and eB(M ; kn) ≤ εn(c) < eB(M ; kn − 1) are equivalent. Since the optimal An-code c∗ of size Mn
satisfies eA(Mn) = εn(c
∗), it turns out that
kn = Kn(c
∗)
and
eB(Mn; kn) ≤ eA(Mn) < eB(Mn; kn − 1) (2.14)
are equivalent. Therefore, we conclude that the performance of the optimal An-code is equivalent to that
of kn+1 Bn-codes when (2.14) holds. The magnitude of the advantage of being able to access the side
information during encoding is characterized by kn satisfying (2.14).
Now we will consider the same problem in asymptotic situations where n→∞. To state the problems
precisely, we introduce two conditions
lim sup
n→∞
1
n
log ‖cn‖ ≤ R, cn ∈ An (2.15)
and
lim sup
n→∞
1
n
log
(
max
0≤i≤kn
‖cin‖
)
≤ R, cin ∈ Bn (2.16)
on the coding rates. Thereafter, when considering the condition (2.15), εn = εn(cn), and when consid-
ering the condition (2.16) εn = εn(c0n, · · · , cknn). Let ε ≥ 0. Since the limit of limn→∞ εn as n→∞
may not exist in general, we need to consider a condition
lim sup
n→∞
εn ≤ ε (2.17)
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Fig. 4. Example of sending Xn2 by satellite in advance. (kn = 3)
concerning the error probability.
Definition 3: A rate R is said to be ε-achievable if there exists cn ∈ An satisfying (2.15) and (2.17).
A rate R is said to be (ε; kn)-achievable if there exists cin ∈ Bn satisfying (2.16) and (2.17). The
minimum error probabilities εA(R) and εB(R; kn) are defined by
εA(R) = inf{ε : R is ε-achievable },
εB(R; kn) = inf{ε : R is (ε; kn)-achievable }.
εA(R) (resp. εB(R; kn)) is the upper limit of error probability εn of the optimal An-code (resp.
kn + 1 Bn-codes) under the constraint that the coding rate is less than R. Note that εB(R; kn) is a
quantity that does not depend on n. The important thing is to find kn which satisfies the condition
εA(R) = εB(R; kn). We have the following theorem on kn.
Theorem 2: Let s,R > 0 be arbitrary. Then, for any non-negative integer kn ≤ ns (n = 1, 2, · · · ),
εA(R) = εB(R; kn). (2.18)
The proof is given in section IV. Note that (2.18) holds for kn = 0 (n = 1, 2, · · · ). This means that
the performance of the optimal An-code corresponds to that of one Bn-code. Although the An-code can
access the side information during encoding, it can not be said that the optimal An-code is better than
one Bn-code. Therefore, it is not possible to reduce the upper limit of error probability by making the
side information accessible during encoding.
Remark 1: We would like to explain the practical meaning of Theorem 2. First, we explain that
kn + 1 Bn-codes are useful for noiseless transmission. Suppose a sender wants to send message X
n
1
over a noiseless channel, where a receiver can access Xn2 correlated with X
n
1 , but a transmitter can not
access Xn2 . When ϕn(X
n
1 ) is input to the noiseless channel, the output is also ϕn(X
n
1 ), and the receiver
decodes it to obtain ψn(ϕn(X
n
1 ), X
n
2 ). Therefore c = (ϕn, ψn) ∈ Bn. Similarly, let us consider one
sender wants to send message Xn1 to kn +1 recipients using noiseless channels. Suppose each recipient
7
uses a noiseless channel privately and does not cooperate with each other, but all recipients have access
to Xn2 (Fig. 4). When we want to reduce the probability that all decoders will cause errors, the transmitter
should send different data ϕin(X
n
1 ) to each receiver i (i = 0, 1, · · · , kn). Therefore, let us use different
Bn-codes ci = (ϕin, ψin) for each noiseless channel. Then, the probability that all decoders will cause
errors is εn(c0, c1, · · · , ckn). Next, we will explain Theorem 2. Theorem 2 means εB(R; kn) is constant
for all kn ≤ ns. Therefore εB(R; [ns]) = εB(R; 0). That is, roughly speaking,
εn(c
∗
0, c
∗
1, · · · , c
∗
[ns]) ≃ εn(c
∗
0)
holds for the optimal Bn-codes c
∗
i = (ϕ
∗
in, ψ
∗
in) in asymptotic situations where n is increased. On the
other hand, since from the definition of εn(c0, · · · , ck) we have εn(c, c · · · , c) = εn(c), it follows that
εn(c
∗
0, c
∗
1, · · · , c
∗
[ns]) ≃ εn(c
∗
0, c
∗
0 · · · , c
∗
0).
This means that in the asymptotic situation, sending different data ϕ∗in(X
n
1 ) to each receiver i can not
reduce the probability that all decoders will cause errors. Thus, for at most ns receivers, it is recommended
that the transmitter send the same data ϕ∗0n(X
n
1 ) to all receivers and that ψ
∗
0n be used as the decoder
for each receiver i. ✷
Next, we consider the convergence rate of the error probability. Depending on the value of R, we
consider the high-rate case and the low-rate case separately.
A. High-rate case
When the coding rate R is sufficiently large, the error probability of the optimal An-code converges
zero exponentially fast. Therefore, we will evaluate the encoder performance at the exponential rate (so
called error exponent). To state the problems precisely, we introduce a condition
lim inf
n→∞
1
n
log
1
εn
≥ r (2.19)
concerning the error exponent.
Definition 4: A rate R is said to be r-achievable if there exists cn ∈ An satisfying (2.15) and (2.19).
A rate R is said to be (r; kn)-achievable if there exists cin ∈ Bn satisfying (2.16) and (2.19). The
reliability functions ρA(R) and ρB(R; kn) are defined by
ρA(R) = sup{r : R is r-achievable },
ρB(R; kn) = sup{r : R is (r; kn)-achievable }.
The following theorem is the main result of this paper.
Theorem 3: Let R > 0 be a continuous point of ρA(·). Then, for any s > 1
ρA(R) = ρB(R; kn), (2.20)
where kn = [n
s].
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The proof is given in section IV. It can be seen from (2.20) that the error exponent of the optimal
An-code is equal to that of [n
s] + 1 Bn-codes. Therefore, in the high-rate case, we consider that the
performance of the optimal An-code is equivalent to that of [n
s] + 1 Bn-codes.
B. Low-rate case
If the coding rate R is sufficiently small, then the error probability tends to one. Therefore, we will
evaluate the encoder’s performance at the speed at which the probability of being correctly decoded
converges to zero. To state the problems precisely, we introduce a condition
lim sup
n→∞
1
n
log
1
1− εn
≤ r (2.21)
on the probability of being correctly decoded.
Definition 5: A rate R is said to be r∗-achievable if there exists cn ∈ An satisfying (2.15) and (2.21).
A rate R is said to be (r∗; kn)-achievable if there exists cin ∈ Bn satisfying (2.16) and (2.21). The
reliability functions ρ∗A(R) and ρ
∗
B(R; kn) are defined by
ρ∗A(R) = inf{r : R is r
∗-achievable }, (2.22)
ρ∗B(R; kn) = inf{r : R is (r
∗; kn)-achievable }. (2.23)
We have the following theorem.
Theorem 4: Let s,R > 0 be arbitrary. Then, for any non-negative integer kn ≤ ns (n = 1, 2, · · · ),
ρ∗A(R) = ρ
∗
B(R; kn). (2.24)
Note that (2.24) holds for kn = 0 (n = 1, 2, · · · ). Therefore, in the low-rate case, we consider that the
performance of the optimal An-code corresponds to that of one Bn-code.
III. RESULTS FOR (Cn, ‖ · ‖, Tn) WHICH IS GENERALIZED An-CODE AND Bn-CODE.
In this section, in order to prove theorems in the previous section, we define (Cn, ‖ · ‖, Tn) as a
general theory of probability theory without assuming any particular information theoretical structure.
The results of this section can be applied to the An-code (resp. Bn-code) by placing Cn = An (resp.
Cn = Bn).
Let Xn be a set, and 2Xn be a power set of Xn. Let us consider a triple (Cn, ‖ · ‖, Tn), where
Cn is a set, ‖ · ‖ is a non-negative function on Cn, and Tn is a set-valued function Tn : Cn → 2Xn .
Note that Tn(c) ⊆ Xn for all c ∈ Cn. Since we are interested in the probability of Tn(c), we will
consider a measurable space (Ωn,Fn) satisfying {Tn(c) : c ∈ Cn} ⊂ Fn. Denote by M(Ωn) the set
of all probability measures on (Ωn,Fn), and denote by M(Ω) the set of all sequences µ = {µn}∞n=1
satisfying µn ∈M(Ωn) (n = 1, 2, · · · ).
Definition 6: We say that (Cn, ‖ · ‖, Tn) is (finitely) subadditive if for all c1, c2 ∈ Cn there exists
9
c ∈ Cn such that
‖c‖ ≤ ‖c1‖+ ‖c2‖
and
Tn(c) = Tn(c1) ∪ Tn(c2).
Remark 2: When we want to consider An-code (resp. Bn-code), we put Cn = An (resp. Cn = Bn)
and Xn = Xn1 ×X
n
2 , define ‖·‖ by (2.1), and define Tn(·) by (2.2). The probability measure of (X
1
n, X
2
n)
is µn ∈ M(Ωn). The sample space Ωn may be anything that satisfies Xn ⊆ Ωn. Of course, it may be
Ωn = Xn, but it may be Ωn 6= Xn. The difference between An-code and Bn-code is whether it is
subadditive. Although details will be described later, An-code is subadditive iProposition 1j. On the
other hand, it is not known whether Bn-code is subadditive. ✷
In this section, without assuming any information-theoretic structure, we introduce quantities corre-
sponding to minimum achievable coding rates and reliability functions. For this purpose, we denote by
C the set of all sequences c = {cn}∞n=1 (cn ∈ Cn). It is useful to introduce the following subset of C:
C(R) =
{
c = {cn} ∈ C : lim sup
n→∞
1
n
log ‖cn‖ ≤ R
}
(3.25)
CT (µ) =
{
c = {cn} ∈ C : lim
n→∞
µn(Tn(cn)) = 1
}
(3.26)
C∗T (µ) =
{
c = {cn} ∈ C : lim inf
n→∞
µn(Tn(cn)
c) < 1
}
. (3.27)
The quantities RC(µ) and R
∗
C(µ) corresponding to the minimum achievable coding rate are defined as
follows.
Definition 7:
RC(µ) = inf
c∈CT (µ)
lim sup
n→∞
1
n
log ‖cn‖ (3.28)
R∗C(µ) = inf
c∈C∗
T
(µ)
lim sup
n→∞
1
n
log ‖cn‖. (3.29)
We would like to define similar quantities as defined for kn + 1 Bn-codes in the previous section.
Denote by C(·; kn) the set of all sequence c = {(c0n, c1n, · · · , cknn)}
∞
n=1 (cin ∈ Cn, i = 0, 1, · · · , kn).
It is useful to introduce the following subset of C(·; kn):
C(R; kn) =
{
c = {(c0n, · · · , cknn)} ∈ C(·; kn) : lim sup
n→∞
1
n
log
(
max
0≤i≤kn
‖cin‖
)
≤ R
}
.(3.30)
Especially if kn = 0 (n = 1, 2, · · · ) then C(·; kn) = C and C(R; kn) = C(R). The quantities corresponding
to εA(R) and εB(R; kn) are defined as follows.
Definition 8:
εC(R|µ) = inf
c∈C(R)
lim sup
n→∞
µn(Tn(cn)
c) (3.31)
εC(R|µ; kn) = inf
c∈C(R;kn)
lim sup
n→∞
µn
(
kn⋂
i=0
Tn(cin)
c
)
. (3.32)
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Clearly 0 ≤ εC(R|µ; kn) ≤ εC(R|µ) ≤ 1. Especially if kn = 0 (n = 1, 2, · · · ) then εC(R|µ; kn) =
εC(R|µ).
Similarly, the quantities corresponding to the reliability functions are defined as follows.
Definition 9:
ρC(R|µ) = sup
c∈C(R)
lim inf
n→∞
1
n
log
1
µn(Tn(cn)c)
(3.33)
ρC(R|µ; kn) = sup
c∈C(R;kn)
lim inf
n→∞
1
n
log
1
µn
(⋂kn
i=0 Tn(cin)
c
) (3.34)
ρ∗C(R|µ) = inf
c∈C(R)
lim sup
n→∞
1
n
log
1
µn(Tn(cn))
(3.35)
ρ∗C(R|µ; kn) = inf
c∈C(R;kn)
lim sup
n→∞
1
n
log
1
µn
(⋃kn
i=0 Tn(cin)
) (3.36)
Clearly 0 ≤ ρC(R|µ) ≤ ρC(R|µ; kn) and ρ∗C(R|µ) ≥ ρ
∗
C(R|µ; kn) ≥ 0. Especially if kn = 0
(n = 1, 2, · · · ) then ρC(R|µ; kn) = ρC(R|µ) and ρ∗C(R|µ; kn) = ρ
∗
C(R|µ).
We define the following quantities needed to represent the results in this section. For probability
measures µ, ν ∈M(Ωn), the divergence of ν with respect to µ is defined as follows: if ν ≪ µ then
D(ν‖µ) =
∫
Ωn
log
dν
dµ
(x)dν(x),
otherwise set D(ν‖µ) =∞. For µ = {νn}, ν = {νn} ∈ M(Ω), we define the upper divergenceDu(ν‖µ)
and the lower divergence Dl(ν‖µ) by
Du(ν‖µ) = lim sup
n→∞
1
n
D(νn‖µn)
Dl(ν‖µ) = lim inf
n→∞
1
n
D(νn‖µn).
Similarly we define G(ν‖µ), Gu(ν‖µ) and Gl(ν‖µ) as follows. if ν ≪ µ then
G(ν‖µ) =
∫
Ωn
dνn
dµn
(x)dνn(x), (3.37)
otherwise set G(ν‖µ) =∞. We put
Gu(ν‖µ) = lim sup
n→∞
G(νn‖µn) (3.38)
Gl(ν‖µ) = lim inf
n→∞
G(νn‖µn). (3.39)
Now, we state our main results in this section.
Theorem 5: If εC(R|µ) 6= 1 then
1
1− εC(R|µ)
= inf
ν∈M(Ω)
{Gu(ν‖µ) : RC(ν) ≤ R}. (3.40)
If εC(R|µ) = 1, a rate R is a small value, so it is important to determine the value of ρ∗C(R|µ). The
following result for ρ∗C(R|µ) is substantially the same as Theorem 4 of [4].
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Theorem 6 (cf. [4]): For any µ ∈M(Ω) and any real number R,
ρ∗C(R|µ) = inf
ν∈M(Ω)
{Du(ν‖µ) : RC(ν) ≤ R}. (3.41)
Interestingly, the difference between the right-hand side of (3.40) and that of (3.41) is only Gu(ν‖µ)
and Du(ν‖µ). Therefore, we consider that Gu(ν‖µ) is an important quantity as well as divergence. The
following lemma holds for quantities εC(R|µ; kn), ρC(R|µ; kn) and ρ∗C(R|µ; kn).
Lemma 1: For any µ ∈M(Ω), any real number R, s, and any non-negative integer kn ≤ ns
(n = 1, 2, · · · ),
ρ∗C(R|µ) = ρ
∗
C(R|µ; kn). (3.42)
If (Cn, ‖ · ‖, Tn) is subadditive then
εC(R|µ) = εC(R|µ; kn) (3.43)
ρC(R|µ) = ρC(R|µ; kn). (3.44)
The following result is substantially the same as the result for the first inequality of (11) of [7].
Lemma 2 (cf. [7]): For any µ ∈ M(Ω) and any real number R,
ρC(R|µ) ≤ inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) > R}. (3.45)
In order to express the results for ρC(R|µ), we introduce the following conditions.
There exists ν ∈ M(Ω) such that R∗C(ν) ≥ R. (3.46)
Remark 3: Let us explain that the condition (3.46) is satisfied when the sample space Ωn is sufficiently
large. For a sufficiently large Ωn, there exists e ∈ Ωn such that e 6∈ Xn. This means that there exists
a sequence ν = {νn} ∈ M(Ω) satisfying νn(X cn ) = 1. Since νn(Tn(cn)
c) ≥ νn(X cn ) = 1 for all
cn ∈ Cn, we have C∗T (ν) = ∅. Therefore R
∗
C(ν) =∞ ≥ R. ✷
The following lemma plays an important role in deriving the main results of this paper.
Lemma 3: Suppose that the condition (3.46) is satisfied. Let s > 1 be arbitrary. Then, for any
µ ∈M(Ω) and any real number R,
ρC(R|µ; kn) ≥ inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) ≥ R}, (3.47)
where kn = [n
s] (n = 1, 2, · · · ).
The following theorem is one of the main results of this paper.
Theorem 7: Suppose that the condition (3.46) is satisfied, and (Cn, ‖ · ‖, Tn) is subadditive. Then,
for any µ ∈ M(Ω) and any real number R
inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) ≥ R} ≤ ρC(R|µ) ≤ inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) > R}, (3.48)
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with equalities if ρC(·|µ) is continuous at R.
Proof: The proof is obtained immediately from Lemma 1, 2 and 3. ✷
Theorem 7 is a generalization of Theorem 3 of [7] concerning reliability function in the high-rate
case.
IV. PROOFS
A. Proofs of results for (Cn, ‖ · ‖, Tn)
The following two lemmas play a key role in proving the theorems. For each Bn ∈ Fn denote by
M(Bn) the set of all ν ∈M(Ωn) satisfying ν(Bn) = 1, and for each B = {Bn}∞n=1 (Bn ∈ Fn) denote
by M(B) the set of all sequences ν = {νn} ∈ M(X ) satisfying limn→∞ νn(Bn) = 1. Proposition 1
of [4] give the following lemma.
Lemma 4: For any µ = {µn} ∈ M(Ω) and B = {Bn} (Bn ∈ Fn, Bn 6= ∅),
lim sup
n→∞
1
n
logµn(Bn) = − min
ν∈M(B)
Dl(ν‖µ) (4.49)
lim inf
n→∞
1
n
logµn(Bn) = − min
ν∈M(B)
Du(ν‖µ). (4.50)
Remark 4: Kuzuoka [8] pointed out that the condition Bn 6= ∅ is necessary for the equation (4.50)
to hold. Since this condition is missing in Proposition 1 of [4], Lemma 4 is given as a modified version.
Here we emphasize that this lemma is also useful even if Bn = ∅. Without loss of generality, if Ωn is
a sufficiently large set, there exists e ∈ Ωn such that µn(e) = 0. We put
B′n =
e, if Bn = ∅Bn, otherwise
Then, since µn(B
′
n) = µn(Bn), we may identify set B
′
n with Bn. By applying Lemma 4 to B
′ = {B′n},
the value of
lim inf
n→∞
1
n
logµn(Bn)
can be determined even if Bn = ∅. ✷
Similar to the above lemma, the following Lemma holds.
Lemma 5: For any µ = {µn} ∈ M(Ω) and B = {Bn} (Bn ∈ Fn, Bn 6= ∅),
lim inf
n→∞
1
µn(Bn)
= min
ν∈M(B)
Gl(ν‖µ) (4.51)
lim sup
n→∞
1
µn(Bn)
= min
ν∈M(B)
Gu(ν‖µ). (4.52)
The proof is given in the appendix.
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Proof of Theorem 5: From (3.31) we have
1
1− εC(R|µ)
= inf
{cn}∈C(R)
lim sup
n→∞
1
1− µn(Tn(cn)c)
= inf
{cn}∈C(R)
lim sup
n→∞
1
µn(Tn(cn))
= inf
{cn}∈C(R)
{
lim sup
n→∞
1
µn(Tn(cn))
: Tn(cn) 6= ∅ for all n
}
. (4.53)
Applying Lemma 5 for Bn = Tn(cn) 6= ∅, we have
lim sup
n→∞
1
µn(Tn(cn))
= min
ν={νn}
{
Gu(ν‖µ) : lim
n→∞
νn(Tn(cn)) = 1
}
. (4.54)
It follows from (4.53), (4.54), (3.25), (3.26), and (3.28) that
1
1− εC(R|µ)
= inf
{cn}∈C(R)
min
ν
{
Gu(ν‖µ) : lim
n→∞
νn(Tn(cn)) = 1
}
= inf
{cn}∈C
min
ν
{
Gu(ν‖µ) : lim sup
n→∞
1
n
log ‖cn‖ ≤ R, {cn} ∈ CT (ν)
}
= inf
ν
{Gu(ν‖µ) : RC(ν) ≤ R} .
✷
Proof of Theorem 6: From (3.35) we have
ρ∗C(R|µ) = inf
{cn}∈C(R)
{
lim sup
n→∞
1
n
log
1
µn(Tn(cn))
: Tn(cn) 6= ∅ for all n
}
. (4.55)
Applying Lemma 4 for Bn = Tn(cn) 6= ∅, we have
lim sup
n→∞
1
n
log
1
µn(Tn(cn))
= min
ν∈M(Ω)
{
Du(ν‖µ) : lim
n→∞
νn(Tn(cn)) = 1
}
. (4.56)
It follows from (4.55), (4.56), (3.25), (3.26), and (3.28) that
ρ∗C(R|µ) = inf
{cn}∈C(R)
min
ν
{
Du(ν‖µ) : lim
n→∞
νn(Tn(cn)) = 1
}
= inf
{cn}∈C
min
ν
{
Du(ν‖µ) : lim sup
n→∞
1
n
log ‖cn‖ ≤ R, {cn} ∈ CT (ν)
}
= inf
ν
{Du(ν‖µ) : RC(ν) ≤ R} . (4.57)
✷
Proof of Lemma 1: First we will prove (3.42). For any cn ∈ Cn, if c0n = cn then
µn(Tn(cn)) ≤ µn
(
kn⋃
i=0
Tn(c0n)
)
. (4.58)
Using (3.35), (3.36) and (4.58), we obtain
ρ∗(R|µ) ≥ ρ∗(R|µ; kn). (4.59)
We now prove
ρ∗(R|µ) ≤ ρ∗(R|µ; kn) (4.60)
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for any non-negative integer kn ≤ ns. Let r be an arbitrary real number such that ρ∗(R|µ; kn) < r.
Then, from (3.36) and (3.30), there exists {(c0n, · · · , cknn)} ∈ C(R; kn) such that
lim sup
n→∞
1
n
log
1
µn
(⋃kn
i=0 Tn(cin)
) < r (4.61)
and
lim sup
n→∞
1
n
log
(
max
0≤i≤kn
‖cin‖
)
≤ R. (4.62)
We put
c∗n ∈ argmax
c
{µn(Tn(c)) : c = cin, i = 0, . . . , kn}.
Then, it is clear that
‖c∗n‖ ≤ max
0≤i≤kn
‖cin‖. (4.63)
Combining (4.62) and (4.63), we have lim supn→∞
1
n
log ‖c∗n‖ ≤ R. Hence, from (3.25) and (3.35), we
have {c∗n} ∈ C(R) and
ρ∗(R|µ) ≤ lim sup
n→∞
1
n
log
1
µn(Tn(c∗n))
. (4.64)
Since
µn
(
kn⋃
i=0
Tn(cin)
)
≤ (kn + 1) max
i=0,...,kn
µn(Tn(cin))
= (kn + 1)µn(Tn(c
∗
n)),
it follows from (4.61) and kn ≤ ns that
lim sup
n→∞
1
n
log
1
µn(Tn(c∗n))
< r + lim sup
n→∞
1
n
log(kn + 1)
≤ r. (4.65)
Combining (4.64) and (4.65), we have ρ∗(R|µ) < r. Therefore, (4.60) can be derived by setting r =
ρ∗(R|µ; kn) + γ (γ > 0) and letting γ → 0. Next, we prove (3.43). For any cn ∈ Cn, if c0n = cn then
µn(Tn(cn)
c) ≥ µn
(
kn⋂
i=0
Tn(cin)
c
)
. (4.66)
Using (3.31), (3.32) and (4.66), we obtain
εC(R|µ) ≥ εC(R|µ; kn). (4.67)
We now prove
εC(R|µ) ≤ εC(R|µ; kn) (4.68)
for any non-negative integer kn ≤ ns. Let ε be an arbitrary real number such that εC(R|µ; kn) < ε.
Then, from (3.32) and (3.30), there exists {(c0n, · · · cknn)} ∈ C(R; kn) such that
lim sup
n→∞
µn
(
kn⋂
i=0
Tn(cin)
c
)
< ε (4.69)
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and
lim sup
n→∞
1
n
log
(
max
0≤i≤kn
‖cin‖
)
≤ R. (4.70)
Since (Cn, ‖ · ‖, Tn) is subadditive, for any c0n, c1n, · · · cknn ∈ Cn, there exists cn ∈ Cn such that
Tn(cn) =
kn⋃
i=0
Tn(cin) (4.71)
and
‖cn‖ ≤
kn∑
i=0
‖cin‖
≤ (kn + 1) max
0≤i≤kn
‖cin‖. (4.72)
It follows from (4.70), (4.72) and kn ≤ ns, that
lim sup
n→∞
1
n
log ‖cn‖ ≤ R+ lim sup
n→∞
1
n
log(kn + 1)
≤ R,
so that {cn} ∈ C(R). Hence, from (3.31), we have
εC(R|µ) ≤ lim sup
n→∞
µn(Tn(cn)
c). (4.73)
Using (4.69) and (4.71), we have
lim sup
n→∞
µn(Tn(cn)
c) < ε. (4.74)
Combining (4.73) and (4.74), we have εC(R|µ) < ε. Therefore, (4.68) can be derived by setting ε =
εC(R|µ; kn)+ γ (γ > 0) and letting γ → 0. Equation (3.44) can be proved in the same way as equation
(3.43). ✷
Proof of Lemma 2 : By definition of Tn(·), for all cn ∈ Cn we have
X cn ⊂ Tn(cn)
c.
To simplify the proof, let Ωn \ Xn 6= ∅. Then, since X cn 6= ∅, for any cn ∈ Cn we have
Tn(cn)
c 6= ∅.
Thus, from (3.33), we obtain
ρC(R|µ) = sup
{cn}∈C(R)
{
lim inf
n→∞
1
n
log
1
µn(Tn(cn)c)
: Tn(cn)
c 6= ∅ for all n
}
. (4.75)
Applying Lemma 4 for Bn = Tn(cn)
c 6= ∅, we have
lim inf
n→∞
1
n
log
1
µn(Tn(cn)c)
= min
ν∈M(Ω)
{
Dl(ν‖µ) : lim
n→∞
νn(Tn(cn)
c) = 1
}
. (4.76)
Combining (4.75) and (4.76), we have
ρC(R|µ)
= sup
cn
min
ν
{
Dl(ν‖µ) : lim
n→∞
νn(Tn(cn)
c) = 1, lim sup
n→∞
1
n
log ‖cn‖ ≤ R
}
. (4.77)
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From (3.29), for any R satisfying R∗C(ν) > R, we can show that lim supn→∞
1
n
log ‖cn‖ ≤ R implies
{cn} 6∈ C∗T and
lim
n→∞
νn(Tn(cn)
c) = 1.
Hence, from (4.77) we have
ρC(R|µ) ≤ inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗(ν) > R} . (4.78)
✷
For simplicity, we put
ρ−C(R|µ) = inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) ≥ R}.
To prove Lemma 3 we need some lemmas.
Lemma 6: If ρ−C(R|µ) > 0 then for all sufficiently large n there exists cn ∈ Cn such that
1
n
log ‖cn‖ ≤ R. (4.79)
Proof: If ρ−C(R|µ) > 0 then we obtain R
∗
C(µ) < R because Dl(µ‖µ) = 0. Thus, by definition
R∗C(µ), there exists {cn} ∈ C such that
lim sup
n→∞
1
n
log ‖cn‖ < R.
Therefore, (4.79) holds for all sufficiently large n. ✷
For each a ∈ [0, 1] and µn ∈M(Ωn), define R
a
n(µn) as
Ran(µn) = inf
c∈Cn
{
1
n
log ‖c‖ : µn(Tn(c)
c) ≤ 1− a
}
. (4.80)
Lemma 7: Let {an} be an arbitrary sequence of numbers satisfying
lim
n→∞
an = 0,
and let u = {un},v = {vn},w = {wn} ∈ M(Ω) satisfy
wn =

un, n 6∈ I
vn, n ∈ I
,
where I is a subset of positive integers. Then,
R∗C(w) ≥ min
{
R∗C(u), lim inf
n→∞,n∈I
Rann (vn)
}
. (4.81)
Proof: Since it is obvious when R∗C(w) =∞, let R
∗
C(w) <∞. Let S be an arbitrary real number
satisfying S > R∗C(w). Then, by the definition of R
∗
C(·), there exists c = {cn} ∈ C such that
lim sup
n→∞
1
n
log ‖cn‖ < S (4.82)
and
lim inf
n→∞
wn(Tn(cn)
c) < 1. (4.83)
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Equation (4.83j implies
lim inf
n→∞,n6∈I
un(Tn(cn)
c) < 1 (4.84)
or
lim inf
n→∞,n∈I
vn(Tn(cn)
c) < 1. (4.85)
In the case of (4.84),
lim inf
n→∞
un(Tn(cn)
c) < 1
holds, so from the definition of R∗C(·),
lim sup
n→∞
1
n
log ‖cn‖ ≥ R
∗
C(u) (4.86)
holds. Combining (4.82) and (4.86) we have
S > R∗C(u).
In the case of (4.85), since there exists infinitely many n such that
vn(Tn(cn)
c) < 1− an,
it follows from the definition of Rann (·) that
1
n
log ‖cn‖ ≥ R
an
n (vn). (4.87)
Combining (4.82) and (4.87) we have
S ≥ lim inf
n→∞,n∈I
Rann (vn).
Consequently, we have
S ≥ min
{
R∗C(u), lim inf
n→∞,n∈I
Rann (vn)
}
. (4.88)
Therefore, (4.81) can be derived by setting S = R∗C(w) + γ (γ > 0) and letting γ → 0. ✷
The following Lemma plays an important role in the proof of Lemma 3.
Lemma 8: Let µ, u ∈M(Ωn), Em ∈ Fn (m = 0, 1, · · · ) and define the measure νm on Ωn
recursively as follows:
(i) ν0 = µ.
(ii) If νm(Em) 6= 0 and νm 6= u then νm+1 is defined by
dνm+1
dνm
(x) =
1Em(x)
νm(Em)
(4.89)
otherwise set νm+1 = u, where 1A(x) denotes indicator function of set A.
Put
j = min{m ≥ 0 : νm = u}.
18
Let l be an arbitrary positive integer satisfying l ≤ j. Put Ê = E0 ∩ E1 ∩ · · · ∩ El−1. Let ν̂ ∈ M(Ωn)
be defined as follows: if µ(Ê) 6= 0 then ν̂ is defined by
dν̂
dµ
(x) =
1
Ê
(x)
µ(Ê)
, (4.90)
otherwise set ν̂ = u. Then
ν̂ = νl. (4.91)
If ν̂ 6= u then
D(ν̂‖µ) = −
l−1∑
m=0
log νm(Em). (4.92)
The proof is given in the appendix.
Proof of Lemma 3: We should prove that
ρC(R|µ; kn) ≥ inf
ν∈M(Ω)
{Dl(ν‖µ) : R
∗
C(ν) ≥ R} (4.93)
for any kn = [n
s] (s > 1). Since it is obvious when ρ−C(R|µ) = 0, let ρ
−
C(R|µ) > 0. Then, Lemma 6
guarantees, for sufficiently large n, the existence of cn ∈ Cn satisfying (4.79). Condition (3.46) guarantees
the existence of u = {un} ∈ M(Ω) satisfying
R∗C(u) ≥ R. (4.94)
For simplicity, we put
an =
√
1
ns−1
.
Then, it holds that 0 < an ≤ 1,
lim
n→∞
an = 0, (4.95)
and
lim
n→∞
knan
n
=∞. (4.96)
For each non-negative integer m, denote by νm the measure on Ωn defined recursively as follows:
(i) ν0 = µn.
(ii) If Rann (ν
m) ≥ R then
νm+1 = νm.
If Rann (ν
m) < R then we choose cmn ∈ Cn satisfying
1
n
log ‖cmn‖ < R (4.97)
and
νm(Tn(cmn)
c) ≤ 1− an, (4.98)
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and put
Em = Tn(cmn)
c. (4.99)
If νm 6= un and ν
m(Em) 6= 0 then ν
m+1 is defined by
dνm+1
dνm
(x) =
1Em(x)
νm(Em)
(4.100)
otherwise set νm+1 = un.
Define in, jn and ln by
in = min{m ≥ 0 : R
an
n (ν
m
n ) ≥ R} (4.101)
jn = min{m ≥ 0 : ν
m
n = un}, (4.102)
and
ln = min{in, jn, kn}. (4.103)
We put
I = {n : ln = in}
J = {n : ln = jn}
K = {n : ln = kn}.
Then, clearly
I =
{
n : Rann (ν
ln
n ) ≥ R
}
(4.104)
and
J =
{
n : νlnn = un
}
. (4.105)
Since ln 6= in implies ln = jn or ln = kn, we have
Ic ⊂ J ∪ (K ∩ Jc ∩ Ic). (4.106)
Since m < ln implies m < in, we obtain
Rann (ν
m) < R, m = 0, 1, · · · , ln − 1. (4.107)
Note that cmn is defined and satisfies
1
n
log ‖cmn‖ < R
for all m ≤ ln − 1. For a subscript m (ln ≤ m ≤ kn), we define cmn as cn satisfying (4.79). Then, it
holds that
1
n
log
(
max
m=0,1,··· ,kn
‖cmn‖
)
≤ R. (4.108)
If ln ≥ 1 then denote by Ên the set defined by
Ên =
ln−1⋂
m=0
Em, (4.109)
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otherwise set Ên = Ωn. Since ln ≤ kn, it follows from (4.99) and (4.109) that
Ên ⊃
kn⋂
m=0
Tn(cmn)
c. (4.110)
From the definition of ρC(R|µ; kn) and (4.108), (4.110), we obtain
ρC(R|µ; kn) ≥ lim inf
n→∞
1
n
log
1
µn(Ên)
. (4.111)
Define ν̂n ∈M(Ωn) as follows: If µn(Ên) 6= 0 then ν̂n is defined by
dν̂n
dµn
(x) =
1
Ên
(x)
µn(Ên)
. (4.112)
Otherwise set ν̂n = un. Then, it is clear that µn(Ên) = 0 implies
−∞ = logµn(Ên) ≤ −D(ν̂n‖µn).
Thus, using (4.112) and Lemma 4, we have
lim sup
n→∞
1
n
logµn(Ên) ≤ −Dl(ν̂‖µ). (4.113)
Combining (4.111) and (4.113), we have
ρC(R|µ; kn) ≥ Dl(ν̂‖µ). (4.114)
Since (4.107) and ln < jn holds from (4.103), applying Lemma 8 to l = ln ≥ 1 we have
ν̂n = ν
ln . (4.115)
Note that (4.115) generally holds, since ln = 0 implies ν̂n = µn = ν
0
n. Thus, (4.104) and (4.105) can
be written as
I = {n : Rann (ν̂n) ≥ R} (4.116)
and
J = {n : ν̂n = un} . (4.117)
Put
K ′ = K ∩ Jc ∩ Ic. (4.118)
We note here that n ∈ K ′ implies ln = kn and ν̂n 6= un. Then by using Lemma 8, we have
D(ν̂n‖µn) = −
kn−1∑
m=0
log νm(Em), if n ∈ K
′. (4.119)
Since νm(Em) ≤ 1− an is obvious from (4.98) and (4.99), it follows that
D(ν̂n‖µn) ≥ −kn log (1− an) , if n ∈ K
′.
Since − log(1− x) ≥ x (0 < x < 1), we have
1
n
D(ν̂n‖µn) ≥
knan
n
, if n ∈ K ′. (4.120)
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Thus, using (4.96), we obtain
lim inf
n→∞,n∈K′
1
n
D(ν̂n‖µn) =∞. (4.121)
Define ν˜n ∈M(Ωn) by
ν˜n =
un, n ∈ K
′
ν̂n, n 6∈ K ′.
(4.122)
Then, it follows from (4.121) and (4.122) that
Dl(ν˜‖µ) ≤ Dl(ν̂‖µ). (4.123)
Combining (4.114) and (4.123), we have
ρC(R|µ; kn) ≥ Dl(ν˜‖µ). (4.124)
From (4.117) and (4.122), it can be seen that ν˜n = un holds for all n ∈ J . Thus, from (4.122) we obtain
J ∪K ′ ⊂ {n : ν˜n = un} .
It follows from (4.106) and (4.118) that
Ic ⊂ J ∪K ′ ⊂ {n : ν˜n = un} . (4.125)
On the other hand, since I ∩K ′ = ∅ is obvious from (4.118), we can show that (4.122) implies
I ⊂ {n : ν˜n = ν̂n} . (4.126)
From (4.125) and (4.126) we obtain
ν˜n =
un, n ∈ I
c
ν̂n, n ∈ I
.
Applying Lemma 7 for wn = ν˜n, we have
R∗C(ν˜) ≥ min
{
R∗C(u), lim inf
n→∞,n∈I
Rann (ν̂n)
}
.
It follows from (4.94) and (4.116) that
R∗C(ν˜) ≥ R. (4.127)
Equation (4.93) follows from (4.124) and (4.127). ✷
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B. Proofs of results for An-code and Bn-code
We put Cn = An and Xn = Xn1 × X
n
2 , define ‖ · ‖ by (2.1), and define Tn(·) by (2.2). Let µn
be a probability measure of (X1n, X
2
n). Then, it holds that εA(R) = εA(R|µ), ρA(R) = ρA(R|µ),
ρ∗A(R) = ρ
∗
A(R|µ), and so on. Similarly, εB(R) = εB(R|µ), ρB(R) = ρB(R|µ), and so on. It is notice
that µn ∈M(Xn) ⊂M(Ωn). By Theorem 1, for any ν ∈ M(Ω) we have
RA(ν) = RB(ν), R
∗
A(ν) = R
∗
B(ν). (4.128)
Now we show the subadditivity of the An-code.
Proposition 1: (An, ‖ · ‖, Tn) is subadditive.
Proof: For any c1 = (ϕ1, ψ1) and c2 = (ϕ2, ψ2) ∈ An we define c = (ϕ, ψ) ∈ An with
ϕ(x, y) =
ϕ1(x, y), (x, y) ∈ Tn(c1)ϕ2(x, y) + ‖c1‖, otherwise
and
ψ(k, y) =
ψ1(k, y), k = 1, 2, · · · , ‖c1‖ψ2(k − ‖c1‖, y), otherwise. .
Then, noting the definition of (An, ‖ · ‖, Tn) implies that c(x, y) = ψ(ϕ(x, y), y), which yields
c(x, y) =
c1(x, y), (x, y) ∈ Tn(c1)c2(x, y), otherwise .
Furthermore, by noting Tn(c) = {(x, y) : c(x, y) = x}, it follows that Tn(c) = Tn(c1) ∪ Tn(c2). Since
‖c‖ is the number of elements of the domain of the one-variable function ψ(k, y) with k as variable,
‖c‖ = ‖c1‖+ ‖c2‖ holds. This indicates that (An, ‖ · ‖, Tn) is subadditive. ✷
Proof of Theorem 2: Using Theorem 5 and (4.128), we have
1
1− εA(R|µ)
= inf
ν: RA(ν)≤R
Gu(ν‖µ)
= inf
ν: RB(ν)≤R
Gu(ν‖µ)
=
1
1− εB(R|µ)
. (4.129)
By definition, clearly
εB(R|µ) ≥ εB(R|µ; kn). (4.130)
Since Bn ⊂ An, by the definition of εC(R|µ; kn), we have
εB(R|µ; kn) ≥ εA(R|µ; kn). (4.131)
Since (An, ‖ · ‖, Tn) is subadditive, from Lemma 1 we obtain
εA(R|µ) = εA(R|µ; kn) (4.132)
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for any non-negative integer kn ≤ ns. Combining (4.129)–(4.132), we have εA(R|µ) = εB(R|µ) =
εB(R|µ; kn) = εA(R|µ; kn). ✷
Proof of Theorem 3: Without loss of generality, we may assume that Ωn \ Xn 6= ∅. Then, note
that the condition (3.46) holds. Since (An, ‖ · ‖, Tn) is subadditive, the combination of Lemma 1 and
Theorem 7 leads to
ρA(R|µ) = ρA(R|µ; kn) = ρ
−
A(R|µ) (4.133)
for all continuous point R of ρA(R|µ), where kn = [ns] (n = 1, 2, · · · ). Using (4.128) and the definition
of ρ−C(R|µ), we obtain
ρ−A(R|µ) = ρ
−
B(R|µ). (4.134)
Applying Lemma 3 to (Bn, ‖ · ‖, Tn) yields
ρB(R|µ; kn) ≥ ρ
−
B(R|µ). (4.135)
Combining (4.133)–(4.135), we have
ρA(R|µ) = ρA(R|µ; kn). ≤ ρB(R|µ; kn) (4.136)
On the other hand, since Bn ⊂ An, by the definition of ρC(R|µ; kn) we have
ρA(R|µ; kn) ≥ ρB(R|µ; kn). (4.137)
Combining (4.136) and (4.137), we obtain
ρA(R|µ) = ρA(R|µ; kn) = ρB(R|µ; kn).
✷
Proof of Theorem 4: Using Theorem 6, Lemma 1 and (4.128), we have
ρ∗A(R|µ) = inf
ν∈M(Ω)
{Du(ν‖µ) : RA(ν) ≤ R}
= inf
ν∈M(Ω)
{Du(ν‖µ) : RB(ν) ≤ R}
= ρ∗B(R|µ)
= ρ∗B(R|µ; kn).
✷
V. CONCLUDING REMARKS
In this paper, based on the concept of ”representing the performance of one coding system An by
the number of other coding systems Bn”, we considered the merits of an encoder that can access side
information. Remark 1 states that research under this concept has not only theoretical interest but also
practical value. In general, if there is one device An with the same performance as many devices Bn,
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it would be better to replace many devices with one device. In order to determine the number kn of
devices that can be reduced, it is important to determine the number of other devices Bn having the
same performance as one device An. Theorems 2, 3 and 4 have given the number kn of Bn that can be
reduced by changing the coding system from Bn to An. Whether this concept can be applied to study
other multi-terminal coding problems is a future subject.
In this paper we have obtained general expressions for the upper limit of the error probability and
the reliability functions (Theorem 5, 6 and 7). Theorems 5 and 6 hold unconditionally. On the other
hand, Theorem 7 gives a sufficient condition to express
ρC(R|µ) = inf
ν:R∗
C
(ν)>R
Dl(ν‖µ). (5.138)
When applied to source coding, it is not unnatural to assume the condition (3.46). For example, in the case
of fixed-length lossless source coding, if the source alphabet is a countable set, there exists a sequence
ν = {νn} of uniform distribution νn(x) satisfying R∗C(ν) ≥ R. Thus, by assuming that (Cn, ‖ · ‖, Tn)
is subadditive, the reliability function ρC(R|µ) can be expressed as (5.138) for any continuous points
R of ρC(·|µ). Therefore, it is an important issue to clarify the conditions under which subadditivity
holds. Proposition 1 means that fixed-length lossless source coding is subadditive if the side information
is accessible for both encoding and decoding. It is easy to generalize this result to the lossy case.
Assuming that the distortion function is dn(·, ·) and T̂n(c) is defined by
T̂n(c) = {(x, y) ∈ X
n
1 ×X
n
2 : dn(x, c(x, y)) ≤ D}
for each c ∈ An, it can be easily shown that (An, ‖ · ‖, T̂n) is subadditive. That is, even in the lossy
case, (5.138) holds for continuous points R of ρC(·|µ), where Cn is replaced with An. Then it should
be noted that εn(cn) = µn(T̂n(cn)
c) is the probability that distortion is greater than D, and R∗A(ν) is
a rate-distortion function. The fact that formula (5.138) can be derived not only in the lossless case but
also the lossy case will justify the usefulness of Theorem 7 and the concept of subadditivity. As an
application of Theorem 7, we can derive the results of [5], [7] on the reliability function in fixed-length
lossless and lossy source coding. Since Theorem 7 holds without using an information-theoretic specific
structure, we are convinced that it is an important theorem applicable to various fields. Indeed, applying
Theorem 7 to hypothesis testing yields an expression for the supremum r-achivable error probability
exponents Be(r|X‖ØX) defined in [1], [2]. The expression is similar to, but not identical to, that in
Theorem 2 of [6]. Details are omitted here.
The results of (Cn, ‖ ·‖, Tn) can also be applied to the study of multi-terminal coding systems, since
no specific information theoretical structure is assumed. In particular, Lemma 1 suggests that the concept
of subadditive can play an important role in the study of list decoding. Recently, list decoding has been
studied not only in channel coding problems, but also in other problems such as source coding problems
and biometric identification problems (cf. [10], [11]). It is a future subject to clarify the relationship
between these problems and subadditivity.
APPENDIX A
PROOF OF LEMMA 5
To prove Lemma 5 we need a lemma.
Lemma 9: For any µ ∈M(Ωn) and any B ∈ Fn (B 6= ∅),
1
µ(B)
= min
ν∈M(B)
G(ν‖µ). (A.1)
Proof: If µ(B) = 0, then the both sides of (A.1) are equal to ∞, because G(ν||µ) = ∞ for each
ν ∈M(B). We now assume that µ(B) > 0. Define a measure µ∗ ∈M(B) by
dµ∗
dµ
(x) =
1B(x)
µ(B)
, x ∈ Ωn.
Then for any ν ∈M(B) satisfying G(ν||µ) <∞, we have
G(ν||µ) ≥
∫
B
dν
dµ
(x)dν(x)
=
∫
B
dµ∗
dµ
(x)
dν
dµ∗
(x)dν(x)
=
1
µ(B)
∫
B
dν
dµ∗
(x)dν(x)
=
1
µ(B)
∫
B
(
dν
dµ∗
(x)
)2
dµ∗(x)
≥
1
µ(B)
(∫
B
dν
dµ∗
(x)dµ∗(x)
)2
=
ν(B)2
µ(B)
=
1
µ(B)
(A.2)
Noting that (A.2) holds with equality for ν = µ∗, we obtain (A.1) from (A.2). ✷
Proof of Lemma 5: Define µ∗ = {µ∗n} ∈ M(B) as follows: if µn(Bn) 6= 0 then µ
∗
n is defind by
dµ∗n
dµn
(x) =
1Bn(x)
µn(Bn)
, x ∈ Ωn, (A.3)
otherwise let µ∗n be an arbitrary fixed element of M(Bn). Then, as is seen in the proof of Lemma 9,
1
µn(Bn)
= G(µ∗n||µn)
and we have
lim inf
n→∞
1
µn(Bn)
= Gl(µ
∗||µ) (A.4)
≥ inf
ν∈M(B)
Gl(ν||µ). (A.5)
Let ν = {νn} ∈ M(B) be an arbitrary sequence. We define ν∗ = {ν∗n} ∈ M(B) by
dν∗n
dνn
(x) =
1Bn(x)
νn(Bn)
, x ∈ Ωn.
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Then, since
G(ν∗n||µn) =
1
νn(Bn)2
∫
Bn
dνn
dµn
(x)dνn(x),
we have
Gl(ν
∗||µ) = lim inf
n→∞
∫
Bn
dνn
dµn
(x)dνn(x).
≤ Gl(ν||µ)
Since ν∗n(Bn) = 1, using Lemma 9, we have
1
µn(Bn)
= min
νn∈M(Bn)
G(νn||µn) ≤ G(ν
∗
n||µn).
Therefore
lim inf
n→∞
1
µn(Bn)
≤ Gl(ν
∗||µ) ≤ Gl(ν||µ)
and
lim inf
n→∞
1
µn(Bn)
≤ inf
ν∈M(B)
Gl(ν||µ). (A.6)
Equation (4.51) follows from (A.4), (A.5) and (A.6). Equation (4.52) can be proved similarly. ✷
APPENDIX B
PROOF OF LEMMA 8
To prove Lemma 8 we need a lemma.
Lemma 10: Let l be an arbitrary positive integer. For any ν0, νm+1 ∈M(Ωn) and Em ∈ Fn
(m = 0, 1, · · · , l − 1) satisfying (4.89), it holds that
dνl
dν0
(x) =
1E0∩E1∩···∩El−1(x)
ν0(E0 ∩ E1 ∩ · · · ∩El−1)
, (B.1)
and
D(νl‖ν0) = −
l−1∑
m=0
log νm(Em). (B.2)
Proof: From (4.89) we have
ν1(E1) =
ν0(E0 ∩ E1)
ν0(E0)
and
ν2(E2) =
ν1(E1 ∩ E2)
ν1(E1)
=
ν0(E0 ∩ E1 ∩E2)
ν0(E0)ν1(E1)
.
Similarly it holds that
νl−1(El−1) =
ν0(E0 ∩ E1 ∩ · · · ∩ El−1)
ν0(E0)ν1(E1) · · · νl−2(El−2)
,
so that
ν0(E0 ∩ E1 ∩ · · · ∩ El−1) =
l−1∏
m=0
νm(Em). (B.3)
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Noting 1A∩B(x) = 1A(x)1B(x) we obtain
1E0∩E1∩···∩El−1(x) =
l−1∏
m=0
1Em(x). (B.4)
Using (4.89) we have
dνl
dν0
(x) =
l−1∏
m=0
dνm+1
dνm
(x)
=
l−1∏
m=0
1Em(x)
νm(Em)
. (B.5)
Combining (B.3)–(B.5) we have (B.1). From (B.5) we have
D(νl‖ν0) =
∫
Ωn
log
(
l−1∏
m=0
1Em(x)
νm(Em)
)
dνl(x)
=
l−1∑
m=0
∫
Ωn
log
1Em(x)
νm(Em)
dνl(x).
Since νl(Em) = 1 holds for all m ≤ l− 1, we have (B.2). ✷
Proof of Lemma 8: Let l be an arbitrary positive integer satisfying l ≤ j. First consider the case
of νl 6= u. In this case, by definition, νm 6= u holds for all m ≤ l. This means that (4.89) holds for all
m = 0, 1, · · · , l− 1. Thus, by Lemma 10, we have
D(νl‖µ) = −
l−1∑
m=0
log νm(Em), ν
l 6= u (B.6)
and
dνl
dµ
(x) =
1E0∩E1∩···∩El−1(x)
µ(E0 ∩ E1 ∩ · · · ∩ El−1)
. (B.7)
From (4.90) and (B.7) we have ν̂ = νl. Next, consider the case of νl = u. By the definition of j we
have that l ≤ j implies νl−1 6= u, which implies (4.89) holds for all m ≤ l − 2. If
νl−1(El−1) 6= 0
then (4.89) also holds for m = l − 1. Thus, by Lemma 10 we have (B.7), so ν̂ = νl. We now consider
the case where
νl−1(El−1) = 0. (B.8)
Since νl−1 6= u, replacing l with l − 1 in (B.7) we have
dνl−1
dµ
(x) =
1E0∩E1∩···∩El−2(x)
µ(E0 ∩ E1 ∩ · · · ∩ El−2)
(B.9)
Accordingly,
νl−1(El−1) =
µ(E0 ∩ E1 ∩ · · · ∩ El−2 ∩ El−1)
µ(E0 ∩ E1 ∩ · · · ∩ El−2)
. (B.10)
From (B.8) and (B.10) we have
µ(E0 ∩E1 ∩ · · · ∩El−1) = 0.
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Thus, by the definition of ν̂, we obtain ν̂ = u = νl. Consequently, (4.91) holds. Equation (4.92) follows
from (B.6). ✷
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