Variance estimation of change of poverty based upon the Turkish EU-SILC survey by Oguz-Alper, Melike & Berger, Yves G.
1 
 
Variance estimation of change of poverty based upon the 
Turkish EU-SILC survey 
 
Melike Oguz Alper
1, Yves G. Berger
2 
 
1 University of Southampton, UK, E-mail: M.OguzAlper@soton.ac.uk 




Interpreting changes between point estimates at different waves may be misleading, if we do not 
take the sampling variation into account. It is therefore necessary to estimate the standard error of 
these changes in order to judge whether or not the observed changes are statistically significant. 
This involves the estimation of temporal correlations between cross-sectional estimates, because 
correlations play an important role in estimating the variance of change in the cross-sectional 
estimates. Standard estimator for correlations cannot be used, because of the rotation used in 
most panel surveys, such as the European Union Statistics on Income and Living Conditions 
(EU-SILC) surveys. Furthermore, as poverty indicators are complex functions of the data, they 
need a special treatment when estimating their variance. For example, poverty rates depend on 
poverty thresholds which are estimated from medians. We propose to use a multivariate linear 
regression  approach  to  estimate  correlations  by  taking  into  account  of  the  variability  of  the 
poverty threshold. We apply the proposed approach to the Turkish EU-SILC survey data. 
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1. Introduction  
In order to monitor the process towards agreed policy goals, particularly in the context of the 
Europe 2020 strategy, there is an interest in evaluating the evolution of social indicators. In order 
to interpret changes between indicators at different waves, it is important to estimate the standard 
error of these changes in order to judge whether or not the observed changes are statistically 
significant. The poverty rate is an important policy indicator, especially within the context of the 
Europe 2020 Strategy. This rate is defined as “the proportion of people with an equivalised total 
net income below 60% of the national median income” (Eurostat 2003 p.2). This indicator is 
calculated  from  the  European  Union  Statistics on  Income  and  Living  Conditions  (EU-SILC) 
surveys (Eurostat 2012) which collect yearly information on income, poverty, social exclusion 
and living conditions from approximately 300,000 households across Europe. The poverty rate is 
a complex statistics unlike population totals or means; since, it is based on a poverty threshold 
computed  from  the  median  of  the  income  distribution.  Hence,  there  exist  two  sources  of 
variability: one is due to the estimated threshold and the other one comes from the estimated 
proportion given the estimated threshold (Berger and Skinner 2003; Verma and Betti 2011).  
Several  methods  to  estimate  the  variance  of  the  poverty  rate  like  re-sampling  and 
linearisation techniques have been discussed in the literature (Preston 1995; Deville 1999; Berger 
and Skinner 2003; Demnati and Rao 2004; Verma and Betti 2005; Osier 2009; Goedemé 2010; 
Verma and Betti 2011; Münnich and Zins 2011; Osier et al. 2013; Berger and Priam 2013). 
However, variance of change for the poverty rate has been studied in a limited number of papers 
(Betti and Gagliardi 2007; Münnich and Zins 2011; Osier et al. 2013; Berger and Priam 2013). 
Osier et al. (2013) proposed an estimator for the variance of change which takes into account the 
complexity of the sampling design such as stratification, unequal probabilities, clustering and 4 
 
rotation (see also Berger and Priam 2010, 2013). The proposed approach does not rely on neither 
the second order inclusion probabilities nor the re-sampling methods unlike its competitors (Betti 
and Gagliardi 2007; Wood 2008; Münnich and Zins 2011 p.20). It is based on a multivariate 
linear  regression  (general  linear  model)  approach  that  can  be  easily  implemented  by  any 
statistical software easily (Berger and Priam 2013). 
However, the estimator proposed by Osier et al. (2013) ignores the sampling variability 
due to the poverty threshold, by treating the poverty rate as a ratio. In Sections 4 and 5, we show 
how this approach can be adjusted to take into account of the sampling variability of the poverty 
threshold. In Section 6, we compare the proposed approach with the simpler approach proposed 
by Osier et al. (2013) (see also Berger and Priam 2010, 2013) via a series of simulation. In 
Section 7, we apply the proposed approach to the Turkish EU-SILC survey data. The proposed 
variance estimator depends on a bandwidth used for the estimation of the density. We also show 
how sensitive the variance estimates are to the chosen bandwidth parameter by considering two 
different bandwidth parameters. 
2. Rotating sampling designs 
With rotating panel surveys, it is common practice to select new units in order to replace old units 
that have been in the survey for a specified number of waves (e.g. Gambino and Silva 2009; 
Kalton 2009). The units sampled on both waves usually represent a large fraction of the first 
wave sample. This fraction is called the fraction of the common sample. For example, for the EU-
SILC surveys, this fraction is 75%. For the Canadian labour force survey and the British labour 
force survey, this fraction is 80%. For the Finish labour force survey, this fraction is 60%. We 
consider that the sample design is such that the common sample has a fixed number of units. 5 
 
Throughout this paper, we assume that the sampling fractions are negligible, that is,  ; (1 ) 1 ti   , 
where  ; ti   denote the inclusion probabilities of unit i at wave t . 
3. Estimation of change of a poverty rate 
Suppose,  we  wish  to  estimate  the  absolute  net  change  21       between  two  population 
poverty rates  1   and  2  , from wave 1 and wave 2 respectively. Suppose that   is estimated by 
21
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where  ; ti y  is the ‘net equivalised income’ (see Eurostat 2003 p.2) of the individual i and  ;0.5
ˆ
t Y  is 
the estimate of the median of the income distribution at wave t ( 1,2 t  ). The function  { } 1 A   , 
when  A is true, and  { } 0 A    otherwise. 
The design-based variance of the change  ˆ  is given by 
           1 2 1 2 1 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ var( ) var( ) var( ) 2 corr( , ) var( )var( )           .                           (1) 
Standard  design-based  estimators  can  be  used  to  estimate  the  cross-sectional  variances 
1
ˆ var( )  and  2
ˆ var( )  . The correlation  12
ˆˆ corr( , )  is the most difficult part to estimate as  1
ˆ   and 
2
ˆ   is estimated from different samples because of the rotation. Estimation of the covariance term 
has been discussed in several papers (Kish 1965 p.457-458; Tam 1984; Laniel 1987; Nordberg 
2000; Holmes and Skinner 2000; Berger 2004; Qualité and Tillé 2008; Wood 2008; Münnich and 
Zins 2011). 
Berger  and  Priam  (2010,  2013)  proposed  a  multivariate  approach  to  estimate  the 
correlation between functions of totals by incorporating the information related to  the whole 6 
 
sample,  01 s s s  , unlike the ‘naïve’ approaches (Tam 1984; Qualité and Tillé 2008). This 
approach can be used to estimate the variance of change between poverty rates when they are 
treated as simple ratios. In this case, we ignore the sampling variability due to the estimated 
poverty threshold  ;0.5
ˆ 0.6 t Y .  
If we consider that the threshold is fixed, the change becomes a smooth function of totals, 
that is,  ˆ ˆ () g  τ , where  1 2 3 4 ˆ ˆ ˆ ˆ ˆ ( , , , )'      τ  is a vector of four estimated totals. Berger and Priam 
(2010, 2013) showed that using the first-order Taylor approximation, the design-based variance 
of  ˆ  can be estimated by 
ˆ ˆ ˆ ˆ ˆ ˆ  var( )   ( )' ( ) ( ) gg grad var τ grad ,                (2) 
where  ˆ () g grad  is the gradient of  ) ˆ (τ g  evaluated at  ˆ τ  , that is,  
            22
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23 24
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 where  ) ˆ ( ˆ τ r a v  is given by 
ˆ ˆˆ ˆ ˆ ()   var  DD , 
with 
  1 2 3 4
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ var( ) , var( ) , var( ) , var( ) diag      D
1 1 1 1
11 44 22 33
- - - - ∑ ∑ ∑ ∑ , 
where  Σ ˆ   is  the  OLS  estimator  of  the  residual  covariance  matrix  of  the  multivariate  linear 
regression model (see Berger and Priam 2013),  ˆ ˆ var( ) k   is the design-based variance estimator of 
ˆk  , and 
1 ˆ
kk
   is the  k -th diagonal element of  Σ ˆ  ( 4 , 3 , 2 , 1  k ). This gives an approximately 
unbiased estimator for the variance of change (Berger and Priam 2010). The covariates of this 
model are the stratification variables and suitable interactions which account for the rotation of 7 
 
the sampling design (see Berger and Priam 2013). Note that this approach also accounts for 
multi-stage sampling, using an ‘ultimate cluster approach’ (Osier et al. 2013; Di Meglio et al. 
2013).  
As  the  sampling  fractions  are  negligible,  the  with-replacement  Hansen  and  Hurwitz 
(1943) variance estimator (cited in Särndal et al. 1992 p.52) can be used as an estimator for cross-
sectional variance components   ˆ var( ) k   (see Holmes and Skinner 2000). This estimator is given 
by 
2
; ; ; ;
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where  1,2 k   at wave  1 t  , and  3,4 k   at wave  2 t  . Alternatively, these variances can also 
be estimated in a more convenient way through a regression approach (Berger 2005). 
4. Allowing for the variability of the poverty threshold  
Note that in (2), the variability of the poverty threshold is not taken into account because we treat 
1
ˆ   and  2
ˆ   as ratios. Treating the poverty threshold as fixed might lead over-estimation of the 
variances (Preston 1995; Berger and Skinner 2003; Verma and Betti 2011). Verma and Betti 
(2011) compared the ratio variance estimator (i.e. when the poverty threshold is treated as fixed) 
with linearisation and Jackknife repeated replication. They found that the ratio variance estimator 
over-estimated the standard errors for all the poverty measures and several complex statistics. 
However, these findings are related to cross-sectional estimators and do not necessarily hold for 
variances of changes. 8 
 
Taking  into  account  the  whole  variability  means  that  the  sampling  variation  of  the  poverty 
threshold is also considered. However, the poverty rate is more complex than a ratio and cannot 
be expressed as a function of totals. We propose to use the linearisation approach proposed by 
Deville (1999). The implementation of this approach for the poverty rate and inequality measures 
can be found in the literature (Berger and Skinner 2003; Verma and Betti 2005; Osier 2009; 
Münnich and Zins 2011; Verma and Betti 2011). 
We propose to use the following linearised variable for the poverty rate (Osier 2009): 
            
;0.5
; ; ; ;0.5 ;0.5
;0.5
ˆ ˆ (0.6 ) 1 0.6 ˆ ˆˆ ( { 0.6 } ) ( { } 0.5) ˆ ˆ ˆ ˆ ()
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t t i t i t i tt
tt t t
fY
L y Y y Y
NN fY
         ,         (3) 
where  ˆ () . t f  is an estimator of the density function which is defined in (4).  The second term in 
(3) is an additional term which reflects the sample variation originated from the randomness of 
the estimated median income.  
The density functions can be estimated on the basis of the Gaussian kernel function as 
follows (Preston 1995): 
;
;




f x K x y
N  
  ,                  (4) 
where  1 2 2
;;
ˆˆ ( , ) ( 2 ) exp( ( ) /2 ) tt t i t i K x y h x y h 
     is the Gaussian Kernel,  
1
; ˆ
t is t ti N 

   is 
the estimator of the population size at wave t ( 1,2 t  ), and  ˆ
t h  is the bandwidth parameter that 





For a normally distributed population and smooth densities, the following bandwidth parameter is 
recommended by Silverman (1986 p.46):  
1/5 ˆ ;
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is the estimated standard deviation of the income distribution. However, for skewed and long-
tailed distributions, Silverman (1986 p.47) proposes to use the inter-quartile range instead of the 
standard deviation of the distribution, that is,  
1/5 ;




 ,                    (6) 
where  ; ;0.75 ;0.25
ˆ ˆ ˆ
t iqr tt Y Y Y   is the weighted inter-quartile-range of the income distribution.  
5. Estimation of change within domains  
In practice, we are often interested in change within domains of interest. For example, we may be 
interested in change in poverty within different age groups. According to the definition given by 
the European Statistics (Eurostat 2003), the poverty threshold is calculated based on the overall 
estimated median income rather than the estimated median income over the domain. Hence, when 
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The linearized variables derived in (Appendix B (B.5)) (see also Osier (2009)) are as follows: 
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Thus, the variance of change can be estimated by 
1 2 1 2 1 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ var( ) var( ) var( ) 2 corr( , ) var( )var( ) L L L L L L           , 
with 









                                   (7) 
We propose to use the approach proposed by Berger and Priam (2010, 2013) by treating 
(7) as estimators of totals. Note that the resulting variance estimator is different from (2), because 
in (2) a different multivariate regression model with more response variables is used.  
6. Simulation Study  
In this section, variance estimators from ratio and linearisation approaches are compared in terms 
of relative bias (RB) and root mean square error (RRMSE) (see (8) and (9) below). Additionally, 
we investigate whether the ratio approach always gives more conservative estimates or not.  
For  each  wave,  a  Gamma  distribution  (shape=2.5,  rate=1),  a  Lognormal  distribution 
(mean=1.119, standard deviation=0.602) and a Weibull distribution (shape=0.8, scale=1) is used 
to generate populations with a size of  20940 N  . As stated by Salem and Mount (1974) and 
McDonald  (1984),  these  distributions  are  good  approximations  of  income  distributions.  The 
correlation  coefficient  between  the  income  variables  of  first  and  second  wave  is given  by 
0.94    which is the correlation observed from the common sample of the Turkish EU-SILC 
survey data. Note that this correlation and the correlation in (1) are different – in other words, the 
correlation  0.94    is the correlation between the response variables and the correlation in (1) is 
the correlation between the point estimators.  
The income variables at wave 1 and 2 are generated in different ways depending on the 
probability distributions they follow (see Appendix A).  12 
 
The population is assumed fixed and the same sample size is used for both waves. We 
have 1047 primary sampling units in the Turkish EU-SILC survey data. This is the reason why 
we choose to select  12 1047 nn   units for each wave. The fraction of the common sample is 
75%.  Hence,  the  number  of  units  in  the  common  sample  is  785 c n  .  Unequal  and  equal 
probabilities are used to select the samples. For unequal probability sampling (πPS) design, the 
Chao (1982) sampling design is used to select the samples. The first wave samples are selected 
without  replacement  with  inclusion  probabilities  proportional  to  a  size  variable  i x   which  is 
generated  by  the  model  such  that  1; ii i x y e       with  i e ~
22
1 (0,(1 ) ) y N   ,  5     and 
0.7   . For the second wave,  c n  units are selected with probabilities proportional to  1 i p   
from  the  sample  of  the  first  wave  1 s ;  and,  2 c nn    units  are  selected  with  probabilities 
proportional to size  1; 1; /(1 ) i ii q    from the population  1 \ Us . The second wave first-order 
inclusion  probabilities  are  approximately  equal  to  the  first  wave  first-order  inclusion 
probabilities:  2;i  ≈ 1;i   (Christine and Rocher 2012 cited in Berger and Priam (2013)). For equal 
probability  sampling  designs,  1; 1/ i nN   ,  when  1 ii pq  .  Hence,  we  obtain 
2; 1; 1/ ii nN   .  
We did six simulation studies for three populations and two sampling designs. For each 
simulation, 1000 samples are selected. For each sample, RB and RRMSE are computed for the 
cross-sectional  variance  estimators,  the  variance  estimator  of  change  and  the  correlation 
estimator. For linearisation, two bandwith parameters based on the standard deviation (see (5)) 
and the inter-quartile range (see (6)) of the income distribution are computed. The former is 13 
 
presented as ‘Lin_Sd’ and the latter is displayed as ‘Lin_Iqr’ in Tables 1 and 2 below. The RB 
and the RRMSE are defined by 
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where  ˆ () E    is  the  empirical  expectation  such  that 
1000
1
1 ˆˆ ( ) 1000
b b E 

   ;     is  either  the 
empirical variances or the empirical correlation in (1);  ˆ   is the estimator of the quantity  ;  ˆb   
is the estimate of the quantity   for the b -th sample. 
The poverty rates for the population generated  by a Gamma distribution are found  as 
24.2% and 23.6% for the first and the second wave respectively. Hence, we have -0.59% point 
change between two waves. For the population following a Lognormal distribution, the poverty 
rates are 19.4% and 19.9%. Thus, there is a 0.54% point change for this case. For a Weibull 
distribution, we calculated the highest poverty rates which are 33.6% and 34.2% respectively. 
Hence, the change is 0.61% point. 
Table 1 shows the RB (%) of the variance and the correlation estimators (see (1)) for 
several distributions and sampling designs. Overall, the linearisation has lower RB comparing the 
ratio one. Thus, we have more accurate estimates with the linearisation. Differences between two 
approaches in terms of RB is much more pronounced for the Weibull distribution which is the 
most skewed distribution. For all situations except the Lognormal distribution, the ratio approach 
overestimates  all  variances  and  correlations. For  the  variance  of  change;  however, there  is  a 
negative bias with the Lognormal distribution. Therefore, the ratio approach does not always give 14 
 
more conservative estimates. However, it worths to note that whenever we have a positive bias, 
we obtain relatively larger variance estimates with the ratio approach.  
Comparing two linearisation methods, the chosen bandwidth parameter does not have so 
much impact on the results except for the Lognormal distribution. However, we have negligible 
absolute differences in RB for this case, which is 1.4%  point at most.  
Table 1. Empirical RB (%) of the Variance and Correlation Estimators for the Poverty 
Rates for Three Distributions and Two Sampling Designs  
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 41.5 3.2 3.4 54.9 10.1 10.3
Var Wave2 35.4 0.5 0.6 25.1 -8.7 -8.6
Var Change 4.6 -2.4 -2.2 15.2 4.0 4.2
Correlation 24.2 4.1 4.1 13.9 -4.0 -4.1
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 10.6 -3.6 -2.4 26.9 3.8 4.9
Var Wave2 21.2 4.1 5.3 29.9 5.3 6.3
Var Change -16.6 -1.6 -0.2 -7.9 2.3 3.6
Correlation 37.3 2.2 2.1 37.3 2.8 2.5
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 110.5 7.1 7.6 112.4 8.6 9.0
Var Wave2 122.9 9.6 10.2 105.0 3.2 3.8
Var Change 30.5 15.5 16.3 21.1 7.4 8.1













As far as the RRMSE is concerned (see Table 2), we have more precise estimates for the 
linearisation  approach.  However,  differences  between  two  approaches  can  be  negligible  for 
variance of change. We approximately obtain the same results for two linearisation methods.  
Table  2.  Empirical  RRMSE  (%)  of  the  Variance  and  Correlation  Estimators  for  the 
Poverty Rates for Three Distributions and Two Sampling Designs  
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 41.8 5.0 5.3 55.2 10.8 11.0
Var Wave2 35.7 4.3 4.5 25.6 9.4 9.4
Var Change 7.8 7.8 7.8 17.5 9.5 9.7
Correlation 24.6 7.3 7.3 14.9 7.6 7.6
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 11.7 5.8 6.0 30.6 7.3 8.5
Var Wave2 21.8 6.5 8.1 33.1 8.3 9.5
Var Change 17.4 6.8 7.3 12.5 9.9 10.9
Correlation 37.8 6.6 6.5 39.0 10.9 10.8
Ratio Lin_Sd Lin_Iqr Ratio Lin_Sd Lin_Iqr
Var Wave1 110.6 8.2 8.8 112.5 9.7 10.3
Var Wave2 123.0 10.6 11.4 105.1 5.6 6.4
Var Change 31.0 16.9 18.0 21.8 10.0 11.0













7. Numerical results based on the Turkish EU-SILC survey  
For the purpose of the analysis, the 2007 and 2008 cross-sectional Turkish EU-SILC survey data 
sets were used. The Turkish EU-SILC survey is a stratified two-stage cluster probability sample. 
For  the  first  stage,  ‘address  blocks’  are  selected  within  each  stratum  with  a  probability 
proportional to size (πPS) without replacement sampling scheme. Each block is composed of 100 
addresses  of  residence.  Households  within  the  selected  address  blocks  are  selected  with  a 
systematic sampling  design. All  individuals  within the selected households  participate to  the 
survey. The personal cross-sectional survey weights in the ‘personal register’ file (RB050) were 
used as inverse of inclusion probabilities. The effect of calibration was not taken into account 
because we did not have any information about the auxiliary variables. The effect of imputation 
was also ignored for the same reason. 
In Table 3, we have the estimates for several domains when the poverty threshold is 
treated as fixed. We observe a significant change for the domain “tenant” at the 95% confidence 
level. Therefore, the absolute change (i.e. 6.7% point) is statistically significant.  
Table 3. Estimates when the poverty threshold is treated as fixed (see (2)) 
Domain Pov '07 (%) Var '07 Pov '08 (%) Var '08 Change (in % point) Var Change Corr p-value
Turkey 23.4 0.616 24.1 0.644 0.7 0.447 0.65 0.297
Male 23.0 0.650 23.7 0.665 0.7 0.494 0.62 0.328
Female 23.8 0.639 24.6 0.678 0.7 0.465 0.65 0.299
Owner 24.9 0.739 23.8 0.872 -1.1 0.593 0.63 0.140
Tenant 18.5 1.395 25.3 1.511 6.7 1.522 0.48 0.000
0_14 33.5 1.164 34.5 1.258 1.1 0.882 0.64 0.263
15_24 24.2 1.162 25.3 1.181 1.1 1.118 0.52 0.296
25_49 19.8 0.527 20.7 0.548 0.9 0.405 0.62 0.178
50_64 14.4 0.568 15.0 0.719 0.6 0.569 0.56 0.404
65+ 17.7 1.077 16.2 0.929 -1.5 0.988 0.51 0.120  
  Source: 2007 and 2008 cross-sectional data of the EU-SILC survey for Turkey conducted by TurkStat. 
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In Table 4, we have the estimates obtained with the linearisation approach described in Sections 4 
and 5. We also observe a highly significant change for the domain “tenant”. We do not observe 
major differences in the p-values between Table 3 and 4. We observe a slight decrease in the p-
values when the sampling variation of the poverty threshold is taken into account. This is due to 
the fact that the variances of changes are larger in Table 3. 
Table 4. Estimates when the sampling variation of the poverty threshold taken into account 
(see Sections 4 and 5). The bandwidth parameter is based on the standard deviation of the 
income distribution (see (5)). 
Domain Pov '07 (%) Var '07 Pov '08 (%) Var '08 Change (in % point) Var Change Corr p-value
Turkey 23.4 0.292 24.1 0.290 0.7 0.372 0.36 0.252
Male 23.0 0.314 23.7 0.306 0.7 0.416 0.33 0.287
Female 23.8 0.327 24.6 0.327 0.7 0.390 0.40 0.257
Owner 24.9 0.417 23.8 0.495 -1.1 0.527 0.42 0.117
Tenant 18.5 1.121 25.3 1.238 6.7 1.435 0.39 0.000
0_14 33.5 0.796 34.5 0.793 1.1 0.787 0.50 0.236
15_24 24.2 0.790 25.3 0.919 1.1 1.050 0.39 0.281
25_49 19.8 0.255 20.7 0.252 0.9 0.362 0.29 0.154
50_64 14.4 0.403 15.0 0.491 0.6 0.476 0.47 0.361
65+ 17.7 0.929 16.2 0.807 -1.5 0.978 0.44 0.118  
Source: 2007 and 2008 cross-sectional data of the EU-SILC survey for Turkey conducted by TurkStat. 
 
The correlations in Table 4 are less than the correlations in Table 3 overall. Hence, there 
is a decline, which is more prominent in some domains, in the estimated correlations when the 
variability of the poverty threshold is taken into account. This reduction may be explained by the 
fact that some part of the correlations has been captured by the underlying variables in (3). We 
can attempt to explain this situation by viewing (3) as a sort of residual. For example, Andersson 
et  al.  (2011a,  2011b)  showed  that  the  correlation  estimated  with  a  generalised  regression 
estimator, which is based on residuals, is lower than the correlation between the actual variables 18 
 
of interest. In other words, underlying variables created some kind of confounding effect on the 
correlation. On the other hand, this result depends entirely on the data.  
By comparing Table 3 and Table 4, we also found that all variances were estimated more 
conservatively when the threshold is treated as fixed. Preston (1995), Berger and Skinner (2003) 
and Verma and Betti (2011) demonstrated that cross-sectional variances are more conservative 
when the poverty threshold is treated as fixed. This finding is explained by Preston (1995) in 
such a way that two sources of variability offset each other. This is especially valid when high 
fractions of the median income are used (Berger and Skinner 2003). However, for variance of 
change, we cannot anticipate an increase in the variance when the poverty threshold is treated as 
fixed for the following reason. Let assume that the cross-sectional variances are equal such that: 
12
ˆˆ ˆˆ var( ) var( )   .  Then,  the  variance  estimator  of  change  is  given  by 
1 1 2
ˆ ˆ ˆ ˆ ˆˆ var( ) 2var( )(1 corr( , ))       . Hence, variance of change is affected in the same direction by 
the variance term and in the opposite direction by the correlation term. Thus, when both the 
variance and the correlation terms increase or decrease concurrently, the direction of the effect on 
the variance of change cannot be predicted.  
We may not necessarily have more conservative estimates of variance of change when the 
poverty threshold is treated as fixed. However, with the Turkish EU-SILC survey data, we found 
that  the  variances  of  changes  were  more  conservative  although  differences  between  two 
approaches were not as pronounced as the differences between the cross-sectional variances (see 
Table 3 and Table 4).  
As shown by Verma and Betti (2005), probability density functions are quite sensible to 
the chosen bandwidth parameter in (3). A large value in the bandwidth parameter results in a 
smoother  density  functions.  In  Table  4,  the  bandwidth  parameter  is  given  by  (5).  We  also 19 
 
investigate the situation when the bandwidth parameter is based on the inter-quartile range of the 
income distribution (see (6)). The results are given in Table 5.  
By comparing Table 3 and Table 5, we also observed smaller cross-sectional variances, 
variances  of  changes  and  correlations  when  the  bandwidth  parameter  based  on  the  standard 
deviation.  When  we  compare  Table  4  and  Table  5,  the  estimates  do  not  differ  significantly 
between two linearisation approaches based on different bandwidth parameters. This was also 
observed in our  simulation study.  
Table 5. Estimates when the sampling variation of the poverty threshold taken into account 
(see Sections 4 and 5). The bandwidth parameter is based on the inter-quartile range of the 
income distribution (see (6)). 
Domain Pov '07 (%) Var '07 Pov '08 (%) Var '08 Change (in % point) Var Change Corr p-value
Turkey 23.4 0.292 24.1 0.290 0.7 0.372 0.36 0.252
Male 23.0 0.316 23.7 0.306 0.7 0.416 0.33 0.287
Female 23.8 0.325 24.6 0.328 0.7 0.391 0.40 0.257
Owner 24.9 0.418 23.8 0.497 -1.1 0.530 0.42 0.118
Tenant 18.5 1.117 25.3 1.226 6.7 1.428 0.39 0.000
0_14 33.5 0.802 34.5 0.814 1.1 0.805 0.50 0.241
15_24 24.2 0.787 25.3 0.907 1.1 1.038 0.39 0.278
25_49 19.8 0.256 20.7 0.251 0.9 0.361 0.29 0.154
50_64 14.4 0.403 15.0 0.491 0.6 0.476 0.47 0.361
65+ 17.7 0.946 16.2 0.791 -1.5 0.976 0.44 0.118  
Source: 2007 and 2008 cross-sectional data of the EU-SILC survey for Turkey conducted by TurkStat. 
 
8. Conclusion 
We applied a simple approach to estimate the variances of changes for poverty rates over several 
domains by using 2007-2008 cross-sectional Turkish EU-SILC survey data sets. It involves a 
multivariate linear regression model proposed by Berger and Priam (2010) which can be easily 
applied.  There  is  no  need  to  compute  the  second  order  inclusion  probabilities.  Survey 
characteristics such as rotation, stratification, and cluster sampling are all taken into account. The 20 
 
proposed approach is flexible and can be implemented for most of the EU-SILC surveys as long 
as sampling fractions are negligible. 
We have two ways to estimate the variances depending on whether we consider a fixed 
poverty  threshold  or  not.  When  we  treat  poverty  threshold  as  fixed,  we  obtained  more 
conservative  estimates  for  all  cases  with  the  Turkish  EU-SILC  survey  data.  However,  our 
simulation  study  shows  that  treating  the  threshold  as  fixed  does  not  necessarily  give  more 
conservative variance estimates for the change.  For the Lognormal distribution, for example, 
variances of changes are underestimated with the ratio method. On the other hand, differences 
between two approaches for variances of changes in terms of RB and RRMSE can be negligible 
even  though  we  observe  significant  differences  between  cross-sectional  variances  and 
correlations.  For the latter, the  linearisation approach  gives more unbiased and more precise 
variance estimates. Thus, based upon our results and due to the fact that linearisation involves 
complex numerical computations, the simple ratio approach may sound preferable to estimate the 
variance of change for poverty rates. Albeit, we should be careful to apply the ratio approach to 
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Appendix A [Generation of the Income Variables for the Simulation Study] 
For the Gamma random variables, we used the algorithm proposed by Schmeiser and Lal (1982  
p.358). At first, three independent random variables are generated by a Gamma distribution as 
follows:  
1 Y ~ 1 1 2 ( ,1) Gamma      , 
2 Y ~ 2 1 2 ( ,1) Gamma      , 
3 Y ~ 12 ( ,1) Gamma    , 
with  1 2.5   ,  1 2.6    and  0.94   . Then, income variables are obtained by the following 
expressions:  1; 1 3 i y Y Y   and  2; 2 3 i y Y Y  so  that  1;i y ~ (2.5,1) Gamma   2;i y ~ (2.6,1) Gamma  
and  1; 2; ( , ) 0.94 ii yy   .  
Cholesky decomposition is used to generate correlated Lognormal variables. Hence, log 
income variables with the correlation of  0.95   , a mean of  1.119    and a standard deviation 
of  0.602    are generated by 
1; 1 log( ) i yX   , 
2
2; 1 2 log( ) 1 i y X X         , 
where  1 X   and  2 X   are  independent  standard  normal  variables.  The  correlation  coefficient 
between income variables is approximately 0.94.  
For correlated Weibull variables, we followed the algorithm proposed by Feiveson (2002 
p.117). First, two correlated standard normal variables  1 Y  and  2 Y  with a correlation of  0.95    
are generated by using the Cholesky decomposition:  11 YX   and 
2
2 1 2 1 Y X X      where  28 
 
1 X  and  2 X  are independent standard normal variables. Secondly, correlated uniform variables 
are obtained by the standard normal cumulative distribution function transformation such that 
11 () UY   and  22 () UY   where  ()    is the cumulative distribution function of a standard 
normal distribution. Finally, uniform random variables are transformed by the inverse of Weibull 
cumulative  distribution  function  to  achieve  the  correlated  income  variables  as  follows: 
1
1; 1 1 ( ) 0.8ln(1 ) U i y F U U
       and 
1
2; 2 2 ( ) 0.8ln(1 ) U i y F U U
       so  that 
1; 2; , ii yy ~ (0.8,1) Weibull  and  1; 2; ( , ) ii cor y y ≈0.94.  
 
Appendix  B  [Derivation  of  the  influence  function  of  poverty  rate  over  a 
domain D] 
Let M  is a measure that assigns a unit mass to each unit i in the population U . For example, the 
population size  N  can be written as  1
iU N dM
     and  the total  of  a  variable y  can be 
expressed as 
iU i Y ydM y
     (Deville  1999). Let  ( , ) F M x  to be the income distribution 









  . 
Then,  the income  distribution  function  at  the  median  of  the  income  distribution  is  given  by  
( , ( )) 0.5 F M Med M  . Thus, the influence function of functional  ( , ( )) F M Med M  at  i  is equal 
to 0, that is,  ( , ( )) 0 i IF M Med M  . By using the ‘Rule 7’ in Deville (1999 p. 198),  the influence 
function of F at i  (see also Osier (2009 p.181)) can be derived as follows: 
    ( ) ( )
( , )
( , ( )) ( , ( )| ) | ( ) 0 i i i Med M fixed x Med M
F M x





. (B.1) 29 
 
The influence function of F  when the median is fixed is given by 
  ()
1
( , ( )| ) 0.5 ii Med M fixed IF M Med M y Med
N
      . 
Thus, the influence function of functional  () Med M  is obtained as 
      
11
( ) 0.5
() ii IMed M y Med
N f Med












is the probability density function at the median of the income distribution. 











  . 












  , 
where  ( ) 0.6 ( ) T M Med M    and  i d   is  the  domain  indicator,  that  is,  1  when  iD  ,  and  0 
otherwise.  ( , ( )) D F M T M  is equivalent to the povery rate over a domain  D (i.e.  D R ). Thus, we 
can obtain the influence function of the poverty rate analogously to (B.1), that is, 
; ; ; ( ) ( )
( , )
( , ( )) ( , ( )| ) | ( ) D
i D i D i D i T M fixed x T M
F M x






The influence function of  D F  when the threshold is fixed is given by 
  ; () ( , ( )| ) i
i D i D T M fixed
D
d
IF M T M y T R
N
      . 30 
 
Hence, the influence function of the poverty rate is obtained as follows: 
  ; ( ) ( ) i
ii D i D D
D
d
IR y T R f T IT M
N




( ) | D








is the probability density function at the poverty threshold. The influence function of functional 
() TM at i is given by  
( ) 0.6 ( ) ii IT M IMed M  .              (B.4) 




() ii IT M y Med
N f Med
       . 
Therefore, the influence function of the poverty rate at iover a domain D given in (B.3) can be 
re-written as follows: 





ii D i D
D
fT d
IR y T R y Med
N N f Med
              .         (B.5) 
Note that we assume the derivatives  ' F  and  ' D F  of F  and  D F  respectively exist and strictly 
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