Abstract
Introduction
At the heart of many information visualization and data mining techniques is a single question "compared to what?" [11] . In many application domains, the main objective of data exploration is to arrange the data such that meaningful similarities and differences are exposed. However the vast majority of visualization/ data mining tools introduced so far are specialized pieces of software that run explicitly on a particular dataset at a particular time for a particular purpose.
In this work, we introduce a novel framework for allowing lite-weight visualization and data mining to take place in the background of day-to-day operation of any GUI based operation system. By allowing visualization to occur in the background, we allow a greater possibility of unexpected and useful discoveries. Our system works by replacing the standard file icons with automatically created icons that reflect the contents of the files in a principled way. We call such icons INTELLIGENT ICONS. While there is little utility in examining an individual icon, examining groups of them allows us to answer the question "compared to what?" We can enhance the utility of Intelligent Icons by arranging them on the screen in a way that reflects their similarity/differences, rather than the traditional "view by date", "view by size" etc. As we will demonstrate, our approach has utility for data as diverse as DNA, text files, and time series.
The rest of the paper is organized as follows. Section 2 introduces our ideas on a single data type, DNA. In Section 3 we generalize these ideas to other types of data. Section 4 contains demonstrations and experiments. Finally in Section 5 we discuss future directions.
Icon Generation Algorithm for DNA
For concreteness we begin with a particular example of an icon generation algorithm. We will explain the two key steps of our visualization approach, the icon generation process and the icon arrangement process, using the DNA example.
A DNA string is a sequence of symbols drawn from the alphabet {A, C, G, T}. Given a DNA string, we map the frequency counts of substrings of length l into a 2l by 2l matrix as shown in Figure 1 , and then colorcode these frequency counts. The level l is the length of the DNA words, which controls the number of features being extracted. This representation displays both the local and global patterns of the DNA sequences, giving human eyes a possibility to recognize hidden structures. GA GC TA TC   GG GT TG TT   AA AC CA CC  AA AC CA CC   AG AT CG CT  AG AT CG CT   GA GC TA TC  GA GC TA TC   GG GT TG TT  GG GT TG By the means of this mapping, we could generate icons for a set of DNA sequences corresponding to different species. The similarity between two icons can be objectively measured by the Euclidean distance between the matrices of original frequency counts. Given matrices A and B, of same level l, and denoting the i th , j th element as A ij , we can measure the distance as: (1 Then we arrange the icons in the file browser based on their similarity. It turns out that a quite substantial body of literature exists on the problem of arranging icons on a screen (see [12] for an excellent overview). Here we have adopted Multi-Dimensional Scaling (MDS), which requires a distance matrix between all icons as its input (calculated using E.q. 1). In order to prevent the icons from overlapping (partially or completely), we "snap-to-grid" the icons to the nearest unoccupied grid point (as suggested by Basalaj [2] ). Figure 2 shows the icons corresponding to twelve files containing the DNA of a set of mammals arranged in this way. We call the combination of Intelligent Icons and the MDS layout a Smart Browser. In this section, we provide a general framework which allows the visualization of different file types. When our tool is first installed, the user has the option to create or download plug-ins that handle and convert a variety of file types. This "plug-in paradigm" of software design has recently become very popular (e.g., the Google Desktop Search Tool [7] ).
Distinctiveness of File Type
There is little doubt that having distinctive file icons for different file types aids rapid file navigation. At first, it may appear that generating icons based on the file contents would negate this benefit. Fortunately, this is not the case. We can retain file distinctiveness while allowing individuality with a combination of two techniques: 1) Using different colormaps for different file types; 2) Using different mappings for different file types. To illustrate this we have chosen three distinctive colormaps for the three main data types that we have encountered (personally, given our research interests). In addition we have chosen a distinctive mapping for video games as shown in Figure 3 . 
Plug-ins for Different File Types
The basic idea discussed in Section 2 can be easily applied to other domains. When extracting features, we want features have high discriminatory power and be as independent as possible. Below we consider these requirements for text, time series, and metadata.
Text: Files such as MS Word, PDF, TEX, TXT etc. are among the most common files on our hard disks. The plug-in for text first discards the stop words, which tend to have equal frequency across all documents and thus have little discriminative power. Next it stems the words using Porters algorithm [9] , so that variations on a word map to a single root. Since the number of remaining words may still be much greater than the number of pixels available, we need to reduce the dimensionality of the features. We achieve this by using a classic text-processing algorithm called Latent Symantec Indexing (LSI). LSI finds a lower dimensionality representation of the data by projecting it onto a space that reflects the latent structure.
Time Series: Time series is a ubiquitous and increasingly prevalent type of data. Figure 3 . In fact, it is extremely challenging to extract useful features from the majority of the file types, including executables, music, videos, etc. Fortunately, for several of such file types an extensive repository of metadata exists. For example, we can create icons for MP3 music files based on the metadata provided (automatically) by CDDB.com. The features available include Track Artist, Record Label, Year, Beats Per Minute, Metagenre (rock, classical, new age, jazz, etc.), Subgenre (punk, ska, baroque, choral, ambient, bebop, ragtime), etc. For video games, there are no fully-automated metadata servers, but it is not too hard to write a crawler which extracts features from game databases. Our crawler collects metadata from www.metacritic.com/games/pc/scores/.
Experimental Evaluations
The central claim of our paper is that Intelligent Icons allow unexpected and serendipitous discoveries. In the following we provide a couple of anecdotes that support our claim. First, we report our exploration of the hundreds of datasets in the UCR archive [4] . One such dataset, known as Kalpakis_ECG, contains 18 normal ECGs used to test time series clustering techniques. When we glanced at this dataset with Intelligent Icons, we immediately noticed something interesting. While ECGs (and therefore the icons derived from them) can have great variability, five of them had radically different icons. Figure 4 illustrates our findings.
This structure was so unexpected we asked UCLA cardiologist, Dr. Helga Van Herle to explain these findings. She informed us that the 5 recordings in question are not ECGs! They are in fact examples of the action potential of a normal pacemaker cell (not to be confused with the man-made devices which mimic them, and are named after them). Figure 5 illustrates the difference. The second anecdote comes from the time when we were exploring a NASA dataset containing examples of telemetry from a Space Shuttle valve. Figure 6 shows five such time series. v e n tricu la r d e p o la riza tio n in itia l ra p id re p o la riza tio n "p la te a u " sta g e re p o la riza tio n re co v e ry p h a se It is immediately apparent that one file has quite a different structure to the rest. NASA engineers were able to explain the difference by noting that while the other four files correspond to normal sequences, file TEK00016.CSV corresponds to an abnormal trace, as shown in Figure 7 . Figure 6 . Note that the bottom four are normal, but TEK00016.CSV has a fault.
As a final example, we consider a project done by two students (Jin and Scott, credited as co-authors) taking a data mining course (UCR CS235, Spring 06). Full details of their work can be found in [10] . The dataset in question is a collection of database/ data mining papers by diverse authors, which reference one of two papers by the first author. Those two papers are "Exact indexing of dynamic time warping" [5] and "Learning the Structure of Augmented Bayesian Classifiers" [6] . In order to make the task more challenging, we indexed all the text except the references.
In Figure 8 we can see two major distinct clusters. One cluster is a collection of papers on (mostly Bayesian) classification, the other cluster is a collection of papers on Dynamic Time Warping (DTW). One icon is centered almost exactly inbetween the two major clusters. This makes perfect sense, since it is a paper on classification of time series that using DTW (Decision-tree Induction from Timeseries Data… by Yamada et al. [13] ) and thus belongs equally to both clusters.
The two remaining icons also have intuitive placement and coloring. Both are written in languages other than English, which explains why they appear as outliers. However, their coloring still gives us a clue as to their content. The icon that has mostly blue pixels (in Italian) is about classification, and the icon that has mostly red pixels (In Portuguese) is about warping. This coloring is reflected in the major clusters. It is perhaps surprising that the icons are intuitive even in the face of being in different languages, however an examination of the texts reveals the occasional passage that lapses into English, such as: "..verificar a superioridade da Warp Metric Distance como medida…", and this is enough structure for the algorithm to produce intuitive icon coloring.
Intelligent Icon Search
Although the primary use of Intelligent Icons is visualization and data mining, their utility for query by content is related and potentially so useful that we briefly consider it here.
Most operating systems support search by 'name', 'date', 'size' etc, and further enhance the search by 'name' by allowing wildcards. However, no current operating systems support query-by-content. The utility of such search is becoming increasingly obvious. For example, suppose we know that we have a preliminary version of a paper buried among our files, but we don't remember its name. It would be useful to be able to simply right click on the icon, and choose an option "find most similar file". We have built such a utility into our Smart Browser tool. When searching for the most similar icon we exclude from consideration files in the same folder as the query file.
In general, query-by-content search using icons provides very intuitive results. For example, we have arranged DNA icons for approximately 380 mammals, reptiles and birds in folders that reflect their geographical location rather than their taxonomic relationship. If we search for the most similar file to chimpanzee.dna in the African folder, we are told that the closest match is orangutan.dna in the Asian folder. Likewise, as shown in Figure 9 , a search for the most similar file to american black bear.dna, returns Polar Bear.dna 1 .
1 The Polar Bear is found in the Alaska and Canada, in addition to Iceland, Greenland and Russia, so the choice of placing it in the Europe folder was somewhat arbitrary. Note that the Asiatic Black Bear (Ursus thibetanus), which may be more similar to the American Black Bear, has not yet been sequenced. Shortly before this paper was submitted, we became aware of an interesting proof of the similarity of the Polar Bear and the American Black Bear. The first example of a hybrid in the wild was confirmed by DNA tests [1].
Conclusions and Future Work
We have introduced INTELLIGENT ICONS, a novel technique for allowing visualization to take place in the background of day-to-day computer use. Future research directions include an extensive user study and providing support for other file types.
