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Abstract
Purpose: There is increasing interest in computed tomography (CT) image estimations from magnetic resonance (MR)
images. The estimated CT images can be utilised for attenuation correction, patient positioning, and dose planning in
diagnostic and radiotherapy workflows. This study aims to introduce a novel statistical learning approach for improving
CT estimation from MR images and to compare the performance of our method with the existing model based CT image
estimation methods.
Methods: The statistical learning approach proposed here consists of two stages. At the training stage, prior knowledges
about tissue-types from CT images were used together with a Gaussian mixture model (GMM) to explore CT image
estimations from MR images. Since the prior knowledges are not available at the prediction stage, a classifier based on
RUSBoost algorithm was trained to estimate the tissue-types from MR images. For a new patient, the trained classifier
and GMMs were used to predict CT image from MR images. The classifier and GMMs were validated by using voxel-
level 10-fold cross-validation and patient-level leave-one-out cross-validation, respectively.
Results: The proposed approach has outperformance in CT estimation quality in comparison with the existing model-
based methods, especially on bone tissues. Our method improved CT image estimation by 5% and 23% on the whole
brain and bone tissues, respectively.
Conclusions: Evaluation of our method shows that it is a promising method to generate CT image substitutes for the
implementation of fully MR-based radiotherapy and PET/MRI applications.
Keywords: Computed tomography; magnetic resonance imaging; CT image estimation; supervised learning; Gaussian
mixture model
I. Introduction
Diagnostic imaging technologies such as magnetic resonance imaging (MRI) and computed tomography (CT) are
used to obtain detailed anatomical images, although the ionising radiation of CT is associated with an increased risk of
radiation-induced cancer [31]. MRI is suitable for tumour localisation, which increases the effectiveness of radiation
dose planning [14, 25, 36]. The interest in removing MRI-to-CT image fusion uncertainties, developing MRI linear
accelerators, and increasing the tumour-localising ability of MRI have encouraged the development of fully MRI-based
radiotherapy planning [4]. However, it is challenging for MRI to delineate solid bone structures due to the short signal
lifetimes and low proton densities in bone tissue [37]. Besides, MR images do not provide electron density information
for dose calculation. In addition to its geometrical and intensity distortions, MRI also lacks digitally reconstructed
radiograph generation for verification of patient positioning [4, 26, 39]. Therefore, coregistered CT and MR images
have been regarded as a complementary procedure [3, 27].
Recently, there has been a growing interest in the development and application of integrated positron emission
tomography (PET)/MRI scanners, which can acquire PET and MR images simultaneously in brain imaging studies
[8, 9, 15]. The implementation of integrated PET/MRI scanners requires information about electron densities for
attenuation correction [6], and this information is obtained from CT images. Although MR images can be obtained
from the integrated scanner, they do not provide attenuation related measurements of electron densities to develop a
reliable CT image estimation method for the integration of PET/MRI scanners.
The estimated CT images can be used to enable accurate MRI-based radiotherapy, and they are essential for atten-
uation correction in PET imaging. In 2013, Hsu et al. [18] utilised probabilistic classification of voxels to obtain CT
images that are currently supporting the workflows of radiation oncology treatment planning in the brain. Furthermore,
solutions to the problem of CT substitute generation are becoming available commercially [35]. Several CT image
estimation methods have been reported, and the estimated CT images are acceptable for clinical implementation. How-
ever, the lack of established approach for evaluating the performance and reporting the consistency of these estimation
methods has challenged and delayed widespread clinical implementation [11].
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In 2016, Huynh et al. [19] used a structured random forest and auto-context model to estimate CT images from MR
images, but this approach is subjective and its performance depends on the quality of features that are extracted from
the MR images. A three-dimensional fully convolutional neural network model has also been developed for patch-wise
estimation of CT images from MR images [32]. In terms of mean absolute error and peak signal-to-noise ratio, this
method has better performance on experimental data than structured random forest and atlas-based methods. However,
its success depends on the geometry of the data. In 2016, Arabi et al. proposed a two-step atlas-based algorithm to
obtain estimated CT images from MR image sequences [1]. Their method provides better bone tissue identification
accuracy than the conventional segmentation and atlas-based methods. A Gaussian mixture model (GMM) has also
been utilised to explore CT image estimation and the associated estimation uncertainty [20, 21]. Taking contextual
information into account, Kuljus et al. [29] have investigated CT image estimation using a hidden Markov model
(HMM) and a Markov random field model (MRF). In terms of mean absolute error, HMM has better performance than
MRF and GMM. In comparison with HMM and GMM, MRF has superior estimation quality in bone tissues. However,
MRF is computationally expensive. Tissue-dependent performance of the statistical models is the main challenge in CT
image estimation, where the estimation quality is found to be poor on air and bone tissues [21, 29]. This challenge led
Bayisa and Yu [2] to examine CT image estimation by partitioning the training data into bone and non-bone tissues, and
they used GMM and a skewed-Gaussian mixture model (SGMM) to estimate CT image intensities on each partition.
Compared to HMM and MRF, the partitioning approach has better estimation on dense bone tissues. The predictive
quality of the partitioning approach depends on the performance of GMM and SGMM on the full data, which is the
data without partitioning. However, it is evident that GMM has poor CT image estimation quality on the full data [29].
Most of the statistical models that have been used to estimate CT images assume that the images depict different
tissue types, which were partly confirmed by the dependence between the performance of models and tissue types. The
poor performance on air and bone tissues is the main challenge in statistical models for CT image estimations. This issue
has motivated the present work to further investigate and improve the quality of CT image estimation by combining a
supervised statistical learning method and GMM. To handle the aforementioned challenge, we have introduced prior
knowledges about the tissue types into a statistical model and proposed an algorithm to overcome the class imbalance
problem that can arise due to the prior knowledge incorporated to the statistical model. The novelty of our approach is
that the prior knowledges about the tissue types are used by the algorithm in such a way that the minority class, which
is the bone tissues, is discernible during CT image estimation process.
The main purpose of this article is to further explore CT image estimation and to improve the quality of CT im-
age prediction using statistical learning methods. To achieve this, we propose a classification method, the RUSBoost
algorithm, at a supervised learning stage of the CT image estimation process. The RUSBoost algorithm uses random
undersampling in an adaptive boosting algorithm to overcome the class imbalance problem in the classification of real
datasets [13, 34]. Decision trees are exploited in the RUSBoost algorithm as weak classifiers, which are classifiers
that perform slightly better than random guessing, because they are usually taken to be the best out-of-the-box learners
[33]. The trained classifier is then used to predict the tissue types of the new MR images from which we estimate the
corresponding CT image. The predicted tissue types and GMM are utilised to obtain the desired estimated CT image.
Hereafter we call our method RGMM. We have also compared the CT image estimation performance of RGMM, HMM,
GMM, MRF, and GMM∗ (when GMM is used at the supervised learning stage, see [2]).
This article is organised as follows. Section II describes the details of our approach, and the results of the study are
presented in Section III. We discuss the implication of the results in Section IV and present the conclusions of the study
in Section V.
II. Materials and Methods
In this section, we first describe data acquisition and image registration, then explain the details of the proposed
method. Regarding to the method part, we present GMMs which capture the distribution of data given the prior knowl-
edges, and explain how the RUSBoost algorithm trains a classifier to estimate the tissue types. The classifier and GMMs
are then combined to make the prediction feasible. At the end, model validation methods are presented.
II.A. Data acquisition
Three-dimensional CT and MR images were acquired from the heads of nine patients. Four MR images were
obtained from each patient using two dual echo UTE sequences with flip angles of 10 and 30 degrees. The UTE
sequences were sampled from a first echo (free induction decay) and a second echo (gradient echo) from the same
excitation with echo times of 0.07 and 3.76 milliseconds, respectively. Each MR image was reconstructed to a 192 ×
192 × 192 dimensional matrix. An entry in the matrix represents a signal intensity corresponding to a voxel with size
1.33 × 1.33 × 1.33 mm3. For each patient, one CT image was acquired using a GE Lightspeed with a 2.5 mm slice
thickness, and the image was reconstructed with an in-plane resolution of 0.78 × 0.78 mm2. A binary mask was also
developed for each patient to demarcate the area of interest. The binary mask, the CT image, and the four MR images
of each patient were co-registered and resampled to the same resolution using linear interpolation. The MR images
were pre-processed and normalized, and for further technical details, we refer to [20, 22]. We organized the voxel
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values of the CT image, the binary mask, and the four MR images into six columns to obtain data for each patient. The
organised data of the patients were column stacked, and data corresponding to the region of interest were selected for
model fitting. Fig. 1 shows a sagittal image slice for a representative patient.
(a) (b) (c)
(d) (e) (f)
Fig. 1. Binary mask (a), CT image (b) and MR images (c-f).
II.B. Image registration
CT image and MR images of each patient were coregistered using a mutual information algorithm from the Insight
Toolkit [38]. A manual evaluation of the registration accuracy has been implemented and each registration passed the
evaluation. Using linear interpolation, we resampled the CT image to have the same resolution as the UTE images.
II.C. Gaussian mixture model
Let Yi and Xi = (Xi1, Xi2, · · · , Xid) represent the CT image intensity and its corresponding d-dimensional intensities
of the MR images at voxel i. In our real data, we have four MR images, d = 4. Let ti be its corresponding known tissue
type, which represents prior knowledge about tissue types. The class probability density of the random vector (Yi,Xi)
is assumed to be Gaussian:
(Yi,Xi) | ti = k ∼ N(µk,Σk), (1)
where i = 1, 2, · · · , n, n is the number of voxels, µk is the mean vector, Σk is the variance-covariance structure, k =
1, 2, · · · ,K, and K is the known number of classes. In this study, K = 2. For each known tissue type, we assume that
there is a latent variable Zi that represents an unobserved subtissue type at voxel i. To take this into account, we have
assumed a more flexible model given by
(Yi,Xi) | ti = k,Zi = j ∼ N(µk j,Σk j), (2)
where j = 1, 2, · · · , Jk, and Jk is the number of subtissue types within the known tissue type k. Consequently, we have
a Gaussian mixture model (GMM) for each known tissue type, and this is given by
(Yi,Xi) | ti = k ∼
Jk∑
j=1
pik jN(µk j,Σk j), (3)
where
pik j ≥ 0,
Jk∑
j=1
pik j = 1, k = 1, 2, · · · ,K. (4)
The GMM parameters can be estimated by an iterative maximising procedure using the concept of incomplete data
via the EM-algorithm [10]. We use the mean squared error to select the optimal estimates.
Two stages are used during the parameter estimation process. First, we estimate the model parameters given the
number of unknown tissue types. The mean squared error is utilised to select the optimal parameter estimates for the
given number of unknown tissue types. Second, we select the number of unknown tissue types by using the estimated
models on the validation dataset. The final optimal parameter estimates are the ones that have smaller mean squared
errors or mean absolute errors for the validation dataset. The stopping criterion used by Bayisa and Yu. [2] is applied
to control the convergence of the estimation process.
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II.D. Supervised learning method
Using the observed CT image intensity yi that corresponds to the intensity xi of the MR images, we define a class
label or tissue type of the MR images at voxel i as follows.
ti =
0, if yi ≤ 100 HU,1, otherwise, (5)
where 100 HU is used as CT image intensity threshold value (see [2]) and HU is a Hounsfield unit.
II.D.1. RUSBoost algorithm
Important information in datasets can be captured by well-conceived new features. It is reasonable to consider
spatial features during the CT image estimation process. CT and MR images are three-dimensional images, and a given
voxel in the images that is not on the boundary of the images has six first-order and a maximum of twenty-six second-
order neighbouring voxels. Let xsi be a vector of intensities of MR images at the six or the twenty-six closest voxels to
voxel i, xci =
(
xi, xsi
)
be a vector of the original and the extracted spatial features at voxel i, and ti be its corresponding
known class label or tissue type. Based on xci and ti, the RUSBoost algorithm is used to train a supervised learning
method. Decision trees have been adopted as weak learners in the RUSBoost algorithm, and we have explored all
possible binary splits on every predictor. The optimisation of the binary split is subjected to the maximum number of
splits, the purity, and the minimum leaf size of a node. The split predictor among all possible splits of all predictors can
be obtained using the GINI index given by
GINI(v) = 1 −
K∑
t=1
p2tv, (6)
where K is the number of class labels, v is a node, and ptv is the proportion of the class label t at node v. GINI index is
a measure of node impurity and minimizing it can lead to the purity of the node. The RUSBoost algorithm is shown in
Algorithm 1. The algorithm can be explained as follows. For each iteration j = 1, 2, · · · , M, the RUSBoost algorithm
calls for an external weak learning algorithm and provides it with the data and the mislabel distribution. The weak
learning algorithm returns a weak learner, which is a function h j: X × T → [0, 1], to the RUSBoost algorithm. One
can give meaning to a weak learner h j in the following manner. If h j
(
xci , ti
)
= 1 and h j
(
xci , t
)
= 0 then h j has correctly
identified the label at voxel i as ti. In a similar manner, if h j
(
xci , ti
)
= 0 and h j
(
xci , t
)
= 1, then h j has incorrectly
identified the label at voxel i as t. If h j
(
xci , ti
)
= h j
(
xci , t
)
, then label prediction by h j is taken to be a random guess.
Even though the function h j may not define a proper probability distribution, the values of h j ∈ (0, 1) can be interpreted
probabilistically [12].
The weak learners are trained sequentially. The first weak learner is trained on a set of instances obtained by
random undersampling (RUS) from a training set. The training set for the second weak learner is obtained by RUS
from instances that are picked with replacement from the training set with higher probabilities, which is according to
the mislabel distribution assigned to those observations that are classified incorrectly by the first weak learner. Instances
that are difficult to classify are more likely to occur multiple times in the training set because they are picked with
replacement. As we proceed to build each weak learner in the ensemble, instances which are more difficult to classify
correctly appear more and more likely. Since each weak learner is asked to classify the more difficult instances, the
training error of an individual weak learner tends to increase as the number of weak learners increases. However, the
boosting algorithm shows that the ensemble training error rate decreases as the number of weak learners increases. The
ensemble output is determined by weighting the weak learner with log(1/α j), where α j is proportional to the jth weak
learner error rate. If the weak learner has good error rate performance, it has good contribution to the output. At a given
voxel i, the final classifier H predicts a label v ∈ T that maximizes a weighted average of the weak learners.
5 5
Algorithm 1. RUSBoost Algorithm
a) Let D be a training set given by
D =
{(
xc1, t1
)
,
(
xc2, t2
)
, · · · , (xcn, tn)} ,
where xci ∈ X, ti ∈ T, i = 1, 2, · · · , n, X is a feature space and T is a label set;
b) Random undersampling (RUS) based on a minority class label in T;
c) Maximum number M of learners in the ensemble;
d) Weak learning algorithm WeakLearn;
e) Let S = {(i, t) | i = 1, 2, · · · , n, t , ti} be the set of possible mislabels. In this notation, i and t represent the index of
xci and one of the incorrect labels of x
c
i ;
f) Using S, initialise the mislabel distribution W1, which is given by
W1 =
{
W1 (i, t) =
1
|S| : (i, t) ∈ S
}
,
where |S| denotes the cardinality of the set S;
g) For j = 1, 2, · · · , M, do
1. Using RUS, obtain the modified training dataset D′j and its distribution W
′
j;
2. Call WeakLearn and provide it with the training dataset D′j and W
′
j;
3. Obtain a weak classifier h j: X × T→ [0, 1];
4. Compute the pseudo-loss of the classifier h j
 j =
∑
(i,t)∈S
W j (i, t)
[
1 − h j (xci , ti) + h j (xci , t)] ;
5. Compute the weight update parameter α j
α j =
 j
1 −  j ;
6. Update the weight W j (i, t)
W j+1 (i, t) = W j (i, t)α
1
2 [1+h j(xci ,ti)−h j(xci ,t)]
j ;
7. Normalise the weight W j+1 (i, t)
W j+1 (i, t) =
W j+1 (i, t)∑
(i,t)∈S
W j+1 (i, t)
;
h) Obtain the final strong learner
H
(
xci
)
= argmax
v∈T
M∑
j=1
h j
(
xci , v
)
log
1
α j
;
II.E. Estimation of CT images
We are interested in estimating the CT image intensity Yi given new MR images Xi and its known tissue type ti at
voxel i. A point estimator of CT image intensity can be given by
E [Yi | Xi, ti = k,Θ] =
Jk∑
j=1
β jE
[
Yi | Xi, ti = k,Zi = j,Θ] , (7)
where
Θ =
{
pik j,µk j,Σk j | j = 1, 2, · · · , Jk; k = 1, 2, · · · ,K
}
, (8)
is the set of all parameters. One can compute the weight β j = P (Zi = j | Xi, ti = k,Θ) by Bayes’ theorem. The expected
value E
[
Yi | Xi, ti = k,Zi = j,Θ] is the conditional expectation in the multivariate normal distribution. The first-layer
tissue type ti for the MR images at voxel i can be estimated using the RUSBoost algorithm at a supervised learning
stage. The predicted tissue types and the estimated GMM parameters are exploited to obtain the desired CT images
from the new MR images.
We summarised the RGMM in Figs. 2, 3, and 4. The conceptual model for RGMM involves two stages. The first
stage consists of training GMM and the RUSBoost algorithm as shown in Figs. 2 and 3, respectively.
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Fig. 2. Conceptual model for training GMM.
Fig. 3. Conceptual model for training RUSBoost algorithm.
The second stage is the CT image estimation, which is shown in Fig. 4.
Fig. 4. Conceptual model for CT image estimation.
II.F. Model validation method
To evaluate the quality of the RUSBoost classification algorithm, we use a 10-fold cross-validation method at voxel
level. Using the model trained on out-of-fold observations, we can compute the classification error of the method for
the in-fold observations. This is calculated by
err =
1
n
n∑
i=1
1{yˆi,yi}, (9)
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where
1{yˆi,yi} =
1, if yˆi , yi,0, otherwise, (10)
and yˆi is the predicted class label. The number of weak learners can be plotted against the cumulative of the averages
of the classification errors in order to validate the predictive quality of the method.
An overall accuracy measure can be exploited to select the best-trained classification model. However, it is not a
proper measure in imbalanced class distribution. The reason is that less prevalent classes have very little impact on
the accuracy measure compared to the prevalent classes [24]. In 1994, Buckland et al. utilised precision (Pr), recall
(Re), and F-score (Fs) to investigate the performance of a classification method for skewed class distribution [5]. The
measures are obtained by
Pr =
TP
TP + FP
and Re =
TP
TP + FN
, (11)
Fs =
(
1 + β2
)
× Re × Pr
β2 × Pr + Re , (12)
where TP, FP and FN represent True Positive, False Positive, and False Negative. The positive and negative classes
represent the minority and the majority classes in the data. The parameter β denotes the relative importance of precision
versus recall and is usually set to 1. Standard classification methods usually produce classifiers that do not accurately
predict the minority class. Therefore, we need to obtain a classification method that can improve the recall without
affecting the precision. However, the roles of recall and precision are usually conflicting. As a result, we need to use
the F-score to assess the goodness of fit of the classifier for the minority class.
We evaluate the CT image estimation performance of RGMM using a leave-one-out cross-validation method at
patient level. One dataset from a patient is kept for validating the model, and the remaining datasets from the other
patients are used for training the model. This procedure is repeated for each patient. For a given validation dataset, let
Yi; and Yˆi be the intensity of the CT image at voxel i, and its estimated intensity, respectively. We choose the mean
absolute error (MAE) for measuring estimation accuracy. This is a robust measure that is fairly insensitive to outliers.
Better models have lower average MAEs. In addition, we use a smoothed residual plot to assess the predictive quality of
the model through the tissues of the head. Smoothed residuals can be computed by moving over the CT image intensity
range with non-overlapping windows, on each window we compute either the average of the residuals or their absolute
values. A moving average over the non-overlapping windows is calculated to obtain the smoothed residual plot or the
smoothed absolute residual plot. Smoothed residual plots enable to observe the general behaviour of the residuals and
help to point out the tissues on which the statistical models are working and not working.
In summary, the MAE, smoothed residual plot, and smoothed absolute residual plot are used to compare the CT
image estimation performance of RGMM with the existing model-based methods. We used the same nine datasets as
in Kuljus et al. [29] in order to make the comparisons possible. Kuljus et al. experienced numerical difficulties in
estimating the existing model-based methods such as MRF and GMM for the nine datasets. Following that, the authors
used nine and five (excluding four heads) datasets to evaluate the estimation performance of HMM, MRF, and GMM.
In line with Kuljus et al., it is desirable to explore the robustness of our method based on the nine and five datasets.
When comparing RGMM and HMM, all nine patients were used. When including MRF, GMM, and GMM∗ in the
comparison, only five of the patients could be included due to instability in MRF and GMM.
III. Results
Histogram plots of the data from the nine patients showed that four of the datasets have high intensities in the MR
images acquired with a 10 degree uniform flip angle. These high intensities are observed in some regions of bone
tissues.
III.A. Result: Supervised learning method
We utilised CT image intensities to label each voxel of its corresponding MR images as 0 or 1. For the nine
datasets, it showed that 18.49% of instances belong to the minority class (with label 1). We began the training of the
RUSBoost method with 500 decision trees and explored the training using several splits and leaf sizes for the decision
trees. The investigation suggested that a maximum of 400 splits and a minimum of 5 leaf sizes were enough to obtain
the desired number of decision trees. Using 10-fold cross-validation, the evaluation of the predictive quality of the
algorithm revealed that it can achieve a classification error of under 9.05% by employing 150 or more decision trees.
The classification error of our method is shown in Fig. 5. We used the F-score to select the best model. The predictive
performance of the method depends on the number of extracted spatial features, and when we consider the six extracted
spatial features, the best model has an F-score of 74.07% with a corresponding overall accuracy of 90.05%. On the other
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hand, the best model has an F-score of 76.48% when we take the twenty-six extracted spatial features into account. In
this case, the overall accuracy of the best model is 91%. Although the change in F-score is small, the effect of using the
twenty-six spatial features on CT image estimation is non-negligible.
For the five datasets, the data indicate that 17.45% of the instances belong to the minority class. Under the same
setting as for nine datasets, the method achieves a classification error of under 5.95% by employing 150 or more trees.
Fig. 5 shows that the best model has an F-score of 81.61% when the six extracted spatial features are taken into account,
and it has a 93.55% overall accuracy. When we consider the twenty-six extracted spatial features, the best model has
an F-score of 83.27% and an overall accuracy of 94.12%.
Fig. 5. Classification error of the RUSBoost algorithm for the nine patients and the five patients.
The F-score and overall accuracy appear to depend on the number of extracted spatial features. Hereinafter, we use
the trained RUSBoost algorithm consisting of 150 trees and take the twenty-six extracted spatial features into account.
III.B. Result: RGMM
In this section, we present results obtained by RGMM and compare its performance with the existing model-based
methods.
For the case of nine datasets, the optimal estimates of the RGMM parameters were obtained for J0 = 5 and J1 = 6,
which are the optimal underlying numbers of classes. According to Kuljus et al. [29], the optimal estimates of HMM
parameters were obtained for 8 underlying numbers of classes. They showed that HMM outperforms GMM, and GMM
is numerically less stable on the nine datasets. Kuljus et al. [29] also encountered numerical difficulty in estimating the
MRF for the nine datasets. Therefore, we could only compare the CT image estimation performance of RGMM and
HMM for the nine datasets. Using the leave-one-out cross-validation method, we have summarised the mean absolute
errors of the CT image estimation in Table I.
Table I. Summary of the mean absolute errors in HU of the estimation for the nine patients.
Patient RGMM HMM
1 145.80 146.31
2 139.51 146.15
3 291.76 297.35
4 143.21 157.00
5 179.50 259.67
6 152.02 199.34
7 302.08 351.73
8 140.45 153.21
9 155.49 153.87
mean 183.31 207.18
Table I shows that RGMM outperforms HMM by approximately 23 HU on average. This implies that the supervised
learning method played a major role in improving CT image estimation. One of the main advantages of our method
is that it is more robust across the patients than HMM. For instance, HMM has poor performance for patients 3, 5, 6,
and 7, especially on bone tissues, see Table II. We noticed that the MR images of the four heads acquired at 10 degree
uniform flip angles had peculiarly high intensities in certain regions of bone tissues. This was not observed in the same
regions of the remaining heads. Table II shows the robustness of our method on bone tissue-dominated regions, and our
approach improved the estimation by approximately 107 HU on average.
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Table II. Summary of the mean absolute errors in HU for the nine patients in bone tissue-dominated regions.
Patient RGMM HMM
1 284.93 331.11
2 295.42 359.93
3 564.65 615.97
4 269.80 342.15
5 358.15 724.20
6 303.35 498.62
7 557.98 616.41
8 238.37 296.02
9 297.64 355.82
mean 352.25 460.03
We merged the CT image intensities of the nine patients and denoted this by mCT . Similarly, we merged the
estimated CT image intensities of the nine patients and represented this by sCT . Over non-overlapping windows on
mCT with a window size of 20 HU, we computed the average over the windows for both mCT and |sCT − mCT |.
Plotting the averages, we obtained the smoothed absolute residual plot shown in Fig. 6. The smoothed plot shows that
RGMM has better CT image estimation quality than HMM. In particular, RGMM has superior bone tissue estimation
quality.
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Fig. 6. Smoothed absolute residual plot in HU for the nine patients.
Plotting mCT against sCT − mCT , we obtained the smoothed residual plot shown in Fig. 7. Compared to HMM,
our method reduced both the underestimation and overestimation problem in CT image estimation.
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Fig. 7. Smoothed residual plot in HU for the nine patients.
To compare the robustness of our method with the existing model-based methods, it is desirable to further investigate
CT image estimation on the remaining five datasets 1, 2, 4, 8, and 9. We obtained the optimal estimates of RGMM
parameters for J0 = 6 and J1 = 6, which are the optimal underlying number of classes. According to Bayisa and Yu [2],
the optimal estimates of HMM, MRF, GMM, and GMM∗ parameters are obtained for an optimal underlying number of
classes of 5 in HMM and MRF and an optimal underlying number of classes of 8 in GMM, and 6 in GMM∗ (on both
bone and non-bone tissues). Using the leave-one-out cross-validation method, we have summarised the mean absolute
errors of the models in Table III.
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Table III. Summary of mean absolute errors in HU of the estimation for the five patients.
Patient RGMM GMM∗ HMM MRF GMM
1 135.72 144.58 133.56 137.95 145.67
2 134.31 152.04 138.68 137.34 153.40
4 140.01 161.28 142.92 158.99 163.85
8 125.35 146.62 139.17 145.05 146.78
9 133.48 160.62 143.89 165.36 158.85
mean 133.77 153.03 139.65 148.94 153.71
Table III shows that RGMM improved the estimation quality by approximately 6 HU on average and that RGMM
is more stable. Most importantly, RGMM has much better performance on tissues dominated by bone (tissues that have
CT image intensities greater than 100 HU). Table IV summarises the mean absolute errors of the models for tissues
dominated by bone.
Table IV. Mean absolute errors in HU for tissues dominated by bone.
Patient RGMM GMM∗ HMM MRF GMM
1 265.49 315.16 324.94 307.95 314.41
2 273.84 348.05 360.03 328.89 365.12
4 236.20 301.78 331.16 322.48 328.01
8 216.67 269.33 296.04 280.63 292.78
9 282.27 349.28 366.13 357.22 359.56
mean 254.89 316.72 335.66 319.43 331.98
Table IV shows that RGMM improved the estimation quality in bone tissue-dominated regions by approximately
62 HU on average. We also utilised a moving average to evaluate the performance of the models on the tissues of the
heads. Fig. 8 shows the smoothed absolute residual plot for the five patients that was obtained in a similar manner as
the smoothed plot for nine patients.
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Fig. 8. Smoothed absolute residual plot in HU for the five patents.
The smoothed plot shows that RGMM has better performance than the other models. Specifically, our method has
better bone tissue estimation quality. We also used the smoothed residual plot shown in Fig. 9 to investigate the nature
of the models for the tissues.
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Fig. 9. Smoothed residual plot in HU for the five patients.
The residual plot demonstrates that the models underestimated for the bone tissues and overestimated for the air
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spaces of the heads. However, it is evident from the plot that RGMM reduced the underestimation problem for bone
tissues compared to the other methods used in this work.
Existing methods have poor performance in the region of the throat cavity [16, 20], and we observed similar be-
haviour in our method. The results of our approach and HMM are presented in Fig. 10 showing slices of a CT image,
its predicted images, and the associated prediction errors, which are conventionally defined as mCT − sCT , for a repre-
sentative patient.
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Fig. 10. The first column (a) represents slices of CT image, the second and third column (b) and (c) shows the corresponding predicted slices of CT
images, and the last two columns (d) and (e) show the errors of the prediction.
IV. Discussion
We have presented a statistical learning method for CT image estimation from MR images and have evaluated the
method using cross-validation on nine and five datasets.
Several methods have previously been utilised to investigate CT image estimations [1, 2, 19, 21, 29, 32]. Our
method is different from these works in that it combines supervised statistical learning and GMM to generate substitute
CT images. Our approach also differs from the studies carried out by Keereman et al. [28], Catana et al. [7], and
Hofmann et al. [17] because we used UTE MRI sequences with two flip angles at two different echo times and used
RGMM to estimate the CT images.
Keereman et al. [28] suggested that visualization of cortical bone with MRI is possible with UTE sequences,
and their results revealed that UTE approach can also enable the separation of bone and air, which is problematic
with traditional MR techniques. Even though bones are imaged with weak intensity and poor resolution using UTE
sequences, the use of UTE sequences in MRI is advantageous for our method as it makes the statistical modeling
feasible for CT image estimations. According to Johansson et al. [23], the use of UTE sequences with two flip angles
can substantially increase the quality of the CT image estimations. However, streak artifacts in the images from the UTE
sequences become more severe when larger body parts are imaged [20]. Even though the UTE pulse sequences can
be simple in theory, its successful implementation needs accurate timing and a detailed understanding of the hardware
performance [30].
The proposed method has resulted in better accuracy of CT image estimation, especially for bone tissues, which is
the most difficult task in the estimation of CT images from MR images [27]. Figs. 6 and 8 and Table I–IV show that our
method has better CT image estimation quality compared to the existing model-based methods. We observed that the
absolute errors in CT image estimation are not only severe in the bone and air regions, but also at their interfaces with
soft tissues. This problem might not be directly attributed to the model and might instead be related to patient motion
during data acquisition, changes in the anatomy of the patients, and uncertainties during image registration. In other
words, the model has difficulty to handle the sudden changes of tissue-interfaces. In order to take this into account, more
data are required for the model to capture the anatomical changes. Regardless of this issue, our approach outperforms
the already established results. By reducing the aforementioned effects, one can even increase the performance of our
method.
Our method is more stable than the existing model-based methods. Table I shows that the variation in the mean
absolute errors of the estimation across the heads for RGMM is lower than for HMM, and our method improved CT
image estimation by approximately 23 HU on average. In particular, it provided better quality in estimating bone
tissue-dominated regions with an improvement by approximately 107 HU on average (Table II). In other words, it has
improved CT image estimation by 5% and 23% on whole-brain and bone tissues respectively. For the nine datasets, the
estimations by GMM and MRF are unstable due to ill- conditioning and the inverse problem of covariance matrices in
these models [29]. This is also the reason that we did not compare our method with GMM∗, that is, we did not expect
good partitioning of the datasets based on the estimated CT image by GMM on the nine datasets. Furthermore, Table III
shows that our method is better than GMM∗, and it is reasonable to expect a similar result on the nine datasets. RGMM
is less sensitive than HMM, MRF, and GMM on heads 3, 5, 6, and 7. The reason for the sensitivity of HMM, MRF,
and GMM for the four datasets is that the MR images of the four heads obtained at 10 degree uniform flip angles have
strange proton densities in certain regions of bone tissues.
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To further investigate the robustness of our method, we compared it with the existing model-based methods and
explored the estimation of CT images using the remaining five subset datasets. Tables III–IV show that our method
is more stable than the other models. Moreover, it has improved the estimation of bone tissue-dominated regions by
approximately 62 HU on average. This shows that our method is relatively consistent and is a promising approach for
generating substitute CT images from MR images.
In general, distortion in the MR image volumes in addition to motion could affect the accuracy of CT estimation.
Since this impact will be more or less valid for all methods, the relative performance would keep similar. The UTE
images also have low distortion due to the short echo time, and the gradient non-linearity correction may have some
residual distortion but it should be small. Moreover, our method is more robust which would imply a less impact.
Johansson et al. [20] used UTE MR images. We also used UTE MR images in this study. Recently, zero-echo-time
(ZTE) has been shown to provide a sequence of MR images that can exhibit sufficient contrast between different tissues,
especially air and bone. These sequences can be employed to obtain better estimations of CT images.
An interesting extension of our work is to relax the boundary of the class labelling and to instead try to learn the
boundary from the datasets. Another alternative to extend this work is to use supervised learning at the two stages that
were utilised to estimate CT images from MR images. Furthermore, although the error metrics used in this study, e.g.
MAE, are easy to understand and consistent with Johansson et al. [20], it is by no means the endpoints for evaluating
the quality of substituted CT. Thus, it is certainly necessary to conduct a further investigation to quantify the quality of
substituted CT from the clinical point of view, such as dose calculation accuracy and accuracy of attenuation correction.
V. Conclusions
We have shown that our method has better CT image prediction quality, especially in bone tissue estimation, com-
pared to previous model-based methods. Evaluation of our method shows that it predicts CT image intensities accurately
and that it is a promising method to obtain CT image substitutes for the implementation of fully MRI-based radiotherapy
and for PET/MRI applications.
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