Abstract. We describe SANTA-G (Grid-enabled System Area Networks Trace Analysis), an instrument monitoring framework that uses the R-GMA (Relational Grid Monitoring Architecture). We describe the CanonicalProducer, the component that allows for instrument monitoring, and how it would be used to construct the basis of a Grid-wide intrusion detection system.
The R-GMA
The Grid Monitoring Architecture (GMA) [2] of the Global Grid Forum (GGF), as shown in Figure 1 , consists of three components: Consumers, Producers and a directory service, which in the R-GMA is referred to as a Registry. R-GMA is a relational implementation of the GMA developed within the European DataGrid (EDG), which harnesses the power and flexibility of the relational model. R-GMA creates the impression that you have one RDBMS per Virtual Organisation (VO). However it is important to appreciate that the system is a way of using the relational model in a Grid environment and not a general distributed RDBMS with guaranteed ACID properties. All the producers of information are quite independent. It is relational in the sense that Producers announce what they have to publish via an SQL CREATE TABLE statement and publish with an SQL INSERT and that Consumers use an SQL SELECT to collect the information they need. For a more formal description of R-GMA see [3] . The R-GMA makes use of the Tomcat Servlet container. Most of the R-GMA code is written in Java and is therefore highly portable. The only dependency on other EDG software components is in the security area.
There have so far been defined not just a single Producer but four different types: a DataBaseProducer, a StreamProducer, a LatestProducer and a CanonicalProducer. All appear to be Producers as seen by a Consumer, but they have different characteristics. The StreamProducer allows for information to be streamed continously to a Consumer. The LatestProducer only stores the most recent tuple of information for a given primary key, thus providing the lateststate information, whereas a DataBaseProducer stores the entire history of a stream of information.
The CanonicalProducer
If we have to deal with a large volume of data it may not be practical to convert it all to a tabular storage model. Moreover, it may be inefficient to transfer the data to a Producer servlet with SQL INSERT statements. It may be judged better to leave the data in its raw form at the location where it was created. The CanonicalProducer is able to cope with this by accepting SQL queries and using user-supplied code to return selected information in tabular form when required. In general the R-GMA producers are sub-classes of the Insertable class, the class that provides the insert method. The insert method is used by the producers to send data to the servlets as an SQL INSERT string. The CanonicalProducer is different however; it is a subclass of the Declarable class. This means that it inherits the methods for declaring tables, but not inserting data. The user's producer code is responsible for obtaining the data requested. Figure 2 shows the communication between the servlets for a CanonicalProducer. When the other producer types publish data, the data is transferred to a local producer servlet via a SQL INSERT. The CanonicalProducer Servlet, however, is never sent raw data, which is instead retained local to the user's CanonicalProducer code.
Because the user must write the code to parse and execute the query, the CanonicalProducer can be used to carry out any type of query on any type of data source.
R-GMA is being further developed within the EU EGEE project [23] . A new Static query type has been added. The concept of the Canonical Producer has been extended as an On-Demand Producer that can encompass large databases as well as instruments, and which specifically supports the static query type. The template allows for the information captured by external instruments to be introduced into the Grid Information System. It is possible for these intruments to be anything, from fish sonars to PCR Analysers. The enabling technology for the template is the CanonicalProducer. The demonstrator of this concept, developed within the CrossGrid [17] project, is a network monitor that allows a user to access logs stored in libpcap (a packet capture library) format through the R-GMA. Examples of tools that generate logs in this format are Tcpdump [13] , an open-source packet capture application, and SNORT [14], a network intrusion detection system. The SANTA-G NetTracer is composed of three components that allow for the monitoring data to be accessed through the R-GMA: a Sensor (which is installed on the node(s) to be monitored), a QueryEngine, and a Viewer GUI (see Figure 4) . The Sensor monitors the log files created by the external sensor, for example SNORT, and notifies the QueryEngine when new log files are detected. SNORT logs alerts when suspect packets are detected. The Sensor monitors the alert file generated by SNORT and when a new alert is detected its details are sent to the QueryEngine, which records these events and publishes them to users through the R-GMA (by using the LatestProducer API). Users can then view these alerts, using the Viewer GUI. The full packet data of the packet that triggered the alert can also then be viewed by querying the packet log file also generated by SNORT. The QueryEngine provides the interface to the R-GMA by using the CanonicalProducer API. Data is viewed via the R-GMA by submitting an SQL SE-LECT statement, as if querying a relational database. Through the CanonicalProducer this query is forwarded to the QueryEngine, which then parses the query, searches the appropriate log file to obtain the data required to satisfy the query, and returns the dataset to the GUI through the R-GMA.
The QueryEngine implements the required components of CanonicalProducer code. Figure 5 shows how the QueryEngine executes a SQL query received from the R-GMA (i.e. from the CanonicalProducerServlet). The QueryEngine listens on a socket, waiting for connections from the Servlet. When a connection is made the SQL query is read from the socket and passed to an SQLParser class. The parser breaks the query into three separate lists; a select list that contains the fields to be read, a from list that contains the table the fields belong to, and a where list that contains the values used to filter the fields with. The Search class searches the log file for data that matches the WHERE predicates specified in the query, and extracts the required fields. The data that satisfies the query is accumulated into a ResultSet in XML format and returned to the Servlet over the socket connection. For example, the following query:
SELECT source_address, destination_address, packet_type FROM Ethernet WHERE sensorId = 'some.machine.com:0' AND fileId = 0 AND packetId < 100 would return the source address, destination address, and packet type fields of the Ethernet header for the first 100 packets in the log file assigned ID 0 and stored on 'some.machine.com'.
The information that can be queried is defined by the schema that the CanonicalProducer registers with the CanonicalProducer servlet. The schema for the SNORT alerts is shown in Table 1 The SANTA-G Viewer provides a graphical user interface, which makes use of the R-GMA Consumer API, to allow users to graphically view network packets in the log files, and also to build and submit SQL queries that will be carried out on the log files. Figure 6 shows the SNORT alerts panel of the Viewer, which allows a user to browse the alerts that have been published by the SNORT sensors to the R-GMA. Figure 7 shows how alerts can be generated, and published from a site, in order for them to be viewed at a Grid Operations Center. Here we show four worker nodes instrumented with the SNORT sensors, each attacking the other three. The alerts generated will be collected and published to the R-GMA via the QueryEngine. The Viewer (or any R-GMA Consumer) can then be used to query for and view the published alerts. If this example is expanded to include multiple sites then the alerts table published by the R-GMA becomes a Gridwide intrusion log. 
Future Work
It is intended to use the SNORT functionality of the SANTA-G network monitoring tool developed within Grid-Ireland to construct a 'Grid-wide intrusion detection system'. It is envisaged that each site within a Grid will run a set of SNORT sensors publishing alerts to the R-GMA. A high-level incident detection, tracking and response platform will be created by using custom coded Consumers to filter and analyse the alerts published in order to detect patterns that would signify an attempted distributed attack on the Grid infrastructure. This will be constructed with two components (as shown in Figure 8 ):
1. a R-GMA Archiver that will query for the alerts detected by the SNORT sensors and save the results in a MySQL database, that will then represent the Grid-wide intrusion log, and 2. one or more R-GMA Consumers that will issue stream queries to the Archiver, and receive back stream of responses that they will convert to email alerts.
It is also intended to complement the SNORT data with information from other security components. Work is currently underway creating new sensor types and query engines for use with such tools as Tripwire [15] and AIDE (Advanced Intrusion Detection Environment) [16] . 
Conclusion
The SANTA-G network monitoring tool developed within the CrossGrid project demonstrates the CanonicalProducer concept by allowing log files to be accessed through the R-GMA. Since the logs are published to the R-GMA grid information system this can provide the basis for a Grid-wide intrusion detection system. SANTA-G NetTracer has been extended to publish logs generated by the SNORT network intrusion detection system. We intend to use this functionality, along with further extensions that incorporate information from other security components, to construct a system that will allow for Grid-wide intrusion detection. By using other R-GMA components, such as an Archiver, alerts published from multiple sites can be aggregated to form a Grid-wide intrusion log. Custom coded Consumers can then query this log for specific alert patterns, triggering their own alerts if a pattern is detected, and thereby generating Grid-wide intrusion alerts.
