Context. Hi Intensity Mapping (IM) will be used to do precision cosmology, using many existing and upcoming radio observatories. It will measure the integrated Hi 21 cm emission signal from 'voxels' of the sky at different redshifts. The signal will be contaminated due to absorption, the largest component of which will be the flux absorbed by the Hi emitting sources themselves from the potentially bright flux incident on them from background radio continuum sources. Aims. We, for the first time, provide a quantitative estimate of the magnitude of the absorbed flux compared to the emitted Hi flux. The ratio of the two fluxes was calculated for various voxels placed at redshifts between 0.1 and 2.5. Methods. We used a cosmological sky simulation of the atomic Hi emission line, and summed over the emitted and absorbed fluxes for all sources within voxels at different redshift. In order to determine the absorbed flux, for each Hi source the flux incident from background radio continuum sources was estimated by determining the numbers, sizes, and redshift distribution of radio continuum sources that lie behind it, based on existing observations and simulations. The amount of this incident flux that is absorbed by each Hi source was calculated using a relation between integrated optical depth with Hi column density determined using observations of damped Lyman-α systems (DLAs) and sub-DLAs. Results. We find that for the same co-moving volume of sky, the Hi emission decreases quickly with increasing redshift, while the absorption varies much less with redshift and follows the redshift distribution of faint sources that dominate the number counts of radio continuum sources. This results in the fraction of absorption compared to emission to be negligible in the nearby Universe (up to a redshift of ∼0.5), increases to about 10% at a redshift of one, and continues to increase to about 30% up to a redshift of 2.5. These numbers can vary significantly due to the uncertainty on the exact form of the following relations: firstly, the number counts of radio continuum sources at sub-mJy flux densities; secondly, the relation between integrated optical depth and Hi column density of Hi sources; and thirdly, the redshift distribution of radio continuum sources up to the highest redshifts. Conclusions. Absorption of the flux incident from background radio continuum sources might become an important contaminant to Hi IM signals beyond redshifts of 0.5. The impact of absorption needs to be quantified more accurately using inputs from upcoming deep surveys of radio continuum sources, Hi absorption, and Hi emission with the Square Kilometre Array and its precursors.
Introduction
Hi Intensity Mapping (IM) refers to a novel method of doing precision cosmology using the integrated Hi 21 cm emission signal from volumes or 'voxels' of the sky at different redshifts, starting immediately after reionization right up to the present day (Battye et al. 2004; Peterson et al. 2006; Loeb & Wyithe 2008; Shaw et al. 2014; Santos et al. 2014; Bull et al. 2015; Wolz et al. 2017; Kovetz et al. 2017; Villaescusa-Navarro et al. 2018) . The cosmic Hi signal is weak and needs to be integrated over large volumes of sky for it to be detectable as a fluctuation, over and above, the statistical and instrumental noise. There are also much brighter 'foregrounds' that need to be removed for the Hi signal to become detectable -radio synchrotron and free-free emissions from the Galaxy itself, radio continuum emission from extragalactic sources, instrumental effects like 1/ f noise, etc. In spite of these challenges Hi IM promises to be one of the most important tools to study the evolution of large scale structure and consequently cosmology. There are multiple ongoing efforts to use existing (Pen et al. 2009; Chang et al. 2010; Masui et al. 2010 Masui et al. , 2013 Santos et al. 2014; Anderson et al. 2018 ) and upcoming radio observatories (Chang et al. 2008; Chen 2012; Battye et al. 2013; Bandura et al. 2014; Bigot-Sazy et al. 2016; Newburgh et al. 2016; Battye et al. 2016; Smoot & Debono 2017) to carry out Hi IM. Cosmology using Hi IM is one of the main science objectives of the Square Kilometre Array (SKA, Santos et al. 2015; Villaescusa-Navarro et al. 2017 ; Square Kilometre Array Cosmology Science Working Group et al. 2018) , and there is a proposal to perform an Hi IM survey with the SKA precursor, MeerKAT (Santos et al. 2017) .
The success of Hi IM will depend on precisely measuring integrated signals from the sky. We therefore need to understand and estimate all possible contributions that can contribute to the integrated signal, their comparative strengths, and work out methods to extract the Hi emission signal from the observed integrated signal. There exist estimates of the measured flux that A&A proofs: manuscript no. HIIMabsorptionv190927 Flux frequency Fig. 1 : Schematic representation of how absorption will affect the signal that an Hi IM experiment aims to detect. The total Hi emission from sources within a given volume of the sky is represented by the bold red line, where the frequency spread corresponds to the redshift spread of the Hi emitting sources within the volume. The dashed red line represents the Hi emission after correcting for any potential absorption within the emitting sources themselves and within sources in the foreground. The bold green line represents the broadband spectrum of the radio continuum emission from sources in the foreground as well as the background of the Hi emitting sources. We note that the flux level of this emission, which is one of the foregrounds for Hi IM, is likely to be much higher than the Hi emission one aims to detect. The dashed green line represents the radio continuum emission corrected for the absorption of a fraction of the emission incident from background radio continuum sources by the Hi emitting sources themselves. The bold blue line represents the total of the Hi emission and radio continuum emission (sum of the bold red and green lines), where the Hi emission can be thought to be a positive fluctuation on top of a spectrally smooth broadband radio continuum 'foreground'. The dashed blue line represents how the actual combined Hi and radio continuum emission signal will look like, after correcting for the negative fluctuation due to the various absorptions (sum of the dashed red and green lines). will be detected by Hi IM experiments for observations centred at various redshifts with varying configurations (e.g. Harper et al. 2018 ). These estimates take into account various 'foregrounds' as well as instrumental effects, qnd show that sky and instrumental foreground signals are expected to dominate the integrated signal. The foreground signals correlate in contrast to the Hi signal (Ansari et al. 2012; Liu & Tegmark 2012) , and various methods have been developed to exploit this fact and 'subtract' the foreground signals(e.g. Liu & Tegmark 2011; Masui et al. 2013; Switzer et al. 2013; Shaw et al. 2014; Wolz et al. 2014; Alonso et al. 2015; Switzer et al. 2015; Olivari et al. 2016) , and thus extract the Hi emission signal.
IM experiments aim to detect the combined Hi 21 cm emission from individual Hi rich sources within a volume of sky. This emission from the (unresolved) Hi sources can be visualized as a fluctuation on top of a base flux level having a smooth broadband spectrum due to the various 'foregrounds', as shown in the schematic Fig. 1 . The astronomical 'foregrounds' in Hi IM will consist of radio continuum emission from our Galaxy, and radio continuum emission from extragalactic sources in front of the Hi emitting sources we are interested in (i.e. z < z IM where z IM is the redshift of an Hi emitting source), as well as extragalactic sources in the background (i.e. z > z IM ). A part of the Hi flux being emitted will be absorbed within the Hi emitting sources themselves, and also by sources in the foreground including the Galaxy. More importantly, the Hi in the sources of interest will absorb a part of the emission incident on them from background radio continuum sources. Therefore, along with the positive fluctuation due to Hi emission there will be some negative fluctuation due to the combined effect of these various absorptions. This negative fluctuation will also enter the combined signal being picked up by the IM experiment, similar to what is shown in Fig. 1 . To date there has been no attempt to quantify the amount of absorption, the assumption being that the absorption would be low compared to the emission.
In order to understand the problem at hand, the basic equation to consider is the brightness temperature T B of an isothermal cloud of atomic hydrogen in front of a background source of brightness temperature T C ,
where τ(v) is the optical depth and T S is the spin temperature of the hydrogen in the cloud. In practice, the brightest radio continuum sources in the field would be flagged based on radio continuum source catalogues. For the fainter uncatalogued radio continuum sources, their base flux level would be determined and removed during 'foreground subtraction' using the smooth spectral slope of radio continuum sources. Thus at the redshifted frequency of Hi 21 cm emission from a given Hi source being observed by the IM experiment, the base flux level calculated for any background source is what it would have been without any absorption by the Hi source itself. Therefore the flux absorbed by the Hi source itself becomes part of the Hi 'signal'. Therefore effectively the brightness temperature that will be measured is,
Analytical estimates of the brightness temperature T B of the Hi emission that would be observable by IM experiments (e.g. as in Battye et al. 2013) ignore the term related to T C . The spin temperature for hyperfine 21 cm emission line of Hi in astrophysical situations is set by collisional excitation of the hydrogen atoms.
Thus working under the assumption that radiative excitation of hydrogen atoms is negligible, the physics of radiative transfer for stimulated emission can be used to find an expression for T S (N HI ), where N HI is the column density of atomic hydrogen in the cloud (Field 1958; Dickey et al. 1978) . Analytical estimates of the brightness temperature also assume that the Hi emitting gas is optically thin. Eqn. 2 therefore becomes,
Estimates based on the latest hydrodynamical simulations (e.g. Villaescusa-Navarro et al. 2018) start with modelling the amount and distribution of Hi in detail using state-of-the-art prescriptions. But when converting the column densities of Hi thus derived into a brightness temperature, they also work under the assumption that the Hi emitting gas is optically thin, and do not take into account the terms related to T C in eqn. 2. The validity of the assumption about the Hi being optically thin and the potential correction for Hi self-absorption are discussed in Section A.1.1. Analytical estimates show that the rms fluctuation corresponding to the emission term T S (1−e −τ(v) ) / T S τ(v), within the power spectrum that will be measured by an Hi IM experiment will be ∼0.1 mK (Battye et al. 2013) . Correspondingly, the rms fluctuation due to radio continuum sources (with sources >10 mJy flagged), or T C , will be ∼10 mK. Therefore it is important to confirm whether in eqn. 2 the factor due to the optical depth offered by the Hi sources (1 − e −τ(v) ) will be small enough so that the second term on the right hand side is negligible compared to the first. We will focus exclusively on this type of absorption in this paper. Other absorptions are possible but expected to have negligible effect. See Appendix A for a more complete discussion.
It has been proposed that the large number of Hi absorption systems to be detected by upcoming Hi IM surveys can potentially be used to statistically measure the Sandage-Loeb effect by observing the systems over a long period of time, and thus directly measure the accelaration of the universe (Yu et al. 2014; Jiao et al. 2019) . In this paper though we focus on how significant the flux absorbed from background radio continuum sources by the Hi emitting sources is, when compared to the emitted Hi flux that Hi IM experiments ultimately aim to detect. The paper is organized as follows. In Section 2 we detail the method and the underlying assumptions that we use to calculate the amount of such absorption. In Section 3 we present our estimates for the absorption flux compared to the emission flux for all sources integrated over a voxel in the sky. We discuss the significance of our results, and how the various assumptions might affect our results. Finally in Section 4 we summarize our results and what needs to be done in the future to fully understand the effects of absorption on Hi IM experiments.
Method
From this point in the paper we focus on what is likely to be the most significant type of absorption -that of incident radiation from background continuum sources intercepted in the Hi clouds (sources) responsible for the Hi emission we are interested in detecting. For a given IM experiment observing a given voxel in the sky, our aim was to calculate the ratio of the total flux absorbed from the incident background continuum, to the Hi 21 cm flux emitted by the Hi sources within the voxel. This ratio will provide a quantitative measure of the significance of absorption in Hi IM experiments, as in its denominator is the cosmological signal one is actually interested in measuring. We used the cosmological sky simulation of the atomic Hi emission line by Obreschkow et al. (2009a,b) , hereafter the O9 simulation/catalogue, for our estimates. The simulation is built by postprocessing a semi-analytic virtual galaxy catalogue (De Lucia & Blaizot 2007) built on the Millenium Simulation of cosmic structure. In the O9 simulations the cold gas is split into Hi and H 2 , spatial distribution and velocity profiles are assigned separately to the atomic and molecular gas components, and the resulting galaxies compared against the observed mass functions and various scaling relations. This is important as we want to focus exclusively on the Hi properties of the sources. These simulations are ideal for large-scale cosmological predictions where individual galaxies are represented by a handful of global properties. As we detail below, a simple representation of the Hi disks in galaxies is what we used for our present estimates, as any further details become redundant given the large uncertainties that exist for other observables and properties that need to be factored into our estimates. Various parameters for Hi sources including positions, gas contents, morphologies, velocity information, etc. are available up to a redshift of z max = 10. For reasons detailed in Section 2.5, we restricted our calculation to below redshift z = 2.5. This is also a practical limit given that z ∼ 2.5 is the upper limit of even the most ambitious targeted Hi IM experiments, and approaching the upper limit (z ∼ 3) of planned Hi IM surveys with the SKA .
For each each Hi source at a given redshift, we estimated the number of radio continuum sources in different flux density ranges that will lie behind it. We also estimated the covering factor (fraction of the background source that is covered by the foreground source) for any radio continuum source given its size on the sky based on its flux density. The fraction of the incident flux from all these continuum sources that is absorbed by the Hi source is then calculated based on the optical depth of the Hi in the source. Finally, the total fluxes emitted and absorbed by all Hi sources within a given voxel of sky is summed up.
The various intermediate steps required to ultimately calculate the total emitted and absorbed fluxes from the Hi sources within a voxel of the O9 simulated sky are listed in the subsections below. In many of these steps we had to make some assumptions and simplifications in order to calculate the relevant quantities. We discuss the validity and shortcomings of each assumption either in this section or later in Section 3.
Hi source parameters
We started with a couple of assumptions about the Hi sources themselves. Firstly, the Hi in the source is distributed uniformly over an elliptical disk. This is a valid approximation even when nearby Hi rich galaxies are observed, but at low resolution. For Hi IM experiments given the scales of interest, the angular resolution would not be good enough even to resolve the disk of any Hi source being observed, keeping in mind we are interested in sources at cosmological distances and not in the local universe. Secondly, we assumed that the Hi is distributed uniformly over some velocity width. This is a workable assumption given the double-horned profile of the Hi emission used in the O9 simulations. We should be aware though that unlike spatial resolution, Hi IM experiments would be observing with high spectral resolution. This might change the results of our calculation slightly for say a narrow channel width centred on the peak of the Hi emission. In the end though, in order to have enough signalto-noise for constraining cosmology the bandwidths would be much larger than the observing channel width (e.g. see Battye et al. 2013 ) -thus this assumption too would be valid.
Number of background sources per unit flux density
We needed to know the number and distribution in terms of spectral flux density, of radio continuum sources that would be covered by the Hi source of interest. In order to do so, we started with the observed number count of radio sources at 1.4 GHz, the assumption being that the distribution is the same at the frequency corresponding to that of Hi 21 cm emission at the redshift of the Hi source. Hales et al. (2014b) provide an empirical fit to the number count of radio sources as observed in the second data release of the Australia Telescope Large Area Survey (ATLAS) at 1.4 GHz done with the Australia telescope Compact Array (ATCA), using the parametric form for the fit to the Phoenix Deep Survey and Faint Images of the Radio Sky at Twenty cm (FIRST) survey data by Hopkins et al. (2003) while accounting for the observed excess in the number of radio sources below 300 µ Jy:
where the flux density S is in mJy, and a 0 = 0.859, a 1 = 0.508, a 2 = 0.376, a 3 = −0.049, a 4 = −0.121, a 5 = 0.057, a 6 = −0.008. The distribution of sources given by eqn. 4 is shown in Fig. 2 . Given the angular size of the Hi source, using eqn. 4 we can A&A proofs: manuscript no. HIIMabsorptionv190927 The upper panel are for fluxes above 1 mJy and has a y-axis range which is more than twice as large as the lower panel.
determine the number distribution of radio continuum sources as a function of spectral flux density that would overlap with the Hi source on the sky. The NRAO VLA Sky Survey (NVSS) and Sydney University Molonglo Sky Survey (SUMSS) are radio continuum surveys at 1.4 GHz (∼ 45 ′′ resolution), which in between them cover the entire sky and are complete to <10 mJy (Condon et al. 1998; Mauch et al. 2003) . Data from these surveys would be used to identify the bright radio continuum sources in future Hi IM experiments, which will then be masked out from the images (this would be done before 'foreground subtraction' of radio continuum sources). Therefore we set a conservative upper limit of 100 mJy for radio continuum sources which will contribute to the absorption that we aimed to quantify. In reality the Hi flux absorbed will be slightly less than what we calculate here as radio continuum sources with lower flux densities will also be masked out given the completeness limits of NVSS and SUMSS. But the reduction in absorption will be small, as sources with flux densities between 10 mJy and 100m Jy do not contribute significantly to the total absorption (see Fig. 6 ).
Distribution of background sources with redshift
Of the radio continuum sources, only those that are at a redshift higher than the Hi source redshift will contribute to the Hi absorption. Therefore in order to determine the number of radio continuum sources in the background of the voxel of sky being observed, we require the redshift distribution of radio continuum sources. We used the redshift distribution of radio continuum sources from the simulated radio continuum sky of Wilman et al. (2008) . We needed to use results from simulations because even the deepest observational studies of the redshift distribution of radio continuum sources are complete only to 10 mJy in flux density (see e.g. Brookes et al. 2008) . In Section 3 we discuss how our final results are affected if the redshift distribution of sources varies as compared to what we assumed here. Wilman et al. (2008) provides a catalogue of ∼320 million simulated radio sources down to a flux density limit of 10 nJy at five different frequencies. We used the catalogued values for 1.4 GHz. The simulation uses a semi-empirical approach designed with SKA goals of galaxy evolution and large scale structure in mind. Sources are drawn from observed (extrapolated when needed) luminosity functions placed on top of an underlying dark matter density field with biases which reflect the measured large-scale clustering of radio sources. The radio sources are of five distinct types: radio loud and radio quiet active galactic nuclei of both type I and type II Fanaroff-Riley structural classes, as well as star-forming galaxies which in turn are split into quiescent and starbursting galaxies. We determined the redshift distributions of the radio sources from the catalogue after binning them in flux density. The normalized versions of these redshift distributions are shown in Fig. 3 . It is of interest to note that for radio sources with flux density below 1 mJy, the distribution starts to have a more pronounced tail at high redshifts. We used these normalized distributions to calculate the fraction, f z,HI , of the total number of radio continuum sources that would lie behind our Hi source of interest, based on its redshift.
Covering fraction for background sources
We also needed to calculate what fraction a background source would be incident on the Hi source, given that some of the background sources may be larger in size than the Hi source. We used the relation between median angular sizes of radio sources at 1.4 GHz and their flux densities found by Windhorst et al. (1990) for the flux density range between 0.1 mJy and 10 Jy:
to define a flux density S eq for which the background source's angular size (Ω b in sr) matches that of the Hi source (Ω HI in sr). More recent deep radio continuum surveys at 1.4 GHz find results consistent with the above relation (e.g. Bondi et al. 2003; Prandoni et al. 2018 ). Thus the incident flux density on the Hi source from a background source with flux density S is f c S , where
We can expect radio source sizes to vary with redshift, and thus the distribution of source sizes is in principle coupled to the redshift distribution of sources ( Fig. 3 ). Windhorst et al. (1990) considered all sources from multiple surveys irrespective of redshift, and thus any such coupling has in principle been incorporated in eqn. 5. We note though that the way we take covering fraction into account is an over-simplification, born out of necessity as there is very little information to fall back upon. The limited information on the variation of radio continuum source sizes compared to Hi source sizes, especially beyond the very local Universe where the Hi distribution can be mapped in emission, also restricts us from quantitatively determining the error on our final results due to our assumed covering fractions. This information, like many others discussed in Section 3, needs to come from future deep surveys radio continuum and Hi in emission by the SKA.
Optical depth for a certain Hi column density
The amount of flux absorbed is proportional to the optical depth offered by the Hi column density of the absorber. Specifically, the quantity of interest is the 'integrated' optical depth over the full width of the absorption. This relation between integrated optical depth and column density is at the heart of our calculations, and therefore we needed to base it on observations as opposed to expectations based on theoretical calculations or simulations. 1.969 limit 2 J0733+2721 1.9758 limit 2 1215+333
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2.462 limit 2 J0214+0157 2.4886 limit 2 J1406+3433 2. in the Universe (Wolfe et al. 2005) . Ultraviolet/optical spectroscopic observations through which DLAs are identified directly provide a measure of their Hi column densities, and follow-up Hi absorption observations are needed to measure their integrated optical depths. We compiled an up-to-date list of DLAs and sub-DLAs (systems with Hi column densities just below the DLA limit of 2 × 10 20 atoms cm −2 ) for which the Hi column density has been measured, and the integrated optical depth has either been measured or has a robust upper limit. Of the ones with measured integrated optical depths, one is at a redshift of 3.39, and the rest span a redshift range of 0.09 to 2.35. Kanekar et al. (2014) find statistically significant evidence for an increase in spin temperatures beyond z ≈ 2.4 by combining observed upper limits and detections of Hi absorption in of DLAs and sub-DLAs. An increased spin temperature would imply lower integrated optical depths for the same Hi column density. Considering this fact combined with the paucity of measurements beyond z > 2.35, we restricted our estimates to a redshift of z = 2.5 in this paper.
All the DLAs and sub-DLAs from our compilation with redshift z < 2.5 are listed in Table 1 . Column 1 lists the quasar in whose sightline the Lyman-α absorption is observed, column 2 gives the redshift at which the absorption is detected, column 3 lists whether the integrated optical depth (τdv) was measured or only an upper limit was obtained using follow-up Hi absorption measurements. Column 4 lists whether the reference from which the measured values have been taken is Kanekar et al. (2014) otherwise they were provided by Nissim Kanekar (private communication).
In Fig. 4 the measured integrated optical depths and upper limits of the DLAs and sub-DLAs mentioned above are plotted against their column densities. From the figure we can see that for similar Hi column densities, on average DLAs have lower integrated optical depths compared to the values in our own Galaxy. We can also see that there is no obvious trend with redshift for the relationship between integrated optical depth and Hi column density. We fitted the following relation using the Akritas-Theil-Sen estimator for censored data (Akritas et al. 1995) , with the Turnbull estimate of intercept, using the cenken function in R programming language:
plotted as the bold black line in Fig. 4 . In order to estimate the uncertainty on the above relation, we bootstraped the data to create multiple datasets by varying each measurement within the 1σ error on either side of the respective measurement (upper limits remain unchanged). The fits to the bootstrapped censored datasets is shown as the grey shaded region in Fig. 4 . We used the above relation to arrive at our main results, and the uncertainty on the fitted relation to estimate one of the major uncertainties in our result.
Total flux emitted and absorbed by a Hi source
Finally, we needed to combine the various steps listed above to estimate the total flux absorbed within a given voxel, and compare it to the total flux emitted from the same voxel. We used the catalogued properties for Hi sources from the O9 catalogue to calculate the emitted flux F emit . We also used the assumption that the emission is spread uniformly across the velocity width. We note that column definitions from the O9 catalogue are quoted hereon when describing parameters used in our calculations. The 'velocity-integrated line flux of the Hi line' (in Jy km s −1 ) of a particular Hi source is divided by the source's Hi velocity width as defined by the 'line width at 20% of peak luminosity density (already corrected for the galaxy inclination)' (in km s −1 ). This value is then multiplied by ∆v to obtain F emit . ∆v (in km s −1 ) is equal to the observation channel width ∆v cw , when ∆v cw < ∆v HI , and ∆v is equal to ∆v HI when ∆v cw ≥ ∆v HI . To calculate the flux absorbed by each such source in the O9 catalogue, we started with the catalogued value for 'Hi radius where Σ HI is at 10% of its maximum value' (in arcseconds) to be the semi-major axis of the elliptical disk. We used the catalogued value for the 'minor axis/major axis for Hi' to calculate the size of the semi-minor axis of the elliptical disk. The major and minor axis values in combination with the angular diameter distance determined from the catalogued values of 'comoving distance to the object' (in Mpc) and 'apparent redshift (including Doppler correction)', is used to calculate the area of the disk. The average Hi column density over the disk for a given source is calculated by dividing the 'HI mass' (in M ⊙ ) of the source by the area of its elliptical disk in pc 2 . This is based on the fact that given the low spatial resolution of upcoming Hi IM experiments, they will only be sensitive to the average column density over the disk of the Hi source.
Thereafter we used the formalism developed in the previous sections. Given the average column density N HI for the source, we calculated the τ(v)dv using eqn. 7. Next, we drew upon our assumption from Section 2.1 that the Hi is distributed uniformly over some velocity width ∆v HI , and divided τ(v)dv by ∆v HI to determine an effective optical depth per unit velocity τ e . We used 1 MHz wide channel 0.1 116.5 2.9×10 5 0.5 21.4 3.0×10 5 1.5 9.0 4.8×10 5 2.5 6.7 5.4×10 5 the catalogued value of 'line width at 20% of peak luminosity density (already corrected for the galaxy inclination)' (in km s −1 ) as the Hi velocity width ∆v HI . If the total flux density incident on the Hi source is S 0 , the total reduction in flux due to Hi absorption produced by the Hi source in consideration is S 0 (1 − e −τ e )dv = S 0 (1 − e −τ e )∆v, where ∆v is defined in the same way as for the case of emission. In order to determine S 0 we summed over all the background sources whose flux would be absorbed by the Hi source under consideration. We therefore obtained the total flux absorbed by the Hi source from the incident flux of radio continuum sources behind it by
where dN dS , f z,HI and f c have been defined in Sections 2.2, 2.3 and 2.4 above. The observed number of radio sources at 1.4 GHz falls sharply below 1 µJy in the model we use (there are no actual observations of radio continuum sources with flux densities below 1 µJy), and therefore we chose S min = 10 −7 Jy. We repeated the above exercise for all sources within a voxel. Thus we arrived at the quantity of interest: the ratio of the total absorbed flux to the total emitted flux for all sources within the voxel, (F abs /F emit ).
Summing over sources within a voxel
The ratio of the total absorbed flux to the total emitted flux for all Hi sources within a given voxel is what we wanted to calculate. In the O9 simulated sky, the full simulated sky area at any redshift is a square of side ∼500h −1 Mpc. Over the large redshift range we are interested in for this work, the comoving size of the simulated sky area of the O9 simulations being constant results in a large variation in the angular size of the simulation boxes, as can be seen in Table 2 . At each redshift we focused on voxels defined by equally wide channel widths in frequency, between 0.1 and 10 MHz, which cover the likely range in frequency widths to be used by upcoming Hi IM surveys. Given that the same width in frequency units translate to increasingly large velocity widths with increasing redshift, we find from Table 2 that the total number of sources actually increases (within a factor of 2) with redshift. Within the channel width range of 0.1 and 10 MHz, the total number of sources vary between a few times 10 4 to a few times 10 6 . Thus for all redshifts and all channel widths we integrated over statistically large number of sources thereby determining true 'average' values for the calculated quantities.
For each redshift and channel width combination, those sources from the O9 catalogue are considered which have some part of their Hi emission lying within the channel width. Such sources are found by considering the catalogued values of 'apparent redshift (including Doppler correction)' in combination with their Hi velocity widths. The physical dimensions of each of the Hi sources are calculated from their sizes in arcseconds using angular diameter distances for each source, which in turn are calculated using their catalogued values for 'comoving distance' and 'apparent redshift'.
Results and discussion

Variation of absorbed-to-emitted flux with redshift
Here we present the results of our estimates for all Hi sources at a particular redshift within a voxel defined by the O9 simulation box size of ∼500h −1 Mpc and a representative constant channel width of 1 MHz. We find the Hi emission and absorption fluxes increase with increasing channel width as the number of sources within a voxel increases, for channel widths between 0.1 and 10 MHz. What we also find as a consequence of always sampling a large number of sources for our chosen range of channel widths, is that the Hi emission and absorption fluxes show the exact same variation with varying channel width. As we are interested in the relative variation between Hi emission and absorption, hereafter we report the results only for the representative channel width.
In Fig. 5 we plot for all Hi sources within each voxel, the variation with redshift of the total emitted flux, the total absorbed flux, and the ratio of the total absorbed flux to total emitted flux. The total Hi emission flux in Fig. 5 shows a marked decline with increasing redshift. The decrease is mainly driven by the increasing luminosity distance, as the comoving volume of sky remains constant with redshift for our calculations. The actual variation though of the total emitted flux with redshift is driven by a complex combination of factors like source numbers varying with redshift (Table 2) , and the nature of the sources themselves changing with redshift following the O9 simulation. The variation of total Hi absorption flux with redshift as shown in Fig. 5 is even more complex given all the factors discussed in Section 2. What is worth noting is that the total Hi absorption flux actually increases between z = 0 to z = 1.1, and has a shallow peak followed by a slow decline. Therefore while the total emitted flux reduces by more than two orders of magnitude between z = 0 and z = 2.5, the total absorbed flux varies very little over the same range of redshifts.
As can be seen from the right panel of Fig. 5 , the differing variations of the total Hi emission and absorption fluxes with redshift results in the ratio of total F abs /F emit rising steeply from 0.027% at z = 0.1, 1.4% at z = 0.5, to 6.5% at z = 1.0 and continuing to increase to 21% by z = 2.5. It should be noted that if instead we define voxels in terms of unit solid angle / survey beam size combined with a constant channel width, the variation of the emission and absorption fluxes will be different to that shown in the left panel of Fig. 5 , but the ratio of the two will vary in the same way as shown in the right panel Fig. 5 . Our results are indicating that Hi 21 cm absorption of flux incident from background radio continuum sources can be a major source of uncertainty in Hi IM experiments, particularly those probing higher redshifts. These results should be taken to be indicative only, as there are large uncertainties on our final results and how much of an effect absorption will have on Hi IM experiments is very difficult to quantify precisely. The uncertainties are a result of our limited knowledge of both the Hi sources and the radio continuum sources at intermediate to high redshifts, which forces us to use various assumptions and relations based on predictions from simulations. Below we try to quantify the uncertainties that are present in on our final results presented in As stated in Section 2.1, Hi IM experiments will be done at low angular resolutions given the scales of cosmological interest which are much larger than the sizes of the absorbers -the Hi sources. We note therefore that the power spectrum of the absorption will be approximately flat over the scales of interest for Hi IM.
Background source flux density range which affects the results most
The results in this study are for a maximum radio continuum source flux density of 100 mJy on the assumption that stronger sources are cataloged and will be removed. In order to understand which flux range of background sources affects the results most, we repeated the study for the chosen channel width of 1 MHz and with varying ranges of radio continuum source flux density. The variation of total F abs /F emit with redshift for varying ranges of background radio continuum source flux densities is presented in Fig. 6 . We find that the major contribution to the Hi absorption is from the flux incident from background sources with flux densities in the range 1µJy ≤ S cont ≤ 0.1 mJy, that is around the peak of the number distribution of sources when plotted against flux density as in the right panel of Fig. 2 . We can now understand that the variation of the total absorbed flux with redshift in the left panel of Fig. 5 is driven by the the cumulative number of radio continuum sources in the flux density range 1µJy ≤ S cont ≤ 0.1 mJy behind a voxel placed at a particular redshift (which can be calculated from the distributions shown in the lower panel of Fig. 2) .
Effect of uncertainty in sub-mJy number counts of background sources
The number counts of radio continuum sources at sub-mJy flux densities remains an open area of research. As described in Section 2.2, we have used the relation from Hales et al. (2014b) which models the effect of an exaggerated population of faint sources below 0.3 mJy at 1.4 GHz. Hales et al. (2014a) shows that eqn. 4 reproduces the average low (<0.1 mJy) flux density source counts observed by deep surveys of the radio sky at 1.4 GHz (Biggs & Ivison 2006; Fomalont et al. 2006; Owen & Morrison 2008; Ibar et al. 2009; Morrison et al. 2010; Padovani et al. 2011) . The field-to-field scatter in number counts from these and other determinations of the number counts at sub-mJy flux densities (e.g. Richards 2000; Bondi et al. 2008; Seymour et al. 2008) is large and cannot be simply explained away by sample variance (Heywood et al. 2013 ). It has been suggested though that the observed scatter is a result of data processing differences and calibration errors (e.g. see discussion in Ibar et al. 2009; Hales et al. 2014b ). How the number counts might look if data process- Fig. 8 : The ratio of the total absorbed to total emitted fluxes for all sources within voxels defined by channel width of 1 MHz placed at various redshifts using the O9 simulated sky, for varying sub-mJy radio continuum source number counts. The solid blue line is identical to the result presented in the right panel of Fig. 5 . The solid red and green lines show the results for the extreme version of the number counts as represented by Owen & Morrison (2008) counts and Richards (2000) counts respectively, which are shown in Fig. 7. ing and calibration errors are accounted for is beyond the scope of this work. In order to understand the effect this scatter can have on our results, we simply take into account all published number counts and consider the number counts from two studies which envelop the observed scatter in sub-mJy number counts, Owen & Morrison (2008) and Richards (2000) .
In the left panel of Fig. 7 we plot the observed Euclidean normalized number counts from these two studies. We create two alternate distributions of radio source counts against flux density by deviating from the Hales et al. (2014b) fit at the low flux density end using fits to the data points from Owen & Morrison (2008) and Richards (2000) , shown as red and green curves respectively in the left panel of Fig. 7 . The right panel of Fig. 7 shows how the actual distribution of sources with flux density varies at the low flux density end for these fits, as compared to that given by the fits from Hales et al. (2014b) . What is apparent from this panel is that even a small variation in the Euclidean normalized distribution at low flux densities has a very large impact on the total number of low flux density sources. This is reflected in how much F abs /F emit varies depending on the distribution of radio source counts we choose, as shown in Fig 8. When considering the radio source count distribution which is consistent with the data from Owen & Morrison (2008) , total F abs /F emit is 0.055% at z = 0.1, 2.4% at z = 0.5, 17% at z = 1.0, and 94% by z = 2.5. In contrast, when considering the radio source count distribution which is consistent with the data from Richards (2000) , total F abs /F emit is 0.018% at z = 0.1, 0.4% at z = 0.5, 1.2% at z = 1.0, and 2.8% by z = 2.5. Comparing with our main result as shown in Fig 5, we find that the scatter in the number counts of sub-mJy radio continuum sources among various measurements can vary our results by almost an order of magnitude in either direction. As the number counts for sub-mJy flux densities are uncertain, deeper radio continuum surveys are very much necessary to constrain the number counts and thus the effect of absorption on Hi IM experiments. One important additional caveat is that since the low flux density sources are mostly star forming (dwarf) galaxies which are clustered, the absorption of the Hi signal will be scale-dependent and can create a scaledependent bias in the final results of an Hi IM experiment. Fig. 9 : The solid blue line ratio of the total absorbed to total emitted fluxes for all sources within voxels defined by channel width of 1 MHz placed at various redshifts using the O9 simulated sky, identical to the result presented in the right panel of Fig. 5 . The grey lines show the results due to the uncertainty of the relation between integrated optical depth and Hi column density, i.e. the grey shaded region in Fig. 4 . The scale of the plot is identical to Fig. 8 .
Effect of uncertainty in optical depth vs. column density relation for Hi sources
Another important relation defining the results presented in Fig. 5 is the empirical relation between integrated optical depth and Hi column density discussed in Section 2.5. This relation is given in eqn. 7, which is based on a fit to observations with large intrinsic scatter as can be seen in Fig. 4 . In Fig. 9 we show how our results change on considering the error on the fit determined by bootstrapping the data, the grey shaded region in Fig. 4 . If we first consider the upper envelope of fits to bootstrapped data, the total F abs /F emit goes from 0.042% at z = 0.1, 2.0% at z = 0.5, to 9.5% at z = 1.0 and continuing to increase to 31% by z = 2.5. On the other hand if we consider the lower envelope of fits to bootstrapped data, the total F abs /F emit goes from 0.022% at z = 0.1, 1.1% at z = 0.5, to 5.2% at z = 1.0 and continuing to increase to 17% by z = 2.5. Therefore the uncertainty on the relation between integrated optical depth and Hi column density can introduce a substantial uncertainty on the quantification of then flux absorbed in an Hi IM experiment. From Fig. 4 we can see that the point-to-point scatter around the fit between the different individual measurements is even larger than the uncertainty on the fit. Therefore, given the sensitivity of the results in this work to the integrated optical depth vs. Hi column density relation, we think that a detailed quantification of the relation up to intermediate redshifts is absolutely necessary for estimating the effect of absorption on Hi IM experiments.
In our calculations we assumed that the optical depth of the Hi source is distributed uniformly over the full Hi velocity width of the source under consideration, in keeping with our primary assumptions about Hi sources outlined in Section 2.1. This assumption is actually a conservative one when considering the strength of absorption, as typically the optical depth will have a non-uniform distribution with one or more peaks. At the velocity of the peak(s) the absorbed flux would be much higher given its exponential dependence on the optical depth compared to what it would be if the optical depth is distributed uniformly over the Hi velocity width. Therefore at high spatial resolutions, Hi absorption might start to dominate over Hi emission in an IM experiment. In the future when the various relations affecting the quantification of the absorption strength are better constrained, we need to move beyond simply comparing the strength of the absorption to the emission as is done here. We should aim to quantify what the power spectrum of Hi absorption itself looks like at high spatial resolutions, possibly paving the way for Hi absorption intensity mapping.
Effect of uncertainty in redshift distribution of background sources
In Section 2.3 we describe how we use input from simulations for the distribution of radio continuum sources with redshift. We check how our results change on using alternate distributions to those plotted in Fig. 3 . We consider the two distributions shown in Fig. 10 and assume that all radio continuum sources of all fluxes follow these distributions instead of those shown in Fig. 3 . Alternative distribution 1 is derived from the fit to the redshift distribution from de Zotti et al. (2010) of CENSORS sources with flux density >10 mJy (Brookes et al. 2008) ,
where z is the redshift. The normalized form of eqn. 9 is shown in light blue in Fig. 10 . We find that this redshift distribution has some features which are in common to the simulated distribution shown in Fig. 3 : a peak at low redshifts followed by a decline. Unlike the redshift distributions of sources with flux densities < 100mJy (which we use to calculate our results) shown in Fig. 3 , alternative distribution 1 has no radio sources beyond a redshift of z ∼ 3.75. To complement alternative 1, as alternative 2 we use an extremely hypothetical distribution where the sources are distributed uniformly up to a very high redshift -which we take to be z = 10. This provides a check of how an excess of radio continuum sources at high redshifts might affect our results. Fig. 11 : The cyan and magenta lines show ratio of the total absorbed to total emitted fluxes for all sources within voxels defined by channel width of 1 MHz placed at various redshifts using the O9 simulated sky, for the two alternate redshift distributions of radio continuum sources shown in Fig. 10 . While the solid blue line shows the original result and is identical to the result presented in the right panel of Fig. 5 . The scale of the plot is identical to Figs. 8 and 9. Fig. 11 shows how the main result of the study changes on considering these alternate distributions. We find that the redshift distribution of radio continuum sources, especially at high redshifts, can affect the amount of Hi absorption significantly at z 0.5. Any distribution which has a large fraction of the sources at higher redshift will expectedly make the absorption higher and increase the ratio of absorbed to emitted fluxes. As alternative distribution 1 has features similar to the distributions in Fig. 3 up to a peak around z = 1, the results on assuming alternative distribution 1 starts deviating appreciably from the results shown in Fig. 5 only for z > 1. Even when assuming a flat redshift distribution of sources as for alternative distribution 2, the results remain unaffected for z < 0.5, and only start to deviate appreciably from the main result around and beyond z = 1. Therefore it is important also to measure the redshift distribution of radio continuum sources at high redshifts, especially in the critical flux density range 0.001mJy ≤ S cont ≤ 0.1mJy given the reasons mentioned above. Planned SKA surveys in combination with next generation infrared space observatories should be able to determine the redshift distribution of such sources (Padovani 2011) .
Effects of other assumptions
In our study we have based the properties of all background radio continuum sources on their properties at 1.4 GHz. Thus we have inherently assumed that the spectral index of radio sources below 1.4 GHz is on average flat. There are observational indications though that the average radio spectral index below 1.4 GHz is −0.8 (de Gasperin et al. 2018) but appears to flatten below 10 mJy (e.g. Mahony et al. 2016) . The spectral indices of the sub-mJy radio continuum sources below 1.4 GHz has not been constrained observationally. If they have steep spectral indices, our inherent assumption about a flat spectral index will turn out to be a conservative one. The radio continuum sources will have higher flux density at the redshifted frequency of ob-servation and the absorbed flux will also be slightly higher. And this effect will be exacerbated with increasing redshift. Again, future radio continuum surveys at 1.4 GHz and lower frequencies will provide the answers regarding the spectral indices of sub-mJy radio sources.
Finally, the results from this study are inherently dependent on the simulated Hi sky from the O9 simulations. Their simulations are based on empirical recipes and physical constraints, and have been shown to match the overall observed properties of cosmic structure. But in the end simulations are an extrapolation of existing data, and future surveys of Hi sources up to intermediate-to-high redshifts will help improve the precision of both the simulations, and predictions based on simulations like in this work.
Conclusion
In this study we, for the first time, estimated the amount of Hi 21 cm flux that would be absorbed by the same sources whose emission Hi IM experiments aim to detect. We estimated the fraction of absorbed flux compared to the emitted Hi flux in voxels defined by channel widths as would be used in upcoming Hi IM experiments. We used the Hi sky from the O9 simulations, and used multiple assumptions and relations based either on observations or input from simulations, to arrive at our result. We find (i) generally low absorption effects at z < 0.5, (ii) increasing absorption effects above z = 0.5 reaching ∼10% of the emission at z = 1. (iii) Absorption effects continue to increase above z = 1 and can reach 30% of the emission signal at z = 2.5. The above numbers vary significantly, as large as an order of magnitude in either direction, depending on the uncertainties in the relations used to calculate the amount of absorption. Up to z∼0.5 the modelling uncertainties are not too large but above that they can become significant. The three main relations whose impreciseness affect our results, in order of importance, are: the number counts of radio continuum sources especially at sub-mJy flux densities, the relation between integrated optical depth and Hi column density of Hi sources, and the redshift distribution of radio continuum sources up to the highest redshifts.
Therefore the results from multiple planned deep highresolution surveys, specifically using the SKA, are required to properly quantify the effect of absorption on the Hi IM signal. These include deep surveys of the radio continuum emission to determine the number counts, redshift distributions, and size distribution of radio sources. SKA absorption surveys which will detect Hi absorption from multiple DLA sightlines can possibly improve the accuracy of the measured integrated optical depth vs. Hi column density relation and its variation with redshift. SKA surveys of Hi 21 cm emission sources up to intermediate redshifts will help fine-tune simulations like O9, and enable us to make better predictions using such simulations. Therefore the interpretation of Hi IM surveys will require knowledge of the effects of absorption, which could bias the results. The amount of absorption, especially at high redshifts, needs to be quantified using data from future deep surveys focusing on radio continuum, Hi absorption, and Hi emission from individual sources. AGNs with increasing redshift, we expect a large number of associated HI absorption detections with BINGO. A point to note here is given the typical velocity widths of 100 km s −1 or more for these absorption features, one should aim for channel widths no smaller than 10 km s −1 . At the higher redshift end of the band this corresponds to around 30 KHz. For detailed science regarding determining inflow / outflow velocities and source morphologies, each detection should ideally be followed up by high resolution interferometric observations. According to the classification of Hi IM experiments by Bull et al. (2015) , the targeted IM experiment BINGO is a Stage I setup. Such experiments are to be superseded by more sensitive experiments with wider sky coverage, through Stage II and III experiments. With conservative assumptions, we expect BINGO to more than double the number of known detections of associated HI absorptions. Therefore detection and follow-up studies of associated Hi absorption will be an obvious avenue for commensal science using upcoming Hi IM experiments.
