Abstract. We consider the one-dimensional gas of fermions interacting with δ-function interaction, at finite positive coupling constant. We compute the time-dependent two-point correlation function of a spin down fermion in a gas of fully polarized fermions, all having spin up. For this correlation function a representation in terms of a Fredholm determinant is obtained.
Introduction
Consider the one-dimensional system of quantum particles driven by the secondary quantized Hamiltonian where c is a coupling constant, c > 0. The one-dimensional fields ψ s (x) and ψ † s (x) (s =↑, ↓) are quantum operators in the Fock space with canonical anti-commutation relations
with all other anti-commutators vanishing. The impurity Green's function is the two-point correlation function
where |Ω ⇑ is the normalized ground state of N spin up fermions, Ω ⇑ |Ω ⇑ = 1. The ground state is parametrized by the Fermi momentum k F = πN/L. The intermediate states between the two field operators in (1.3) belongs to the sector of the Fock space with N + 1 fermions: N of spin up and one of spin down. The first quantization Hamiltonian corresponding to (1.1) in this sector describes a gas of N polarized fermions interacting via the δ-function potential with an impurity, which is the spin down fermion. Thus the correlation function (1.3) describes propagation of an impurity in a gas of free Fermi particles. The original solution of the impurity problem (i.e., the problem of eigenfunctions of the first quantized Hamiltonian in the sector with N spin up and one spin down fermions) was first given by McGiure [1] . A simpler formulation of the eigenfunctions, in the form of a determinant, was proposed by Edwards [2] ; see also the work of Castella and Zotos [3] . A general solution of the eigenstates problem of the We say that a state belongs to the sector (N, M ) of the Fock space if it contains N − M particles of spin up and M particles of spin down, so that the total number of particles is N . The number of particles of each type being conserved separately, an eigenstate of the Hamiltonian (1.1) can be obtained as a linear superposition of the basis states from the same sector. In the sector (N, M ) the eigenstates are enumerated by two sets, {k} = k 1 , . . . , k N and {λ} = λ 1 , . . . , λ M , of unequal, in each set separately, numbers, called quasi-momenta.
In the sector (N, M ) the eigenstates can be written in the form
where {x} := x 1 , . . . , x N and the wave function Ψ {s} N,M ({k}, {λ}|{x}) is not equal to zero only if M elements are equal to ↓ and N − M elements are equal to ↑ in the set {s} := s 1 , . . . , s N . The quasi-momenta are solutions of the nested Bethe Ansatz equations:
3)
The eigenvalue (energy) of the Hamiltonian (1.1) in the sector (N, M ) is
where kth are solutions of (2.3) . For what follows we need only the eigenstates belonging to the sectors (N, 0) and (N + 1, 1). The former are given simply by the Slater determinant wave-function while the latter can be constructed using a connection to the problem of mobile impurity moving in a Fermi-gas of N fermions. In the sector (N, 0) the second set of quasi-momenta is empty, {λ} = ∅, and the Bethe equations for the elements of the first set are given by the first equation in (2.3) with the right-hand side equal to one. For the sake of further convenience in calculations, we denote the quasi-momenta of the first set as {q} = q 1 , . . . , q N . The eigenstate (2.2) in this case reads 5) where and the wave-function is
The quasi-momenta are quantized as
and in order that the wave function does not vanish, they must all be distinct; the eigenstates in the considered sector are labeled in a unique way by the sets {q} where
The state |Ω ⇑ corresponds to the ground-state in the sector (N, 0). The ground-state corresponds to the choice −k
(2.8)
In the thermodynamic limit, N, L → ∞, with the ratio D = N/L fixed, the quasimomenta in the set {q} are uniformly distributed along the interval [−k F , k F ], with k F = πD; we discuss this in more detail in the section concerning the evaluation of the thermodynamic limit.
Now we turn to construction of the eigenstates in the sector (N + 1, 1). According to (2.2) they have the form
where ⇑ j denotes the set of N +1 spins with all but one spins up, ⇑ j =↑ . . . ↑↓↑ . . . ↑, with the down spin standing on the jth position. We first note that one can rewrite the eigenstates by relabeling coordinates such that field operator with spin down depends on the coordinate x N +1 ,
The wave-function Ψ N +1,1 ({x}) (to simplify writing, we lift the dependence of the wave-functions on quasi-momenta where possible) is expressed in terms of the original ones as follows
and must be an eigenfunction of the first quantized Hamiltonian 12) where
, with the periodic boundary conditions. The standard way (see, e.g., [2, 3] ) to diagonalize the Hamiltonian (2.12) is to represent it first in the reference frame of the spin down particle, introducing the coordinates
Hence, x j = y j + x N +1 , j = 1, . . . , N , and therefore 14) where P N +1 is the first quantized total momentum operator of N + 1 particles, 15) Since P N +1 is an integral of motion, [P N +1 , H N +1,1 ] = 0, it can be replaced by its eigenvalues P when acting on the eigenfunctions,
The Hamiltonian in the new coordinates reads
Noticing that this in fact an N -particle Hamiltonian and denoting its eigenfunctions as Φ N ({y}), we have the following relation between the wave-functions in the two reference frames [3] :
The functions Φ N ({y}) = Φ N ({k}, λ|{y}) must be periodic function in each coordinate, and totally antisymmetric with respect to their permutations. The periodicity implies that 19) and that the first derivatives, due to the δ-function potential in (2.17), must satisfy the conditions
The antisymmetry implies that Φ N ({y}) is a determinant
Here C ΦN is a normalization factor to be found later, and the functions φ j (y) can be represented as a superpositions of at least N + 1 plane waves:
The condition (2.19) implies that 23) and (2.20) that
Subtracting (2.23) from (2.24) with the factor iλ − c /2, where λ is the quasimomentum of the auxiliary BA problem, and requiring that all coefficients of the sum in the resulting equation vanish, we recover the first set of BA equations (2.3) of the sector (N + 1, 1):
Recalling the quantization condition for the total momentum (2.16), we also have the equation for λ:
Obviously, the obtained equations are exactly the nested Bethe Ansatz equations of the sector (N + 1, 1), see (2.3).
The Bethe Ansatz equations (2.25) can also be written in the form
Introduce the notation
We use the convention that arccot x ∈ [0, π], x ∈ R. The quantization conditions for momenta {k} are
Equation (2.26) has the form 30) where R N (λ) and Q N +1 (λ) are polynomials in λ of the degrees shown in the subscripts,
The quantization condition for the quasi-momentum λ, which takes N + 1 values, follows from the relation
The value m = 0 corresponds to λ = −∞; the values m = 1, . . . , N correspond to the roots of the polynomial R N (λ).
To finalize the construction of the wave-function Φ N ({y}), we have to satisfy the conditions (2.23). It can be easily seen that this can be done by choosing
where
With our choice it is obvious that the wave-function Φ N ({y}) can also be represented as the following (N + 1) × (N + 1) determinant:
Recalling relation (2.18), we find that the function Ψ N +1,1 ({x}) can be written in the form
To satisfy the normalization condition Ψ N +1,1 ({k}, λ)|Ψ N +1,1 ({k}, λ) = 1 the constant C ΦN has to be chosen such that
We prove (2.37) in the next section.
Finite volume calculations
In this section we perform various calculations with the wave-functions obtained in the previous section. We first prove formula (2.37). We have
To evaluate the entries of the matrix here, we use the following relation, valid for
where the second equality follows by considering a difference of two Bethe Anzatz equations (2.27). For the off-diagonal entries, we obtain
and for the diagonal ones, we obtain
Denoting u j = 1/sin 2 α j − 4/Lc , j = 1, . . . , N + 1, we see that the N × N matrix in the determinant in (3.1) is the sum of a diagonal matrix, with entries u j δ jl , and of a matrix of rank one, with all entries equal to u N +1 . Hence,
and formula (2.37) follows.
Next we consider the form-factors of the operator ψ ↓ (x) relevant to the correlation function (1.3). Specifically, these are its matrix elements between the states belonging to the sectors (N, 0) and (N + 1, 1). We have
where τ (q) = tq 2 − xq. Using expressions (2.6) and (2.35) for the wave-functions involved, for the form-factor we obtain the following representation:
Taking into account that e iqj L = 1 and e ik l L = e −2iα l , the integrals are evaluated as follows:
Hence,
We also note that the function F N ({q}|{k}) can be written as an (N + 1) × (N + 1) determinant,
which can be obtained when using (2.35) instead of (2.21).
We now ready to consider the correlation function on the finite lattice, defined as a diagonal matrix element of the two-point field operator in the sector (N, 0) ,
This correlation function can be written as the sum over all states (i.e., all distinct solutions of the Bethe Ansatz equations) in the sector sector (N + 1, 1):
Using (3.7) and taking into account (2.37), we have
Here the quantities u 1 , . . . , u N +1 are
where for a later convenience we introduced the notation a = 4/Lc . The sum (3.14) is defined as the sum over all distinct sets of integers {n} = n 1 , . . . , n N +1 and the integer m = 0, . . . , N , which label the solutions of the Bethe Ansatz equations,
Since every term of the sum in (3.14), being totally symmetric with respect to permutations of k j 's, vanishes as soon as any two of k j 's coincide, and since k i = k j if n i = n j , the sum over ordered sets of integers {n} can be replaced by independent sums over these integers,
However, since the Bethe Ansatz equations for the momenta {k} and the quasimomentum λ are coupled, the k j 's and λ depend on all these integers, k j = k j ({n}, m), λ = λ({n}, m), so some further transformations in (3.14) are required to handle the summations. Namely, it would be convenient that the sum over each individual n j implies the summation over the admissible values of the momentum k j only; it would be useful also to have an interpretation of the sum of u −1 j 's standing in the denominator in (3.14), which prevents a factorized summation over admissible values of k j 's in the multiple sum.
It turns out that all this can be achieved by considering the momenta k j as functions of λ, namely, k j = k j (λ), in which λ is allowed to take arbitrary (real) values; the solutions of Bethe Ansatz equations (2.25) and (2.26) correspond to the values λ = Λ m , m = 0, . . . , N . These values will follow as roots of certain (transcendent) equation imposed on the set of functions {k(λ)}. To be more precise, let us introduce a function z n (λ), where n ∈ Z and λ ∈ R, as the solution of the equation
As it can be easily seen (e.g., using graphical interpretation by taking cotangent of both sides) that this equation, for every value of n, defines a single-valued, continuous, monotonously increasing function of λ. The last property can be seen by taking the derivative in λ of (3.18) and expressing it in terms of z(n; λ),
Now, given a set of integers {n} = n 1 , . . . , n N +1 , we define the set of functions {k(λ)} = k 1 (λ), . . . , k N +1 (λ) by setting
Clearly, here each k j (λ) depends solely on n j , as desired. Furthermore, let us introduce functions α j (λ) and u j (λ) by defining them by (2.28) and (3.15), respectively, where k j is replaced by k j (λ). Namely, we set α j (λ) := α(k j (λ), λ) and u j (λ) := u(k j (λ), λ), where
(3.21)
Relation (3.19) then implies
Hence, introducing a λ-dependent "total momentum" P (λ) = j k j (λ), we have An equivalent way to impose this condition is to set
Hence, for given values of the set of integers {n} and integer m, the sum of u −1 j 's is exactly the derivative of the total momentum at λ = Λ m ,
where we used the notation P ′ (Λ m ) := ∂ λ P (λ)| λ=Λm . To show how these considerations make it possible to factorize of the summation in (3.14), let us consider the sum over m at some fixed set of values of the integers n 1 , . . . , n N +1 . Using (3.26) for the denominator and regarding the remaining part (the numerator) of the summands as some trial function f (λ), we can transform this sum using the following chain of identities involving the Dirac δ-function:
Here at the last step we replaced the Dirac δ-function by its Fourier transform, to bring the dependence on the k j (λ)'s (defining the α j (λ)'s) in a factorized form. As a result, taking into account (3.17), we have the following representation for the correlation function of the finite system 28) where
Here each sum is performed over all the values of the momentum k j (λ) defined in (3.20) as the corresponding n j runs over all integer values. The expression (3.29) can be written in terms of N × N determinants, using the procedure of "insertion of the summation in the determinant" similarly to the infinite coupling case [18, 34] . Using the total symmetry in permutation of momenta k 1 , . . . , k N +1 of the general term of the sum in (3.29), one of the functions F N ({q}|{k}), when represented as the (N + 1) × (N + 1) determinant (3.11), can be replaced by the product 30) while the second one, when using (3.10), can be written as a sum of two terms
Since the matrix with the entries 2/(q j − k N +1 ) is of rank one, the first term in this sum is a homogeneous linear function of its entries while the second term is independent of this momentum. This allows one easily perform the summation with respect to k N +1 . The summation with respect to the remaining momenta k 1 , . . . , k N are performed in the usual way. As a result, the quantity Ξ N (x, t|{q}, λ; s) is given in terms of determinants of N × N matrices: Ξ N (x, t|{q}, λ; s) = det(S − R) + (G(x, t; λ; s) − 1) det S.
(3.32)
The matrix S = S(x, t|{q}, λ; s) has entries
and the matrix R = R(x, t|{q}, λ; s), of rank one, has entries
The function G(x, t; λ; s) is
The functions α(k, λ) and u(k, λ) are defined in (3.21); the dependence on x and t is contained in the function τ (k) = tk 2 − xk.
Results in the thermodynamic limit
The thermodynamic limit is the limit in which L, N → ∞, with the ratio N/L kept fixed. A convenient property of the representation (3.28) is that in the limit it contains a Dirac δ-function:
Hence, in the deriving a thermodynamic limit of the correlation function we can restrict ourselves in obtaining that of the quantity Ξ N (x, t|{q}, λ; s) s=0 .
To derive an thermodynamic limit expression for this quantity, let us study the matrices S = S(x, t|{q}, λ; s) and R = R(x, t|{q}, λ; s) entering representation (3.32), specifying everywhere s = 0. We first consider the matrix S. It is useful to consider separately its off-diagonal and diagonal entries. For the off-diagonal entries, since q j = q l for j = l, we can use the relation
and represent them in the form
Here the function E(q|λ), q ∈ R, is given by the expression
For q = q j , where q j is one of the momenta in the set {q} of the sector (N, 0), it evaluates as
so (4.3) reproduces (3.33) for j = l. Note, that the function E(q|λ) is well-defined for arbitrary real values of q; the expression in (4.4) follows upon extracting a formal singularity at k(λ) = q j of the sum over k(λ) in (4.5), using a summation formula for k(λ) 1/(k(λ) − q j ), see formula (A.10) of the appendix. Similarly, for the diagonal entries of the matrix S we obtain
Here the first equality follows from (3.33) at j = l by extracting a double-pole singularity using a summation formula for .13) , and the second equality follows just by comparing the result with (4.4). Introducing the function
we conclude that
In other words, S = I + V , where the matrix V has entries V jl = V (q j , q l ). In similar manner, introducing the function 9) for the entries of the matrix R we have
We note that, as a result, the matrices V and R are expressed in terms of the functions V (q, q ′ ) and R(q, q ′ ), which are well-defined for their arguments taking arbitrary real values. We also note that the entries of the matrices V and R are all of order 1/L, as L is large.
Having all this in mind, we are now ready to address the problem of deriving the thermodynamic limit of the quantity Ξ N (x, t|{q}, λ; s) s=0 . Consider the determinant of the matrix S = I + V ; the case of the matrix S − R = I + V − R is similar. We have
Here each summation is performed over elements in the set {q}; in the thermodynamic limit the summations turn into integrations. To define the integrals, we need now specify the values of the momenta in the set {q}. Recall that we are interested in the correlation function of the ground-state |Ω ⇑ = |Ψ N,0 ({q}) , in which the momenta in the set {q} satisfy the relations q j+1 − q j = 2π/L,
Correspondingly, let us introduce the function
Then, evaluating the limit, we obtain
Here the second equality follows from the definition of the Fredholm determinant of a linear integral operator V; the function V(q, q ′ ) is the kernel of the operator, which is defined to act on functions in the interval
Essentially similarly, we have 16) where the kernel of the operator R is defined by
The kernels are 18) where the function e(q|λ) = e(q|x, t; λ) is the thermodynamic limit of the function E(q|λ), e(q|λ) = lim
If we also define the function g(x, t|λ) as the thermodynamic limit of the function G(x, t; λ; s) s=0 , g(x, t; λ) = lim L→∞ G(x, t; λ; 0), (4.20) then we have the following expression for the quantity Ξ N (x, t|{q}, λ; s) s=0 in the thermodynamic limit:
We recall that the linear integral operators V and R depend on x, t, and λ via the functions defining their kernels; they also depend implicitly on the Fermi momentum k F , defining the interval [−k F , k F ] where these operators act.
To finalize our calculation we have to derive the functions e(q|λ) and g(x, t; λ). These functions contains summation over all values of the momentum k(λ) = 2z n (λ)/L, where z n (λ) is the solution of (3.18), as n runs over all integer values,
(4.22)
In the thermodynamic limit the sum turns into an integral. To obtain the limit, we need to find a distribution of the values of the momentum k(λ). Denoting the value of k(λ) for given n as [k(λ)] n := 2z n (λ)/L, we can define the density
The sum turns into an integral by the rule
and recalling that a = 4/Lc , from (3.18) we get
Replacing the left-hand side by (2ρ
In the thermodynamic limit we have a → 0, so we obtain ρ(k) = (2π) −1 . Taking also into account the explicit expression for the function u(k, λ), see (3.21), where we have to put a = 0 in the limit, for the function g(x, t; λ) we obtain g(x, t; λ) = 1 2π
In turn, for the function e(q|λ) = e(q|x, t; λ) we have 28) where the integral must be understood in the sense of its principal value. Thus, we may now summarize our results about the correlation function (1.3). In the thermodynamic limit the correlation function is given in terms of an integral of Fredholm determinants:
The integral operators V = V(x, t; λ) and R = R(x, t; λ) act on functions in the interval [−k F , k F ], see (4.15) , and possess kernels
The functions defining the kernels are e + (q|λ) = e − (q) e(q|λ), e − (q) = e iτ (q)/2 . (4.31)
The functions g(x, t; λ) and e(q|λ) = e(q|x, t; λ) are given by (4.27) and (4.28), respectively, and τ (q) = tq 2 − xq. Representation (4.29) is our main result. Let us discuss it in the limit c → ∞. Setting λ = −(c /2) cot ϑ, and sending c to infinity, we have lim c →∞ g(x, t; λ) = sin 2 ϑ · g ∞ (x, t), g ∞ (x, t) = 1 2π 2 (x, t; h, B) of paper [18] at zero temperature in the case of a negative magnetic field B (see [18] , Eqs. (6.9)-(6.11)), evaluated at vanishing chemical potential, h = 0, and B → 0 − . Hence, the known result for the correlation function (1.3) at c = ∞ is reproduced.
where the sum is taken over all solutions of (3.18) . It is assumed that the summation is organized in a such way that the sum is convergent, thus defining g(z, λ) as a meromorphic function in z with simple poles at points z n (λ), n ∈ Z, with the principal parts 1/(z −z n (λ)) at these points. We are interested in finding an explicit form of g(z, λ). The summation formulas will follow from expressions for g(z, λ) and ∂ z g(z, λ) at z = Lq/2, where q is a solution of the Bethe Ansatz equations in the sector (N, 0), given by (2.7).
To find g(z, λ) it is useful to look at z n (λ)'s as zeros of some entire function (see, e.g., [35] , Vol. II, Chap. 10). In our case this entire function can be easily inferred from (3.18) 
