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CHAPTER
Introduction
Cluster science is a fairly young field which started with pioneering work in the sixties and
really took off in the eighties. Yet, there are many definitions used nowadays of what should
be considered an atomic cluster. In this work we will use the following definition: “An
aggregate of atoms containing a few up to thousand atoms, where the exact composition
of atom types and numbers is known.” This sounds very familiar to another concept in
physics/chemistry, namely molecules. After all, a molecule is also a small particle with a
precise and known composition. However, there is a striking difference between a cluster
and a molecule: whereas a molecule is chemically stable and may be surrounded by ligands
in the case of transition metals, for a cluster this is not necessarily true. Therefore, clusters
are typically very reactive and only survive in ultra-high vacuum conditions.
A cluster is actually more than just a collection of atoms, and properties as a function
of size can often not be explained by simple extrapolation. As is illustrated in Figure 1.1,
one can consider clusters as systems which form the transition from the single atom to the
bulk. Typically, in the size range between 2 to thousands of atoms the physical properties
of a cluster can change very dramatically as function of size. For example, the addition
or removal of a single atom can change the properties completely. Therefore, cluster
properties often show a broad range of interesting physical phenomena.
An example of the size dependence of physical properties are “magic” clusters, where
certain cluster sizes are more stable than others. In some cases like for example clusters of
rare gases the origin is geometric with primarily Coulomb forces such as Van der Waals
interactions [1]. In this case geometric structures with high coordination are more stable.
In contrast, for small Na and K clusters the more stable “magic” cluster sizes are the result
of electronic shell closure [2, 3]. This behavior that created the name “super atoms” can
be explained with the use of a Jellium model, where the nuclear potentials of clusters are
replaced by a ‘Jelly like’ background potential and the internal geometric structure of a
cluster is neglected [4].
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Figure 1.1: In the size range of clusters physical properties typically change dramati-
cally and non-monotonously as function of size. In contrast, physical properties of bulk
materials typically behave monotonically (right hand side of figure).
The most famous example of clusters are probably Fullerenes, in particular C60, where
sixty carbon atoms are arranged in a bucky-ball shape. Their discovery and unusual sta-
bility compared to other carbon clusters in this size range created a new field in research
of carbon allotropes and lead to the Nobel Prize in chemistry in 1996 [5]. Besides labora-
tories, these clusters were also observed in space and in the earth’s atmosphere in minute
quantities [6].
The tunability of physical properties as a function of size makes clusters an interesting
system for nanotechnology, as well as a prototype system to study fundamental physical
phenomena in the small size range. In nanotechnology, devices become smaller every day,
reducing the power consumption and overall size. This creates a demand for materials
where physical properties can be adjusted to the specific application. Future applications
require fundamental research today. Two main methodologies are often used: top-down
and bottom-up. In top-down current methods and materials are used in smaller systems
with the intention of preserving the desired property. In bottom-up the approach is reversed,
and small building blocks like atoms or clusters are combined to create new systems
with desired and/or designed physical properties [7]. Nowadays, top-down methods in
industry reach their respective size limit which is best illustrated by scaling problems in
the semiconductor industry [8].
Besides the technological interest in clusters, clusters also form a class of prototype
systems to study fundamental phenomena in a very controlled environment. Clusters are
typically studied in the gas phase as a dilute molecular beam. In these conditions, there are
no inter cluster interactions and no uncontrollable interactions with the environment. The
cluster composition can even be used to precisely control the intra cluster interactions if
desired. The absence of ligands reduces the complexity of the cluster even more. Therefore,
the tunability of cluster properties can be used to study fundamental interactions.
Even though the isolation from the environment and absence of ligands greatly reduces
the complexity, their increased size compared to single atoms and the absence of periodicity
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compared to bulk crystals, still make clusters a very complicated system. To facilitate
the treatment, their geometric, electronic and magnetic structure are often considered as
separate subsystems. These three major subsystems in a cluster are depicted in Figure 1.2.
The separation into subsystems is somewhat artificial as these subsystems also have strong
interactions with each other and one cannot consider a single subsystem individually.
Nevertheless, this simplification is often made out of bare necessity to cope with the
complexity of the problem. In the following sections each of these subsystems will be
discussed in more detail.
latice electrons
spins
Figure 1.2: The three subsystems in a cluster: geometric (lattice), electronic (electrons)
and magnetic (spins) structure.
1.1 Geometric structure
The geometric structure is the position of atoms with respect to each other which in clusters
is very different from the bulk. In the case of 3 atoms this can for example be a line or a
triangle. In larger clusters the number of possible isomers increases greatly. The geometric
structure is at the very basis of understanding the physical properties of a cluster since
all the electronic, magnetic and other physical properties depend on the arrangement of
atoms. Therefore, understanding the geometric structure of a cluster is the first crucial step
in understanding cluster phenomena.
Although a geometric structure can be easily visualized in a picture, experimental
methods to determine the geometric structure of a gas phase cluster often rely on spectro-
scopic methods. To identify a cluster structure, experimental observations and theoretical
predictions need to be combined. Using theoretical ab-initio methods, the most probable
isomers can be predicted and physical properties can be compared to those of experi-
ments. Therefore, only the combination of theory and experiment is capable of providing
a successful identification.
For example, Aun clusters in the range of n = 3 − 20 have been measured with a
variety of experimental methods such as ion-mobility spectrometry, infrared multi-photon-
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dissociation spectroscopy and trapped ion electron diffraction and compared to theoretical
density functional calculations [9–12]. The identified cluster structures are shown in Fig-
ure 1.3 for both cation and anion Aun clusters as function of size. Note that both cation
and anion Aun clusters exhibit a 2D to 3D transition with increasing cluster size. How-
ever, whereas Au+n clusters are 3D already above n ≥ 8, Au–n clusters remain 2D up to
n = 11. The increased stability of planar structures for Au–n clusters is the result of the
enhanced s−d hybridization due to relativistic effects within these clusters [9]. Figure 1.3
thus shows that the physical properties of Aun clusters not only change as function of the
number of atoms but also depend on the charge state and hence the number of electrons
within the cluster itself.
Figure 1.3: The structures of Au+n (left) and Au
–
n (right) clusters for the size range n = 3 -
16 as function of size. For Au+9 and Au
–
12 two isomers are shown, as an isomer mixture
has been identified for these sizes. Figure adapted from Ref. [12].
The vibrational spectrum of a cluster is nowadays one of the most reliable pathways
for geometric structure determination. In contrast to bulk materials where typically broad
bands of lattice vibrations exists, in a cluster the number of vibrations is limited. Further-
more, the energy of the vibrations is very dependent on the geometric structure and the
type of bonding. Hence a vibrational spectrum can be used as a fingerprint to identify the
corresponding geometric structure of a cluster. The experimental vibrational spectrum of
a cluster is not sufficient to determine the geometric structure of a cluster and a compari-
son of the experimental spectrum with calculated vibrational spectra of different possible
isomers is required. The theoretical challenge is therefore twofold. First, an effective but
accurate method should be used to determine the isomers lowest in energy, therefore be-
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ing the most likely structures. Next, of these isomers the vibrational spectrum should be
calculated with sufficient accuracy. The assignment of geometric structure can be based
on both an energy hierarchy and verification of the vibrational spectrum.
The typical energy for a vibrational excitation in a cluster is of the order of 50 meV and
corresponds to infrared (IR) light. Using a tunable high-intensity IR source, such as for
example a free electron laser, vibrations can be efficiently excited in a cluster. The cluster
beam used in experiments is however too dilute to measure the vibrational spectrum by
determining the absorption directly. Hence multiple indirect experimental methods such
as IR multiphoton dissociation and two color ionization have been developed to determine
the vibrational spectrum of a cluster [13, 14]. Both methods use the vibrational excitations
to create another change in the cluster which in turn can be measured experimentally
(“action spectroscopy”).
1.2 Electronic structure
Once the geometric structure of a cluster is established, the electronic structure can be
studied to for example determine the ionization energies, dipole moments, spectral prop-
erties, valence states of atoms and even catalytic behavior. The electronic structure is the
most crucial of the previously mentioned subsystems, as the attractive Coulomb interac-
tions between nuclei and electrons holds the cluster together and determines many of the
physical cluster properties.
En
er
gy EF
Figure 1.4: A schematic representation of the evolution of electronic levels from an indi-
vidual atom to the bulk. In the bulk, the atomic levels form a continuous band structure
due to orbital overlap. In the intermediate cluster regime band formation typically starts
but the electronic structure still depends significantly on the geometric structure and
cluster size.
In Figure 1.4 the evolution of electronic levels from the atom to the bulk is shown
schematically. The individual atomic levels form the band structure in bulk materials due
to orbital overlap. In the intermediate cluster regime, typically band formation starts but
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individual levels are still present within the density of states and the electronic structure
depends on the size and geometry of the cluster. For example, Figure 1.5 shows the pho-
toelectron spectra of Hg –n clusters in the range of n = 3 − 250. The band gap of Hgn
decreases as function of cluster size and only for large cluster sizes Hg becomes metallic
[15]. Therefore, the electronic cluster properties of Hgn deviate significantly compared to
bulk Hg.
Figure 1.5: The photoelectron spectra of Hg –n clusters in the range of n = 3 - 250.
Figure adapted from Ref. [15]
.
Finally, the number of valence electrons in a cluster can determine the the physical
properties such as the size of atomic magnetic moments. For example in rare earth Sm
clusters the valency of Sm changes as function of cluster size and a magnetic to non-
magnetic transition is predicted. Furthermore, in transition metal oxides it is well known
that the oxidation state determines the size of the atomic magnetic moments, of which we
will see an example in Chapter 4.
1.3 Magnetic structure
Magnetism in clusters has been a very active topic for several decades [16–23]. In general,
the magnetic moments in clusters increase with respect to the bulk due to the reduced
coordination number. Experimentally, the magnetic structure can be measured with the
use of Stern-Gerlach deflection or x-ray magnetic circular dichroism (XMCD). Whereas
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XMCD is typically used for charged clusters in ion traps and can resolve both orbital
and spin magnetic moments, Stern-Gerlach experiments are performed on neutral clusters
and probe only the total magnetic moment. Besides an increase in magnetic moments for
clusters, in Tb and TbO clusters the total magnetic moment shows strong non-monotonic
behavior as function of cluster size [22, 23]. In Figure 1.6 the magnetic moments per atom
are shown as function of cluster size, and the magnetic moment can completely vanish
with the addition of a single atom as for example for Tb16 to Tb17. Furthermore, both
Tbn and TbnO show the same cluster size dependence. This also indicates that RKKY-
exchange,1 the bulk exchange mechanism cannot be responsible for this behavior, as it
requires conduction electrons and also occurs in oxidized Tb clusters. Instead, competition
between ferromagnetic double-exchange and antiferromagnetic super exchange is found.
Tbn
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Figure 1.6: Magnetic moment of Tbn and TbnO as function of cluster size. Figure
adapted from Ref. [22].
Whereas bulk rhodium is non-magnetic, Figure 1.7 shows Rhn clusters exhibit ferro-
magnetic ordering for cluster sizes below approximately 60 atoms [17, 18]. Especially for
the small cluster sizes Rh15, Rh16 and Rh19 show extraordinary large magnetic moments
and the magnetic moment per atom decreases as a function of cluster size to the bulk limit.
In addition to the magnetic behavior, small Rh clusters are multiferroic in contrast to the
bulk metal [24].
Besides the interesting magnetic behavior as function of size, clusters are also a proto-
type system to study magnetic interactions. Their isolation in the gas phase from surfaces
and each other, creates a great opportunity to control the interactions of the magnetic sys-
tem with other mechanisms like vibrations, nuclear spins and free electrons. Whereas free
electrons can be circumvented by use of insulating materials and vibrations can be sup-
pressed by cooling, nuclear spins are ever present in bulk materials and molecular magnets.
However, in clusters one can distinguish single isotopes and create and select clusters with
1Ruderman-Kittel-Kasuya-Yosida exchange
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Figure 1.7: The magnetic moment per atom as function of cluster size of Rhn clusters.
Rh15, Rh16 and Rh19 show extraordinary large magnetic moments. The magnetic mo-
ment per atom decreases for larger cluster sizes to the bulk non-magnetic limit [18].
no nuclear magnetic moments using materials like iron and oxygen. Since only the main
isotope of these materials is nuclear spin free, also the number of nuclear spins can be
tuned and their influence studied.
Whereas the TM oxide clusters in this thesis are studied to reveal their magnetic
properties, the TM carbide clusters are studied as a model system for electron-phonon
coupling. The choice of TM carbides for this purpose is twofold. First, NbC and TaC are
superconductors in the bulk, an indication of strong electron-phonon coupling. Second,
as the final goal is to also study the time dependence of this interaction experimentally,
NbC and TaC clusters satisfy the requirement for high abundance and good signal to noise
levels. Note that all cluster stoichiometries considered in this thesis are experimentally
observed.
1.4 Outline of this thesis
The main goal of this thesis is to gain fundamental insight into the geometric, electronic and
magnetic properties of FeO and TM carbide clusters. Although the geometric structure of
(some) FeO and TM carbide clusters has been studied in the past, in this work we combine
theoretical structure predictions with actual experiments for verification. For FeO clusters
these structures are used as a basis to understand their electronic and magnetic properties.
For TM carbide clusters we show how electronic structure predictions can be directly and
indirectly verified using experiments.
In Chapter 2 a description is provided of the density functional theory method used to
calculate the electronic structure of these clusters. In addition, extensions for the strongly
correlated FeO clusters and how to determine their geometric structure are discussed.
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In Chapter 3 contains a brief introduction into magnetism. Three possible magnetic
models are discussed. Furthermore, we briefly introduce the possible microscopic mag-
netic interactions in FeO clusters.
In Chapter 4 we discuss the geometric, electronic and magnetic structure of FeO clus-
ters. We identify the cluster structures by comparison to experimental vibrational spectra.
In addition, we determine the magnetic states of FeO clusters. Finally we compare their
electronic structure with bulk magnetite and find both mixed and pure trivalent cluster
sizes.
In Chapter 5 we investigate the exchange interactions in transition metal (TM) ox-
ides. Before turning to clusters, we first perform a systematic comparison between two
approaches for spin polarization in typical TM oxides. For NiO, MnO and hematite we
consider the full spin Hamiltonian including oxygen sites and derive an effective model.
These calculations we compare with the conventional Anderson principle, where oxygen
effects are ignored.
In Chapter 6 we consider the exchange interactions in FeO clusters. In contrast to bulk
hematite, in clusters oxygen atoms are strongly spin polarized in the magnetic ground
state. To account for the unusual strong spin polarization, we consider the effective model
derived in Chapter 5 where the spin polarization renormalizes the Fe-Fe exchange interac-
tions. The exchange interactions in FexO
+/0
y clusters are an order of magnitude stronger
compared to bulk hematite and often change sign between different magnetic states. This
non-Heisenberg behavior is attributed to covalent magnetism.
In Chapter 7 we turn to TM carbide clusters. In collaboration with the Free Electron
Laser for Infra-red eXperiments (FELIX) we use TM carbide clusters in an attempt to study
electron-phonon coupling. We argue why TM carbides clusters are selected for this purpose
and we consider their geometric structure and evolution towards the bulk fcc structure.
Furthermore, we show that their electronic structure can be determined indirectly by a
model based on calculated Kohn-Sham levels and redistribution of vibrational energy. For
Ta5C3 we show that the lowest electronic state can also be directly observed experimentally
and can be understood using TD-DFT.
10 Introduction
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CHAPTER
Theory
In this Chapter we will introduce the theoretical approach used throughout this
thesis to investigate the cluster properties. In particular, we will discuss the
foundations of density function theory (DFT) and how it can be used to study
the electronic structure of bulk materials and clusters. Furthermore, we will
consider the additional methods used to correctly describe strongly correlated
materials using DFT. Finally, we will show how the geometric, electronic and
magnetic structure can be determined.
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In this Chapter we present the main theoretical framework to perform electronic struc-
ture calculations. We start with introducing the time-independent Schrödinger equation
and how it can be solved using wave function methods and density functional theory
(DFT). We introduce the Hartree Fock (HF) and Kohn-Sham framework and discuss their
strengths and weaknesses. We discuss the applicability of various exchange-correlation
functionals for DFT, including the LDA+U extension and consider how different basis
functions can be used. Finally, we will show how DFT can be employed to solve the geo-
metric and electronic cluster structure and how vibrational spectra and magnetic properties
can be determined.
2.1 Electronic structure
The ultimate goal of electronic structure methods is to provide the solution to the non-
relativistic time independent Schrödinger equation for a system consisting of M nuclei
and N electrons [1, 2],
HˆΨi(x1,x2, ... ,xN ,R1,R2, ... ,RM ) = E
tot
i Ψi(x1,x2, ... ,xN ,R1,R2, ... ,RM ),
(2.1)
where Hˆ is the Hamilton operator and Ψi is the ith eigenfunction corresponding to eigen-
valueEtoti . Each electron has three spatial (ri) and one spin (si) degree of freedom denoted
as xi ≡ (ri, si) and each nucleus has three spatial degrees of freedom (Ri).
In the absence of electric and magnetic fields the Hamilton operator in Eq. (2.1) can
be represented as,
Hˆ = −
N∑
i=1
~2∇2i
2me
−
M∑
A=1
~2∇2A
2MA
+
e2
4pi0
− N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
j>i
1
rij
+
M∑
A=1
B>A
ZAZB
RAB
 , (2.2)
where the first two terms correspond to the kinetic energy of the electrons and nuclei
respectively. The third term is the attractive Coulomb potential between the electrons and
nuclei and depends on the nuclear charge ZA and distance between nucleusA and electron
i: riA. The fourth and fifth term are the repulsive Coulomb potentials of electrons and
nuclei respectively, and depend on the distance rij between electrons i and j and the inter
nuclear distance RAB between nuclei A and B respectively. Note that from now on we
use atomic units, where the electron mass me, the absolute value of the electron charge
|e|, the permittivity of the vacuum 4pi0 and ~ are chosen unity.
Often, the electron and nuclear motion in Eq. (2.1) can be solved independently by
separating the electronic and nuclear subsystems using the Born-Oppenheimer approxi-
mation. The Born-Oppenheimer approximation exploits the difference in mass between
electrons and nuclei in Eq. (2.2). Even for the lightest nucleus hydrogen, mH is more than
1800 times the electron mass. For other elements such as oxygen and iron this ratio is with
29160 and 101800 respectively even higher. Therefore, the electrons adapt adiabatically to
nuclear motion, i.e. on the time scale of the electron motion, the second term in Eq. (2.2),
the kinetic energy of the nuclei is zero and the electronic and nuclear subsystems can be
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separated into the product of individual wave functions,
Ψi(x1,x2,...,xN ,R1,R2,...,RM)=Ψ
i
el(x1,x2,...,xN ,{R})χiion(R1,R2,...,RM ). (2.3)
Note that from here on we will drop the i indicating the ith eigenvalue. Eq. (2.3) allows
the electronic subsystem to be solved first, and only afterwards the nuclear system needs
to be addressed. Accordingly, the electronic Hamiltonian reduces to [3],
Hˆel = −1
2
N∑
i=1
∇2i −
1
2
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
= Tˆ + VˆNe + Vˆee. (2.4)
The corresponding electronic Schrödinger equation is given by,
HˆelΨel(x1,x2, ... ,xN , {R}) = EelΨel(x1,x2, ... ,xN , {R}), (2.5)
where Ψel corresponds to the electronic wave function defined in Eq. (2.3) and the nuclear
coordinates enter only as parameters, indicated by {R}. Therefore, the electronic and
nuclear problems are separated and the electronic wave function is solved for a particular
set of nuclear coordinates. Eel corresponds to the electronic energy and is related to the
total energy in Eq. (2.1) by,
Etoti =
M∑
A=1
M∑
B>A
ZAZB
RAB
+ Eel. (2.6)
The Born-Oppenheimer approximation reduces the complexity vastly by separating the
nuclear and electronic subsystems. The attractive nuclei-electron Coulomb interaction, the
second term in Eq. (2.4), remains important for solving the electronic problem, but serves
as an external potential (VˆNe) with the nuclear coordinates as parameters. This separation
of the electronic and nuclear subsystems does not solve the nuclear coordinates and the
nuclear problem reduces to,[
−1
2
M∑
A=1
1
MA
∇A + Etot
]
χion(R1,R2, ... ,RM ) = Eχion(R1,R2, ... ,RM ). (2.7)
To consider the geometric structure of clusters, further optimization of the nuclear param-
eters is necessary and is discussed in more detail in Sec. 2.3.6.
The Born-Oppenheimer approximation cannot always be used successfully. For ex-
ample, in the case of two or more degenerate electronic levels with the same geometry
the Born-Oppenheimer approximation breaks down. In such cases the coupling of nuclear
and electronic motion needs to be taken into account explicitly by for example consid-
ering electron-phonon coupling [4]. In the remainder of this thesis we will assume the
Born-Oppenheimer approximation to be valid. In the next two sections we will discuss
two methods to solve the electronic Hamiltonian as defined in Eq. (2.5). In Sec. 2.2 we
will consider wave function methods, whereas in Sec. 2.3 density functional theory will
be introduced.
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2.2 Wave function methods
In this section we will discuss solutions to the electronic Hamiltonian as defined in Eq. (2.5)
using wave function methods. Eq. (2.5) is already defined in terms of eigen wave func-
tions and corresponding energy eigenvalues. Using these wave functions, all ground state
properties of the system can be determined by applying the corresponding operator onto
the ground state wave function. A powerful systematic method for obtaining the ground
state wave function is the variational principle. It can be shown that for any trial wave
function Ψtrial different from the ground state wave function the energy expectation value
Etrial forms an upper bound to the ground state energy E0,
Etrial = 〈Ψtrial|Hˆ|Ψtrial〉 > E0, (2.8)
and the second equality sign only holds for the ground state wave function itself. Therefore,
the challenge is to find a wave function that minimizes the energy expectation value and
also satisfies the physical requirements on a wave function: to be continuous and square-
integrable such that it can be normalized.
One of the most popular sets of trial wave functions are the so called Slater determi-
nants based on the Hartree-Fock approximation. In the Hartree-Fock approximation one
assumes the system is well described with a collection of non-interacting particles [1, 5].
For N non interacting fermions, this solution is formed by the Slater determinant ΨSD
given by,
ΨSD =
1
N !
det {χ1(x1)χ2(x2) ... χN (xN )} , (2.9)
where χi(xi) correspond to spin orbitals,
χi(x) = ψi(r)σi(s), with σi = α, β (2.10)
which consist of an orbital part ψi(r) and a spin function σi(s). Note that the Slater
determinant by construction satisfies the Pauli exclusion principle: the total wave function
of a fermionic system is antisymmetric with respect to exchange of two particles. Using
the Slater determinant, the energy can be calculated using Eq. (2.5) and results in,
EHF = 〈ΨSD|Hˆ|ΨSD〉 =
N∑
i=1
〈χi| − 1
2
∇2i −
M∑
A=1
ZA
riA
|χi〉
+
1
2
N∑
i=1
N∑
j=1
(
〈χiχi| 1
rij
|χjχj〉 − 〈χiχj | 1
rij
|χjχi〉
)
.
(2.11)
Minimizing Eq. (2.11) in search of the best Slater determinant under the constraint of or-
thonormal {χi} during the minimization procedure results in a set of N so called Hartree-
Fock equations,
fˆiχi = iχi, where i = 1, 2, ... , N (2.12)
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and i are the orbital energies and the effective one-electron Fock operator fˆi is given by,
fˆi = −1
2
∇2i −
M∑
A=1
ZA
riA
+ VHF(xi), (2.13)
where the first two terms correspond to the kinetic and potential energy due to the electron-
nuclear Coulomb interaction. The last term VHF(xi) in Eq 2.13 is the Hartree-Fock poten-
tial,
VHF(x1) =
N∑
j
(
Jˆj(x1)− Kˆj(x1)
)
, (2.14)
where the Coulomb operator Jˆj(x1) and exchange operator Kˆj(x1) are given by,
Jˆj(x1) =
∫
dx2|χj(x2)|2 1
r12
(2.15)
Kˆj(x1)χi(x1) =
∫
dx2χ
∗
j (x2)
1
r12
χi(x2)χj(x1). (2.16)
The Coulomb operator Jˆj(x1) represents the potential that an electron at x1 experiences
due to the average charge distribution of the remaining N − 1 electrons. Therefore, in the
Hartree-Fock approximation, the Coulomb part of electron-electron interactions are taken
into account using a mean field approximation and the Jˆj(x1) operator in Eq. (2.14) is
local, i.e. Jˆj(x1)χi(x1) depends solely on the value of χi at x1. The exchange operator
Kˆj(x1) corresponds to the exchange contribution of the potential in the Hartree-Fock
approximation due to the antisymmetric requirement on the Slater determinant. Since the
exchange operator has no classical analog, its can only be defined by operating on a spin
orbital χi(x1) and results in the interchange of variables in the two spin orbitals.
The N equations in Eqs. (2.12) cannot be solved like a regular linear eigenvalue prob-
lem. The Fock operator fˆi depends via Jˆj(xi) and Kˆj(xi) on the spin orbitals themselves,
creating a so called pseudo eigenvalue problem. Such a problem is typically solved us-
ing an iterative procedure, where a trial solution of spin orbitals is used to calculate the
Hartree-Fock equations, this solution is then inserted as a new trial solution to calculate the
Hartree-Fock equations again. This procedure is repeated until convergence to a certain
accuracy of the trial solution versus the previous solution is obtained. Using such a self
consistent field procedure, the spin orbitals and therefore also Slater determinant of the
Hartree-Fock approximation can be obtained.
There are three important aspects of the Hartree-Fock approximation. First, within the
Hartree Fock approximation exchange-correlations are fully incorporated by construction.
The antisymmetric property of the Slater determinant ensures the Pauli exclusion principle
is always satisfied. As will be shown in Sec. 2.3.3, this is often not the case in other
methods. In contrast, Coulomb correlations are not taken into account. By introducing the
average field using the mean field approximation individual correlations between electrons
are lost. Second, the non-physical self-interaction of a spin orbital with itself, is canceled
within the Hartree Fock approximation. In principle, the sum over electrons in Eq. (2.14)
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contains the ith electron, meaning an electron would be repelled by its own average charge
distribution. Therefore, self-interaction results in spatially more extended spin orbitals than
in reality. In the Hartree-Fock approximation this non-physical self-interaction is canceled
since for this term Jˆj = Kˆj . As will be shown later, cancellation of self-interaction within
a model is not always present and may result in significant errors. Finally, the model is
a successful starting point for systems with weak correlations. It can be shown that the
Hartree-Fock approximation is the exact solution for a non-interacting N particle system
with an effective potential VHF. For typical weakly correlated systems the HF energy
contains 99% of the total energy and the remaining part, not accessible using Hartree-
Fock, is often called electronic correlations.
To improve upon the Hartree-Fock approximation, multiple methods exist to include
the effects of electronic correlation for weakly correlated systems or to deal with strongly
correlated systems where the Hartree-Fock approximation of non-interacting particles
does not work sufficiently [2]. For weakly correlated systems it is often sufficient to take
correlation effects into account using perturbation theory. Expanding the Fock operator
in Eq. (2.13) in higher order terms, the Hartree-Fock determinants can be used as a well-
known and easy to calculate basis for this expansion as for example Møller-Plesset pertur-
bation theory [5]. The method relies on the Hartree-Fock determinant to be a proper basis
to describe the correlated problem. If the Hartree-Fock determinant is a poor description,
other methods are more suitable.
For strongly correlated systems, the single Slater determinant limitation of Hartree-
Fock can be improved by considering multiple Slater determinants corresponding to mul-
tiple excited states. These methods such as configuration interaction and extensions like
multi-reference configurational interaction are more suitable to describe strongly corre-
lated systems who typically have many Slater determinants low in energy. For further
details about these methods we refer the reader to Ref. [2]. Note that, the wave function
methods in this section all have at least 4N degrees of freedom to be optimized. Therefore,
accurate wave function methods beyond Hartree-Fock are very computational expensive,
and only possible for systems containing a small number of electrons.
To summarize, we introduced the variational principle to minimize the trial energy
using trial wave functions. Furthermore, we used the Slater determinant within the Hartree-
Fock approximation to obtain the wave function of a N particle, non-interacting system.
We introduced the corresponding single particle Fock operator and discussed advantages
and disadvantages of the Hartree-Fock approximation. Finally, we briefly discussed meth-
ods beyond the Hartree-Fock approximation for weakly and strongly correlated systems.
The wave functions in this section all have at least 4N degrees of freedom to be optimized,
with N the number of electrons in the system. Therefore, accurate wave function methods
beyond Hartree-Fock are very computational expensive, and only possible for systems con-
taining a small number of electrons. In the next section, we will further reduce the relevant
degrees of freedom using the electronic density. We will show that the electron density can
also be used to describe the physical properties of a system and it can be solved efficiently
using a non-interacting reference system based on so called Kohn-Sham orbitals.
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2.3 Density Functional Theory
In this section we will discuss density functional theory (DFT), a method based on the
electron density to solve the electronic Hamiltonian in Eq. (2.4) [1, 6–8]. Whereas the
wave function depends on 3N spatial coordinates ri and N spin functions si, abbreviated
using x = (r, s), the electron density ρ only depends on three spatial coordinates r and is
given by,
ρ(r) = N
∫
· · ·
∫
|Ψ(x1,x2, ... ,xN )|2ds1dx2 ... dxN . (2.17)
The electron density describes the probability of finding any of the N electrons at r with
arbitrary spin and assuming arbitrary positions for the other N − 1 electrons. Therefore,
the electron density is the electronic probability distribution over space. As will be shown
later on, the electron density contains all the information regarding the electronic ground
state, which can also be made plausible by considering:
– First, the electron density integrates to the number of electrons N , as can be seen
from Eq. (2.17). Furthermore, the electron density should be a non-negative function
and vanish at infinity.
– Second, due to the Coulomb attraction between nuclei and electrons, the electron
density should have finite maxima at the ion positions.
– Third, the electron density should also contain information about the ion charge
configuration. It has been established that the spherical averaged electron density
ρ¯(r) at the ion position should contain information about the nuclear charge ZA
using the relation [9],
lim
riA→0
[
∂
∂r
+ 2ZA
]
ρ¯(r) = 0. (2.18)
Therefore, the electron density contains all the relevant information to construct the elec-
tronic Hamiltonian and as a result the ground state physical properties. Nevertheless, a
proper scheme to construct the electronic Hamiltonian and a method to calculate the
ground state properties using the electronic density are still required. In the following, we
will show using the Hohenberg-Kohn theorems that the electronic density indeed contains
the necessary information to solve the electronic problem and introduce the Kohn-Sham
equations as a practical solution.
2.3.1 Hohenberg-Kohn theorems
The two Hohenberg-Kohn theorems together with the Kohn-Sham equations are the back-
bone of current day density functional theory. The first Hohenberg-Kohn theorem proves
that the electron density uniquely determines the Hamilton operator. Or as it is stated in
the original work by Hohenberg & Kohn [6]:
Theorem 1: The external potential Vext(r) is (to within a constant) a unique functional
of ρ(r); since, in turn Vext(r) fixes Hˆ we see that the full many particle ground state
is a unique functional of ρ(r).
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The proof of this first theorem is alarmingly simple. Suppose Vext(r) and V ′ext(r) differ
more than a constant and result in the same electron density ρ(r) corresponding to a non-
degenerate N electron ground state.1 The two Hamiltonians Hˆ = Tˆ + Vˆee + Vˆext and
Hˆ ′ = Tˆ + Vˆee + Vˆ ′ext differ only by the external potential and correspond to the different
ground state wave functions Ψ and Ψ′ with corresponding energiesE0 andE′0 respectively.
Using the variational principle we can express E0 in terms of Ψ′ by,
E0 < 〈Ψ′|Hˆ|Ψ′〉 = 〈Ψ′|Hˆ ′|Ψ′〉+ 〈Ψ′|Hˆ − Hˆ ′|Ψ′〉 , (2.19)
since Hˆ and Hˆ ′ differ only by the external potential this results in,
E0 < E
′
0 +
∫
drρ(r){Vext(r)− V ′ext(r)}. (2.20)
In addition, the argument can also be made with E0 and E′0 reversed,
E′0 < E0 −
∫
drρ(r){Vext(r)− V ′ext(r)}. (2.21)
Adding Eq. (2.20) and Eq. (2.21) together gives the following contradiction,
E0 + E
′
0 < E0 + E
′
0, (2.22)
and therefore proves that there cannot be two external potentials which provide the same
electron density and the ground state density uniquely (within a constant) specifies the
external potential. We can summarize the attempt to solve the electronic structure up to
now as follows,
ρ0 → {N,ZA, RA} → Hˆ → Ψ0 → E0, (2.23)
where the ground state density ρ0 completely determines the Hamiltonian and hence the
ground state wave function and ground state energy. In Eq. (2.4) we separated the Hamil-
tonian into individual contributions. Similarly, using the first Hohenberg-Kohn theorem
we can write the ground state energy as a functional of the ground state density,
E0[ρ0] = T [ρ0] + Vee[ρ0] + VNe[ρ0]. (2.24)
The first Hohenberg-Kohn theorem proves the ground state density completely deter-
mines the Hamiltonian and therefore all the physical properties of the system. Nevertheless,
it does not provide us a criterion to derive the ground state density. For this purpose we
exploit the second Hohenberg-Kohn theorem which states:
Theorem 2: For any trial density ρt(r), with ρt(r) > 0 and
∫
ρt(r)dr = N , associated
with an external potential Vext(r), there is an upper bound to the true ground state
energy,
E0 ≤ E[ρt] = T [ρt] + Vee[ρt] + VNe[ρt]. (2.25)
1See Ref. [1] for an extension of the proof in the case of degenerate states.
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The prove uses the variational principle for wave functions and the first Hohenberg-Kohn
theorem. Any trial density which satisfies the mentioned conditions defines its own Hamil-
tonian Hˆt and corresponding wave function Ψt. If this wave function now is used as a trial
wave function for the true Hamiltonian created from the true external potential vext(r), one
obtains,
〈Ψt|Hˆ|Ψt〉 = T [ρt] + Vee[ρt] +
∫
ρt(r)vext(r)dr = E[ρt] ≥ E0[ρ0] = 〈Ψ0|Hˆ|Ψ0〉 .
(2.26)
This proves that Eq. (2.25) is minimal for the ground state density. The second Hohenberg-
Kohn theorem is equivalent with the variational principle for wave functions. One must be
careful with its application though, since it is only valid for the exact functionalE[ρ] which
is still unknown. Second, whereas the energy error in the variational principle for wave
functions also carries information on the error size in the trial wave function, for ρt this is
not the case. Therefore the second theorem does not indicate how close a trial density is to
the exact ground state density. If we assume the differentiability of E[ρ] we can combine
the Hohenberg-Kohn theorems into the central statement of density functional theory,
δ
{
E[ρ]− µ
[∫
ρ(r)dr−N
]}
= 0, (2.27)
hence the ground state energy and density correspond to the minimum of E[ρ] if ρ repre-
sents the correct number of electrons with the chemical potential µ as Lagrange multiplier.
2.3.2 Kohn-Sham approach
The Hohenberg-Kohn theorems prove that the density can be used to solve the electronic
Hamiltonian as defined in Eq. (2.4). What is currently missing is an approach to implement
the density as a solution. In this section we will discuss such an (clever) approach as
introduced originally by Kohn and Sham. If we express the ground state energy as a
functional of the ground state density we obtain,
E[ρ0] = T [ρ0] + ENe[ρ0] + Eee[ρ0]
= 〈Ψ0| − 1
2
N∑
i=1
∇2i |Ψ0〉 − 〈Ψ0|
N∑
i=1
M∑
A=1
ZA
riA
|Ψ0〉+ 〈Ψ0|
N∑
i=1
N∑
j>i
1
rij
|Ψ0〉
= min
ρ→N
(
F [ρ] +
∫
ρ(r)VˆNedr
)
, (2.28)
where in the second row the individual functionals are expressed in the ground state wave
function. According to Eq. (2.23), the ground state density is a functional of the ground
state wave function and the ground state energy can also be expressed as a functional of
the ground state density. In the final expression of Eq. (2.28) we rearranged the terms into
the system dependent contribution ENe[ρ0], expressed in the ground state density, and a
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system independent universal functional F [ρ] which only depends on the total number of
electrons N . This expression is minimized as function of the densities which normalize to
N . The universal functional F [ρ(r)] can also be specified as,
F [ρ(r)] = T [ρ(r)] + J [ρ(r)] + Encl[ρ(r)], (2.29)
where the electron-electron interaction energy is divided into the classical electrostatic
energy,
J [ρ(r)] =
1
2
∫ ∫
ρ(r1)ρ(r2)
r12
dr1dr2, (2.30)
and the remaining non-classical energy Encl[ρ(r)] due to electron correlation effects, cor-
rection for the self-interaction and exchange. In addition to the non-classical energy, also
an exact expression of the kinetic energy as function of the density is unknown. The rela-
tion between the spatial extension of electrons (the electron density) and the velocities of
electrons (kinetic energy) is far from simple.
Instead of trying to solve the complete expression, Kohn and Sham did something
slightly less ambitious and tried to express as much as possible of the kinetic energy in
terms of the density. It was known that an earlier attempt in the Thomas and Fermi model
of expressing the kinetic energy T in terms of the density failed because of the crude
approximation T ∼ ∫ ρ(r)3/5dr. Therefore, similarly to the Slater determinant in the
Hartree Fock approximation, Kohn & Sham considered a non-interacting reference system
with a density equal to the true ground state density. Next, the kinetic energy for this
non-interacting reference system is expressed as function of non-interacting orbitals ϕi,
Ts[ρ] = −1
2
N∑
i=1
〈ϕi|∇2i |ϕi〉 . (2.31)
The majority of the kinetic energy of the real system is contained in Eq. (2.31), and only
a small difference remains. Using this non-interacting kinetic energy, Kohn and Sham
expressed the universal functional F as,
F [ρ(r)] = Ts[ρ(r)] + J [ρ(r)] + Exc[ρ(r)], (2.32)
where Exc is called the exchange-correlation functional and contains the residual kinetic
energy and the non-classical parts of the electron-electron energy:
Exc[ρ] ≡ (T [ρ]− Ts[ρ]) + (Eee[ρ]− J [ρ]). (2.33)
Therefore, for both the kinetic energy and electron-electron interactions the major contri-
butions are known and only a small residual part has to be approximated in the exchange-
correlation functional. Note that Ts in Eq. (2.31) is expressed in ϕi instead of the density.
In addition, Kohn and Sham showed that the density can always be expressed in terms of
ϕi as,
ρ(r) =
N∑
i
|ϕi|2, (2.34)
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or in other words, the single particle densities |ϕi|2 form a complete set and all densities
integrating to N2 can be expressed in the formalism [8]. Using Eq. (2.34) to express the
density in terms of the non-interacting reference system, the total energy can be written
as,
E[ρ(r)] = Ts[ρ] + J [ρ] + ENe[ρ] + Exc[ρ]
= −1
2
N∑
i
〈ϕi|∇2|ϕi〉+ 1
2
N∑
i,j
∫ ∫
|ϕi(r1)|2 1
r12
|ϕj(r2)|2dr1dr2 (2.35)
− 1
2
N∑
i
∫ M∑
A
ZA
riA
|ϕi(r1)|2dr1 + Exc[ρ(r)].
Similar to the Hartree-Fock equations, Eq. (2.35) can be minimized using the variational
principle under the constrained of orthonormal Kohn-Sham orbitals ϕi. This minimization
results in a set of coupled Kohn-Sham equations,(
−1
2
∇2 + Veff(r1)
)
ϕi ≡ fˆKSϕi = iϕi, with
Veff(r1) =
∫
ρ(r2)
r12
dr2 −
M∑
A
ZA
r1A
+ Vxc(r1), and (2.36)
Vxc ≡ δExc
δρ
.
Similar to the Hartree-Fock potential, the effective potential Veff also depends on the
orbitals itself, requiring a self consistent field method to solve the coupled Kohn-Sham
equations. Note that if the exact form of Exc would be known, the Kohn-Sham scheme
contains no approximations. Unfortunately, the exact form of Exc still remains a mystery
and countless approximations exist with their individual strengths and weaknesses.
2.3.3 Exchange-correlation functionals
Up to today the exact exchange-correlation functional Exc remains a mystery. Neverthe-
less, an almost infinite number of approximate functionals have been developed in the
existence of DFT. The obvious question, namely: which functional should I use? has no
straightforward answer. The optimal functional both depends on the physical property of
interest and material considered. In addition to the large variety of functionals available,
there is also no unambiguous route to improve the accuracy of current day functionals.
Occasionally, development of new functionals more resembles art than science. To create
some hierarchy among the exchange-correlation functionals, J. Pedrew proposed Jacob’s
ladder an example of which is shown in Figure 2.1. Arising from the Hartree-Fock world
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functionals can be categorized among ladder steps with increasing chemical accuracy. In
this section we will discuss three types of functionals used within this manuscript with
increasing steps on the Jacob’s ladder: LDA, GGA and hybrids.
+ virtual orbitals
double hybrid
+ exact exchange
hybrid
+ kinetic energy density
meta-GGA
+ gradient of density
GGA
+ density
LDA
Chemical Accuracy
Hartree Fock theory
ψ𝑖 𝒓 (empty)
ψ𝑖 𝒓 (occupied)
𝛻2𝜌 𝒓 , 𝜏 𝒓
𝛻𝜌 𝒓
𝜌 𝒓
B2-PLYP
B3LYP
rev-TPSS
PBE
Figure 2.1: Jacob’s ladder where classes of functionals are arranged on ladder steps
with increasing chemical accuracy, ranging from Hartree Fock up to the full many body
problem.
Local density approximation
The local density approximation (LDA) remains one of the most popular exchange-correlation
functionals despite its rather strong approximation. Based on the uniform density approxi-
mation, it assumes a homogeneous electron gas with no spatial dependencies. Therefore,
the uniform density approximation can be used as a model for idealized metals, and has
been successfully applied to simple metals such as Sodium. The strong uniform approx-
imation may seem restrictive, but also makes LDA the only functional available to be
(almost) known exactly, or at least to very high accuracy. For LDA, it can be shown that
Exc can be written as,
ELDAxc [ρ] =
∫
ρ(r)xc[ρ(r)]dr, (2.37)
where xc[ρ(r)] is the exchange-correlation energy per particle for an uniform electron gas
with density ρ(r), such that the exchange-correlation energy is weighted at site r with the
probability of a particle being present. xc can be further divided into,
xc[ρ(r)] = x[ρ(r)] + c[ρ(r)], (2.38)
where x[ρ(r)] and c[ρ(r)] correspond to the exchange and correlation energy respectively.
The exchange energy in LDA is equivalent up to a prefactor to the exchange energy in
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Hartree-Fock and can be written as,
x[ρ(r)] = −3
4
3
√
3
pi
∫
ρ(r)4/3dr. (2.39)
A general analytic expression for the correlation energy Ec is unknown. However, analytic
expressions exist for the limits of high and low densities [8]. Combined with highly accu-
rate quantum Monte-Carlo simulations for the intermediate regime, several interpolation
schemes such as VWN [10], VWN5 [10] and PW92 [11] have been developed for Ec.
Consequently, LDA is known up to very high accuracy.
Local spin density approximation
Whereas normal LDA is a spin restrictive method, i.e. an equal number of spin up and down
electrons is assumed, this restriction is removed in the local spin density approximation
(LSDA). Within LSDA, the density consists of two densities for spin up (α) and down (β),
ρ(r) = ρα(r) + ρβ(r). (2.40)
Therefore, Exc now becomes a functional of both ρα and ρβ ,
ELDSAxc [ρα, ρβ ] =
∫
ρ(r)xc [ρα(r), ρβ(r)] dr. (2.41)
In addition to LDA, LSDA is primarily suitable for open shell structures and systems with
an odd number of electrons. The extra flexibility allows for additional symmetry breaking
as for example in magnetic materials. In literature, the abbreviation LDA is also used for
cases where LSDA is used. Therefore, in the remainder of this thesis we will use LDA as
an abbreviation for both LDA and LSDA.
The uniform density approximation used in LDA and LSDA does not hold for atoms,
molecules and bulk materials with rapidly changing density between atoms. Nevertheless,
compared to Hartree-Fock LDA performs surprisingly well, although with a tendency to
overestimate the binding energy between atoms [1].
Generalized gradient approximation
The uniform density approximation of LDA is far from the actual situation in materials. A
logical extension of LDA would be to include the non-homogeneity of the density. Within
the generalized gradient approximation (GGA) this is incorporated through inclusion of
the first order derivative of the density,
Exc =
∫
ρ(r)xc(ρ,∇ρ)dr. (2.42)
Therefore, the Exc is able to adapt to situations where the density varies over space. Using
the GGA approximation, the overestimating tendency of LDA for the binding energy is
corrected. Currently, there are many implementations within the GGA class of functionals.
Whereas for example PBE is derived on ab-initio basis [12], also many phenomenological
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functionals (e.g. BP86 [13, 14], BLYP [13, 15]) exist which are typically fitted to atomic
and molecular data. Non-empirical functionals such as PBE do not really outperform
phenomenological functionals and it really depends on the system and property of interest
which functional to choose [16].
Hybrid functionals
In addition to the generalized gradient approximation, functionals can be further improved
by a better description of the exchange energy. Typically, the exchange energy constitutes
the majority of the exchange-correlation energy and improvement of the exchange energy
would increase the overall functional performance. Whereas within Hartree-Fock self-
interaction is nonexistent by construction, within DFT this is not the case. The electrostatic
Coulomb energy in Eq. (2.30) for a single electron is non-zero and leads to unphysical
repulsion of an electron by its own charge density. The absence of self-interaction within
Hartree-Fock can also be utilized within DFT by considering the adiabatic connection
between the non-interacting reference system and the full many body interacting system,
Exc[ρ] =
∫ 1
0
Eλncldλ, (2.43)
where Eλncl corresponds to the non-classical energy with an effective potential where the
electron electron interaction is scaled by λ,
Veff = VNe +
N∑
i=1
∑
j>i
λ
rij
. (2.44)
Note that λ = 0 corresponds to Hartree-Fock and λ = 1 to the full many body interacting
system which we approximated using DFT. Using the adiabatic connection in Eq. (2.43) an
obvious improvement would be to approximate Exc with a weighted combination between
Hartree-Fock and DFT,
Exc ≈ aEHFxc + (1− a)EDFTxc , (2.45)
where the coefficient a typically is fitted to atomic and molecular results of wave function
based methods and experiments. The most popular hybrid functional, B3LYP, consists of
a combination of multiple approximations of the exchange-correlation functional [17],
EB3LYPxc = (1− a)ELSDAx + aEHFx + bEB88x + (1− c)EVWNc + cELYPc , (2.46)
where ELSDAx corresponds to Eq. (2.41), E
HF
x is the exact Hartree-Fock exchange energy,
EB88x , E
VWN
c and E
LYP
c are the exchange functional of Becke from 1988 [13], the correla-
tion functional of the LSD approach by Vosko, Wilk and Nusair [10] and the correlation
functional of Lee, Yang and Parr from 1988 [15] respectively. The phenomenological pa-
rameters a = 0.20, b = 0.78 and c = 0.81 are determined using fitting on atomization
and ionization energies from a reference set.
2.3 Density Functional Theory 27
2.3.4 LDA+U
In the previous section several types of exchange-correlation functionals based on the
uniform electron gas approximation and several extensions were discussed. While these
types of functionals lead to satisfactory results for weakly correlated systems, they (ex-
cept hybrids) fail for strongly correlated systems such as localized d and f orbitals [18].
Intuitively this can be understood since all of the previous exchange-correlation function-
als originated from the uniform density approximation, which clearly does not apply to
localized orbitals in strongly correlated systems. For example, within LDA the partially oc-
cupied d orbitals in transition metal oxides are delocalized, resulting in metallic behavior
instead of the (physically correct) Mott insulator.
Multiple correction schemes exist, for example by using orbital dependent poten-
tials such as the self-interaction correction (SIC). LDA+U assumes that it is the missing
Coulomb repulsion that results in the unphysical delocalized behavior of strongly corre-
lated materials. This assumption is based on the observation that model Hamiltonians such
as the Hubbard model and the Anderson impurity model work well for strongly correlated
materials.
Therefore, within LDA+U the electronic problem considers separately the delocalized
electrons such as s and p orbitals, which are properly described within regular DFT using
a LDA or GGA exchange-correlation functional. In contrast, for localized orbitals such
as d and f electrons, an additional Coulomb repulsion term in the mean field approxima-
tion 12
∑
i 6=j ninj is included, where ni are the d or f orbital occupancies. Within this
approximation the total energy can be written as,
ELDA+Utot [ρσ(r), {nσ}] = ELDA[ρσ(r)] + EU [{nσ}]− Edc[{nσ}], (2.47)
where ELDA[ρσ(r)] is the LDA energy functional within regular DFT and depends on the
electron density ρσ(r), Edc[{nσ}] is a double counting correction and EU [{nσ}] depends
on the orbital occupation matrix {nσ} and is given by,
EU [{nσ}] = 1
2
∑
{m},σ
{〈m,m′′|Vee|m′,m′′′〉nσmm′n−σm′′m′′′
− (〈m,m′′|Vee|m′,m′′′〉 − 〈m,m′′|Vee|m′′′,m′〉)nσmm′nσm′′m′′′}, (2.48)
where {m} correspond to the magnetic quantum numbers and Vee to the screened Coulomb
interaction between the d or f electrons.
The addition of on-site Coulomb repulsion in Eq. (2.47) also requires removal of
the already present Coulomb repulsion between d or f electrons within the DFT energy
ELDA to prevent double counting. Unfortunately, no exact expression is known for the
Coulomb repulsion energy within ELDA and several approximations exist to correct for
double counting. In this work we use the implementation in the so called fully localized
limit, which works well for large U values. This implementation of the double counting
correction is based on the observation that regular DFT often provides correct total energies.
Therefore, the energy is evaluated for a single atom using integer occupations (ni = 0
or ni = 1) and it is assumed this energy is correct within LDA. Such a single atom
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is an example of a localized strongly coupled system and the double counting energy
contribution can be written as,
Edc(n
σ) =
U
2
N(N − 1)− J
2
[
N↑(N↑ − 1) +N↓(N↓ − 1)] , (2.49)
whereNσ = Tr(nσmm′),N = N
↑+N↓,U and J are the screened Coulomb and exchange
parameters. As a simple example, we consider Eq. (2.47) without exchange and neglect
any non-spherical contributions, in this case we obtain,
ELDA+Utot = E
LDA +
1
2
∑
i6=j
ninj − 1
2
UN(N − 1), (2.50)
and the orbital energies can be calculated by taking the derivative,
i =
∂E
∂ni
= LDA + U(
1
2
− ni). (2.51)
Note that the orbital energies of occupied d levels are shifted by −U2 and the unoccupied
levels by +U2 . Therefore, a band gap is opened if the Fermi level is situated in the middle
of the d band and the metallic LDA character is corrected towards an insulating behavior.
In general, the effective single particle Hamiltonian can be written as,
Hˆ = HˆLSDA +
∑
m,m′
|inlmσ〉Vmm′,σ 〈inlm′σ| , (2.52)
where the potential is given by,
Vmm′,σ =
∑
{m}
[〈m,m′′|Vee|m′,m′′′〉nm′′,m′′′,−σ − (〈m,m′′|Vee|m′,m′′′〉
− 〈m,m′′|Vee|m′′′,m′〉)nm′′,m′′′,σ
]− U(N − 1
2
) + J(Nσ − 1
2
). (2.53)
The matrix elements Vee can be expressed in complex spherical harmonics and effective
Slater integrals F k,
〈m,m′′| 1
r− r′ |m
′,m′′′〉 =
2l∑
k=0
ak(m,m
′′,m′,m′′′)F k, (2.54)
and the coefficients ak are given by,
ak(m,m
′′,m′,m′′′) =
4pi
2k + 1
k∑
q=−k
〈lm|Ykq|lm′〉 〈lm′′|Y ∗kq|lm′′′〉 , (2.55)
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and the Slater integrals can be written as,
F k =
∫ ∞
0
dr|Rl(r)|2r2
∫ ∞
0
dr′(r′)2|Rl(r′)|2 r
k
<
rk+1>
, (2.56)
where r< (r>) is smaller (larger) than |r| and |r′|. It can be shown using group theory and
Clebsch Gordon coefficients that only F 0, F 2 and F 4 are needed for d electrons and F 0,
F 2, F 4 and F 6 suffice for f electrons [18]. The Slater integrals can then be expressed
in terms of an orbital averaged direct on-site Coulomb repulsion U and on-site exchange
interaction J ,
U = F 0 (2.57)
J =
{
F 2+F 4
14 if l = 2,
286F 2+195F 4+250F 6
6435 if l = 3,
(2.58)
where the ratio F 4/F 2 = 0.625 for d electrons and F 4/F 2 = 0.668 and F 6/F 2 = 0.494
for f electrons are derived for the atomic case [18].
In conclusion, within the LDA+U method the deficiency of regular DFT with respect
to on-site Coulomb repulsion is explicitly taken into account via an additional on-site
Coulomb interaction term in the mean field approximation.
2.3.5 Basis sets
Once an approximation to the exchange-correlation functional is chosen, the electronic
problem is reformulated in a set of coupled Kohn-Sham equations (Eq. (2.36)). The next
step is to solve the Kohn-Sham equations in Eq. (2.36). The Kohn-Sham equations con-
stitute a set of coupled differential equations. The equations are differential due to the
Laplace operator in the kinetic term and the integral in the Coulomb term and coupled
since the effective potential Veff of ϕi depends on all other ϕj . In practice, such sets of
equations are solved using SCF. As a first step within SCF, the Kohn-Sham eigenfunctions
ϕi are expanded into basis functions ηµ according to,
ϕi =
L∑
µ=1
cµiηµ, (2.59)
where cµi are the expansion coefficients. These basis functions form a complete set and
using Eq. (2.36) a new set of coupled equations is obtained,
fˆKS(r1)
L∑
ν=1
cνiην(r1) = εi
L∑
ν=1
cνiην(r1). (2.60)
Multiplication with ηµ(r1) and integrating over the real space results in,
L∑
ν=1
cνi
∫
ηµ(r1)fˆ
KS(r1)ην(r1)dr1 = εi
L∑
ν=1
cνi
∫
ηµ(r1)ην(r1)dr1, for 1 ≤ i ≤ L,
(2.61)
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which can be written in terms of a matrix multiplication,
FKSC = SCε, (2.62)
where C is the expansion matrix and ε is the diagonal matrix of the orbital energies. Both
C and ε are a matrix of size L×L. Furthermore, the Kohn-Sham matrix FKS and overlap
matrix S elements are given by,
FµνKS =
∫
ηµ(r1)fˆ
KS(r1)ην(r1)dr1, and Sµν =
∫
ηµ(r1)ην(r1)dr1. (2.63)
Note that the basis expansion using Eq. (2.59) linearized the Kohn-Sham equations. How-
ever, Eq. (2.62) remains a set of coupled equations since FKS requires fˆKS(r1) which
in turn depends on ϕj . Therefore, the second step of the SCF method is to start with a
set of guess expansion coefficients cµi, solve the Kohn-Sham equations and create a new
guess by mixing a small part of the solution into the previous guess. These steps are then
repeated until numerical convergence between the new and old solution is obtained within
a certain accuracy. Finally, the SCF method provides a a self-consistent set of expansion
coefficients cµi, and thus via Eq. (2.59) the Kohn-Sham eigenfunctions and corresponding
eigenenergies ε.
The expansion used in Eq. (2.59) is exact for L → ∞. In reality, infinite expansions
are impossible to store in a computer memory and a finite number of basis functions is
used. In addition, the computational costs depend on the number of basis functions used,
so it is beneficial to reduce the number of Kohn-Sham orbitals needed as much as possible.
For example, the electrons can be divided into core, semi-core and valence electrons
based on their energy with respect to the Fermi level. Typically, core electrons are a few
tens of eV below the valence electrons. Furthermore, core orbitals are well localized around
the nucleus and little to no hybridization is present between different sites. Therefore, the
Kohn-Sham electron problem for core electrons can be solved as a single electron in a
spherical averaged potential with isolated atom boundary conditions. In this approximation,
the electrons are assumed to be chemically inert, and hence the method is called frozen
core approximation. As a result, the Kohn-Sham problem only needs to be solved for the
semi-core & valence electrons, for which the spherical potential approximation and lack
of hybridization are clearly not the case.
To reduce the number of basis functions required for the semi-core and valence elec-
trons, two considerations are important in the choice of a basis. First, a simple mathemati-
cal formalism should be used such that calculation of FKS and S is easily doable. Second,
the basis should be well suited to describe the physical system, to keep the number of
functions needed to a minimum. Typically, a trade-off between these two requirements is
necessary as they cannot be fulfilled simultaneously. Within DFT, two main groups of ba-
sis functions are present [1]. For quantum chemistry and finite systems such as molecules
and clusters atomic basis sets are typically used. In contrast, for bulk condensed matter
systems plane wave basis functions are often employed. Within atomic basis sets, two
subgroups of basis sets are used. Gaussian type orbitals (GTO), being the most popular
use basis functions based on Gaussian orbitals with the general form,
ηGTO = Nxlymzn exp
[−αr2] , (2.64)
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where N is a normalization constant and α is the orbital exponent. An advantage of GTO
are the analytical expressions for the four-center-two-electron integrals in the Coulomb
and Hartree-Fock exchange terms, creating a simple mathematical formalism to solve the
Kohn-Sham problem. From a physical perspective, Slater type orbitals (STO) are better
suitable to describe the physical problem due to their correct cusp behavior for r → 0 and
correct exponential decay for r →∞ [19],
ηSTO = Nrn−l exp [−ζr]Ylm(θ, φ), (2.65)
where N is a normalization constant, n is the principal quantum number, ζ the orbital
exponent and Ylm(θ, φ) the spherical harmonics. A basis based on STO requires less
basis functions compared to GTO, reducing the computational requirements. In contrast,
Coulomb and Hartree-Fock exchange terms are more difficult to calculate using STO
compared to GTO. Therefore, both methods use a different approach to the trade-off
between calculation effort and minimal size required for a physical correct description of
the problem. In addition, contracted Gaussian functions try to combine both worlds. A
fixed linear combination of GTO is chosen such that it resembles an STO with the benefit
of easy calculations using GTO. Typically a few up to 6 Gaussians are used in a linear
combination.
The other major group of basis functions within DFT are plane waves. Since plane
waves are well suited for periodic boundary conditions, they form a popular class within
solid state physics [20]. They offer the advantage that FKS and S are easily calculated. In
addition, the accuracy can be systematically controlled by increasing the energy cutoff. A
typical wave function as function of distance from the core is shown in Figure. 2.2. In the
interatomic region the wave function is typically rather flat, and only a small number of
plane waves is needed for a proper description of the wave function. In contrast, around an
atom the situation becomes problematic. As a result of the many oscillations in the wave
function close to the core, the number of plane waves required diverges rapidly. To circum-
vent this problem, two solutions can be used. Either one uses an atomic basis around the
core, or one replaces the potential around the core with a pseudopotential. In this thesis
the latter solution is used. Outside of a cutoff radius (rc in Figure. 2.2), the original Kohn-
Sham potential is used. Within the cutoff radius, the Kohn-Sham potential is replaced
with a smooth pseudo potential. The pseudopotential can be designed several ways, but
typically two objectives are kept in mind. First, the eigenenergies of the pseudowavefunc-
tions (the Kohn-Sham solutions to the pseudo potential) should be as close as possible to
the eigenenergies of the original potential. Second, the pseudowavefunctions should be
similar to the original Kohn-Sham eigenfunctions of the original potential. The smooth
pseudopotential results in smooth wave functions, reducing the number of plane waves
needed. The actual implementation used in this work is based on projected augmented
wave functions (PAW) [21]. In PAW, pseudopotentials are used to solve the Kohn-Sham
problem close to the core. Using a transformation operator, the pseudo eigenfunctions are
transformed into the original Kohn-Sham eigenfunctions. The accuracy is significantly
increased since this transformation can be well approximated. The results are therefore
very similar to an all electron solution without any pseudo potential, while reducing the
computational costs significantly.
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Figure 2.2: A schematic representation of the original potential with 1/r divergence
(blue) and smooth pseudopotential around the core (red). In addition, the oscillating true
wave function and pseudowavefunction are shown above the potentials. Adapted from
Ref. [22]
2.3.6 Geometry optimization
At the start of the Chapter we considered the Schrödinger equation and introduced the
Born-Oppenheimer approximation to separate the electronic and ionic degrees of freedom.
We introduced DFT to solve the electronic problem using the ion positions as parameters
only. While this solves the electronic problem for a particular set of ion positions, to also
optimize the ionic positions we need to reduce all the forces to zero on all the ions in the
system,
FA = − ∂E
∂qA
→ 0, for A=1,. . . ,M, (2.66)
where FA is the force on ion A and qA the corresponding ionic coordinate. In principle,
Eq. (2.66) can be calculated by displacing atoms over a small finite distance h for each
ion coordinate qA,
FqA = −
E(qA + h)− E(qA)
h
. (2.67)
Note this requires 3M additional electronic calculations to evaluate the forces. Alter-
natively, it can be shown using the Hellmann-Feynman theorem that it is sufficient to
evaluate,
FqA = −〈Ψ|
∂Hˆ
∂qA
|Ψ〉 , (2.68)
where the derivatives of the ion-ion and ion-electron interaction terms are straightforward
and details with respect to the Kohn-Sham equations can be found in Ref. [23]. In this
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work the geometric optimization is performed using a conjugate-gradient algorithm. Note
that such methods in general start from a single geometry and only optimize to a near local
minimum in the potential energy surface (PES). To efficiently search for the global energy
minimum, additional methods are required such as for example genetic algorithms.
Genetic algorithm
The number of possible geometric configurations for clusters grows extremely fast as
function of cluster size. Every additional atom adds three spatial degrees of freedom to
optimize. Because even a single additional atom can lead to a complete rearrangement of
the geometric structure, for every cluster size the complete PES needs to be investigated.
DFT and force field methods can only optimize the geometric structure to a local minimum.
Therefore, additional methods are required to search for the global minimum among the
many local ones in the PES. Several methods exist to search for the global minimum such
as testing random created geometries, basin-hopping [24, 25] or simulated annealing [26].
In this work we use a genetic algorithm to efficiently search for the cluster global minimum
[27]. Based on natural evolution principles like DNA cross-over, mutations and natural
selection, the philosophy of our genetic algorithm is to recombine stable building blocks
into new possible structures. In practice, we start with a population of typically 20 to 30
random cluster structures. These random structures are checked for reasonable starting
conditions such as no fragments present and minimal bond length requirements. Next, the
random structures are geometrically optimized to the local minimum using DFT. Based
on their energy Ei, the fitness fi of each optimized structure is calculated using,
fi =
exp(−αEi)
Z
, where Z =
∑
i
fi, (2.69)
and α is a constant. Therefore, the fitness is a quantity which orders the structures relative
to each other based on energy, higher fitnesses correspond to lower energies and vice versa.
Next, several sets of pairs of structures, randomly selected with the probability propor-
tional to their fitness are chosen for cross-over operations. In these cross-over operations,
the individual structures are recombined using the Deaven-Ho cut and splice crossover op-
eration as is schematically depicted in Figure 2.3 [28]. First, both structures are randomly
rotated around their center of mass. Second, both structures are cut at a certain z level
based on the fitness ratio, where the higher the fitness, the more of the structure is retained.
Next, both parts are joined together. If too many atoms are present a few are removed. In
the case of too few atoms the procedure is performed again. Finally the new structure is
checked for fragmentation and the geometry is optimized using DFT. The new structure is
added to the population and the structure with the lowest fitness is removed in accordance
with natural selection.
In addition, mutation operations are also performed. Either the cluster is twisted around
a random axis, in the case of multiple atom types two atoms can be interchanged, or an
atom is randomly moved within the cluster. It can be shown that such a genetic algorithm
is more efficient in locating the global minimum compared to for example creating and
optimizing random structures by hand [27].
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Figure 2.3: A schematic representation of the Deaven-Ho cut and splice crossover op-
eration. Image adapted from Ref. [27]
To illustrate the method, Figure 2.4 shows a typical run of the GA for the Nb9Co cluster.
In total, eight different GA runs were performed for this cluster size. Each run starts with
the creation of 20 random cluster structures which are geometrically optimized using DFT
and the PBE exchange-correlation functional. Next, 195 new cluster structures are created
using the GA. Each new cluster has a 80% and 20% chance to be created via the crossover
or mutation operations respectively. To calculate the fitness of each cluster, α = 0.5
is used in Eq. (2.69). Note that after the optimization of each new cluster, the cluster
with the highest energy is removed from the pool. Figure 2.4 shows the evolution of the
maximum, average and minimal energy as function of the number of iterations performed.
Whereas the maximum and average energy decrease gradually with an increasing number
of iterations, the minimum energy decreases with a step like behavior. For the iterations 0,
65 and 150 the corresponding minimum energy structure is shown.
Finally, for all considered structures in the eight GA runs a graph (not a plot, but a
mathematical construct [29]) is created where the nodes correspond to atoms and the inter-
atomic distances are edge properties between the nodes. This enables the use of efficient
graph libaries to determine whether structures are equal. If all the interatomic distances
are equal within 0.2 Å taking into account the atom types, two structures are defined to be
equal. The remaining structures low in energy are then reoptimized geometrically using
higher accuracy to obtain the final possible cluster structures.
2.3.7 Vibration spectra
Geometric structures of clusters are often verified with experimental vibrational spectra
to validate the cluster geometry. For a finite system such as a cluster, a vibrational spec-
trum consists of a finite number of resonant vibrational frequencies and corresponding
adsorption intensities. If we assume the geometric structure to be in equilibrium, that is,
the individual forces on the ions are zero, we can approximate the molecular Hamiltonian
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by a harmonic oscillator with corresponding Hessian matrix,
Fij =
∂2E
∂qi∂qj
, (2.70)
where qi =
√
mxi is the mass weighted Cartesian coordinate. Whereas some codes
implemented analytical formula’s to calculate the Hessian matrix for LDA and some GGA
functionals [19], in this work we calculate the Hessian matrix by finite displacements.
Each ion coordinate is displaced into two directions to calculate the second derivative
numerically. The vibrational modes correspond to the normal modes of the Fij matrix. For
a vibrational mode to be IR active, a change in electric dipole moment is required. The
corresponding absorption intensity is given by,
Ai = 974.86gi
(
∂µel
∂Qi
)
, (2.71)
where gi is the degeneracy of the vibrational mode, 974.86 is a empirical factor, Qi the
mass weighted vibrational mode and the electric dipole moment µel corresponds to,
µel = 〈Ψ|r|Ψ〉+
M∑
A=1
RAZA, (2.72)
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Figure 2.4: The minimum (Emin, red line), average (Eavg, black line) and maximum (Emax,
green line) energy during the GA for Nb9Co as function of the number of iterations
performed. For the iterations 0, 65 and 150 the structure with minimal energy is shown.
In total, 195 iterations are performed in this GA run.
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where the first term is the electron contribution and the second term corresponds to the
ionic part of the electric dipole. Note that none of the calculated vibrational spectra in
this thesis are scaled in frequency as is sometimes done in literature to improve the fit to
experimental results.
2.3.8 Exchange interactions
Macroscopic properties such as the magnetic order, Curie temperature and magnon disper-
sion in magnetic materials often require understanding of the underlying microscopic inter-
actions. In chapter 3 we will introduce the Heisenberg model as an effective model to de-
scribe magnetic interactions. Whereas some model Hamiltonians can be mapped onto the
Heisenberg Hamiltonian, understanding of real materials benefits the most from schemes
where these model parameters can be calculated from first principles. Even though the
Heisenberg Hamiltonian defined below in Eq. (3.7) lacks description of higher order effects
such as biquadratic exchange, spin-orbit interaction effects such as Dzyaloshinskii-Moriya
interactions or anisotropy, the Heisenberg model remains a popular starting point to under-
stand and model the magnetic interactions within a material.
Multiple methods to map the full single-particle Hamiltonian obtained from first-
principles electronic structure calculations onto the Heisenberg model exist nowadays.
In this section we will discuss three of them: the total energy approach, the magnetic force
theorem and the frozen magnon method.
The total energy approach is based on calculation of the total energy of several different
magnetic configurations. In each of these configurations a single or multiple spins are
rotated over 180◦ with respect to the magnetic ground state. The corresponding total
energy differences are then mapped onto the Heisenberg model using a least square fit
method and assuming the local spin moments can be represented by classical vectors.
The method assumes magnetic moments are of constant length in all different magnetic
configurations. Obviously, the validity of this approximation is a-priori unknown and
rather crude.
The magnetic force theorem (MFT) operates in the opposite regime of spin-spin angles
[30–32]. Whereas the total energy approach considers spin rotations of 180◦, the MFT
is based on infinitely small rotations around an equilibrium magnetic state. The MFT
relys on the adiabatic approximation, namely assuming that the precession time of the
magnetization is large compared to the characteristic time scale of electron motion. That
is, in bulk materials spin wave energies should be small as compared to the bandwidth
and exchange splitting. Similarly to the total energy method, the magnetic moments are
assumed to be classical vectors, a valid approximation for large spin moments. The MFT
is based on multiple scattering theory and the Anderson’s force theorem and calculates the
total energy change due to an infinitesimal rotation of the local magnetic moments at sites
i and j. It can be shown that this relates to the exchange interaction Jij by,
Jij =
1
4pi
∫ EF
−∞
dε
∑
m,m′
m′′,m′′′
Im
[
∆mm
′
i G
m′m′′
ij↓ (ε)∆
m′′m′′′
j G
m′′′m
ji↑ (ε)
]
, (2.73)
where ∆mm
′
i is the exchange splitting and G
m′m′′
ij↓ (ε) is the real-space Green’s function.
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Whereas the MFT is evaluated in real space, the frozen magnon method operates in
reciprocal space [33]. It calculates the total energy of static spin spirals. This is achieved
by fixing the direction of the local magnetic moments, which is only valid for small ro-
tations around a equilibrium state. Therefore, the frozen magnon method typically also
considers infinitesimal rotations of the magnetic moments. Similar to MFT, Anderson’s
force theorem is used to calculate the total energy. Furthermore, in the frozen magnon
method dynamical effects are neglected using the adiabatic approximation. To circumvent
large supercell calculations, the generalized Bloch theorem is used. In addition, it can be
shown that the MFT and frozen magnon method are formally equivalent to each other.
For details see Ref. [34]. In this thesis both the total energy approach and MFT method
are employed for bulk transition metal oxides in Chapter 5. For FexOy clusters the MFT
method is used in Chapter 6.
2.4 Time-dependent DFT
In principle, regular DFT allows to determines the ground state properties of a system. Ex-
citation energies are however not a ground state property. To determine the electronic exci-
tations, the time-dependent Schrödinger equation using a periodic external time-dependent
potential needs to be considered. The foundations of time-dependent DFT (TD-DFT) were
created by Runge and Gross. Similar to the time independent Hohenberg-Kohn theorems
in section 2.3.1, Runge and Gross proved there is a one-to-one correspondence between the
external (time-dependent) potential Vext(r, t) and the electronic density ρ(r, t) for many
body systems evolving from a fixed state [35]. Using this so called Runge-Gross theorem
it can be shown that every observable is a unique functional of the time-dependent density
ρ(r, t) and similar to Eq. (2.36), time-dependent Kohn-Sham equations can be derived
[36],
i
∂
∂t
φi(r, t) =
[
−∇
2
2
+ vs(r, t)
]
φi(r, t), (2.74)
where
vs(r, t) = vext(r, t) +
∫
dr′
ρ(r′, t)
|r′ − r| + vxc(r, t). (2.75)
The first term in Eq. (2.75) is the external potential, the second term is the Coulomb term
and the third term is the time dependent exchange-correlation potential. Similar to static
DFT, the electronic density is given by,
ρ(r, t) =
N∑
i
|φi(r, t)|2. (2.76)
Similar to the static case, the exact form of vxc(r, t) is unknown. However, in the time-
dependent formalism, vxc(r, t) is not only non-local in space but also non-local in time.
That is, due to causality the potential at (r, t) may depend on the density at all other
positions and previous times. Similar to regular DFT, the quality of the obtained results
depends heavily on the quality of the exchange-correlation potential for the system at hand.
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To cope with the non-locality in time, typically the adiabatic approximation for vxc(r, t)
is used,
vadiaxc [ρ](r, t) = v
GS
xc [ρt](r, t), (2.77)
where vGSxc is the ground state exchange-correlation functional calculated at the instanta-
neous density ρt at time t. Thus, in the adiabatic approximation vxc(r, t) is approximated
by the time-independent exchange-correlation potential, using the the density at partic-
ular time t. The adiabatic approximation becomes exact if the external potential varies
slowly with time. Note that all memory effects are neglected, that is, the system reacts
instantaneous to the changes in the density. Although Eq. (2.77) may appear as a crude
approximation, optical excitations calculated using TD-DFT for finite systems such as
clusters are often very close to results of many body methods while being much more
computationally cheap [37]. Therefore, TD-DFT is much more suitable for larger and
more complex systems. However, the adiabatic approximation is known to fail for optical
properties of solids, double excitations and charge-transfer excitations. For more details
and potential fixes see Ref. [38].
To calculate the excitation spectrum of finite systems, we consider the dynamic polar-
izability α, whose components are given by,
αij(ω) =
∫
dr
∫
dr′riχ(r, r′, ω)r′j , (2.78)
where ri and r′j are components of the operators r and r
′ respectively and χ is the suscep-
tibility. α is the linear response function of the molecular dipole moment in the case of
an external applied electric field. If the applied external field is small and no absorption
occurs, the molecular dipole moment depends linearly on the electric field strength and
is determined by the dynamic polarizability α. In the dipole approximation, the trace of
the dynamic polarizability is directly related to the excitation energies ωi, corresponding
oscillator strengths fi and transition dipole moments µi [39],
1
3
∑
i
αii(ω) =
∑
i
fi
ω2i − ω2
=
2
3
∑
i
ωiµ
2
i
ω2i − ω2
. (2.79)
The poles of Eq. (2.79) are therefore directly related to the excitation energies of the
system. The linear density response function χ measures the the change in density when
the system is perturbed by an infinitly small change of the external potential. As the non-
interacting Kohn-Sham equations in Eqs. 2.74 result in the same time-dependent density
as the real many-body problem, the response of the density is also the same and can be
written as,
δρ(r, ω) =
∫
dr′χKS(r, r′, ω)δvKS(r′, ω). (2.80)
By calculating the change of the Kohn-Sham potential due to the change in external
potential δvKS , a Dyson-like equation for the linear response can be written [36, 40],
χ(r, r′, ω) = χKS(r, r′, ω)
+
∫
dr1
∫
dr2χKS(r, r1, ω)
[
1
|r1 − r2| + f(r1, r2, ω)
]
χ(r2, r
′, ω),
(2.81)
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where f(r1, r2, ω) is the time Fourier transform of the exchange-correlation kernel given
by,
fxc(r, r
′, ω) =
δvxc(r)
δρ(r′)
|ρ=ρ0 (2.82)
where the adiabatic approximation has been used. Note that Eq. (2.82) is frequency inde-
pendent. The search for poles of Eq. (2.82) to find the excitation energies and oscillator
strengths, can be reformulated into a generalized Hermitian eigenvalue problem [41]. The
excitation energies are the eigenvalues of the equation,
ΩˆFi = ω
2
iFi, (2.83)
where the components of the four-index matrix Ωˆ are given by,
Ωij,kl = δikδjl(j − i)2 + 2
√
j − iKij,kl
√
l − k, (2.84)
and the corresponding coupling matrix elements Kij,kl,
Kij,kl(ω) =
∫
dr
∫
dr′φ∗i (r)φj(r)
[
1
|r− r′| + fxc(r, r
′, ω)
]
φ∗k(r
′)φl(r′). (2.85)
In principle Eq. (2.83) can be solved exactly by calculating all matrix elements. However,
for systems larger than a few atoms the computational costs explode for such a scheme.
Therefore, Eq. (2.83) is solved iteratively using conjugate gradient methods. Although this
iterative solution possesses the restriction that only the lowest excitation energies can be
determined, it is feasible for moderate to large system sizes. For further details regarding
the implementation, we direct the reader to Ref. [42].
To summarize, in this Chapter we introduced the foundations of DFT, the general
method used throughout this thesis to study the physical properties of bulk materials and
clusters. Furthermore, we discussed additional methods such as LDA+U and hybrid func-
tionals to correctly describe strongly correlated materials using DFT. Finally, we showed
how DFT can be used to determine the geometric, electronic and magnetic structure of
clusters.
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CHAPTER
Magnetism
In this Chapter we will briefly discuss magnetism in both isolated atoms and
bulk materials. As clusters form the transition between the latter two, mod-
els for both are introduced. For magnetism in bulk materials we consider the
Hubbard, Heisenberg and Stoner models and discuss their range of applica-
tion. Finally we discuss the effective exchange interactions in transition metal
oxides such superexchange and double exchange.
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For centuries mankind has been fascinated by magnetism. For example the attraction
between lodestone and iron was already observed in Greece in the 6th century BC. Nowa-
days such invisible attraction forces can be explained by the existence of magnetic fields
arising from the magnetization of materials. In the last century many models for mag-
netism have been developed, both for isolated atoms and bulk materials. Magnetic clusters,
having a size in between the atom and bulk behave fundamentally different from both sets
of models. Therefore, we will first discuss magnetism models for both isolated atoms and
bulk materials to later be able to illustrate the cluster differences.
3.1 Magnetism of a single atom
For a single isolated atom, the magnetic properties are almost solely due to the electrons
in open shells-that is, electrons in shells which are not completely filled. As we will see
in more detail in Chapter 2, for electrons the relevant forces are the Coulomb attraction
of electrons to nuclei and repulsion among electrons. Together with the Pauli exclusion
principle that states that electrons cannot occupy the same quantum state, their magnetic
properties are determined. This interplay between Coulomb forces and the Pauli exclusion
principle results in the exchange interaction which determines the most energetically
favorite electron configuration.
The three Hund’s rules determine the electron ground state configuration of an atom
[1]. The first rule is to maximize the total spin quantum number S and thereby minimize
the intra-atomic exchange energy. The second rule, due to orbital moments is to maximize
the orbital angular momentum quantum number L. The third Hund’s rule due to spin orbit
coupling is to minimize the total angular momentum quantum number J for less than half
filled shells and maximize J for more than half filed shells. For example the Fe atom, with
electronic configuration [Ar]3d64s2, the core shells and 4s shell are filled completely. The
magnetic properties are only due to the 6 electrons in the 3d shell and using Hund’s rules
the quantum numbers S = 2, L = 2 and J = 4 can be determined. Finally, the magnetic
properties can be calculated using [2]:
µspin = gSµBS (3.1)
µorbit = gLµBL (3.2)
µtot = µspin + µorbit (3.3)
µtot = gJµBJ (3.4)
gJ =
3
2
+
S(S + 1)− L(L+ 1)
2J(J + 1)
, (3.5)
where the total magnetic moment µtot is the sum of the spin magnetic moment µspin and
orbital magnetic moment µorbit and the Landé g-factors gS ∼ 2 and gL = 1. The total
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magnetic moment can also be obtained using the Landé g-factor of Eq. (3.4) and Eq. (3.5).
For a Fe atom this results in µspin = 4 µB , µorbit = 2 µB and µtot = 6 µB .
3.2 From atom to bulk
In contrast to isolated single atoms, in bulk materials the interactions among atoms have
a profound influence on the magnetic properties. As atoms are arranged closer together,
the overlap in wave functions increases and the resulting magnetic interactions become
stronger. In this section we will consider three models for bulk materials. We will start
with the Hubbard model, next discuss the Heisenberg model and finally the Stoner model
is considered. All three models are illustrated in Figure 3.1 with their key quantities.
Heisenberg Hubbard Stoner
(a) (b) (c)
Jij > 0 Jij < 0
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Figure 3.1: A schematic representation of the discussed magnetism models. In the
Heisenberg model (a) localized magnetic moments interact via exchange interactions.
Positive Jij results in ferromagnetism, whereas negative Jij results in antiferromag-
netism. In the Hubbard model (b), delocalization of electrons is represented by hopping
of electrons between sites and lowering of the energy proportional to −t. Double occu-
pations of sites results in an energy penalty U due to Coulomb repulsion of electrons. In
the Stoner model (c), electrons are fully delocalized and spontaneous splitting of the up
and down energy bands may lower the total energy of the system.
3.2.1 Hubbard model
In solid state physics, the Hubbard model is a popular model to consider the fundamental
competition between kinetic energy and the interaction energy of electrons on a lattice.
Whereas kinetic energy favors delocalization of electrons, on-site Coulomb repulsion fa-
vors electrons localized on different sites. The interplay between these terms determines
the electronic properties and can describe metal-insulator transitions. The Hubbard Hamil-
tonian is given by:
HHub = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + c
†
j,σci,σ) + U
N∑
i=1
ni,↑ni,↓, (3.6)
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where the first term represents hopping of electrons with spin σ between neighboring sites
i and j and t is the hopping integral representing the kinetic energy of the electrons. c†i,σ
(cj,σ) create (annihilate) an electron at site i (j). The second term represents an energy
penalty U if two electrons are at the same site i. Note that the Pauli principle is obeyed
and only two electrons with opposite spins can be on the same site. Eq. (3.6) is a simple
example as it only considers a single orbital on each site. Nevertheless it is instructive to
consider several limits within this model. In the case of half-filling, that is, the average
number of electrons per site 〈N〉 = 1, increasing U results in repulsion of electrons. For
large U it is favorable to have a single electron on each site minimizing the Coulomb
interaction between electrons. In contrast, increasing t results in delocalization favoring
hopping of electrons from site to site. This is schematically shown in Figure 3.1(b), where
two electrons at the same site increase the energy with U , whereas hopping electrons
between sites lower the energy by −t. In the next two sections we will consider two
opposite limits of the U and t and discuss how this influences the magnetic order.
3.2.2 Heisenberg model
In the Heisenberg model the magnetic moments are assumed to be localized, that is, they
only resign at the atomic sites. Furthermore, if we assume the interaction to be isotropic
and the magnetic moments can be represented by classical vectors (a valid approximation
for large magnetic moments) the Heisenberg Hamiltonian can be written as:
H = −
∑
i6=j
JijSi · Sj , (3.7)
where Si and Sj are the localized magnetic moments at sites i and j respectively and
Jij is the corresponding exchange parameter. The magnetic properties of this model are
determined by the sign and strength of the exchange parameters. For J > 0 the magnetic
moments favor ferromagnetic alignment, whereas J < 0 favors antiferromagnetic align-
ment between the magnetic moments. This is schematically depicted in Figure 3.1(a). Note
that the Heisenberg model can be obtained from the Hubbard model in the limit U  t.
It can be shown that the single orbital model of Eq. (3.6) can effectively be described by
Eq. (3.7) provided:
J = −4t
2
U
. (3.8)
Therefore, the Hubbard model with 〈N〉 = 1 in the limit U  t results in antiferromag-
netism. This can also be qualitatively be understood considering the large U favors single
occupied sites. The small hopping can then be considered as a perturbation. Whereas for
the on-site Coulomb repulsion the spin orientation between neighbors is irrelevant, the
perturbative hopping is minimized with antiferromagnetic order as hopping is forbidden
by the Pauli exclusion principle in the ferromagnetic case.
3.2.3 Stoner model
For delocalized electrons the orbital overlap between atoms increases and electrons are no
longer bound to a specific nucleus. The increase in overlap results in a broader electronic
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levels and formation of energy bands as is schematically shown in the right block of
Figure 1.4.
If we consider the Hubbard model in the delocalized limit, that is t  U , and use a
mean field approximation where instead of individual interactions as in Eq. (3.6), sites
experience the averaged field created by all other electrons, a Stoner-like model is obtained.
As is schematically shown in Figure 3.1(c), the band center of spin up and down electrons
can split to lower the total energy. In this case the material becomes magnetic where
the magnetic moment is given by the difference in spin up and down band occupation:
m = N↑ − N↓. This spontaneous magnetization is stable when many electrons at the
Fermi level (that is, a high density of states at the Fermi level D(EF )) can lower their
energy by occupying the other spin band. Since the Pauli exclusion principle forbids
parallel spins at the same site, the energy penalty U for double occupations is lowered at
the expense of additional kinetic energy. Therefore, spontaneous magnetization is stable
within the Stoner model if the Stoner criterion is satisfied:
D(EF )U > 1. (3.9)
3.3 Effective TMO exchange mechanisms
In the previous section we discussed three magnetic models for bulk materials. In the
Heisenberg model, localized magnetic moments interact via effective exchange interac-
tions Jij . In this section we will consider two additional models for such effective exchange
interactions useful for this thesis. First, we discuss superexchange in transition metal ox-
ides and show how strong antiferromagnetic coupling arises for bond angles of 180◦, and
weak ferromagnetic interactions for 90◦ bond angles. Second, we discuss double exchange
in multi valence systems and show how it results in ferromagnetism.
3.3.1 Superexchange
In transition metal oxides the transition metal atoms are typically separated by an oxygen
atom. Therefore, the interatomic distance between the transition metal sites is too large
for direct hopping to occur and no direct exchange interaction is present. Yet, for example
MnO is antiferromagnetic up to the Néel temperature of 116 K and hematite even up to
948 K. This magnetic order can be explained by superexchange, where two transition
metal atoms of equal valence interact via virtual hopping through the intermediate oxygen
[3, 4].
Superexchange can be better understood using the simple model Hamiltonian, where
we consider two transition metal d-orbitals and an intermediate oxygen p-orbital [5]:
Hsup =
∑
σ
(
d
∑
i
nˆiσ + pnˆpσ − tdp
∑
i
(cˆ†iσ cˆpσ + cˆ
†
pσ cˆiσ)
)
+Ud
∑
i
nˆi↑nˆi↓, (3.10)
where i (p) labels the d-orbital (p-orbital) sites on the transition metal (oxygen) site, Ud
is the Coulomb energy of the d-orbitals. d (p) is the energy of an electron in a d-orbital
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Figure 3.2: A schematic representation (a) of the two TM orbitals and intermediate O
orbital involved in superexchange with a 180◦ bond angle. (b) and (c) correspond to the
two virtual hopping processes in the case of AFM order on the TM sites, whereas for FM
ordering only (d) is possible.
(p-orbital) and tdp the hopping probability between the p and d-orbitals. Eq. (3.10) is also
shown in Figure 3.2(a).
Superexchange now follows from the consideration of single occupation of the d-
orbitals, and a double occupation of the p-orbital. If the d-orbitals are antiferromagnetically
ordered, two different hopping processes may occur. First, an electron from the p-orbital
can hop to a d-orbital, followed by a second hop from the electron in the other d-orbital to
the p-orbital as is shown in Figure 3.2(b). In addition, both electrons in the p-orbital may
hop to their respective d-orbital as is shown in Figure 3.2(c). In contrast, if the electrons in
the d-orbitals are aligned ferromagnetically, only one hopping process is possible where
an electron of the p-orbital hops to a d-orbital. More hopping possibilities reduce the total
energy, hence the antiferromagnetic configuration is lower in energy. It can be shown that
for Ud  tdp the model of Eq. (3.10) can be mapped onto the Heisenberg model:
J180◦ = −
4t4pd
(Ud + ∆pd)2
(
1
Ud
+
1
Ud + ∆pd
)
, (3.11)
where ∆pd = d − p.
Whereas Eq. (3.10) and Figure 3.2 consider a TM-O-TM bond angle of 180◦, one can
also consider superexchange for other bond angles such as 90◦. In this case two p-orbitals
(px and py) are involved as is schematically shown in Figure 3.3. By symmetry, only hop-
ping between adjacent p and d-orbitals is possible, indicated by tdpx and tdpy . Note that
there is no hopping between the px and py orbitals and they are only coupled by on-site
exchange Jxy. This on-site exchange on the p-orbitals is minimized for ferromagnetic
alignment between the px and py orbitals. Since both p-orbitals are coupled to their re-
spective d orbitals via hopping, the ferromagnetic spin alignment is transferred onto the
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Figure 3.3: A schematic representation of superexchange for a TM-O-TM bond angle
of 90◦. The electrons in the px and py orbitals can hop to the adjacent d-orbitals with
probability tdpx and tdpy respectively. These hoppings mediate the ferromagnetic on-site
exchange interaction Jxy between px and py onto the d-orbitals.
d-orbitals. In general, this coupling through Coulomb exchange on the oxygen is much
weaker than the antiferromagnetic coupling in Eq. (3.11). If we assume tdpx = tdpy and
Ud  tdp, it can be shown that:
J90◦ =
4t4pd
(Ud + ∆pd)2
2Jxy
4(Ud + ∆pd)2 − J2xy
. (3.12)
In general, the Goodenough-Kanamori-Anderson rules can be used to predict the sign
and strength of the superexchange interaction as it depends on the occupancy and degen-
eracy of the d levels [6]. The Goodenough-Kanamori-Anderson rules state:
1. Two cations with lobes of singly occupied d orbitals pointing toward each other
result in strong antiferromagnetic exchange due to large overlap and hopping param-
eters. This is the case for the usual 180◦ TM-O-TM bond angle.
2. Two cations with a vanishing overlap integral due to symmetry between singly
occupied d orbitals results in a relatively weak ferromagnetic exchange interaction.
This is the case for 90◦ TM-O-TM bond angles.
3. A cation with a single occupied d-orbital overlapping with an empty of double occu-
pied orbital of the same type results in a weak ferromagnetic exchange interaction.
3.3.2 Double exchange
Double exchange occurs in mixed valence systems with open shells [7, 8]. In contrast
to superexchange where the occupations were integer since Ud  tdp, in mixed valence
systems the average number of electrons per site is non-integer. Therefore, materials with
double exchange are typically conductive despite often represented by transition metal
oxides. To understand the mechanism of double exchange, let us consider a small system
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with two sites where two fixed localized moments interact with an almost localized electron
state that can hop between the two sites:
HDE = −Jonsite
∑
i
Si · si − t
∑
σ
(cˆ†1σ cˆ2σ + cˆ
†
2σ cˆ1σ), (3.13)
where Jonsite is the on-site exchange interaction, Si the spin operator of the fixed localized
moment and si the spin operator of the electron state that can hop between the two sites
with probability t. Eq. (3.13) can for example be used to describe a Mn3+ and Mn4+ cation
with an intermediate Mn2− as is shown in Figure 3.4. In an octahedral environment the
Mn cation energy levels split into a narrow t2g band and a broad eg band which hybridizes
with the O2−. In this case the occupied t2g levels constitute a fixed localized magnetic
moment Si, whereas the single electron in the eg level can hop via the oxygen between
sites (si). From Figure 3.4 the preference for ferromagnetic ordering in double exchange
eg
t2g
2
1
Mn3+ O2− Mn4+
Figure 3.4: A schematic representation of superexchange for a TM-O-TM bond angle
of 90◦. The electrons in the px and py orbitals can hop to the adjacent d-orbitals with
probability tdpx and tdpy respectively. These hoppings mediate the ferromagnetic on-site
exchange interaction Jxy between px and py onto the d-orbitals.
can also be understood. If the local magnetic moment of the cations would be anti-parallel,
hopping between sites costs an additional on-site exchange energy penalty on one of the
sites. Therefore, ferromagnetic ordering is preferred within double exchange. The name
double exchange is derived from the joint effect of hopping and on-site exchange. Note
that double exchange is very similar to the 90◦ superexchange mechanism. Therefore, 90◦
superexchange is often also called double exchange. In terms of the scalar product Si · Sj ,
double exchange can also be written as:
HDE =
∑
n
∑
i6=j
Jnij (Si · Sj)n , (3.14)
where n ≥ 2 correspond to higher order exchange interactions. Accordingly, double
exchange is often associated with non-Heisenberg behavior when Jnij for n ≥ 2 is non-
negligible, although the Heisenberg contribution is always large compared to higher order
contributions.
To summarize, in this Chapter we discussed magnetism both in isolated atoms and
bulk materials. We briefly introduced the Hubbard, Heisenberg and Stoner models for
bulk materials and discussed their range of application. In addition, we also considered
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the effective exchange interactions in transition metal oxides such as super and double
exchange, as this will be relevant for the FeO clusters in Chapter 6.
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CHAPTER
Geometric, electronic, and magnetic
structure of FexO +y clusters
Correlation between geometry, electronic structure and magnetism of solids is
both intriguing and elusive. This is particularly strongly manifested in small
clusters, where a vast number of unusual structures appear. Here, we employ
density functional theory in combination with a genetic search algorithm,
GGA+U and a hybrid functional to determine the structure of gas phase
FexO
+/0
y clusters. For FexO
+
y cation clusters we also calculate the correspond-
ing vibration spectra and compare them with experiments. We successfully
identify Fe3O
+
4 , Fe4O
+
5 , Fe4O
+
6 , Fe5O
+
7 and propose structures for Fe6O
+
8 .
Within the triangular geometric structure of Fe3O
+
4 a non-collinear, ferrimag-
netic and ferromagnetic states are comparable in energy. Fe4O
+
5 and Fe4O
+
6
are ferrimagnetic with a residual magnetic moment of 1 µB due to ionization.
Fe5O
+
7 is ferrimagnetic due to the odd number of Fe atoms. We compare the
electronic structure with bulk magnetite and find Fe4O
+
5 , Fe4O
+
6 , Fe6O
+
8 to
be mixed valence clusters. In contrast, in Fe3O
+
4 and Fe5O
+
7 , all Fe are found
to be trivalent.
This Chapter is adapted from R. Logemann, G. A. de Wijs, M. I. Katsnel-
son, and A. Kirilyuk ‘Geometric, electronic, and magnetic structure of FexO
+
y
clusters’, Phys. Rev. B 92, 144427 (2015)
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4.1 Introduction
Even in the bulk, iron oxide has a wide variety of chemical compositions and phases with
many interesting phenomena, such as the Verwey transition in magnetite [1, 2]. Experi-
ments performed on small gas phase FexOy clusters beyond the two-atom case are scarce.
The structure of one and two Fe atoms with oxygen has been studied in an argon matrix
using infrared spectra [3, 4]. The corresponding vibration frequencies have been identified
using density functional theory (DFT).
Iron-oxide nanoparticles have been investigated for their potential use as catalyst in
chemical reactions [5]. Furthermore, since the iron-oxygen interaction has a fundamental
role in many chemical and biological processes, there have been quite some studies, both
experimental and theoretical, of the chemical properties of FexOy clusters [6–12].
The possible coexistence of two structural isomers for stoichiometric iron-oxide clus-
ters in the size range n ≥ 5 was experimentally measured using isomer separation by
ion mobility mass spectroscopy for FenOn and FenOn+1 (n = 2-9) [13]. Furthermore, the
formation of FexOy clusters has been studied in the size range (x = 1-52) [14].
The number of theoretical studies is, however, manifold. The magic cluster Fe13O8
was extensively studied and identified as a cluster with C1 but close to D4h point group
symmetry [15–19]. However, also the geometry and electronic structure of other cluster
sizes have been studied theoretically [15, 20–25]. The prediction of geometric structures
requires a systematic search of the potential energy surface to find the global minimum.
The majority of theoretical studies were performed using DFT [4, 6, 9, 10, 13–17, 20–
24, 26]. The number of works in which FemOn clusters were studied with methods beyond
DFT is very limited and restricted to very small cluster sizes. For FemO
+
n its reactivity
towards H2 was studied on a wave-function-based CASPT2D level [12]. For Fe2O2 the
molecular and electronic structure were calculated using both DFT and wave-function-
based CCSD(T) methods and a 7B2u ground state was found [25]. Furthermore, Ref. [25]
reports that B3LYP functional and CCSD(T) calculations give the same energy ordering of
different states, although the energy differences are overestimated by the B3LYP approach.
Recently, the structural evolution of (Fe2O3)n nanoparticles was systematically inves-
tigated from the Fe2O3 cluster towards nano particles with n = 1328 [9, 26]. In the size
range of n = 1-10, an interatomic potential was developed and combined with a genetic
algorithm in search of the lowest-energy isomer. The isomers lowest in energy were further
optimized using DFT and the hybrid functional B3LYP. This way, a systematic prediction
of the cluster structure was done for neutral (Fe2O3)n clusters.
Because of its high computational burden, in DFT the geometric structure is often
only relaxed into its nearest local minimum on the potential energy surface (PES). There
is no guarantee that this local minimum corresponds to the global minimum. Almost all
previous works only consider either random structures or manually constructed geometries.
However, for increasing cluster size these methods become less successful in finding the
lowest-energy isomer. Genetic algorithms, in which stable geometries are used to create
new structures, proved to be efficient in finding the global energy minimum [27]. This
method has been successfully used for transition-metal oxide clusters [28, 29].
Identification of the geometric cluster structure is a delicate and computationally de-
manding task. Therefore, comparison with an experimental method to confirm the theo-
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retical findings is essential. In this Chapter, we combine previously reported experimental
vibration spectra [30] with first-principles calculations and a genetic algorithm to deter-
mine the geometric structure of cationic FexO
+
y clusters. Of the nine cluster sizes reported
in Ref. [30], only the geometric structure of Fe4O
+
6 was identified. In this Chapter, we will
also identify the geometric, electronic, and magnetic structure of Fe3O
+
4 , Fe4O
+
5 , Fe5O
+
7
and propose structures for Fe6O
+
8 .
4.2 Computational details
We employ a genetic algorithm (GA) as is described in Ref. [27] in combination with DFT
to optimize the cluster structures. For this we use the Vienna ab-initio simulation package
(VASP) [31] using the projector augmented wave (PAW) method [32, 33]. Since the ge-
ometry optimization is the most computationally expensive part of the genetic algorithm,
we use the PBE+U method [34] with limited accuracy for the genetic algorithm. For all
obtained isomers low in energy, we reoptimized the geometric structure using the hybrid
B3LYP functional with higher accuracy and considered different magnetic configurations.
We then calculate the vibration spectra and compare them with experimental results.
Within the DFT framework, functionals based on the local density approximation
(LDA) or general gradient approximation (GGA) fail to describe strongly interacting sys-
tems such as transition-metal oxides [35, 36]. Due to the overestimation of the electron
self-interaction, they predict metallic behavior instead of the (correct) wide-band-gap in-
sulator. In an attempt to correct for this self-interaction, one can, for example, employ a
hybrid functional, where a typical amount of 20% of Hartree-Fock energy is incorporated
into the exchange-correlation functional. Especially for the B3LYP functional it has been
shown that this results in good agreement between the geometric structure and vibrational
spectra for clusters [28, 30, 37]. However, hybrid functionals are quite computationally
expensive compared to LDA and GGA functionals. Therefore, in the genetic algorithm we
employ the GGA+U method to take into account that FeO clusters are strongly interact-
ing systems. We use the rotational invariant implementation introduced by Dudarev and a
plane wave cutoff energy of 300 eV for these calculations [38].
The differences between GGA and GGA+U for iron-oxide cluster calculations have
been analyzed in Ref. [15]. This study stresses the importance to go beyond GGA for
transition-metal oxide clusters calculations. Aside from the well-known difference for the
electronic and magnetic structure, it even finds a different lowest energy isomer than GGA
for Fe32O33. In our genetic algorithm calculations we use an Ueff = U − J of 3 eV for the
Fe atoms, based on a comparison between B3LYP calculations and PBE+U calculations
for the smallest cluster, Fe3O4 (see Sec. 4.3.2). For this comparison we also calculated
the mean absolute difference (∆) between the occupied Kohn-Sham energies (Ei) using
B3LYP and PBE+U :
∆ =
n∑
i=1
|EPBE+Ui − EB3LYPi |
n
, (4.1)
where n is the number of occupied Kohn-Sham levels. Note that, the binding distances are
only weakly dependent on the used Ueff and our value of 3 eV is close to values used in
other works (e.g., 5 eV [15], 3.6 eV [20], 3.6 eV [39]).
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We used the genetic algorithm as described in detail in Ref. [27]. New geometries are
formed by the Deaven-Ho cut and splice crossover operation. To determine the fitness we
used an exponential function. A generation typically consists of 20 clusters. It has been
shown that the geometry of FexOy clusters only weakly depends on the magnetic degree
of freedom [26]. Therefore, we restrict ourselves to the ferromagnetic case in our genetic
algorithm.
For all obtained isomers low in energy, we reoptimized the geometric structure using
the hybrid B3LYP functional [40]1 and consider all possible collinear orientations of the Fe
magnetic moments by constraining the difference in majority and minority electrons. All
forces were minimized below 10−3 eV/Å. Standard recommended PAWs with an energy
cutoff of 400.0 eV are used. The clusters are placed in a periodic box of a size between 11
and 17 Å, which we checked to be sufficiently large to eliminate inter cluster interactions
for each cluster size. For the cluster calculations, a single k-point (Γ) is used. Since we also
consider cationic clusters, a positive uniform background charge is added and we correct
the leading errors in the potential [42, 43]. All simulations were performed without any
symmetry constraints. The reported symmetry groups are determined afterwards within
0.03 Å. For the density of states (DOS) calculations we used a Gaussian smearing of
0.1 eV for visual clarity.
To obtain the vibration spectra, the Hessian matrix of an optimized geometry is cal-
culated by considering finite ionic displacements of 0.015 Å for all Cartesian coordinates
of each atom. The vibration frequencies are obtained by diagonalization of the Hessian
matrix. The absorption intensity Ai is calculated using [44, 45]
Ai = 974.86gi
(
∂µ
∂Qi
)
, (4.2)
where gi is the degeneracy of the vibration mode, Qi the mass weighted vibrational mode,
µ the electric dipole moment, and 974.86 an empirical factor. A method based on four
displacements for each ion was also tested but yielded the same frequencies and absorption
intensities. Zero-point vibrational energies (ZPVE) were calculated for the isomers lowest
in energy of which the vibration spectra are also shown.
For a quantitative comparison between experimental and calculated vibrational spectra,
we calculate the Pendry’s reliability factor [46]. The Pendry’s reliability factor is a well-
established method in low-energy electron diffraction (LEED) to quantify the agreement
in continuous spectra and has also been applied to vibrational spectroscopy [47].
The experimental used infrared multiphoton dissociation method (IR-MPD) does not
only depend on the absorption cross section of a vibrational mode, but also on the dis-
sociation cross section. Therefore, we use the Pendry’s reliability factor to quantify the
comparison of vibration spectra since it is mainly sensitive to peak positions opposed to
a comparison of squared intensity. This peak sensitivity is achieved by comparing the
renormalized logarithmic derivative of the intensity I(ω):
Y (ω) =
L−1(ω)
L−2(ω) +W 2
, (4.3)
1In particular, we use B3LYP with the VWN3 functional as defined in Ref. [41].
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where L(ω) = I ′(ω)/I(ω) and W is the typical FWHM of the peaks in the spectra. The
Pendry’s reliability factor is defined as:
RP =
∫
[Yth(ω)− Yexpt(ω)]2
Y 2th (ω) + Y
2
expt(ω)
dω, (4.4)
where we integrate over the experimental range of frequencies. RP values range from 0
to 2, where 0 means perfect agreement, 1 uncorrelated spectra, and 2 perfect anticorre-
lation. In practice, RP values of 0.3 are considered acceptable agreement within LEED.
Y (ω) is strongly dependent on experimental noise and values close to zero, hence, we
calculate Yexpt(ω) by fitting the experimental spectrum with multiple Lorentzian peaks
and extract the corresponding W . The theoretical frequencies are also convoluted with
Lorentzian peaks with the same W . RP is always minimized as function of a rigid shift
of all theoretical frequencies.
For the calculations on magnetite we used the VASP code. We used a Monkhorst grid
of 6× 6× 2 and an energy cutoff of 400 eV. We used the rotationally invariant LSDA+U
implementation by Lichtenstein et al. [48] with effective on-site Coulomb and exchange
parameters: U = 4.5 eV [49] and J = 0.89 eV for the Fe ions.
We used the monoclinic structure as described in Refs. [39, 50], and calculated the
electron density with 56 atoms in the unit cell. In Ref. [39], the charge and magnetic
moment were calculated by integrating the density and spin density in a sphere with a
radius of 1 Å for Fe. This radius appears to be chosen such that comparable values with
neutron and x-ray diffraction experiments were obtained.
Note, there is no unambiguous way to define these radii in systems consisting of two
or more atom types. Therefore, we checked the correspondence of our results to the earlier
reported ones and also performed calculations with a larger radius of 1.3 Å for Fe and
0.82 Å for O. This is a reasonable choice for FemO
+
n clusters since the overlap between
different spheres is minimal, but most of the intra cluster space is covered.
4.3 Results and discussion
4.3.1 Magnetite
Even in the bulk, iron oxide is well known for its wide variety of phases and transitions.
Magnetite (Fe3O4), the most stable phase of FemOn, is for example well known for its Ver-
wey transition [1, 2]. Above the transition temperature TV , the structure is a cubic inverse
spinel. Upon cooling below TV , the conductivity decreases by two orders of magnitude
due to charge ordering. Furthermore, the structure changes to monoclinic.
Magnetite has the formal chemical formula (Fe 3+A [Fe
2+,Fe3+]BO4) where tetrahedral
A sites are occupied by Fe3+ and B sites contain both divalent (Fe2+) and trivalent (Fe3+)
iron atoms. Since magnetite is a mixed valence system, it is an excellent reference system
for our cluster calculations to determine their valence state and corresponding magnetic
moment. The wide variety of phases in iron oxides makes it possible to select a suitable
reference system for the physical property of interest. Whereas magnetite is suitable to
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Site Spin moment (µB) Spin moment (µB)
Radius sphere 1.3 Å 1.0 Å
Fe3+(A) −4.02 −3.78
Fe2+(B1) 3.69 3.45
Fe3+(B2) 4.15 3.93
Fe3+(B3) 4.06 3.84
Fe2+(B4) 3.64 3.40
Table 4.1: Spin moments within atomic spheres of 1.3 Å for the Fe ions in monoclinic
Fe3O4. For reference the values within a sphere of 1.0 Å are also shown. A and B labels
are consistent with Ref. [39].
compare the valence state, in Chapter 6 we will use hematite for comparison of exchange
interactions as it only contains trivalent iron and double exchange can be excluded.
In Table 4.1, the spin moments are shown for the different iron ions. The magnetic
moments on the A and B sites are antiparallel creating a ferrimagnetic structure. Within
the atomic spheres of 1.3 Å the Fe2+ and Fe3+ ions have a distinct magnetic moment of
4.0 µB and 3.7 µB respectively. Note the difference of 0.3 µB is much smaller than the
1 µB atomic value and does not depend on the size of the atomic sphere used in the range
between 1.0 and 1.3 Å.
The interatomic distances between FeA-O range from 1.87 to 1.91 Å and from 1.96 to
2.12 Å for FeB-O. The nearest neighbor distance between FeA-FeB is 3.45 Å and 2.89 Å
for FeB-FeB respectively.
4.3.2 GGA+U
To determine the optimal Ueff in comparison to the B3LYP functional for the genetic
algorithm, we performed PBE+U calculations on the neutral Fe3O4 cluster. The results
for the electronic DOS are shown in Figure 4.1 and compared with the hybrid B3LYP
functional.
The valence states within -4 and 0 eV are formed by hybridized orbitals between
the d orbitals of iron and the p orbitals of oxygen. For increasing U , the majority spin d
orbitals of Fe decrease in energy, whereas HOMO-LUMO gap increases. Note that the
HOMO-LUMO gap of 1.5 eV for Ueff = 4 eV still is 0.9 eV smaller than the 2.4 eV
gap for B3LYP. Furthermore, for Ueff = 2 and 3 eV the Fe d DOS features are very
similar to those of the B3LYP result. To quantify this we also calculated the mean absolute
difference ∆ (Eq. (4.1)) for the occupied levels; the results are shown in Figure 4.1. ∆
is minimal for Ueff = 3 eV, indicating the best DOS correspondence to B3LYP. We also
show the corresponding bonding distances within the cluster, where Fe-O1 and Fe-O2 refer
to the Fe-O distances between bridging O atoms (side) and the capping O atom (center),
respectively. Note the interatomic distances only change very little with increasing Ueff.
For Ueff = 3 eV, the binding distances are within 0.01 Å; furthermore, for Ueff = 3 eV
and B3LYP the occupied d orbitals of Fe are at comparable energies with respect to the
HOMO level. We therefore used Ueff = 3 eV for our genetic algorithm calculations.
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Figure 4.1: The density of states for the hybrid B3LYP functional and PBE+U for dif-
ferent values of Ueff. The average inter atomic distances are shown on the right, where
Fe-O1 and Fe-O2 refer to the Fe-O distances between bridging O atoms (side) and the
capping O atom (center), respectively. The mean absolute difference ∆ (Eq. (4.1)) be-
tween the PBE+U and B3LYP energy levels is also shown and is minimal for Ueff = 3 eV,
indicating the best match in DOS.
4.3.3 Fe3O 04
Although the possible number of isomers increases rapidly with cluster size, for small
systems such as Fe3O4 the number of possibilities is still small. In Fe3O4, the Fe atoms
can either form a triangle or a chain. For the triangular configuration, two isomers are
low in energy. The first isomer consists of a ring like structure where the O atoms occupy
bridging states and one O atom caps the Fe triangle as is shown in Figure 4.2(a). In the
second isomer, the additional O atom is not located above the center but forms an extra
bridge between the two ferromagnetic (FM) ordered Fe atoms as is shown in Figure 4.2(b).
Figure 4.2 shows the energy as a function of spin magnetic moment for the neutral
Fe3O4 cluster with four different isomers. For all spin magnetizations, the geometric struc-
ture is optimized and shown on the right with its magnetic structure lowest in energy. In
Figure 4.2 and the rest of this Chapter, Fe spin up and Fe spin down are indicated with
orange (red) and green (blue) colors (arrows), respectively. O atoms are shown in red. For
the neutral cluster, the two triangular isomers are equally low in energy with two different
magnetic configurations. The difference is smaller than 1 meV and therefore beyond the
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Figure 4.2: The energy as function of spin magnetization for different neutral Fe3O4
isomers. The geometric figures on the right show the corresponding geometric structure.
O atoms are shown in red, Fe spin up and Fe spin down are indicated with orange (red)
and green (blue) colors (arrows), respectively. For the lowest magnetic states the relative
energy differences are also shown in black. Isomers (a) (black line) and (b) (red line) are
equally low in energy with a ferrimagnetic and ferromagnetic ground state, respectively
(0 eV). The M = 6 µB state of isomer (a) is 14 meV higher in energy.
accuracy of DFT. In isomer (a), as indicated by the black line in Figure 4.2, the magnetic
ground state corresponds to ferromagnetic alignment between the magnetic moments on
the Fe atoms and a total magnetic moment of 14 µB. The Fe-Fe distances are 2.51 Å,
the Fe-O distances for the bridging O atoms and capping O atom are 1.84 and 1.99 Å,
respectively. Aside from the FM ground state, also the ferrimagnetic state with a spin
magnetization of 4 µB is low in energy and only 14 meV higher than the ferromagnetic
state. Note we also considered a noncollinear magnetic state with M = 0 µB, but this
magnetic configuration did not turn out to be energetically stable.
Isomer (b) is equally low in energy and shown in red in Figure 4.2. The magnetic
ground state corresponds to a ferrimagnetic alignment where the two ferromagnetically
aligned Fe atoms have Fe-O-Fe angles of approximately 90◦.
We also considered zero point vibrational energies for the three lowest-energy levels.
When we include these into our consideration, the ferromagnetic state, indicated by the
black line, is lowest in energy, and the M = 4 µB andM = 6 µB states are 17 and 19 meV
higher in energy, respectively.
4.3.4 Fe3O +4
For the cation Fe3O
+
4 cluster we also considered ring and chain configurations with dif-
ferent oxygen locations. For all four isomers we calculated all possible different collinear
magnetic states. Since an antiferromagnetic (AFM) triangle is the most simple example
of geometrically frustrated magnetism, we also considered the non-collinear state with
M = 0 µB where all magnetic moments have 120◦ angles with respect to each other. The
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results are shown in Figure 4.3.
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Figure 4.3: Energy of the Fe3O
+
4 isomers as function of spin magnetization. Figures
on the right indicate the corresponding structure. The isomer lowest in energy (a) is a
Fe triangle with three bridge O atoms and one O atom capping the triangle. For this
isomer, the ferrimagnetic 5 µB state is lowest in energy. The antiferromagnetic 0 µB and
ferromagnetic 15 µB state are 20 and 58 meV higher in energy, respectively. Note the
antiferromagnetic 0 µB state corresponds to a non-collinear orientation with 120◦ angles
between the spins.
For the charged Fe3O
+
4 cluster, the isomer with a Fe triangle where the fourth O
atom caps the triangle is, like in the neutral cluster, lowest in energy, as is shown in
Figure 4.4. Three magnetic states are low in energy: 0, 5 and 15 µB, with the M = 5 µB
state being lowest in energy, and the non-collinear 0 µB and ferromagnetic 15 µB are
20 meV and 58 meV higher in energy respectively. The ferrimagnetic state which is lowest
Figure 4.4: The neutral (left) and cation (right) Fe3O4 lowest-energy isomers. Fe spin
up and Fe spin down are indicated with orange (red) and green (blue) colors (arrows),
respectively. O atoms are shown in red. The interatomic distances are shown in black.
The neutral and cation cluster have C3v and Cv point group symmetry, respectively.
in energy, has a reduced symmetry (Cv) with respect to the ferromagnetic state (C3v) and
the antiferromagnetic state. This could indicate a Jahn-Teller distortion, but could also be
the result of the inability of DFT to correctly model the antiferromagnetic ground state
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[51, 52]. However, to distinguish between these two cases, methods beyond DFT such as
CASPT2 and CCSD(T) are required and therefore beyond the scope of this Chapter. Note
that different magnetic states only lead to minor differences in the vibrational frequencies.
Interestingly, the typical classical displacement during a zero-point vibration in these
clusters is of the order of 0.03 Å. This is of the same order as the typical difference in
inter atomic distances between different magnetic states. Therefore, this could lead to
interesting phenomena in which, for example, there is a strong coupling through exchange
between vibrations and magnetism.
The second triangular isomer of Fe3O
+
4 is 154 meV higher in energy and also consists
of a ring structure. The magnetic state lowest in energy has a magnetic moment of 5 µB.
The Fe-Fe bonding distances are 2.5 and 3.0 Å between the AFM and FM bonds within
the structure. The Fe-O distances vary between 1.7 and 1.9 Å. The isomer has a C2v point
group symmetry.
The third and fourth isomers consist of a linear chain of Fe atoms with two O bridging
atoms between each Fe pair. The two planes can be parallel or perpendicular, where the
latter is lower in energy. Both isomers have a magnetic moment of 5 µB.
In Figure 4.5, both the experimental and calculated vibration spectra for the different
isomers are shown. The experimental spectrum consists of three peaks at 540, 610 and
670 cm−1. The best match is given by isomer (a) with calculated vibrations at 505, 630
and 660 cm−1 and a corresponding lowest-RP factor of 0.30, indicating a reasonable
match with the experimental spectrum. Since isomer (a) is also the lowest in energy, it is
identified as the experimentally observed structure.
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Figure 4.5: The experimental vibration spectrum of Fe3O
+
4 and the spectra of the cal-
culated isomers lowest in energy. The reported energy differences include ZPVE. The
Pendry’s reliability factor (Eq. (4.4)) is also shown for each isomer.
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4.3.5 Fe4O 0/+5
Fe4O5 also consists of a ring structure in which the O atoms occupy the bridging sites
and one O atom is located above the center, as is shown in Figure 4.6. The cluster has
antiferromagnetic order. However, not all nearest neighbor Fe atoms are antiferromagnetic
alligned, but also two ferromagnetically aligned pairs are present. Therefore, the cluster
has no C2v point group symmetry but C2, since Fe-Fe and Fe-O distances vary between
2.72-2.74 Å and 1.79-2.33 Å respectively. The magnetic state with four AFM Fe-Fe bonds
is 308 meV higher in energy.
Figure 4.6: The neutral (left) and cation (right) Fe4O5 lowest energy isomers. The neutral
cluster has C2 symmetry, whereas the cation cluster has Cs symmetry.
For Fe4O
+
5 the isomer lowest in energy consists of the same ring structure but is
more symmetry broken, since the O atom above the ring is off-center as is shown in
Figure 4.6. Therefore the two Fe-Fe distances are 2.69 and 3.07 Å, the Fe-O distances
vary between 1.76 and 2.01 Å. The isomer has Cs point group symmetry. Two Fe2O2
squares are present within the cluster. Isomer (a) has a magnetic moment of 1 µB due to
ionization. Interestingly, the ionized cluster has a different magnetic ground state with four
AFM Fe-Fe bonds opposed to the neutral cluster.
In Figure 4.7(b), we also show the vibration spectrum of the ferromagnetic state of
this cluster. The Fe-Fe distances are increased to 2.74 and 3.11 Å, respectively. The fer-
romagnetic structure is 514 meV higher in energy. The vibration spectrum is similar but
slightly shifted to the blue due to the increased bonding distances.
The second isomer, 459 meV higher in energy, is shown in Figure 4.7(c). This cage-
like structure has Cv point group symmetry and a magnetic moment of 9 µB. Figure 4.7(d)
shows the third isomer which is 494 meV higher in energy compared to Figure 4.7(a). The
isomer has almost no symmetry (C1), and consists of a ring where one Fe-Fe bond has
two bridging O atoms. The Fe-Fe binding distances vary between 2.62 and 3.13 Å. The
isomer has a magnetic moment of 1 µB.
In the experimental vibration spectrum of Fe4O
+
5 shown in Figure 4.7, five vibration
frequencies can be observed: 450, 615, 760, 810, and 1070 cm−1. The features above
950 cm−1 can be identified as a shifted vibrations in the O2 messenger attached to the
cluster-messenger complex and is therefore omitted in the RP calculation [3]. The best fit
is given by isomer Figure 4.7(a) withRP = 0.42, which is also the isomer lowest in energy.
The calculated frequencies: 479, 630, 637, 772 and 796 cm−1 match all within 30 cm−1 to
the experimental spectrum. Also, the relative intensities between different vibrations are
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Figure 4.7: The experimental and calculated vibration spectra of Fe4O
+
5 . The isomer
shown in (a) is both the lowest in energy and RP (Eq. (4.4)) and can therefore be
identified as the experimentally observed geometrical structure. The reported energy
differences include ZPVE.
very similar. Although the ferromagnetic order increases the binding distances within the
cluster, the changes in the vibration spectrum of Figure 4.7(b) are small and therefore the
structure corresponding to Figs. 4.7(a) and 4.7(b) can be identified as the experimentally
observed structure and the IR-MPD method is not able to resolve the magnetic state in this
case.
4.3.6 Fe4O 0/+6
In Ref. [30], the Fe4O
+
6 cluster was already identified as the structure shown in Fig-
ure 4.8(b). The reported magnetic structure was ferrimagnetic with a magnetic moment of
9 µB.
In our calculations a magnetic state lower in energy was found for the same geometric
structure for both Fe4O6 and Fe4O
+
6 . In this state Fe4O6 and Fe4O
+
6 have a magnetic
moment of 0 and 1 µB respectively as is shown in Figure 4.9. These structures are 194 and
187 meV lower in energy for Fe4O6 and Fe4O
+
6 in comparison to the previously reported
state [30]. The antiferromagnetic ground state of Fe4O6 was also previously reported in
Ref. [26]. For Fe4O6 we also calculated a noncollinear state where all magnetic moments
point towards the center of mass, such state with M = 0 µB is 30 meV higher in energy
compared to the collinear M = 0 µB state.
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Figure 4.8: The experimental and calculated vibration spectra of Fe4O
+
6 for both the
previous and new magnetic ground state. The vibration frequencies are very similar but
differ in absorption intensity. The M = 1 µB state in (a) is 187 meV lower in energy.
For the neutral cluster, minima in energy are obtained for M = 0, 10, 20 µB corre-
sponding to flips of atomic magnetic moments of 5 µB for each Fe atom. Note this also
matches with an ionic picture in which the Fe atoms in Fe4O6 have a Fe
3+ valence state
resulting in an atomic magnetic moment of 5 µB. The corresponding structure is shown
in Figure 4.10. In Ref. [30] is mentioned that the symmetry in the M = 10 µB state is
reduced from Td for the ferromagnetic state to C3v . In this antiferromagnetic ground state,
the neutral cluster has D2d symmetry. In Fe4O
+
6 the symmetry is reduced even further to
Cs as is shown in Figure 4.10.
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Figure 4.9: Energy as function of magnetization of the neutral Fe4O6 and cationic
Fe4O
+
6 clusters. The magnetic ground state corresponds to a total spin magnetic mo-
ment of M = 0 and M = 1 µB for Fe4O6, and Fe4O
+
6 respectively.
Figure 4.8 shows both calculated and experimental spectra for Fe4O
+
6 . The vibration
spectra for the two calculated magnetic states in Figs. (a) and 4.8(b) show very similar
behavior. The RP values of isomer Figure 4.8(a) (0.48) and Figure 4.8(b) (0.39) are
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both large and indicate a better match for isomer Figure 4.8(b). Although the spectra for
Figs. 4.8(a) and 4.8(b) are very similar, the ferrimagnetic structure has an extra vibration
at 720 cm−1 with small IR absorption. Furthermore, around 550 cm−1, vibrations differ
slightly in frequency. Since the mentioned differences cannot be experimentally resolved,
the IR-MPD method is unable to resolve between different magnetic states and another
type of experiments such as Stern-Gerlach deflection is required to determine the magnetic
moment.
Figure 4.10: The neutral (left) and cation (right) Fe4O6 lowest energy isomers. The
neutral cluster has D2d symmetry, whereas the cation cluster has Cs symmetry.
4.3.7 Fe5O 0/+7
The neutral Fe5O7 cluster has a “basket” geometry as is shown in Figure 4.11. The mag-
netic ground state is ferrimagnetic with a total moment of 4 µB due to the odd number of
Fe atoms. The cluster has C2v symmetry.
Figure 4.11: The neutral (left) and cation (right) Fe5O7 lowest-energy isomers. The neu-
tral cluster has C2v symmetry, whereas the cation cluster has no symmetry.
The cationic structure of Fe5O
+
7 is very different and shown in Figure 4.11. Like
Fe4O
+
6 , it consists of a cage-like structure. The Fe-Fe distances range from 2.7 to 3.1 Å.
Except for the triple bound O atom, all O atoms form bridges between two Fe atoms. The
ground state has a magnetic moment of 5 µB.
The second isomer is similar to the neutral “basket” structure and is 394 meV higher
in energy as is shown in Figure 4.12(b). The structure has Cs symmetry and a magnetic
moment of 5 µB. However, the atomic spin moments have a different arrangement for the
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Figure 4.12: The experimental and calculated vibration spectra of Fe5O
+
7 . The reported
energy differences include ZPVE.
neutral and cationic state. The third isomer is shown in Figure 4.12(c) and is 1.04 eV higher
in energy. It contains two triple bonded O atoms and is ferrimagnetic with M = 5 µB.
The experimental vibration spectrum shown in Figure 4.12 has eight distinct vibrations
at 375, 490, 520, 570, 615, 710, 780, and 830 cm−1 which are best resembled by the
isomer lowest in energy shown in Figure 4.12(a), although the gap between 615 and
710 cm−1 seems to be underestimated. Note that this also explains the high-RP factor of
0.65 for isomer Figure 4.12(a). Similar to Fe4O
+
5 and Fe4O
+
6 the absorption intensities of
vibrations in the range of 300-500 cm−1 are systematically underestimated. The individual
vibrations of isomer Figure 4.12(a) are all in agreement within 35 cm−1. Although isomer
Figure 4.12(b) has a lower RP = 0.43, the energy difference of 407 meV with isomer
Figure 4.12(a) is large and isomer Figure 4.12(b) has a vibration at 450 cm−1 which is
not present in the experimental spectrum and lacks the experimental 375 cm−1 vibration.
Therefore, isomer Figure 4.12(a) can be identified as the most probable ground state.
4.3.8 Fe6O +8
The isomer lowest in energy found for Fe6O
+
8 is shown in Figure 4.13 and has Cs sym-
metry where the reflection plane is located through Fe atoms 1, 3, and 6. The magnetic
moment of this isomer is 1 µB.
The second isomer low in energy is shown in Figure 4.14(b). In this isomer no sym-
metry is present. Compared to the lowest found isomer in Figure 4.14(a) it is 413 meV
higher in energy and also has a magnetic moment of 1 µB.
Figure 4.14(c) shows the third isomer, which is a distorted octahedral of Fe atoms
in which the O atoms cap the Fe triangles. The structure is slightly distorted due to the
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Figure 4.13: The cation Fe6O
+
8 isomer lowest in energy. The cluster has Cs symmetry.
AFM order between spins, which lead to slightly altered Fe-Fe distances. This isomer is
483 meV higher in energy than isomer Figure 4.14(a).
Figure 4.14 also shows the corresponding vibration spectra of the mentioned isomers
and the experimental spectrum. The experimental spectrum has vibrations at 392, 420,
500, 730 and 763 cm−1. Note that none of the provided isomers match the experimental
vibration spectrum completely. This is also shown by the large-RP values of 0.56-0.61
for all calculated isomers. The isomer lowest in energy Figure 4.14(a) is the best match
since it also has vibrations at 420 and 500 cm−1, but the vibrations at 804 and 825 are
considerably shifted with respect to 730 and 763 cm−1. Furthermore, the vibrations at 640,
671, and 713 cm−1 are not present in the experimental spectrum. The vibration spectra
shown in Figs. 4.14(b) and 4.14(c) fit even worse. Therefore, we can not successfully
identify the Fe6O
+
8 structure.
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Figure 4.14: The experimental and calculated vibration spectra of Fe6O
+
8 . The isomer
shown in (a) is the lowest in energy. The reported energy differences include ZPVE.
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Note that our genetic algorithm implementation only uses geometry optimization at
the DFT level. At cluster sizes of Fe6O
+
8 and larger, preselection using empirical poten-
tials instead of immediate geometry optimization using DFT might be more efficient in
generating possible isomers.
4.3.9 Electronic structure
In the bulk, iron-oxide materials have many different crystal structures such as hematite,
wustite, and magnetite with all corresponding different electronic structures. While in
hematite only trivalent Fe3+ is present, the mixed valence state (Fe 3+A [Fe
2+,Fe3+]BO4) in
magnetite leads to interesting physical phenomena such as ferrimagnetic ordering between
the sublattices A and B and the Verwey transition in which orbital ordering leads to a
first-order phase transition in the electrical conductivity [1, 2].
In clusters, stoichiometries corresponding to both hematite (Fe4O6) and magnetite
(Fe3O4, Fe6O8) and other combinations (Fe4O5, Fe5O7) occur. We therefore expect di-
valent and trivalent Fe cations to be present in the reported clusters. There is no unique
method to determine the valence state in materials consisting of multiple types of elements.
We therefore compare both the local magnetic moments and the local density of states
(LDOS) for our cluster calculations with bulk magnetite results shown in Section 4.3.1.
Since the Fe2+ and Fe3+ features in the LDOS are very similar for different cluster sizes,
we show the LDOS of Fe4O
+
5 which contains both Fe
2+ and Fe3+ in Figure 4.15. The
LDOS for other cluster sizes can be found in the Appendix.
Table 4.2 shows the local spin moments of the clusters: Fe3O
+
4 , Fe4O
+
5 , Fe4O
+
6 ,
Fe5O
+
7 and Fe6O
+
8 . For Fe3O
+
4 all three Fe atoms have a similar spin moment within
0.04 µB. A comparison with magnetite suggests all Fe atoms are trivalent. This agrees
with an ionic bond model. Furthermore, this is confirmed by the integrated and local
density of states shown in Appendix 4.5. The 3d peaks around -6 eV correspond to 15
Cluster Spin moment (µB)
1 2 3 4 5 6 7 8
Fe3O
+
4 Fe −3.84 3.88 3.88
O 0.56 0.00 0.00 0.22
Fe4O
+
5 Fe 3.89 −3.84 3.89 −3.40
O −0.05 0.13 0.20 −0.05 0.20
Fe4O
+
6 Fe −3.22 3.85 3.85 −3.79
O 0.01 0.54 0.01 −0.25 0.00 0.00
Fe5O
+
7 Fe 3.85 3.87 3.89 −3.83 −3.80
O 0.01 0.10 0.03 0.51 −0.09 0.05 0.12
Fe6O
+
8 Fe 3.80 −3.84 3.85 −3.47 −3.84 3.88
O 0.01 0.51 0.01 0.01 −0.10 0.17 −0.10 0.01
Table 4.2: The spin moment for FexO
+
y clusters. The atom numbers correspond to the
atom numbers shown in Figures 4.4,4.6,4.10, 4.11, and 4.13. The spin moment is calcu-
lated using atomic spheres of 1.3 and 0.82 Å for Fe and O, respectively.
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Figure 4.15: The total, integrated and local density of states of the Fe atoms for the
Fe4O
+
5 cluster. The trivalent Fe(1), Fe(2) and Fe(3) all show 3d levels at -6 eV and
small hybridization with O. The divalent Fe(4), however, shows strong hybridization and
a single level at EHOMO.
electrons, indicating the hybridization between Fe and O is small. Note that, the central
oxygen atoms O(4) and O(7) are partially spin polarized.
For Fe4O
+
5 , the spin moment of Fe(4) is 0.5 µB lower than the other Fe atoms, indi-
cating three trivalent and a single divalent atom. The difference is also in agreement with
the magnetite results. The Fe(4) also breaks the C2 symmetry as is shown in Figure 4.6.
The local (LDOS) and integrated density of states are shown in Figure 4.15. Note that all
Fe3+ have 3d peaks around−6 eV and small hybridization with O is present, similar to the
Fe3O
+
4 cluster. The LDOS of the divalent Fe(4) atom however shows strong hybridization
with O and a single minority level at EHOMO.
Whereas Fe4O6 only contains trivalent Fe [26], for Fe4O
+
6 this is no longer the case due
to ionization. As can be seen from Table 4.2, three trivalent Fe atoms are present, together
with a single Fe4+ atom. The spin moment is reduced with respect to Fe3+, consistent with
a higher oxidation state than Fe4+.
In Fe5O
+
7 , only trivalent Fe atoms are present, consistent with an ionic model and the
ionized state of the cluster. Fe6O
+
8 , on the other hand, is again a mixed valence cluster
where the magnetic moment of Fe(4) is 0.4 µB lower than the other Fe atoms, indicating
Fe(4) is divalent. This is also consistent with the LDOS shown in Appendix 4.5.
Note that to determine the magnetic moments in Table 4.2, the spin density is integrated
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over a sphere around the atom with radius 1.3 Å for Fe and 0.82 Å for O. In Chapter 6 we
will calculate the magnetic moments in FeO clusters using Wannier Functions, as this is
also the method used to calculate the exchange interactions in clusters.
Figure 4.16 shows the density of states for the different cationic clusters and magnetite.
The calculated band gap of 0.2 eV in magnetite is considerably smaller than for the reported
clusters: around 3 eV for Fe3O
+
4 and slightly smaller for Fe4O
+
5 and Fe4O
+
6 . Furthermore,
whereas magnetite has a t2g orbital of Fe2+ just below the Fermi energy [39], in the reported
clusters Fe4O
+
5 and Fe6O
+
8 have a similar level due to a divalent Fe atom. Note that the
3d orbitals of Fe3+ in the clusters are located around 5.5 eV below the HOMO level, which
is 2 eV higher in energy compared to magnetite.
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Figure 4.16: The density of states for FexO
+
y clusters. For these calculations a smearing
of 0.15 eV was used for convenience of the reader. The HOMO level is located at 0 eV
and the small occupation above the HOMO level is due to smearing.
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4.4 Conclusions
In this Chapter, we have studied the geometric, electronic and magnetic structure of FexO
+
y
clusters using density functional theory. For Fe3O4 we compared binding distances and
electronic structure between the hybrid B3LYP functional, and differentUeff in the PBE+U
formalism. We found the best match for Ueff = 3 eV. Using the PBE+U formalism and a
genetic algorithm, many possible isomers were considered. For isomers low in energy, all
different magnetic configurations were further geometrically optimized. Finally, for the
cationic clusters we calculated the vibration spectra and compared them with experiments
to identify the geometric structure of Fe3O
+
4 , Fe4O
+
5 , Fe4O
+
6 , Fe5O
+
7 and Fe6O
+
8 . All
cationic clusters with an even number of Fe atoms have a small magnetic moment of
1 µB due to ionization. Furthermore, comparison with bulk magnetite reveals that Fe4O
+
5 ,
Fe4O
+
6 and Fe6O
+
8 are mixed valence clusters. In contrast, in Fe3O
+
4 and Fe5O
+
7 all Fe
are found to be trivalent.
4.5 Appendix: Local DOS
In this appendix we show the integrated and local DOS of the clusters Fe3O
+
4 , Fe4O
+
6 ,
Fe5O
+
7 , Fe6O
+
8 , and magnetite. Figure 4.18 shows the total, integrated and local density
of states of Fe3O
+
4 , Fe4O
+
6 , Fe5O
+
7 , and Fe6O
+
8 clusters. Of these clusters, Fe3O
+
4 and
Fe5O
+
7 are pure trivalent and the LDOS contains 3d peaks at -6 eV and small hybridization
between Fe and O. Fe4O
+
6 contains a single tetravalent Fe atom, with a similar LDOS
compared to Fe3+. The ionized electron is not removed from the 3d levels at -6 eV, but
from the hybridized levels with oxygen, as can be seen from the integrated density of
states. Fe4O
+
5 and Fe6O
+
8 contain a single divalent Fe atom, which has a distinct LDOS,
in which there are no peaks around -6 eV but strong spin polarized hybridization with
oxygen and a single occupied minority level at the HOMO level. Even in bulk magnetite,
as is shown in Figure 4.17, the same features between divalent and trivalent Fe atoms exist.
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Figure 4.17: The total and local density of states of the different Fe atoms in magnetite.
The numbering is consistent with Table 4.1. Fe2+ and Fe3+ have a similar LDOS to clus-
ters although the symmetry is very different.
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Figure 4.18: The total, integrated and local density of states of the Fe3O
+
4 (a), Fe4O
+
6
(b), Fe5O
+
7 (c) and Fe6O
+
8 (d) clusters.
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CHAPTER
Exchange interactions in transition metal
oxides: The role of oxygen spin polarization
Magnetism of transition metal (TM) oxides is usually described in terms of the
Heisenberg model, with orientation-independent interactions between the spins.
However, the applicability of such a model is not fully justified for TM oxides
because spin polarization of oxygen is usually ignored. Here, we perform a sys-
tematic comparison between two approaches for spin polarization on oxygen
in typical TM oxides. To this end, we calculate the exchange interactions in
NiO, MnO, and hematite (Fe2O3) for different magnetic configurations using
the magnetic force theorem. We consider the full spin Hamiltonian including
oxygen sites, and also derive an effective model where the spin polarization on
oxygen renormalizes the exchange interactions between TM sites. Surprisingly,
the exchange interactions in NiO depend on the magnetic state if spin polariza-
tion on oxygen is neglected, resulting in non-Heisenberg behavior. In contrast,
the inclusion of spin polarization in NiO makes the Heisenberg model more ap-
plicable. Just the opposite, MnO behaves as a Heisenberg magnet when oxygen
spin polarization is neglected, but shows strong non-Heisenberg effects when
spin polarization on oxygen is included. In hematite, both models result in
non-Heisenberg behavior. General applicability of the magnetic force theorem
as well as the Heisenberg model to TM oxides is discussed.
This Chapter is adapted from R. Logemann, A. N. Rudenko, M. I. Katsnelson,
and A. Kirilyuk ‘Exchange interactions in transition metal oxides: The role of
oxygen spin polarization’, Journal of Physics: Condensed Matter 29, 335801
(2017)
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5.1 Introduction
Transition metal (TM) oxides constitute an interesting class of materials with a wide variety
of physical phenomena such as superconductivity, colossal magnetoresistance, ferroelec-
tricity, metal-insulator transitions and molecular magnets [1–5]. Many of these phenomena
are closely related to their magnetic properties. Furthermore, macroscopic magnetic prop-
erties such as the magnetic order, Curie temperature or the magnon dispersion in these
materials, require understanding of the underlying microscopic interactions.
One of the most common and successful microscopic models for magnetism is the
Heisenberg model [6–8]. Its basic assumption is the localized nature of the magnetic
moments (spins). Determination of the model parameters, i.e., the interatomic exchange
interactions Jij and the magnetic moments si, was a very active topic in the last decades.
Several methods exist for mapping the full single-particle Hamiltonian obtained from first-
principles electronic structure calculations onto the Heisenberg model. One of the widely
used approaches is to consider several magnetic configurations and use the calculated
energies to approximate the interatomic exchange interactions. The disadvantage of this
method is that the Heisenberg model is a priori assumed, while the angular dependence of
the exchange interactions and magnetic moments cannot be determined. This method is
therefore insufficient to determine the applicability of the Heisenberg model in general. An
alternative approach is the so-called magnetic force theorem (MFT), where the exchange
interactions are considered in the limit of infinitesimal rotations of the spins and are then
calculated via the second variation of the total energy using a single magnetic state [9–
11]. The MFT proved to be a powerful method for studying magnetic interactions from
first principles [12–16]. The necessity of only a single magnetic state allows to study the
applicability of the Heisenberg model by determining the dependence of the exchange
interactions on the magnetic states.
The validity of the Heisenberg model has been tested before for a variety of systems.
In bulk metals, the applicability of the Heisenberg model has been studied for bcc Fe and
fcc Ni, and also for Mn impurities in both metals [17]. Whereas bcc Fe shows Heisen-
berg behavior at the ferromagnetic (FM) state, MnFe alloys and FM Ni exhibit strong
non-Heisenberg exchange mechanisms. Besides the bulk systems, also finite systems such
as the molecular magnets V15 [18] and Mn12 [19, 20] have been studied. For both V15
and Mn12, the exchange interactions between the antiferromagnetic (AFM)/ferrimagnetic
and FM configuration differ by no more than 20-30%, a typical accuracy of the calculated
Heisenberg model parameters in general. Furthermore, higher order exchange interactions
such as biquadratic and ring exchange have been shown to lead to non-Heisenberg behav-
ior in perovskite manganites [21]. In high Tc superconductors the ring and biquadratic
exchange contributions are also proposed to be crucial for the description of magnetism
[22, 23].
Surprisingly, in AFM TM oxides the non-Heisenberg effects have never been studied
systematically to our knowledge. Typically, only the equilibrium (AFM) ground state is
considered in the calculations of exchange interactions within the MFT approach. The
resulting exchange parameters are relevant, therefore, for truly Heisenberg magnets only
or in the limit of small deviations of spins, which corresponds to the regime of low-lying
excitations. At the same time, non-equilibrium magnetism, atomistic spin dynamics and
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excitations in finite systems such as surfaces or nanostructures, require one to go beyond
those limitations [18, 20, 24, 25]. For example, in Chapter 6 we will see that FeO clusters
exhibit strong non-Heisenberg behavior if the exchange interactions of different magnetic
configurations are compared. Therefore an understanding of possible non-Heisenberg
effects in bulk TM oxides as discussed in this Chapter is also useful to understand the
behavior in clusters.
In order to extract the exchange interactions from first-principles calculations, one
should first map the electronic Hamiltonian onto the Heisenberg model. This mapping
is by itself not uniquely defined. In the conventional picture, the Heisenberg model for
typical AFM TM oxides such as NiO, MnO and hematite (Fe2O3) involves TM sites only,
whereas the oxygen atoms mediate the magnetic interaction via super- or/and double
exchange mechanisms. However, from CrO2 and pyroxenes it is known that for the FM
state, spin polarization on oxygen occurs via p-d hybridization. This spin polarization
can drastically change the exchange interactions and stabilize FM exchange interactions
[26, 27]. A similar mechanism is responsible for the higher-order non-Heisenberg effects
observed in FeRh, being the result of the hybridization between Fe and Rh [28].
Summarizing, two basic options exist to construct the Heisenberg model for TM oxides.
The first one is based on the Anderson principle and assumes that oxygen and ligand effects
are a property of the TM, whereas induced spin polarization should be ignored [29]. In this
approach, only exchange interactions between the TM sites are considered, while oxygen
plays the role of a mediator of indirect (super- or double exchange) interactions. In the
second option, oxygen is also considered as a magnetic center provided it is sufficiently
polarized. As a result, additional exchange interactions between TM and oxygen sites may
come into play. In turn, the extended model that includes oxygen sites can be mapped onto
an effective model involving renormalized interactions between the TM sites.
In this Chapter, we compare the performance of both approaches for three prototype
TM oxides: NiO, MnO and hematite (Fe2O3). We calculate magnetic moments and ex-
change interactions starting from different magnetic configurations (FM and AFM) for
the three materials. We derive an effective model to consider spin polarization on oxygen
and show how the exchange interactions between TM sites are primarily affected. Finally,
we perform a general comparison between the two approaches. We find that explicit treat-
ment of oxygen spin polarization reduces the non-Heisenberg effects in NiO. That is, the
exchange interactions depend on the magnetic state considered. In contrast, the inclusion
of spin polarization in MnO makes the non-Heisenberg effects more pronounced. For
hematite, both approaches result in non-Heisenberg behavior.
The paper is organized as follows. In Section 5.2 the theoretical methods for the
calculation of the electronic structure and exchange interactions are presented. Section 5.3
contains the results for NiO, MnO, and Fe2O3. In Section 5.4, we discuss the results and
give a general comparison of the materials studied. Finally, the Chapter is concluded in
Section 5.5.
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5.2 Methods
In this Section, we first provide details on the electronic structure calculations using
density functional theory (DFT), and describe the mapping procedure (Section 5.2.1).
Next, we overview the MFT approach for the calculation of exchange interactions (Sec-
tion 5.2.2). We then present an alternative scheme based on the total energy calculations
(Section 5.2.3), and finally derive an effective Heisenberg model that captures the effects
of induced spin polarization (Section 5.2.4).
5.2.1 Electronic structure
To calculate the electronic structure using DFT, we use the Vienna ab initio simulation
package (VASP) [30], which implements the projector augmented wave (PAW) method [31,
32]. For NiO and MnO we used an undistorted fcc unit cell with the lattice constants 4.17 Å
and 4.44 Å, respectively. A Γ-centered 12 × 12 × 12 k-point grid and an energy cutoff
of 500 eV for the plane waves were used for both materials. To describe the exchange-
correlation effects, we use the rotationally invariant PBE+U functional as proposed by
Dudarev [33] for NiO and MnO. For NiO, we used the Hubbard parameters U = 6.3 eV
and J = 1 eV, consistent with previous works [33, 34]. For MnO, the calculations are
performed using U = 6.9 eV and J = 0.86 eV [35]. For hematite, we employ the
rotationally invariant PBE+U method as proposed by Liechtenstein [36] with U = 5 eV
and J = 1 eV, and use the crystallographic structure reported in Ref. [37], which we
geometrically optimized for the equilibrium magnetic configuration (AFM). A 9× 9× 9
grid of k-points and an energy cutoff of 400 eV has been used in the calculations.
To obtain a localized basis, we map our DFT Hamiltonian onto the basis of cubic
harmonics represented by Wannier functions (WF). To this end, the Wannier90 code is
employed [38]. We use five d orbitals for the TM atoms and three p orbitals for oxygen.
The resulting tight-binding Hamiltonian has the form,
Hσ =
∑
i
εσi n
σ
i +
∑
i 6=j
tσijc
σ†
i c
σ
j , (5.1)
where σ labels the spin projection, εσi is the energy of the i
th WF, and nσi is its occupation
number. tσij is the hopping parameter between the i
th and jth WF and cσ†i (c
σ
j ) is the cre-
ation (annihilation) operator of electrons localized on the ith (jth) WF. The local magnetic
moments Mi are calculated from the DFT density of states gσi (ε) projected onto the i
th
WF, as
Mi =
∫ EF
−∞
dε
[
g↑i (ε)− g↓i (ε)
]
, (5.2)
where EF is the Fermi energy.
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5.2.2 Magnetic force theorem
We consider the mapping onto the classical Heisenberg Hamiltonian in the limit of small
angles:
H = −
∑
i>j
2Jijsi · sj , (5.3)
where si (sj) is the unit vector in the direction of the magnetic moment on site i (j). Jij is
the corresponding exchange interaction between sites i and j.
In the MFT method, the exchange interactions can be calculated by considering the
second order variations in total energy with respect to small rotations of the magnetic
moments and can be written in the following form: [10]
Jij =
1
4pi
∫ EF
−∞
dε
∑
m,m′
m′′,m′′′
Im
[
∆mm
′
i G
m′m′′
ij↓ (ε)∆
m′′m′′′
j G
m′′′m
ji↑ (ε)
]
, (5.4)
where ∆mm
′
i =
∫
BZ
[Hmm
′
ii,↑ (k)−Hmm
′
ii,↓ (k)]dk is the exchange splitting and G
mm′
ij↓ (ε) is
the real-space Green’s function, that is calculated in reciprocal space by:
Gkσ(ε) = [ε−Hσ(k) + iη]−1 , (5.5)
where η = 1 meV is a smearing parameter andHσ(k) is the reciprocal Hamiltonian matrix
defined in orbital space whose elements are obtained from the DFT calculations. For the
calculations in reciprocal space, a 6× 6× 6 k-mesh has been used, which is sufficient to
obtain the converged values of Jij . The calculations of exchange integrals within the MFT
method are done with an in-house developed code [39].
To estimate the Néel temperature TN in hematite, we considered the mean field ap-
proximation and calculated TN in accordance with Ref. [40] as TN = max[diag(θij)],
where θij is the following matrix,
θij =
Jijsisj
3kB
, (5.6)
where kB is the Boltzmann constant.
5.2.3 Total energy calculations
In addition to the MFT, we also used the total energy approach to calculate the exchange
interactions. In this approach, we calculate the energies of multiple magnetic configura-
tions using DFT and fit them to the Heisenberg model. For NiO and MnO, we used three
magnetic states: (i) FM; (ii) AFI: AFM order in the [001] direction; and (iii) AFII: AFM
order in the [111] direction, being the magnetic ground state. The corresponding total
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energies can be expressed using Eq. (5.3) as follows,
EFM = E0 − 12J1 − 6J2
EAFI = E0 + 4J1 − 6J2 (5.7)
EAFII = E0 + 6J2.
where J1 and J2 can be identified using Figure 5.1 andE0 corresponds to the non-magnetic
part of the energy. Using these energies, the exchange interactions per TM-oxygen pair
can be calculated as
J1 =
1
16
(EAFI − EFM)
J2 =
1
48
(4EAFII − EFM − 3EAFI) .
(5.8)
J1 J1
J2
JTM-O
Figure 5.1: A 100 plane of the rock salt structure of NiO and MnO. The gray (green)
atoms indicate the TM sites with magnetic moments up (down) respectively. Oxygen is
shown in red. The exchange interactions are indicated by black arrows.
In hematite, we only consider five different magnetic configurations within the unit
cell: +−−+ (ground state),−−++, +−+−,−+ ++ and + + ++ where the plus and
minus indicate the spin directions of the four Fe atoms in the unit cell, ordered as shown
5.2 Methods 85
in Figure 5.2. The total energy can be expressed using Eq. (5.3) as follows:
E++++ = E0 − J1 − J3 − 3(J1′ + J3′ + J4′ + J4′′)
E+−−+ = E0 + J1 − J3 + 3(J1′ − J3′ + J4′ + J4′′)
E−−++ = E0 − J1 + J3 − 3(J1′ − J3′ − J4′ − J4′′) (5.9)
E+−+− = E0 + J1 + J3 + 3(J1′ + J3′ − J4′ − J4′′)
E−+++ = E0 + J1 − J3 + 3(J1′ − J3′ − J4′ − J4′′),
where J1, J3, J1′ , J3′ , J4′ and J4′′ can be identified using Figure 5.2. Note, we do not
J4’
J3’
J1’
J4’
J1
4
3
2
1
Figure 5.2: Fe atoms within a single unit cell of hematite (central line with numbers 1−4),
where gray (green) indicates magnetic moments up (down), respectively. The exchange
interactions of Fe2 with other Fe atoms are also shown where the single (double) apos-
trophe indicates the (next) nearest neighbor unit cell and the number the corresponding
Fe atom in the unit cell.
distinguish between the exchange interactions in different unit cells, and we only resolve
the following interactions:
JTE1 = J1 + 3J1′ ,
JTE3 = J3 + 3J3′ , (5.10)
JTE4 = J4′ + J4′′ .
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In principle, next nearest neighbor interactions could also be taken into account. However,
this requires an enlargement of the unit cell, which would lead to at least 35 different AFM
configurations with eight degrees of freedom. Within the single unit cell, we have four
degrees of freedom (E0, JTE1 , J
TE
3 and J
TE
4 ) and five equations. Therefore, we calculate the
average and standard deviation for the exchange interactions for all possible combinations.
5.2.4 Effective exchange interactions
In the presence of spin polarization on oxygen, also TM-O exchange interactions occur. If
no O-O interactions are present, the O sites follow the magnetic field created by the TM
atoms and we can calculate the corresponding effective exchange interactions. Let us start
with the following Heisenberg Hamiltonian:
H = −
∑
ij
Jij~ei · ~ej − 2
∑
ik
J ′ik~ei · ~e′k, (5.11)
where i and j label TM sites and k labels O sites, respectively. All TM-O interactions are
indicated with J ′. If we assume no O-O exchange interactions, the magnetic moment of
the O sites just follows the local magnetic field created by the surrounding TM atoms (~hk):
~e′k ‖ ~hk = 2
∑
j
J ′kj~ej . (5.12)
If we now use the identity δ~e = δ~h/|h|, we get:
δ~e′k =
2
∑
j J
′
kjδ~ej
2|∑l J ′kl| , (5.13)
which can be written as the effective exchange interaction between the TM sites i and j:
J effij = Jij +
2
∑
k J
′
ikJ
′
kj
|∑l J ′il| . (5.14)
In the rock salt structure, Eq. (5.14) results in the following effective exchange interactions:
J eff1 = J1 +
2
3
JTM-O
J eff2 = J2 +
1
3
JTM-O
(5.15)
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In hematite, the effective exchange interactions are given by:
J eff1′ = J1′ +
2J2Fe-O1
3(JFe-O1 + JFe-O2)
,
J eff4′/4′′ = J4′/4′′ +
2JFe-O1JFe-O2
3(JFe-O1 + JFe-O2)
,
J eff1 = J1 +
6J2Fe-O2
3(JFe-O1 + JFe-O2)
,
J eff3′ = J3′ +
4J2Fe-O2
3(JFe-O1 + JFe-O2)
,
(5.16)
where JFe-O1 and JFe-O2 correspond to the two exchange interactions between Fe and O.
5.3 Results
5.3.1 NiO
The magnetic ground state of NiO is formed by AFM ordering along the [111] crystal-
lographic axis. Using Eq. (5.2), we calculate the magnetic moments in the AFM ground
state and in the FM configuration for both the Ni and O sites. The Ni magnetic moments
are 1.63 µB and 1.69 µB in the AFM and FM configuration, respectively. Whereas the Ni
magnetic moments are independent on the magnetic state, the O sites show a pronounced
dependence with 0.00 µB and 0.30 µB for the AFM and FM states, respectively. The cal-
culated magnetic moments of the Ni sites agree very well with previous calculations using
the local self- interaction correction (LSIC) [41]: 1.68 µB and LDA+DMFT [42]: 1.85 µB.,
The experimental magnetic moment of Ni is larger: 1.90 µB, but it comprises both spin
and orbital contributions to the magnetization [43].
MFT Tot. En.
AFM FM
J1 0.1 0.0 1.1
J2 −9.8 −14.7 −11.9
JNi-O 0.0 5.3
J eff1 0.1 3.5
J eff2 −9.8 −12.9
Table 5.1: Exchange interactions (in meV) in NiO calculated for the AFM and FM mag-
netic states with the MFT using Eq. (5.4) and total energy (Tot. En.) using Eq. (5.8)
methods. The effective exchange interactions are calculated using Eq. (5.15).
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Table 5.1 shows the exchange interactions for both the FM and AFM configurations
calculated using the MFT as defined in Eq. (5.4). In principle the nearest neighbor interac-
tion J1 can be spin orientation dependent as is indicated with J
↑↓
1 and J
↑↑
1 in Figure 5.1.
However for NiO, J↑↓1 and J
↑↑
1 are equal and J1 ≡ J↑↓1 = J↑↑1 is used in Table 5.1. In
the AFM configuration, J1 is weak and prefers FM alignment (0.1 meV), whereas J2 is
two orders of magnitude larger and is of the opposite sign (−9.8 meV). This strong AFM
interaction is due to the overlap between the 3z2 − r2 orbitals on Ni and an intermedi-
ate pz orbital on O [44]. This is consistent with the Goodenough-Kanamori rules, which
predict a small but FM interaction for the Ni-O-Ni bonds forming an angle of 90◦ (J1)
and stronger AFM interactions between the linear 180◦ Ni-O-Ni bonding (J2) [1]. The
absence of JNi−O in the AFM configuration results from the lack of magnetic moment on
the oxygen site.
In the FM configuration, when spin polarization on oxygen is neglected, J1 reduces to
0.0 meV and J2 = −14.7 meV favors AFM ordering, even stronger compared to the AFM
case. Therefore, even starting from the FM configuration, we obtain that AFM ordering
is energetically favorable. If the spin polarization on oxygen is taken into account, the
absence of JNi-O interactions in the AFM case result in no renormalization of the Ni-
Ni interactions. However, in the FM case, a non-negligible Ni-O interaction (JNi-O =
5.3 meV) is obtained. Mapping this Ni-O exchange interaction onto an effective Ni-Ni
model using Eq. (5.15), we determine the effective exchange interactions between the Ni
sites, shown in Table 5.1. J eff2 = −12.9 meV remains the dominant exchange interaction
and favors AFM alignment of spins, whereas J eff1 = 3.5 meV becomes larger in magnitude
compared to the AFM case.
If we approximate the exchange interactions by the total energy method using the ener-
gies of the AFI, AFII and FM configurations, the exchange interactions can be determined
as J1 = 1.1 meV and J2 = −11.9 meV. Comparing the MFT results and those of the
total energy method, we find the total energy exchange interactions are in-between the
interactions obtained for the different configurations using the MFT.
NiO and MnO are well known for the strongly correlated nature of the 3d electrons
in these materials. The simple rock-salt structure along with the inability of regular DFT
functionals to correctly describe these materials, make NiO and MnO typical benchmark
systems to test methods for the calculation of exchange interactions in strongly correlated
systems. Beyond the DFT methods such as LDA+U [34, 44, 45], hybrid functionals
[46, 47], the self-interaction correction [41, 48], GW approximation [49] and dynamical
mean-field theory [42, 50] have been used successfully to improve the correspondence
between calculations and experiments in these materials.
Table 5.2 shows exchange interactions obtained for the AFM ground state by other
works for NiO [34, 41, 42, 44, 46, 51, 52]. It is well established that regular LDA is in-
sufficient to calculate exchange interactions in NiO [34, 42, 46, 47]. In contrast, LSIC
overestimates the electron localization, leading to a slight underestimation of the exchange
interactions. In Ref. [46] a comprehensive study on the effect of Fock exchange on the
NiO parameters is performed and the best overall agreement is found for 35% Fock ex-
change. In Ref. [34], the PBE+U functional (U = 6.3 eV) is used to calculate the ex-
change interactions with the total energy method. In Ref. [44] the PBE+U functional is
also used but with a larger U = 8 eV and the MFT method to calculate the exchange
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Method J1 J2
Exp.[51, 52] -0.69, 0.69 -8.66, -9.51
PBE+U [34] 0.87 −9.54
PBE+U [44] 0.20 −9.45
Fock35[46] 0.95 −9.35
LSIC[41] 0.15 −6.92
LSDA+DMFT[42] −0.04 −6.53
Table 5.2: Exchange interactions (in meV) for NiO determined from experiment (Exp)
and other calculation schemes.
interactions. Despite the differences in methods and U values, all PBE+U results lead
to similar interaction strengths of J2 in NiO and are close to the experimentally deter-
mined values of −8.66 and −9.51 meV. Surprisingly, dynamical electron correlations
using LSDA+DMFT lead only to small corrections in the exchange interactions compared
to LSDA+U (J1 = −0.03 meV and J2 = −6.8 meV) for NiO and static local correlations
capture most of the essential modifications [42].
Among the different methods, the J1 interaction shows a spread of 0.7 meV. However,
from the experimental point of view, the magnitude and even sign of J1 remain uncertain
[51–53]. Overall, our results for J1 and J2 for the AFM configuration are very close to
the experimental values and other works mentioned in Table 5.2. The effective interac-
tions for the FM configuration and the total energy interactions deviate more due to the
consideration of different magnetic configurations.
5.3.2 MnO
Like NiO, MnO crystallizes in the rock salt structure and has an AFM ordering along the
[111] direction. In the AFM ground state, the magnetic moment of the Mn sites amounts to
4.69 µB and no spin polarization on the O atom is observed. In the FM state, the magnetic
moments are 4.72 and 0.28 µB for Mn and O, respectively. The experimental magnetic
moment of Mn in MnO is slightly lower: 4.54 µB [54]. The calculated magnetic moments
for Mn are close to other methods: 4.63 µB (LSIC) and 4.52 µB (PBE0) [35, 41].
Table 5.3 shows the calculated exchange interactions for MnO. In the AFM ground
state, we observe two different J1 exchange interactions: between parallel spins in the
same fcc plane J↑↑1 = −2.6 meV and between antiparallel spins in neighboring fcc planes
J↑↓1 = −3.1 meV. For visual aid J↑↑1 and J↑↓1 are also indicated in Figure 5.1. Next
nearest neighbor exchange, J2 = −2.6 meV is of the same order as J↑↑1 and J↑↓1 . The
difference between J↑↑1 and J
↑↓
1 has been observed before in both calculations [35, 45] and
experiments [55] and has been attributed to the distorted trigonal structure. In our method,
however, the difference between J↑↑1 and J
↑↓
1 is not the result of a geometric distortion
(we used an undistorted structure), but is purely an electronic effect. Resolving the orbital
contributions of the exchange interactions for the AFM configuration, we obtain that J↑↑1
consists of only t2g − t2g interactions, whereas in J↑↓1 two contributions are present:
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MFT Tot. En.
Atom AFM FM
J↑↑1 −2.6 −2.8 −2.8
J↑↓1 −3.1 −3.0
J2 −2.6 −3.0 −1.4
JMn-O 0.0 3.9
J eff1 (↑↑) −2.6 −0.2
J eff1 (↑↓) −3.1 −0.4
J eff2 −2.6 −1.7
Table 5.3: Calculated exchange interactions (in meV) in MnO for the AFM and FM
magnetic state using the MFT Eq. (5.4) and total energy methods Eq. (5.8). The effective
exchange interactions are calculated using (5.15).
−2.8 meV being the result of t2g − t2g interactions, and −0.4 meV, which is due to
eg − eg interactions. On the contrary, in J2, eg − eg interactions constitute the majority of
the interaction (−2.1 meV) and only a small contribution (−0.4 meV) is due to t2g − t2g .
In the FM configuration, both J↑↑1 and J2 turn out to be slightly larger, corresponding
to −2.8 and −3.0 meV, respectively. As expected, the additional interaction JMn-O =
3.9 meV is also found. J↑↑1 and J
↑↓
1 consist predominantly of t2g − t2g interactions,
amounting to−3.0 and−2.8 meV, respectively. Both J↑↑1 and J↑↓1 contain also small eg−
eg (−0.1 meV) and t2g− eg (0.1 meV) contributions. The majority of the J2 interaction is
formed by eg − eg (−2.8 meV) interactions and a small fraction of t2g − t2g (−0.2 meV).
The JMn-O interaction is comprised of 1.7 and 2.3 meV contributions, corresponding to
t2g − p and eg − p, respectively.
If oxygen spin polarization is taken into account, the positive JMn-O interaction reduces
the effective exchange interactions as defined by Eq. (5.15) to J eff1 (↑↑) = −0.2 meV,
J eff1 (↑↓) = −0.4 meV, and J eff2 = −1.7 meV. Therefore, spin polarization on oxygen
leads to considerable changes in the effective Mn-Mn exchange interactions. The effect
is most pronounced (∼2.5 eV) for the nearest neighbor interactions J eff1 (↑↑) and J eff1 (↑↓),
which are reduced by an order of magnitude. For J eff2 , a change of 53% is observed.
Exp [55] PBE+U [35] PBE0 [35] LSIC [41] LDA+U [45]
J1 −2.2 −3.1 −0.9 −2.9
J↑↑1 −2.01 −2.1 −2.9 −2.6
J↑↓1 −2.65 −2.3 −3.5 −3.1
J2 −2.79 −1.2 −3.7 −2.0 −3.0
Table 5.4: Exchange interactions (in meV) for MnO determined from experiment (Exp)
and other calculation schemes.
Table 5.4 shows the experimental results and that of various calculation methods for
MnO. If we compare our AFM results to the experimentally fitted values, J2 is very similar.
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However, the magnitude of both J↑↑1 and J
↑↓
1 is slightly overestimated by∼0.5 meV in our
calculations. Note that PBE+U using the total energy method gives the wrong order of J1
and J2, both in our calculations and in Ref. [35]. PBE0 using the total energy method gives
the correct order, but overestimates the strength both for J1 and J2. In contrast, the LSIC
calculations in Ref. [41] underestimate both exchange interactions. LDA+U using spin
spiral calculations give similar results for J1, but our results underestimate J2, whereas
LSIC leads to a small overestimation. In Ref. [56] the influence of spin polarization on
oxygen in the AFM configuration is studied, similar to our results no significant JMn−O
is observed due to the very small spin polarization on oxygen in the AFM configuration.
5.3.3 Fe2O3
Hematite crystallizes into a trigonal crystal structure. At T < 250 K the magnetic moments
of Fe atoms align along the trigonal axis, forming an AFM ordering (see Figure 5.2). We
calculate the magnetic moment in this AFM configuration to be 4.09 µB for Fe and observe
no spin polarization on O. When we consider the FM configuration, the magnetic moments
of Fe increase to 4.20 µB and a spin polarization of 0.53 µB is observed on the O sites.
The magnetic moments of 4.09 µB (AFM) and 4.20 µB (FM) are in excellent agreement
with previous works for both the AFM state (4.1 µB) [57, 58] and the FM state (4.2 µB)
[57]. The experimental magnetic moments are slightly larger: 4.6–4.9 µB , [59, 60] which
can, again, be explained by the orbital contribution.
AFM FM ni di (Å)
J1′ −13.9 −18.8 3 3.41
J4′&J4′′ −9.8 −14.5 6 3.73
J1 −3.5 −3.0 1 2.89
J3′ −3.2 −4.2 3 2.98
JFe−O1 0.0 20.9 3 1.97
JFe−O2 0.0 13.6 3 2.12
Table 5.5: Exchange parameters (in meV) in hematite using the MFT method Eq. (5.4)
for the AFM and FM magnetic configurations as defined in Figure 5.2. ni and di are the
coordination number and interatomic distance for a given interaction Ji, respectively.
In hematite, five relevant Fe-Fe exchange interactions between Fe sites are present
and can be identified using Figure 5.2. The Fe atoms in the unit cell on the vertical axis
are denoted by numbers 1–4. The exchange interactions between atom 2 and other Fe
atoms are shown in Figure 5.2, where a single (double) apostrophe indicates the (next)
nearest neighbor unit cell, and the number corresponds to the specific Fe atom in the unit
cell forming a pair with atom 2. Table 5.5 shows the exchange interactions in hematite
calculated for both the AFM and FM configurations. In the AFM case, the largest exchange
interaction J1′ = −13.9 meV corresponds to the interatomic distance d1 = 3.41 Å. The
second largest exchange interaction corresponds to the interaction between atom 2 and
atom 4 in the nearest (J4′) and next nearest (J4′′) unit cell and it amounts to −9.8 meV.
Interaction between atom 2 and atom 1, J1 = −3.5 meV happens to be the only relevant
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exchange interaction within the unit cell. Indeed, J3 is very small due to the large (∼4.1 Å)
interatomic distance d3 between atoms 2 and 3. In contrast, the interaction with atom 3
from the adjacent cell is larger with J3′ = −3.2 meV. In the AFM configuration no spin
polarization on oxygen is present and, therefore, JFe−O1 and JFe−O2 are absent.
In the FM configuration, J1′ = −18.8 meV favors even stronger AFM coupling than in
the AFM case. The same is true for J4′ and J4′′ with −14.5 meV compared to −9.8 meV
in the AFM case. Smaller interactions J1 and J3′ are only slightly different, yielding
−3.0 meV and −4.2 meV, respectively. In the presence of spin polarization on oxygen,
two different Fe-O exchange interactions: 20.9 and 13.6 meV are obtained, corresponding
to the interatomic distances 1.97 and 2.12 Å, respectively. It is worth noting that these
exchange interactions between Fe and O are much stronger compared to NiO and MnO.
The corresponding effective exchange interactions are determined using Eq. (5.16) and
shown in Table 5.6. For J eff1′ , J
eff
4′ , and J
eff
4′′ , the relative change between AFM and FM
configurations is 34%, 9% and 9%, respectively. On the contrary, for J eff1 and J
eff
3′ , the
opposite sign and large difference (−144% and −146%) is obtained.
AFM FM Difference (%)
J eff1′ −13.9 −10.4 34
J eff4′ &J
eff
4′′ −9.8 −9.0 9
J eff1 −3.5 7.8 −144
J eff3′ −3.1 6.8 −146
Table 5.6: Effective exchange parameters (in meV) in hematite calculated using
Eq. (5.16) for the AFM and FM magnetic configurations, and their relative difference
(= AFM−FM
FM
).
Experimental exchange interactions derived from inelastic neutron scattering [61]
and previously calculated exchange interactions using LDA+U [58] are summarized in
Table 5.7. Whereas the exchange interactions in Ref. [58] are larger than the experimental
fitted values, our results for the AFM configuration are slightly lower. For the four principal
exchange interactions: J1′ , J4′ , J4′′ , and J1 our results are closer to the experimentally
derived values. Our estimation of the Néel temperature TN = 878 K calculated in the
mean field approximation [see Eq. (5.6)] is in excellent agreement with experiments (947–
969 K). The underestimation of the calculated Néel temperature by 9% indicates too low
Exp [61] LDA+U [58]
J1′ −17.1 −25.2
J4′&J4′′ −12.6 −17.5
J1 3.1 −8.6
J3 −1.1 0.1
J3′ 0.52 7.3
Table 5.7: Experimentally determined [61] and previously calculated [58] exchange in-
teractions using LDA+U for hematite (in meV).
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exchange interactions, whereas the mean field approximation usually overestimates the
Néel temperature. The Néel temperature obtained in Ref. [58] is overestimated, which is
supposedly attributed to a different approach used in Ref. [58] for the calculation of both
exchange integrals and the Néel temperature.
Finally, we also calculated the exchange interactions in hematite using the total energy
method as defined by Eq. (5.10). For simplicity, we only consider different magnetic
configurations within the unit cell, as described in Section 5.2 C with energies given by
Eq. (5.9). Table 5.8 shows the corresponding exchange interactions. One can see that the
correspondence between the total energy and MFT for the FM configuration is better than
that with the MFT for the AFM configuration. This is due to the significant number of
the ferrimagnetic and FM states considered in the total energy approach. The dependence
on the magnetic states can also be seen in the extremely large standard deviation in the
exchange interactions obtained.
Tot. En. MFT AFM MFT FM
JTE1 −29.1± 65.9 −45.2 −23.4
JTE3 20.6± 65.9 −9.3 20.4
JTE4 −17.1± 22.0 −19.6 −18.0
Table 5.8: The exchange interactions (in meV) calculated by the total energy method,
as defined in Eq. (5.10). For comparison, the results of MFT are also shown.
5.4 Discussion
The effect of oxygen spin polarization on magnetic states has been previously studied in
the case of pyroxenes and LiCu2O2, where the magnetic moment on oxygen contributes to
the stabilization of the FM configuration. In the AFM configuration, both spin up and down
would hop from the O-p level to the TM atoms, whereas in the FM case, only spin down
can hop. As a result, the Hund’s rule coupling on oxygen will gain more energy in the
FM configuration [26, 62]. To estimate this effect in NiO and MnO, we approximated the
intra-atomic exchange interaction of the oxygen atom JHp through the shift of the oxygen
2p band centers for spin up C↑ and spin down C↓, which can be obtained from the DFT
calculation. The resulting intra-atomic exchange reads: JHp = (C↑ − C↓)/MO, where
MO is the spin polarization on oxygen [26]. The corresponding energy EO = −IM2O/4
is found to be 39 and 10 meV in NiO and MnO, respectively. The total energy exchange
interactions without the Hund’s rule coupling on oxygen become J1 = −1.3 meV, J2 =
−12.7 meV for NiO and J1 = −3.5 meV, J2 = −1.4 meV for MnO if we subtract EO
from the energy of the FM configuration. The influence of Hund’s rule coupling on the
oxygen atoms on the exchange interactions is, therefore, not essential.
In NiO and MnO, the spin polarization on oxygen is similar (0.3 µB). Although the
larger magnetic moment of Mn leads to somewhat stronger oxygen spin polarization,
the increase in the lattice distance for MnO cancels the net result. In hematite the spin
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polarization is larger, mO = 0.5 µB, due to the large magnetic moment on Fe and the
smaller Fe-O distances (1.97–2.12 Å) compared to MnO.
Within the effective Heisenberg model derived in this Chapter, which involves the
renormalization of TM-TM exchange interactions in the presence of oxygen spin polariza-
tion, we observe an increase in the sensitivity of secondary (small in magnitude) exchange
interactions on the magnetic state. These findings are in agreement with the recent results
on CrO2, where the largest exchange interaction only differs by 11%, and the smaller
exchange interactions are more sensitive to the magnetic state considered [27]. In NiO
and MnO, the smallest relevant exchange parameter J eff1 shows the largest dependence on
the magnetic state, which can be explained as follows. First, the J eff1 interaction between
TM sites involves two intermediate O atoms, increasing the net effect of spin polarization,
whereas for J eff2 only one O atom is involved [see Eq. (5.15)]. Second, the effect of oxygen
spin polarization [JTM-O in Eq. (5.15)] is independent of the original interaction (J1 or J2),
which for NiO results in a considerably stronger effect since |J eff1 |  |J eff2 |.
MnO and NiO are often considered as textbook examples for the realization of the
superexchange spin coupling mechanism, as their magnetic moments are well localized
and their crystal structure allows for easy application of the Goodenough-Kanamori rules.
Based on the results presented in Section 5.3, we can conclude that in NiO, the presence
of oxygen spin polarization results in effective exchange interactions, which are more suit-
able for the Heisenberg model. Indeed, the largest exchange interaction J2 changes from
the AFM to FM configuration by 50% and 32% without and with spin polarization, respec-
tively. In MnO, the opposite situation occurs. The exchange interactions obtained ignoring
spin polarization on oxygen make the corresponding Heisenberg model more applicable
in the sense that different magnetic configurations (AFM or FM) can be considered with
a single set of parameters. The largest difference between the two sets of parameters is
observed for the J2 interaction, and it reaches 15%. In the presence of spin polarization in
MnO, J eff1 (↑↑) and J eff1 (↑↓) almost vanish in the FM configuration, contributing as −0.2
and −0.4 meV, respectively. In this case, J eff2 changes by 53% between the AFM and FM
configuration.
In hematite, both methods result in essentially non-Heisenberg behavior. If spin po-
larization on oxygen is neglected, J1′ , J4′ and J4′′ change by 35%, 48% and 48%, re-
spectively. If oxygen spin polarization is taken into account, changes in J eff1′ , J
eff
4′ , and
J eff4′′ are smaller: 34%, 9%, and 9%, respectively. For J
eff
1 , and J
eff
3′ , the difference between
the AFM and FM situations is more significant and even results in a different sign of the
exchange interaction. This also explains the large spread in the results obtained using the
total energy method.
In general, no universal trend in applicability of the Heisenberg model between the two
different approaches can be observed. The practical choice between the methods should
mainly depend on the (i) assumptions made during the mapping procedure, e.g., regarding
the relevance of magnetic states causing spin-polarization of a ligand; and (ii) on the final
application purpose of the Hamiltonian, including relevant energy range, temperatures,
and phenomena to be described. For example, if the fraction of magnetic states in the final
application with ligand spin polarization is low, spin polarization can naturally be ignored.
In contrast, for systems with ligand spin polarization in the ground state, the fraction of
relevant magnetic states with spin polarization is much higher and spin polarization might
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play a considerable role in the magnetic properties.
The observed findings are especially useful for comparison with nanostructures such
as for example atomic clusters, where the ground state often involves significant spin
polarization of oxygen and the observed spin polarization is also significantly enhanced
compared to bulk TM oxides (Chapters 4&6). Furthermore, the proposed approaches can
also be used to test the validity of the Heisenberg model used in atomistic spin dynamics
simulations, where spin polarization on exchange-mediated ligands is often neglected.
5.5 Conclusions
In this Chapter, we studied the role of oxygen spin polarization in the magnetic properties
of typical AFM TM oxides, and assessed the applicability of the Heisenberg model to those
materials. Specifically, we calculated the magnetic moments and exchange interactions
in different magnetic configurations for NiO, MnO, and hematite using the MFT. We
considered both the conventional picture, where spin polarization on oxygen is ignored,
and derived a model, where oxygen is effectively included in the exchange interactions
between metal sites. We found that small exchange interactions and interactions between
TM sites with multiple bridging O atoms are most sensitive to the spin polarization of
oxygen, which appears if an FM configuration of magnetic moments is considered.
For NiO, we found that the dominant next nearest neighbor exchange interaction J2
increases considerably in the FM configuration with respect to the AFM ground state when
spin polarization is ignored. This difference is reduced if spin polarization on oxygen is
included. In contrast, the absence of oxygen spin polarization in MnO results in exchange
interactions compatible with the Heisenberg model. If spin polarization on oxygen in MnO
is included, a significant reduction of the exchange interactions obtained in the FM con-
figuration compared to the AFM case is observed, which worsens the applicability of the
Heisenberg model. In hematite, both methods result in non-Heisenberg behavior of mag-
netic moments. Particularly, exchange interactions show strong orientation dependence
and they change significantly between different magnetic configurations, independently of
the presence of spin polarization of oxygen. Our findings show no universal trend in the
applicability of the Heisenberg model with respect to the ligand spin polarization in TM
oxides. They suggest, however, that the practical choice of a more suitable approach for the
exchange interactions should be governed by the particular application of the Heisenberg
model, or should be considered in conjunction with a beyond-Heisenberg spin model.
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CHAPTER
Non-Heisenberg covalent magnetism in iron
oxide clusters
The sensitivity of material properties to the atomic and nanoscale morphology
is most clearly demonstrated in small gas-phase clusters. In particular, mag-
netism serves as an extremely sensitive probe of the smallest modifications of
atomic environment. This Chapter demonstrates the drastic changes in both the
exchange mechanism and the atomic moments in iron oxide clusters as com-
pared to the bulk. In particular, the exchange is essentially non-Heisenberg,
with very large atomic magnetic moments on oxygen sites. Such behavior is
attributed to covalent magnetism as the hybridization between Fe 3d and O
2p orbitals for clusters is strongly enhanced compared to bulk hematite, and
becomes magnetic state dependent.
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Atomic clusters, with a typical size of 2-20 atoms, are well known for their extraordi-
nary behavior of physical properties as function of size. For example in magnetism, Rh
clusters are magnetic in contrast to non-magnetic bulk Rh [1, 2]. In contrast to param-
agnetic bulk phases of Mn, manganese clusters show non-zero magnetic moments with
clear oscillations as function of size [3]. In addition, the magnetic moments of Fe, Co, Ni
clusters are enhanced compared to the bulk [4–7]. However, not only the magnetic mo-
ments vary as function of size. In Tb clusters, the exchange interaction strength drastically
increases compared to that of the bulk and shows irregular oscillations as function of the
interatomic distances [8].
In magnetism, the Heisenberg exchange model is the most used one to describe the
behavior of magnetic systems. Its basic assumptions, namely localized magnetic moment
with fixed magnitude and interaction strengths which are independent on the magnetic
configuration considered, appear strongly restrictive. Nevertheless, the Heisenberg model
is successfully used for a wide range of physical bulk systems such spin wave excitations
in metals [9] and the description of magnetic interactions in transition metal oxides [10–
14]. Moreover, also for finite systems such as molecular magnets [15, 16], atomic chains
[17, 18] or clusters on a surface [19] the Heisenberg model has been used successfully.
In this Chapter, we study the mechanisms of exchange interaction, in particular the
applicability of the Heisenberg model in iron oxide clusters. Determination of their struc-
tures in Chapter 4 form a solid basis for this study. We show that the exchange interactions
in clusters drastically depend on the magnetic configuration considered, resulting in strong
non-Heisenberg behavior. In particular, for the clusters Fe3O
+
4 and Fe5O
+
7 , we exclude
the double exchange mechanism and attribute the non-Heisenberg effects to covalent mag-
netism and unusually strong oxygen spin polarization that unlike in bulk oxides, is also
present in the ground state.
In transition metal oxides, direct overlap between the 3d orbitals is often negligible and
indirect exchange mechanisms like superexchange and double exchange are responsible
for the magnetic interactions. Superexchange, based on the (virtual) hopping via O p
orbitals between two sites with equal valence, can be expressed as an effective exchange
interaction in the Heisenberg model [20]. In contrast, double exchange, involving two
states with different valence, is often associated with non-Heisenberg behavior [21, 22].
We first solve the electronic structure at the Density Functional Theory (DFT) level
using the hybrid B3LYP exchange-correlation functional [23].1 For the DFT calculations
we used the Vienna ab initio simulation package (VASP) [24] using the projector augmented
wave (PAW) method [25, 26]. A single k-point (Γ) and an energy cutoff of 400 eV has
been used in the calculations. Previously, the geometric structures of FexO
+/0
y clusters
were studied combining DFT with a genetic algorithm and the cation clusters were verified
using infrared multiphoton dissociation spectroscopy [27].
To obtain a localized basis, we map our DFT Hamiltonian onto the basis of cubic
harmonics represented by Wannier functions (WF). To this end, the wannier90 code is
employed [28]. We use five d orbitals for the TM atoms and three p orbitals for oxygen.
1We also checked LDA+U and obtained similar results.
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The resulting tight-binding Hamiltonian has the form,
Hσ =
∑
i
εσi n
σ
i +
∑
i6=j
tσijc
σ†
i c
σ
j , (6.1)
where σ labels spin up and down, εσi is the energy of the ith WF and n
σ
i its occupation
number. tσij is the hopping parameter between the ith and jth WF and c
σ†
i (c
σ
j ) the creation
(annihilation) operator of electrons localized on the ith (jth) WF. The local magnetic
moment (Mi) can be obtained from the density of states (DOS) gσi (ε) projected onto the
ith WF:
Mi =
∫ EF
−∞
dε
[
g↑i (ε)− g↓i (ε)
]
. (6.2)
Table 6.1 shows the magnetic moments for the clusters Fe3O
+
4 and Fe5O
+
7 for the
ferrimagnetic (FiM) and ferromagnetic (FM) configurations. Note that for all studied
clusters except neutral Fe3O4 the FiM configuration represents the lowest energy state.
The magnetic moments according to Eq. (5.2) of all other considered cluster sizes can be
found in the supplementary material. In general, FexO
0/+
y clusters contain both divalent
and trivalent Fe atoms [27]. However, for Fe3O
+
4 and Fe5O
+
7 all Fe are trivalent and have
a magnetic moment in the range of 3.8 to 4.0 µB .
Table 6.1: Magnetic moments of the clusters Fe3O
+
4 and Fe5O
+
7 for both the FiM and
FM configurations in µB , calculated by Eq. (6.2) in their magnetic ground state geometry.
Fe3O
+
4 Fe5O
+
7
Atom FiM FM FiM FM
Fe1 −3.84 3.89 3.84 3.93
Fe2 3.87 3.90 3.85 3.97
Fe3 3.87 3.90 3.87 3.97
Fe4 −3.81 3.93
Fe5 −3.78 3.97
O1 0.85 0.86 0.01 0.75
O2 −0.01 0.86 0.17 0.76
O3 −0.01 0.86 0.03 0.82
O4 0.28 0.75 0.74 0.77
O5 −0.16 0.76
O6 0.08 0.77
O7 0.16 0.58
Whereas the size of the Fe moments is independent between the FiM and FM con-
figurations, the O atoms show unusually strong spin polarization. This spin polarization
is determined by the magnetic orientation of the surrounding Fe atoms. In Fe3O
+
4 , the
atoms O2 and O3 are non-magnetic in the FiM configuration due to the opposite magnetic
moments of the two Fe nearest neighbors. In the FM configuration O2 and O3 are strongly
spin polarized (M=0.86 µB). Note that O1 is already strongly spin polarized in the FiM
ground state configuration. This appearance of spin polarization in the magnetic ground
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state results from the ferromagnetic alignment between its nearest neighbors Fe2 and Fe3.
O4 is special with its location above the center and is bonded to all Fe atoms, resulting in
partial spin polarization.
In the FiM ground state of Fe5O
+
7 , O4 has parallel alignment with its nearest neighbors
and is therefore strongly spin polarized with 0.74 µB . In contrast, for the FM configuration
all O in Fe5O
+
7 are strongly spin polarized between 0.6 and 0.8 µB . Although the spin
polarization in FM Fe5O
+
7 is still strong, on average the spin polarization is reduced with
0.1 µB compared to FM Fe3O
+
4 .
For comparison, the magnetic moments in bulk hematite using the same method are
4.09 and 4.20 µB for Fe in the AFM and FM configuration respectively (see Chapter 5).
Thus in clusters the Fe moments are 0.2 µB lower compared to hematite. In the ground
state of hematite, spin polarization of the oxygen sites is negligible (≤ 0.6 · 10−3 µB).
In contrast, here we observe magnetic moments of more than 0.8 µB . Even in the fully
saturated FM configuration in hematite the oxygen magnetic moment is twice smaller
compared to the one in the ground state of Fe3O
+
4 and Fe5O
+
7 clusters.
To calculate the magnetic interactions, we consider the mapping onto the classical
Heisenberg Hamiltonian:
H = −
∑
i>j
2Jijsi · sj , (6.3)
where si (sj) is the unit vector in the direction of the magnetic moment on site i (j). Jij is
the corresponding exchange interaction between site i and j.
In principle, exchange interactions can be calculated by consideration of multiple mag-
netic configurations and mapping of the corresponding energy differences onto Eq. (5.3).
For (Fe2O3)n (n=1-5) such mapping has been achieved and predominantly strong AFM
exchange interactions were obtained [29]. However, this method a-priori assumes the
Heisenberg model and is unsuitable to determine any spin-spin angle dependence of the
exchange interactions in the system and therefore the applicability of the Heisenberg
model in general. Using the magnetic force theorem (MFT) the exchange interactions
can be calculated via the second order variations in total energy with respect to infinite
small rotations of the magnetic moments for a given magnetic configuration [30]. Multiple
magnetic configurations can be used and the applicability of the Heisenberg model can
be tested. The MFT based on Wannier orbitals has been successfully used on a variety of
systems [13, 31–35]. In the MFT method, the exchange interactions can be written in the
following form [30]:
Jij =
1
4pi
∫ EF
−∞
dε
∑
m,m′
m′′,m′′′
Im
[
∆mm
′
i G
m′m′′
ij↓ (ε)∆
m′′m′′′
j G
m′′′m
ji↑ (ε)
]
, (6.4)
where ∆mm
′
i =
∫
BZ
[Hmm
′
ii,↑ (k)−Hmm
′
ii,↓ (k)]dk is the exchange splitting and G
mm′
ij↓ (ε) is
the real-space Green’s function, that is calculated in reciprocal space by:
Gσk(ε) = [ε−Hσ(k) + iη]−1 , (6.5)
where we used η = 0.001 eV and Hσ(k) is the reciprocal Hamiltonian whose elements
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are obtained from the DFT calculations. The exchange integral calculations are done with
an in-house developed code [36].
The mapping of the electronic Hamiltonian onto the Heisenberg model is not uniquely
defined due to the strong spin polarization on oxygen and two options exist to construct
the Heisenberg model as discussed in Chapter 5. In the first model, based on the Anderson
principle only exchange interactions between the Fe sites are considered, whereas oxygen
atoms only mediate the magnetic interactions via superexchange and/or double exchange.
In the second model, oxygen is also considered to be a magnetic center provided it is
sufficiently spin polarized. Consequently, additional exchange interactions between Fe
and O occur. These Fe-O exchange interactions can be mapped onto an effective model
with only Fe-Fe exchange interactions. Both models were systematically evaluated and
compared for prototype bulk transition metal (TM) oxides such as NiO, MnO and hematite
(Chapter 5). Because in clusters oxygen spin polarization already occurs in the magnetic
ground state, we have to include the Fe-O interactions and spin polarization effects into
the magnetic Hamiltonian.
Figure 6.1 shows the absolute value of the average exchange interactions in clusters
for both neutral and cation FexOy clusters as function of size for both the FiM and FM
configuration. The error bars indicate the standard deviation around the average value.
All average Fe-Fe exchange interactions are negative and favor AFM alignment, whereas
all Fe-O interactions are positive. The difference in average Fe-Fe exchange interactions
between the FM and FiM configurations decreases as a function of cluster size, for both
neutrals and cations.
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Figure 6.1: The absolute value of the average exchange interactions as a function of
cluster size (x,y) for the neutral and cation FexO
+/0
y clusters. All average Fe-Fe interac-
tions are negative, all average Fe-O are positive.
Figure 6.1 clearly shows that FexO
+/0
y clusters show significant non-Heisenberg be-
havior, in particular due to the large magnetic moment on the O atoms and the strong
dependence on the magnetic configuration considered for the Fe-O interactions.
To understand the origin of the non-Heisenberg behavior in clusters, we highlight the
Fe3O
+
4 and Fe5O
+
7 clusters. The individual exchange interactions of Fe3O
+
4 are shown
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Table 6.2: Exchange interactions of Fe3O
+
4 for the FiM and FM configurations. J and
J′ are Fe-Fe and Fe-O exchange interactions respectively. JeffFe1−Fe2 and J
eff
Fe2−Fe3 are
the exchange interactions in the effective Fe model. All exchange interactions can be
identified using Figure 6.2.
FiM (meV) FM (meV)
JFe1−Fe2 −42.3 −24.6
JFe2−Fe3 −20.6 −22.1
J′Fe2−O1 70.1 72.3
J′Fe3−O4 23.8 48.2
J′Fe1−O4 4.9 46.1
J′Fe1−O2 4.0 74.8
J′Fe2−O3 −2.6 73.1
JeffFe1−Fe2 −40.6 54.1
JeffFe2−Fe3 99.8 55.7
Fe3 Fe2
Fe1
O1
O4
O2 O3
Fe5
Fe4
Fe1
Fe2
Fe3
Figure 6.2: The geometric structure of the Fe3O
+
4 (left) and Fe5O
+
7 (right) clusters.
Orange and green indicate Fe atoms with magnetic moments up and down respectively.
Red corresponds to O.
in Table 6.2 and can be identified using Figure 6.2 where J and J′ correspond to Fe-Fe
and Fe-O exchange interactions respectively. The individual exchange interactions of the
other cluster sizes can be found in the supplementary material. Note that no O-O exchange
interactions are present within the calculated clusters. Therefore as shown in Chapter 5,
we map the Fe-O exchange interactions onto an effective model with only Fe-Fe exchange
interactions using:
J effij = Jij +
∑
k J
′
ikJ
′
kj
|∑l J ′li| +
∑
k J
′
ikJ
′
kj
|∑l J ′lj | , (6.6)
where i and j (k and l) label Fe (O) sites, respectively. J ′ik is the Fe-O exchange interaction
between Fe site i and O site k. Note that Eq. (6.6) contains three terms in comparison to
Eq. (5.14) as J ′li and J
′
lj are not necessarily equal in clusters.
As is shown in Table 6.2, the effective exchange interactions heavily depend on the
local magnetic configuration. In the FiM configuration, the effective exchange interac-
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tions differ by a factor of two and have an opposite sign despite the fact that their local
geometric structure is very similar. In the FM configuration JeffFe1−Fe2 and J
eff
Fe2−Fe3 are
very similar with 54.1 and 55.7 meV respectively. Yet the individual differences with the
FiM configuration are profound. Whereas JeffFe1−Fe2 has an opposite sign, J
eff
Fe2−Fe3 is re-
duced by 56% between the FiM and FM configurations. Therefore, Fe3O
+
4 exhibits strong
non-Heisenberg behavior.
Table 6.3: Effective exchange interactions of Fe5O
+
7 for the FiM and FM configurations.
All exchange interactions can be identified using Figure 6.2.
FiM (meV) FM (meV)
JeffFe1−Fe3 −7.4 −6.5
JeffFe1−Fe4 −39.7 38.2
JeffFe1−Fe5 −25.7 9.0
JeffFe2−Fe3 71.4 17.2
JeffFe2−Fe4 −40.4 9.5
JeffFe2−Fe5 −56.9 10.7
JeffFe3−Fe4 −19.0 −6.6
JeffFe3−Fe5 −62.1 13.0
Also larger cluster sizes show strong non-Heisenberg behavior as can be seen for
Fe5O
+
7 in Table 6.3. All effective exchange interactions in the AFM ground state except
JeffFe2−Fe3 favor AFM ordering. J
eff
Fe2−Fe3 = 71.4 meV corresponds to the single FM bond in
the FiM ground state. In contrast to the exchange interactions in the FiM configuration, in
the FM configuration the six largest exchange interactions favor FM order. Furthermore,
Jeff4 is reduced by 76% to 17.2 meV in the FM configuration compared to the FiM configu-
ration. A similar reduction in strength between the FiM and FM interactions is observed
for Jeff3 , J
eff
5 , J
eff
6 and J
eff
8 , which not only have an opposite sign but also are reduced by 65%,
76%, 81% and 79% respectively.
Figure 6.3 shows the individual and average effective exchange interactions for neutral
and cation FexO
+
y clusters as function of cluster size for both the FiM and FM config-
urations. Note that the difference between exchange interactions in the FM clusters is
significantly reduced compared to the FiM configuration. This can be understood since all
the oxygen atoms are similarly spin polarized in the FM configuration and every exchange
interaction experiences approximately the same contribution due to spin polarization. Fur-
thermore, note that on average the exchange interactions for the FiM configuration favor
antiferromagnetic (AFM) alignment more compared to the FM exchange interactions.
Compared to bulk hematite, in clusters the exchange interactions are increased by an order
of magnitude.
In bulk TM oxides super- and double exchange mediate the indirect exchange interac-
tions as direct TM-TM overlap is negligible. In the considered Fe3O
+
4 and Fe5O
+
7 clusters
only trivalent Fe atoms are present as can be seen from Table 6.1. Double exchange, often
associated to strong non-Heisenberg behavior, requires different valence states between
atoms and can therefore be excluded leaving superexchange as the dominant exchange
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Figure 6.3: The average (lines) and individual (small dots) effective exchange interac-
tions for the neutral and cation FexOy clusters as function of size (x,y).
mechanism. In superexchange, virtual hopping between the Fe 3d and O 2p levels is re-
sponsible for the magnetic order. Usually the energy involved is assumed to be small and
considered a perturbation to the ionic picture [20]. In some cases however, such as cuprates,
the covalency plays a more fundamental role, where the strong 3d-2p hybridization of Cu
and O states results in unusually strong AFM exchange interactions [37–39]. In Heusler
alloys, covalent magnetism is responsible for the observed non-Heisenberg behavior [40].
In clusters, hybridization effects play an important role even in determining their morphol-
ogy [41, 42]. We therefore calculate the hybridization index Hdp, which determines the
overlap in DOS between the Fe-d and O-p orbitals:
Hdp =
1
NeNb
Ne∑
i=1
∑
j∈Fe,
k∈O
S
(
wid,j , w
i
p,k
)
, (6.7)
where Ne and Nb are the number of bonds and number of electrons respectively, j and k
label the Fe and O sites, S is the overlap function and wil,j is the sum of the projections of
the ith Kohn-Sham orbital on the spherical harmonics (Y jl,m(r)) at site j:
wil,j =
∑
m
∫
|Yl,m(rj)φi(r)|2dr. (6.8)
The integration is performed within an atomic sphere with a radius of 1.32 Å and 0.82 Å for
Fe and O respectively.
Figure 6.4 shows Hdp as a function of cluster size for both the neutral and cation clus-
ters. The purple dashed lines indicate the hybridization for AFM and FM hematite. Note
that for clusters Hdp is twice as large compared to bulk hematite, and the hybridization
difference between the FiM and FM configuration is more pronounced. Furthermore, the
difference in hybridization between the FiM and FM configuration is significantly larger
for smaller cluster sizes, as can be seen from the top graph of Figure 6.4.
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Figure 6.4: The hybridization function (Hdp) as function of cluster size for neutral and
cation clusters and hematite. In the top the absolute difference between FM and FiM is
shown.
In covalent magnetism, molecular orbitals (MO) between atoms are considered as the
source of magnetic order. As the occupation of a MO is inversely proportional to the
energy difference of the MO and the atomic level, a shift in spectral weight occurs [43, 44].
This is shown schematically in Figure 6.5(a), where the length of the arrows indicates
the contribution of spectral weight to that MO. Note that as the atomic O level is below
the atomic Fe level, a ferromagnetic spin polarization on oxygen occurs. The MO’s in
Figure 6.5(a) match very well with the the projected DOS of the FM Fe3O
+
4 cluster shown
in Figure 6.5(b), in full support of this picture.
As the hopping parameters tσij depend on the orbital overlap, the hybridization. There-
fore the difference in hybridization can explain the observed changes in exchange inter-
actions. We therefore attribute the strong non-Heisenberg behavior in these clusters to
covalent magnetism, in particular to the change of hybridization between the Fe 3d and O
2p levels and oxygen spin polarization between different magnetic configurations.
In conclusion, we have shown that the magnetic moments of O in FexO
0/+
y clusters
show unusually strong spin polarization depending on the magnetic configuration of the
cluster compared to magnetite, where only moderate spin polarization in the FM configu-
ration is observed. The exchange interactions in clusters show non-Heisenberg behavior
and depend strongly on the magnetic configuration considered. The non-Heisenberg be-
havior is attributed to covalent magnetism since the hybridization between Fe 3d and O 2p
orbitals for clusters is stronger than in hematite and depends on the magnetic configuration.
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O
Fe
Fe d
O  p
EHOMO
E
DOS
b)a)
Figure 6.5: A schematic MO diagram (a) between two non-degenerate Fe and two spin
degenerate O atomic orbitals. The arrows indicate the contribution of spectral weight
to the hybridized MO. As the atomic O level is lower in energy than that of Fe, spin
polarization on oxygen occurs. The projected DOS of the FM Fe3O
+
4 cluster (b) where
green corresponds to O p and black to Fe d.
6.1 Appendix
In this appendix we show the atomic magnetic moments calculated using WF for the
FeO clusters in Table 6.4, both for the FiM and FM configuration. The structures and
numbers used can be identified in Figure 6.6. The effective exchange interactions for the
FeO clusters which are not reported in the main text are shown in Table 6.5. Tables 6.6
and 6.7 contain all bare exchange interactions of the FeO clusters.
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Figure 6.6: The geometric structure of the FexOy clusters and their atom numbers to
identify the magnetic moments and exchange interactions. Orange and green indicate
Fe atoms with magnetic moments up and down respectively. Red corresponds to O.
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Table 6.4: Atomic and total (Mtot) magnetic moments of the clusters Fe3O4, Fe4O5,
Fe4O
+
5 , Fe4O6, Fe4O
+
6 and Fe5O7 for both the magnetic AFM/FiM and FM configura-
tions in µB , calculated by Eq. (6.2) in their magnetic ground state geometry found in
Chapter 4. The structures and atom numbers are shown in Figure 6.6.
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Table 6.5: The effective exchange interactions of FexOy clusters calculated using
Eq. (6.6) and the bare exchange interactions according to Table 6.6 and Table 6.7.
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Table 6.6: The bare exchange interactions of the Fe3O4 and Fe4O
0/+
5 clusters.
Fe3O4 Fe4O5 Fe4O+5
Mtot 4 µB 14 µB 0 µB 18 µB 1 µB 19 µB
JFe1−Fe2 −27.4 −33.3 −7.6 −13.3 −36.7 −22.4
JFe1−Fe3 −27.0 −30.9 −29.0 −24.7 −11.5 −10.5
JFe1−Fe4 −17.2 −15.0 −34.7 −31.2
JFe1−Fe5
JFe2−Fe3 15.7 −29.6 −17.3 −15.0 −36.7 −22.4
JFe2−Fe4 −7.0 −6.8 2.1 −0.1
JFe2−Fe5
JFe3−Fe4 −7.6 −13.3 −34.7 −31.3
JFe3−Fe5
JFe4−Fe5
J′Fe1−O1 0.0 −0.2 −0.4 −1.2 −0.1 −0.7
J′Fe1−O2 14.3 48.1 −1.4 38.9 13.6 37.1
J′Fe1−O3 13.2 47.6 18.8 58.1 24.7 75.8
J′Fe1−O4 −3.7 37.2 51.2 58.2 4.0 58.2
J′Fe1−O5 −0.9 −1.2 −0.1 −1.8
J′Fe1−O6
J′Fe1−O7
J′Fe2−O1 52.8 47.6 7.9 31.5 9.4 72.8
J′Fe2−O2 −0.7 −0.3 −1.8 9.9 1.9 39.3
J′Fe2−O3 6.6 46.8 −0.5 −0.7 −0.1 −0.2
J′Fe2−O4 11.3 36.6 26.6 28.7 9.4 72.7
J′Fe2−O5 1.1 −0.7 −0.1 −0.2
J′Fe2−O6
J′Fe2−O7
J′Fe3−O1 51.4 46.0 18.8 58.0 4.0 58.2
J′Fe3−O2 7.0 45.8 1.4 38.9 13.6 37.1
J′Fe3−O3 −0.7 −0.3 −0.4 −1.2 −0.1 −1.8
J′Fe3−O4 11.0 35.5 −0.9 −1.2 −0.1 −0.7
J′Fe3−O5 51.2 58.3 24.7 75.9
J′Fe3−O6
J′Fe3−O7
J′Fe4−O1 −0.5 −0.7 0.0 −0.4
J′Fe4−O2 1.9 10.0 −1.2 −1.0
J′Fe4−O3 8.0 31.5 6.7 31.6
J′Fe4−O4 1.1 −0.7 0.0 −0.4
J′Fe4−O5 26.7 28.8 6.7 31.6
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Table 6.7: The bare exchange interactions of the Fe4O
0/+
6 and Fe5O
0/+
7 clusters.
Fe4O6 Fe4O+6 Fe5O7 Fe5O
+
7
0 µB 20 µB 1 µB 19 µB 4 µB 24 µB 5 µB 25 µB
JFe1−Fe2 −22.7 −26.9 −42.2 −36.1 1.3 −0.7 0.6 −0.7
JFe1−Fe3 −39.1 −34.3 −8.8 −20.8 1.3 −0.7 −10.7 −14.2
JFe1−Fe4 −41.7 −34.4 −51.6 −46.2 −25.7 −22.1 −44.2 −27.2
JFe1−Fe5 −25.7 −22.1 −38.1 −31.7
JFe2−Fe3 −36.4 −34.3 −36.2 −20.9 −20.1 −25.4 −23.4 −29.3
JFe2−Fe4 −38.9 −34.4 −32.6 −46.2 −35.1 −32.1 −39.4 −32.3
JFe2−Fe5 −35.1 −31.5 −39.7 −35.9
JFe3−Fe4 −22.5 −27.0 −25.7 −6.3 −35.1 −31.5 −15.1 −15.3
JFe3−Fe5 −35.1 −32.1 −43.5 −37.1
JFe4−Fe5 0.9 1.2 0.2 −0.7
J′Fe1−O1 48.4 54.9 2.1 64.2 0.0 −0.5 0.0 −0.7
J′Fe1−O2 0.1 0.3 −0.6 0.0 5.9 37.5 13.2 74.8
J′Fe1−O3 0.5 58.4 27.3 31.6 5.9 37.5 3.4 69.9
J′Fe1−O4 1.2 58.4 0.0 66.0 0.0 −0.1 −0.3 −0.6
J′Fe1−O5 0.1 0.3 −2.6 −0.4 0.0 −0.5 −0.1 −0.4
J′Fe1−O6 −1.6 0.3 −0.7 0.2 0.0 −0.5 −0.1 −1.0
J′Fe1−O7 0.0 −0.5 9.6 30.7
J′Fe2−O1 51.6 55.0 −1.1 64.2 2.7 58.7 2.0 63.3
J′Fe2−O2 0.5 58.4 2.4 31.7 −0.2 −0.5 −0.2 −0.4
J′Fe2−O3 −0.1 0.3 −0.9 0.0 −0.2 −0.4 0.0 −0.5
J′Fe2−O4 0.1 0.3 −0.6 −0.4 49.5 56.3 49.3 56.5
J′Fe2−O5 1.9 58.4 59.7 65.9 2.7 58.0 5.0 49.8
J′Fe2−O6 −1.4 0.3 −0.7 0.2 0.0 −0.5 −0.2 −0.4
J′Fe2−O7 0.0 −0.4 0.0 −0.7
J′Fe3−O1 −1.5 0.2 −0.1 −0.4 0.0 −0.4 −0.2 −0.2
J′Fe3−O2 0.0 58.4 15.8 43.2 −0.2 −0.4 0.0 −0.9
J′Fe3−O3 1.4 58.4 33.7 43.1 −0.2 −0.5 0.0 −0.9
J′Fe3−O4 −0.1 0.3 0.6 0.1 49.5 56.3 62.3 71.7
J′Fe3−O5 −0.1 0.3 −2.9 0.1 0.0 −0.5 −0.1 −0.8
J′Fe3−O6 51.9 55.0 21.4 38.9 2.7 58.0 6.5 73.9
J′Fe3−O7 2.7 58.7 8.7 29.3
J′Fe4−O1 −1.6 0.2 0.2 −0.8 0.0 −0.4 −0.1 −0.7
J′Fe4−O2 −0.1 0.2 −0.2 0.1 0.0 −0.7 −0.1 −0.3
J′Fe4−O3 0.1 0.2 −0.7 0.1 12.2 55.4 1.5 66.4
J′Fe4−O4 −0.5 58.4 4.5 70.5 −2.1 −0.5 −1.4 −1.0
J′Fe4−O5 1.1 58.4 61.5 70.5 0.5 54.7 11.7 74.4
J′Fe4−O6 48.9 55.0 1.3 23.1 0.0 −0.5 −0.1 −0.7
J′Fe4−O7 0.5 54.9 4.4 33.9
J′Fe5−O1 0.5 54.9 0.6 63.4
J′Fe5−O2 12.2 55.4 5.3 48.7
J′Fe5−O3 0.0 −0.7 −0.1 −0.5
J′Fe5−O4 −2.1 −0.5 −1.9 −0.4
J′Fe5−O5 0.0 −0.5 −0.1 −0.5
J′Fe5−O6 0.5 54.7 3.2 59.4
J′Fe5−O7 0.0 −0.4 −0.8 −0.8
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CHAPTER
Metal carbide clusters
This Chapter is based on combined theoretical and experimental works on NbC
and TaC clusters, where in this Chapter the emphasis is on the theory work
on these clusters. We combine IR-UV two-color ionization spectroscopy with
ab-initio calculations to determine both the geometric and electronic structure
of NbC and TaC clusters. The structural evolution of NbC clusters is tracked
as function of composition and bulk fcc precursors are observed for Nb5Cy
(y=[4:5]) and Nb6Cy (y=[4:7]). In addition to the geometric structure, the elec-
tronic structure of Nb3C2 is indirectly experimentally verified by modeling the
features in the UV-photon-ionization curve using calculated Kohn-Sham levels
and redistribution of vibrational energy to the electronic system. In contrast,
for Ta5C3 we show that the lowest electronic excitation can also be observed
directly. The electronic nature of the transition is confirmed experimentally
by isotopic substitution, as well as time-dependent density functional theory
(TD-DFT) calculations. Therefore, we show that experimental results as well
as the geometric and electronic structure of metal carbide clusters can be well
understood by DFT and TD-DFT calculations.
This Chapter is adapted from:
– V. Chernyy, R. Logemann, J. M. Bakker, and A. Kirilyuk ‘The repopula-
tion of electronic states upon vibrational excitation of niobium carbide
clusters’, J. Chem. Phys. 145, 024313 (2016)
– V. Chernyy, R. Logemann, J. M. Bakker, and A. Kirilyuk ‘Determination
of the geometric structure of neutral niobium carbide clusters via infrared
spectroscopy’, J. Chem. Phys. 145, 164305 (2016)
– V. Chernyy, R. Logemann, A. Kirilyuk, and J. M. Bakker ‘Direct IR
spectroscopic detection of a low-lying electronic state in a metal carbide
cluster’, submitted
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7.1 Introduction
The non-monotonous behavior of physical properties as function of size make atomic
clusters ideal candidates for a model system of bulk materials, as their physical properties
can be controlled using size selection. For example, NbC and TaC are superconductors in
the bulk phase, indicating strong electron-phonon interactions may play a crucial role in
these metal carbide materials. Furthermore, TM carbide clusters are easily created with
high signal to noise ratios within cluster experiments. Therefore, TM carbide clusters
are a proper candidate to in the end also study the interactions between electronic and
vibrational excitations time resolved. In bulk materials band formation typically occurs for
the electronic and vibrational states. In contrast, for clusters the electronic and vibrational
excitations occur between discrete levels. This discrete nature of both vibrational and
electronic excitations in clusters, makes them very suitable to study the electron-phonon
interaction in the small size limit. For example, as will be shown in this Chapter, energy is
redistributed between the vibrational and electronic subsystems if an excitation in either
of them is excited.
The geometric structure of metal carbide clusters has been studied before, using a
variety of experimental methods. The neutral and cation Nb3C2 cluster has been inves-
tigated using Zero Electron Kinetic Energy (ZEKE) spectroscopy, where the geometric
structure for both cluster species has been established [1]. Furthermore, photoionization
experiments have been performed for small NbC clusters where the experimental Ioniza-
tion Energies (IE) have been compared to calculated energy differences between neutral
and cation cluster isomers [2, 3]. Provided the IE is sufficiently different between isomers,
the comparison can be used to confirm the geometries of the clusters involved. In addition,
IR resonance enhanced multiple-photon ionization (IR-REMPI) spectroscopy has been
used to study the dominant vibrational excitations in a wide range of NbC and TaC clusters
[4]. Whereas IR-REMPI can identify the strongest vibrational bands within a cluster, it
requires a large number of IR photons to reach the ionization threshold. This leads to con-
siderable broadening of the bands. As we will see for the Nb6Cy cluster sizes, individual
vibrational modes are required to successfully identify the geometric cluster structure. For
the Ta5C3 cluster, experimental IE are compared to calculated IE using DFT to identify
the cluster structure [5].
In addition, the interactions between the electronic and vibrational subsystems for clus-
ters have been studied in a number of works [6–12]. Typically, an electronic excitation is
created and subsequent relaxation and corresponding relaxation time via energy exchange
with the nuclear subsystem is measured. The reverse process can also be done, exciting the
vibrational system in the electronic ground state. Next, the energy transfer to the electronic
excited states may result in ionization of the neutral cluster and yields information on
the vibrational cluster properties [4]. Furthermore, recently it was shown that for neutral
Con clusters the redistribution over low-lying electronic states can also be probed by UV
photoionization after exciting a vibrational resonance with IR light [13].
In this Chapter we determine the geometric and electronic structure of NbC and TaC
clusters. We determine the cluster geometries using DFT calculations and IR-UV two-
color ionization spectroscopy. The structural evolution of NbC clusters is reported as
function of composition and several bulk fcc precursors are reported. For Nb3C2 the UV-
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photon-ionization curve is explained using a model based on the calculated electronic
structure. For Ta5C3 we show that the lowest electronic excitation can be directly observed
experimentally and is very well described by time-dependent DFT (TD-DFT) calculations.
7.2 Experimental details
While this thesis is purely theoretical, some experimental details are essential here in order
to be able to treat the comparison with experiments in the right manner. The experiments
are performed in collaboration with the Free Electron Laser for Infrared eXperiments
(FELIX) facility. The clusters were experimentally synthesized and studied using IR-UV
two-color ionization spectroscopy [13–15] in the gas phase. Room temperature clusters
were created using a laser ablation source, where a Nb/Ta rod is ablated in the presence of
a He and methane gas mixture (99:1). Whereas the methane provides the carbon atoms, the
He gas cools down the ablated metal plasma to enable cluster formation. The molecular
cluster beam then interacts with infrared light from the FELIX facility [16] to resonantly
excite possible vibrational and/or electronic excitations. Next, the cluster bundle is irradi-
ated with UV light with the photon energy below the ionization potential such that only IR
excited clusters gain sufficient energy to ionize. The gain in ionized cluster yield is then
measured and presented using:
GIR(ω) =
IIR+UV(ω)− IUV(ω)
IUV(ω)
, (7.1)
where IIR+UV(ω) and IUV(ω) are the number of ions detected with and without IR radiation
at IR frequency ω, respectively. Note that the presented spectra are IR power corrected.
In addition to varying the IR frequency ω, also the reverse experiment can be performed
where ω is fixed and the UV frequency ν is varied. For this case the gain function is
presented as:
GUV(ν) =
IIR+UV(ν)− IUV(ν)
IUV(ν) + I0
, (7.2)
where I0 corresponds to the mean value of the five shortest wavelength data points to
prevent divergences inGUV(ν). Note that to prevent multi-photon effects, a low UV photon
energy of 15 µJ is used. For details concerning the experimental setup see Refs. [17, 18]
and references therein.
Compared to the IR-MPD method used for FexO
+
y clusters in Chapter 4, the advantage
of IR-UV two-color ionization spectroscopy is that no additional messenger is attached to
the cluster. Therefore the vibrational spectrum only contains cluster vibrations, whereas
with IR-MPD the vibration spectrum of the cluster-messenger complex is measured, com-
plicating the comparison with theoretical predicted isomers. Similar to IR-UV, for IR-
REMPI also no messenger is required. However, compared to IR-REMPI experiments,
IR-UV spectroscopy needs significantly less photons to reach the ionization potential of
a cluster. Therefore, vibrational bands close together can still be resolved using IR-UV,
whereas IR-REMPI often suffers from significant peak broadening.
122 Metal carbide clusters
7.3 Computational details
All regular DFT calculations were carried out using the Vienna ab-initio simulation pack-
age (VASP) [19]. We employed the projector augmented wave (PAW) method [20, 21] in
combination with the Perdew, Burke, and Ernzerhof (PBE) functional [22]. For all cluster
sizes, we performed a search for the lowest-energy structures employing a genetic algo-
rithm (GA) [23] in combination with DFT. The details of this method can be found in
Chapter 4. In addition, we also considered conformations previously reported in litera-
ture. Often the GA yielded the same results as published previously, but for some cluster
sizes new geometry candidates were found. In addition to the GA, for the large cluster
sizes Nb6C5 and Nb6C7, we also geometrically optimized all possible structures which
can be created from the 19 bridge and capping positions of carbon on the Nb6(B) structure
reported in Ref. [24].
We use recommended PAWs with an energy cutoff of 400.0 eV. All forces were min-
imized below 103 eV/Å. In order to eliminate inter-cluster interactions, clusters were
placed in a periodic box as large as 12 Å for Nb3C2 and Nb3C3, for all larger NbC cluster
sizes a box of 14 Å was used. The Ta4C3 and Ta5C3 calculations were performed in 20 Å
box. For the calculations, a single k-point (Γ) is used. Presenting calculated structures we
show C atoms in gray, Nb in green and Ta in blue. Bonds between the atoms are used to
highlight possible building blocks in a cluster. Atomic coordinates and the frequencies
of the vibrational modes for each isomer can be found in the supplementary material of
Refs. [17, 18].
To investigate the electronic excitations in Ta5C3, we calculated the lowest twenty
excitations using TD-DFT calculations with the Amsterdam Density Functional program
suite (ADF2016) [25, 26]. Here, we employed the PBE functional with a QZ4P basis and
the zeroth order regular approximation to account for the relativistic effects. Note that for
this purpose the isomers were reoptimized within the ADF code. No frozen core was used
in any of the ADF calculations.
To facilitate the comparison of the experimental and calculated results, the experimen-
tal IR spectra are shown with black dots and a three-point adjacent average. The calculated
vibrational frequencies (red sticks) are convoluted with a 15 cm1 FWHM Gaussian line
shape function (blue). All presented calculated frequencies are unscaled and all energy
differences between isomers contain zero point vibrational energies (ZPVE).
In Chapter 4 the Pendry’s reliability factor is used for a quantitative comparison be-
tween the calculated en experimental vibrational spectra. However, the Pendry’s reliability
factor is strongly dependent on experimental noise and values close to zero. Therefore in
Chapter 4 the experimental spectrum is fitted with multiple Lorentzian peaks to obtain
a smooth non-zero experimental reference curve. As the experimental NbC vibrational
spectra in this Chapter are either not resolved into individual modes or contain quasi-
continuous features the Pendry’s reliability factor would heavily depend on the fitting used
and is therefore omitted.
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7.4 NbxCy clusters
In this section we will consider the geometric structure of NbC clusters. Note that for only
the most representative cases of the cluster sizes reported in Refs. [17, 18] the vibrational
spectra are discussed. For the Nb3C2 cluster, in addition to the geometric structure, also
the electronic structure of the cluster is discussed.
7.4.1 Nb3C2
Figure 7.1(b-d) shows the three Nb3C2 isomers with lowest energies. The structures (3,2)A
and (3,2)B were previously reported [1]. Isomer (3,2)A consists of a distorted trigonal
bipyramid shape and is lowest in energy. The Nb-Nb distances are 2.46, 2.49 and 2.59 Å.
The two capping C atoms have Nb-C bond distances of 2.03, 2.04 and 2.05 Å. Structure
(3,2)A has Cs point group symmetry due to a Jahn-Teller distortion. The reflection plane
within structure 3A coincides with the Nb3 plane. Structure (3,2)B has a C2v symmetry
point group and is 0.15 eV higher in energy compared to structure (3,2)A. It has a square
pyramidal shape with a Nb2C2 base and Nb-Nb bond distances of 2.41 and 2.45 Å. The
Nb-C distances are 1.96 and 2.33 Å for the base and base-top respectively. Structure (3,2)C
is 0.21 eV higher in energy compared to (3,2)A and consists of a trigonal pyramid with the
IR
 a
bs
or
pt
io
n 
in
te
ns
ity
 (k
m
/m
ol
)
+0.21 eV
(3,2)Cd)
0
10
+0.15 eV
(3,2)Bc)
0
50
0 eV
(3,2)Ab)
0
20
a)
4
3
2
1
G
ai
n
Wavenumber (cm-1)
300 400 500 600 700 800 900
50x
Figure 7.1: (a) The experimental IR spectrum of Nb3C2. The red line is the three-point
adjacent average of the experimental data. (b-d) The calculated vibrational spectra for
Nb3C2. Red sticks indicate individual vibration modes. In addition, a convoluted Gaus-
sian line shape with a FWHM of 15 cm−1 is shown to guide the eye.
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two C atoms at the same side of the Nb3 base. The Nb-Nb distances are 2.43 and 2.45 Å,
the C-C distance is 1.37 Å and Nb-C distances are between 2.16 and 2.00 Å.
In Figure 7.1(a) four dominant experimental vibrational modes can be resolved at
505, 565, 680 and 780 cm−1 indicated with 1-4. Whereas every calculated spectrum has
mode(s) around 680 cm−1, none of the calculated spectra matches completely with the
four experimental observed peaks. Structure (3,2)B lacks modes in the 400-650 cm−1
range and structure (3,2)C cannot explain the experimental band at 780 cm−1. Of the
three isomers, structure (3,2)A provides the best match with the experimental spectrum,
although the calculated splitting for the modes at 540 cm−1 is underestimated with only
2 cm−1 instead of the experimental observed splitting of 60 cm−1. In addition, the relative
calculated IR absorption intensities differ from the experimental observations. Below we
will show that based on UV photoionization experiments and the calculated density of
states, contributions from structures (3,2)B and (3,2)C can be excluded. Note that the
identification of structure (3,2)A is consistent with previous works [1].
Electronic structure
In addition to varying the IR frequency ω with a fixed UV photon energy, also the re-
versed experiment is performed. With a fixed IR frequency of ω = 675 cm−1, a common
vibrational band in NbxCy clusters, the UV photon energy ν was varied. Figure 7.2(a)
shows the measured ion yield with and without prior IR excitation. Note that the photon
energy axis (x) is reversed, hence the photon energy decreases from left to right. Without
prior IR excitation, the ion yield increases gradually from 5.0 eV to a plateau at 5.2 eV.
This gradual increase is observed before in photoionization spectra of NbC clusters and
is attributed to changes in geometry during ionization and the thermal population of rovi-
brational states [27, 28]. In the presence of IR excitations, the ion yield increases already
at 4.6 eV and an extra plateau between 4.6 and 5.0 eV is formed. The corresponding gain
function (Eq. (7.2)) is shown in Figure 7.2(b) with a black line. This gain of photoioniza-
tion can be explained by a model based on the electronic cluster structure obtained from
DFT calculations and a Fermi-Dirac distribution to account for the population among the
electronic states [13].
We assume the transitions between electronic levels can be modeled by a transition
band, consisting of a Gaussian line shape convoluted with the electronic excitation band
at energy Ei. The maximum of this excitation band corresponds to the highest probability
for the electronic excitation to occur. This transition band maximum is blue shifted by δ
to account for the deviation between the electronic energy Ei and the maximum Franck-
Condon factor, which typically occurs at an energy higher than Ei. The basics of the
model are shown in Figure 7.2(c), where the electronic levels are shown in black, and the
transition bands in blue respectively. The EHOMO is adjusted such that it corresponds to
the experimental adiabatic IE of 5.04 eV. Note that this is in good agreement with the
calculated adiabatic IE of 5.09 eV for structure (3,2)A. Next, the increase in ion yield is
calculated by numerical integration of the transition bands for each populated electronic
level using:
I(E, T ) ∝
∑
i=1
F (Ei, T ) · erf(σ(E − Ei − δ)), (7.3)
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Figure 7.2: (a) Experimental UV photon-ionization spectra for Nb3C2 without (black)
and with (red) prior IR irradiation. (b) Experimental IR induced gain (black) and model
fit using the electronic repopulation model (blue). (c) The calculated density of states for
(3,2)A ( black sticks), the Fermi-Dirac distribution function (1087 K, red dashed line) and
the fitted transition bands (blue).
with
erf(x) =
1
pi
∫ x
−∞
e−t
2
dt, (7.4)
where F (Ei, T ) is the Fermi-Dirac distribution function for energy Ei and electronic
temperature T and σ corresponds to the Gaussian width of the transition band, given by
[29]:
σ2 =
M∑
i=1
(~ωi)2 · a
2
2
· coth
(
~ωi
2kT
)
, (7.5)
where ωi correspond to the calculated vibrational frequencies, M is the number of vibra-
tional degrees of freedom and a is a coupling parameter used to characterize the nuclear
coordinate displacements between the ionic and ground states. In addition, a is taken to
the same for all vibrational modes of the cluster. Therefore the width σ only depends on
the temperature T . a and T are determined from the fit of the gain curve without any prior
IR excitation, reducing the fit parameters to one, namely T . Note that the Fermi level in
the Fermi-Dirac distribution is chosen such that the number of electrons is conserved. The
blue line in Figure 7.2(b) shows a typical fit curve using Eq. (7.3) and can explain the
features observed in the experimental gain function very well.
Figure 7.3 shows the projected densities of states for the three lowest isomers of Nb3C2.
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Figure 7.3: The projected density of states onto spherical harmonics for the (3,2)A,
(3,2)B and (3,2)C isomers. The HOMO level is located at 0 eV (red dashed line). All
states with negative energies are occupied, all states with positive energy are unoccu-
pied. The Nb s, p and d contributions are shown in green, red and black, the C s and p
contributions in purple and orange respectively. A smearing of 0.03 eV has been used
for visual clarity.
The Kohn-Sham orbitals are projected onto the s, p and d spherical harmonics centered
at each nucleus and summed over all atoms. The HOMO level is located at 0 eV and all
states with negative energies are occupied. Whereas for levels below −2 eV also carbon p
levels contribute, levels with higher energies than−2 eV primarily consist of Nb d orbitals.
Note that the HOMO-LUMO gap strongly depends on the isomer considered. For (3,2)A
it is with 0.36 eV the smallest and increases for (3,2)B and (3,2)C to 0.64 eV and 0.76 eV
respectively.
The model based on Eq. (7.3) can also be used as an additional test to identify the
Nb3C2 cluster structure. Figure 7.4 shows the fit curves based on the density of states for
three isomers (3,2)A, (3,2)B and (3,2)C (blue, red and green respectively). The position of
the transition bands heavily depends on the Kohn-Sham orbitals and the HOMO-LUMO
gap in particular. The relatively small HOMO-LUMO gap of (3,2)A reduces the size of
the plateau to around 4.9 eV and forms a good fit to the experimental gain function. For
isomers (3,2)B and (3,2)C the gain for lower UV photon energies is overestimated.
Note that DFT in general is a ground state theory, that is, the unoccupied levels should
not be used to calculate the electronic excitation energies as we do in our model fit. How-
ever, it has been shown that eigenvalue differences within the same configuration can be
used as a well-defined zero-order approximation to the excitation energies [30, 31]. There-
fore, this result should not be considered conclusive but can be used as an extra indication
in addition to the vibrational spectra that isomer (3,2)A is indeed observed in experiments.
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Figure 7.4: (a) The experimental IR induced gain function for Nb3C2 (black) and calcu-
lated fit curves using the electronic repopulation model for the (3,2A), (3,2)B and (3,2)C
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and DFT calculated energy levels (sticks) for each isomer are shown in panels (b)-(d).
7.4.2 Nb6C2
Figure 7.5(b-d) shows the three isomers lowest in energy found with the GA. Structure
(6,2)A shown in Figure 7.5(b) is the lowest in energy, whereas structures (6,2)B and (6,2)C
are 0.72 and 0.78 eV higher in energy respectively. Note that structure (6,2)A has C2v
point group symmetry and consists of two distorted prisms with Nb2C and Nb3 bases. In
addition, both prisms have a common Nb4 lateral face and the base planes have 97.4
◦
and 70.9◦ angles with the lateral face. Structure (6,2)B possesses no symmetry at all. It
consists of a severely distorted Nb5 trigonal bipyramid consisting of the Nb atoms 1-5. In
addition a NbC pair is bound to the 3-4-5 face of the pyramid and the 1-4-5 side is capped
by a single carbon. Structure (6,2)C has also no symmetry and is very similar to structure
(6,2)B. Whereas in (6,2)B the NbC pair and single C were not bonded, within (6,2)C there
is a bond between the Nb and the single C atom.
The experimental IR spectrum in Figure 7.5(a) consists of a single broad band at
652 cm−1. The shoulder on the left side indicates this band might consist of multiple
vibrational modes. A comparison between the calculated and experimental spectra reveals
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Figure 7.5: Experimental (a) and calculated (b-d) vibrational spectra of Nb6C2.
a match for structure (6,2)A. Structures (6,2)B and (6,2)C can be disregarded due to the
calculated intense modes between 400 and 600 cm−1 as only small quasi-continuous
adsorption from 300 to 600 cm−1 is experimentally observed. In contrast, Figure 7.5(b)
contains three vibrational modes close to 650 cm−1 and explains the single broad band.
Therefore we assign structure of Nb6C2 to isomer (6,2)A.
7.4.3 Nb6C5
The three lowest in energy isomers of Nb6C5 are shown in Figures 7.6(b-d). All three
structures consist of two distorted cubes with a joint face. Whereas for structures (6,5)A
and (6,5)B a carbon atom in the corner is missing, for structure (6,5)C a carbon in the joint
face is missing. Note that structures (6,5)A and (6,5)B are very similar, but have differ-
ent spin multiplicity. Energetically structure (6,5)A is 0.03 eV lower in energy compared
to (6,5)B and 0.25 eV compared to (6,5)C respectively. Interestingly, although structure
(6,5)A and (6,5)B are very similar, the difference in spin multiplicity leads to small differ-
ences in bond lengths. In structure (6,5)A the Nb−Nb and Nb−C bond distances range
from 2.45 to 2.90 Å and 1.98 to 2.17 Å respectively. For structure (6,5)A the Nb−Nb and
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Nb−C bond distances are in between 2.51 to 2.91 Å and 1.94 to 2.24 Å respectively. Note
that whereas structure (6,5)B has Cs point group symmetry within structure (6,5)A no
symmetry is present. Structure (6,5)C has C2v point group symmetry and Nb−Nb bond
distances range from 2.68 to 2.92 Å and for Nb−C from 1.94 to 2.18 Å respectively.
The experimental IR spectrum in Figure 7.6(a) consists of two broad bands with
internal structure. The first band between 350-570 cm−1 contains at least three peaks at
395, 467 and 523 cm−1. The internal structure of the second band between 570-750 cm−1
is less resolved, but at least contains peaks at 632, 686 and 747 cm−1.
The reduction in symmetry for structure (6,5)B with respect to (6,5)A has a profound
influence on the vibrational spectra. Whereas (6,5)A has a very strong mode at 600 cm−1,
this mode is non-existing for structure (6,5)B. Although it appears that some of the strong
resonances within the experimental spectrum are saturated, all the vibrational modes of
structure (6,5)B can be identified in the experimental spectrum. For structure (6,5)C the
mismatch in relative absorption intensities is considerably worse compared to (6,5)B.
Therefore we assign isomer (6,5)B to the structure of Nb6C5.
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Figure 7.6: Experimental (a) and calculated (b-d) vibrational spectra of Nb6C5.
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7.4.4 Nb6C7
Figure 7.7(b-d) shows the different structures obtained for Nb6C7 using the GA. Structures
(6,7)A and (6,7)B were previously reported in Ref. [32], whereas structure (6,7)C differs
slightly from a similar isomer in Ref. [32]. Similar to Nb6C5, all Nb6C7 structures can
be obtained from two Nb4C4 cubes with a joint face. Whereas for Nb6C5 a carbon atom
needs to be removed, for Nb6C7 a single carbon position is double occupied. For structures
(6,7)A and (6,7)B this is a carbon position in the central face, where the C−C bond is
parallel to the long axis for (6,7)A and perpendicular for (6,7)B respectively. For structure
(6,7)C a corner carbon is double occupied. Of the reported structures in Figure 7.7, (6,7)A
is the lowest in energy. It has C2v point group symmetry. The two cubes are distorted
due to the Nb−C−C−Nb bridge in the center. Also structure (6,7)B has C2v point group
symmetry, although it is 0.17 eV higher in energy compared to (6,7)A. In structure (6,7)B
the Nb−C−C−Nb bridge is located in the joint face of the cubes. Due to the peculiar
orientation of the C2 corner in structure (6,7)C, this isomer has no symmetry and is 0.87 eV
higher in energy compared to (6,7)A.
The experimental IR spectrum in Figure 7.7 contains three bands at 403, 474 and
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Figure 7.7: Experimental (a) and calculated (b-d) vibrational spectra of Nb6C7.
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522 cm−1. Furthermore, at 673 cm−1 a broad asymmetric band with a shoulder on the right
hand side is observed which appears to originate from multiple modes. If the experimental
spectrum in Figure 7.7(a) is compared to the calculated spectra in Figures 7.7(b-d), struc-
tures (6,7)B and (6,7)C can be eliminated due to the absence of a strong vibrational mode
around 403 cm−1. In addition, (6,7)B contains an intense vibrational mode at 573 cm−1,
whereas no strong experimental modes are observed in the interval 560 to 610 cm−1.
The vibrational spectrum of structure (6,7)A matches the experimental spectrum, both in
terms of observed frequencies as well as the relative adsorption intensities between modes.
Therefore we assign the structure of Nb6C7 to (6,7)A.
7.4.5 Geometric structure evolution
In this chapter we have successfully identified several NbC cluster structures. In addition,
for the clusters Nb3C3, Nb4C1, Nb4C2, Nb4C3, Nb5C1, Nb5C2, Nb5C5, Nb5C6, Nb6C4 and
Nb6C6 the GA has been successfully used to identify the corresponding cluster structures,
for details see Ref. [18]. An overview of the assigned cluster structures is shown in Fig-
ure 7.8. Furthermore, the Nb4C4 has been identified in Refs. [3, 32, 33] as a cube with
alternating Nb and C at the vertices, as is shown in the green box. For reference the fcc
NbC bulk crystal lattice is shown in the gray dashed box [34–36].
The bulk NbC fcc crystal structure can already be recognized in the atomic cluster
regime. For example, Nb4C4 consists of a 2x2x2 cube, and Nb6C6 is identified as two
stacked Nb4C4 cubes together creating a 3x2x2 lattice. The bulk NbC lattice constant
a0 = 4.47 Å corresponds to a a0/2 = 2.23 Å Nb−C bond distance and is significantly
larger compared to the bond distances of 2.06 [32] and 2.09 Å [18] for Nb4C4 and Nb6C6
respectively. This reduction in bond length for clusters compared to the bulk is very com-
mon due to a reduced average coordination number. Although both structures are slightly
distorted, they definitely resemble the bulk fcc structure on the smallest scale possible.
Recognition of the other bulk phases of NbC [34, 36] in the other cluster stoichiometries
proved to be difficult. In addition, in clusters the average Nb−C bond distance increases
with increasing carbon content similar to the bulk [35]. For example in the Nb6Cy series
the average Nb−C distance increases from 2.07 Å for Nb6C4 to 2.09 Å for Nb6C5 and
Nb6C6 and 2.12 Å for Nb6C7.
The evolution of NbC clusters as function of size can be discussed as function of
cluster size. Below we will consider several paths.
• NbxCx, x = [3:6]. The structure differs significantly between even and odd x. Whereas
Nb4C4 and Nb6C6 have cubic fcc structures with alternating Nb and C positions, for
Nb3C3 and Nb5C5, C−C pairing is energetically more favorable in the ground state
structures. Bulk representatives for both cluster sizes are higher in energy and do
not match with the experimental vibrational spectra [18].
• NbxC2, x = [3:6]. Nb3C2 consists of a Nb3 triangle capped with C on both sides.
Nb4C2 has a trigonal pyramid Nb4 structure with two faces capped with C. Nb5C2
consists of Nb4C2 where the two C are bridged by the extra Nb. Finally, Nb6C2 can
either be considered as a Nb2C2 plane with two additional Nb2 pairs on each side, or
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as a distorted Nb5C2 structure where the top C is replaced by Nb and an additional
C is added.
• Nb4Cy, y = [1:4]. The Nb4Cy structures all consists of a trigonal Nb4 pyramid where
the faces of the pyramid are sequentially capped by C atoms.
• Nb5Cy, y = [1:6]. The bare Nb5 cluster has a trigonal bipyramid structure [3]. For
Nb5C and Nb5C2 this trigonal bipyramid is severely oblated where the common
face in the bipyramid in Figure 7.8 coincides with the paper plane. In Nb5C4 and
Nb5C5 the additional carbon atoms create a distorted cube with additional Nb and
NbC attached respectively. In Nb5C6 the cubic structure is lost due to the excess of
carbon, resulting in Nb−C−C−Nb bonds.
• Nb6Cy, y = [2:7]. The Nb basis in Nb6C2 is similar to the dimer capped rhombus
of Nb6 reported in Ref. [24]. The transition between Nb6C2 and Nb6C4 remains
a puzzle as Nb6C3 is missing. Note that Nb6C2 cannot be recognized within the
Nb6C4 structure, therefore the transition must be more complicated than addition
of two C atoms. Nb6C4 consists of two slightly distorted cubes with two missing
C at the end vertices. Sequential filling of these vertices creates Nb6C5 and Nb6C6.
Nb6C7 can be constructed from Nb6C6 by adding an additional C to the shared face,
creating a Nb−C−C−Nb bridge.
In bulk fcc NbC two bands of phonon modes between 140-240 cm−1 and 510-640 cm−1
are observed using inelastic neutron scattering [37]. These correspond very well with the
predicted modes [38, 39]. Two surface optical phonon modes were determined for the
(100) surface by electron loss spectroscopy [40]. The mode at 490 cm−1 corresponds to
C motion perpendicular to the 100 plane, whereas the 635 cm−1 is associated with in-
plane motion of the C atoms. Note that direct comparison of the bulk and surface phonons
of NbC with clusters is hard as the interatomic distances in clusters are smaller and the
coordination number is reduced. This results in higher force constants for clusters.
In general, the bulk fcc crystal lattice of NbC already appears in the small cluster size
regime. The smallest cluster where a precursor of the bulk structure is present is Nb4C4.
Also larger cluster sizes like Nb5C4 and Nb5C5 contain a cubic part. Finally the Nb6Cy
clusters for y = [4:7] also resemble the bulk fcc structure, although except for Nb6C6 due
to stoichiometry certain cubic positions are vacant or double occupied.
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Figure 7.8: Evolution of geometric cluster structures for NbC clusters. All structures in
purple blocks are identified in Ref. [18], the Nb4C4 structure in the green box has been
reported in Refs. [3, 32, 33]. For Nb4C4 and Nb6C2, two different perspectives are shown.
The gray dash box indicates the bulk NbC fcc structure.
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7.5 TaxCy clusters
As we showed for the case of Nb3C2 in Figure 7.4, the low-lying electronic structure of
metal carbide clusters can be studied using the additional structure in the photoionization
spectra. For NbC clusters this was done indirect via fitting of the gain curve. In this section
we will show for the case of Ta5C3 , electronic excitations can also be observed directly
using IR multi-photon excitation. First, the geometric structure of the Ta4C3 and Ta5C3
cluster is determined. Next, we consider the electronic structure of the Ta5C3 cluster.
7.5.1 Geometry
Figure 7.9(a) shows the experimental IR spectrum of Ta4C3, where the gain (Eq. (7.1)) is
plotted as function of IR frequency ω. In the experimental spectrum at least three bands
can be observed at 500, 575, and 705 cm−1, where the band at 705 cm−1 has a shoulder
on the right.
The calculated spectra for the three structures found using the GA are shown in 7.9(b-
d). Structure (4,3)A consists of a trigonal pyramid where three faces are capped with C
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Figure 7.9: (a) The experimental IR spectrum for Ta4C3 accompanied by a three-point
adjacent average (red line). (b-d) The vibrational frequencies (red sticks) calculated for
different Ta4C3 structures convoluted with a 15 cm−1 FWHM Gaussian line shape func-
tion (blue).
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Figure 7.10: (a) Experimental IR spectrum for Ta5C3 accompanied by a three-point
adjacent average (blue line). (b-d) The vibrational frequencies (red sticks) calculated
for different Ta5C3 structures convoluted with a 15 cm−1 FWHM Gaussian line shape
function (blue). The black stick and green convoluted line correspond to the calculated
electronic transition.
atoms. Structure (4,3)B is 1.32 eV higher in energy compared to (4,3)A. In structure (4,3)B
the trigonal pyramid is distorted such that only a mirror plane remains. Structure (4,3)C is
1.56 eV higher in energy and consists of a Ta4 butterfly where the wings are capped with
C atoms. Note that the butterfly structure of (4,3)C previously has been reported [41]. If
the calculated vibrational spectra are compared to the experimental spectrum, structure
(4,3)A provides the best match in terms of frequencies and absorption intensities for the
experimental observed bands. Structure (4,3)B can be excluded due to the absent mode at
575 cm−1. Structure (4,3)C has two modes at 437 and 458 cm−1 which are not present
within the experimental spectrum. Therefore, structure (4,3)A can be assigned to Ta4C3.
The experimental IR spectrum of Ta5C3 is shown in Figure 7.10(a). The part below
300 cm−1 is scaled by a factor 30 to enhance visibility. In the experimental spectrum
at least eight clear peaks can be distinguished at 137, 159, 192, 458, 570, 667, 742 and
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854 cm−1. The calculated spectra for the three structures lowest in energy are shown in
Figure 7.10(b-d). All three structures are based on a Ta5 trigonal bipyramid, whose equa-
torial plane consists of an isosceles triangle. All three structures have a single reflection
plane perpendicular to the equatorial plane, resulting in Cs point group symmetries for
all structures. For structure (5,3)A, the structure lowest in energy, one of the pyramids is
capped by C atoms at all sides, while the other pyramid is uncapped. Our findings for the
structure (5,3)A agree with previous reports on Ta5C3 [5]. Structures (5,3)B and (5,3)C
are with +1.32 and +1.323 eV significantly higher in energy compared to structure (5,3)A.
Both in structure (5,3)B and (5,3)C the carbon atoms are more separated in space. In
addition to being the structure lowest in energy, (5,3)A also fits the best to eight major
experimental observed frequencies, indicated with gray dashed lines in Figure 7.10. Not
only are the calculated frequencies very close to the experimental values, also the relative
absorption intensities match very well. Furthermore, none of the pronounced calculated
modes for (5,3)A are missing in the experimental spectrum. Except for the missing band at
458 cm−1, the calculated vibrational spectrum for structure (5,3)A fits to the experimental
spectrum.
7.5.2 Electronic structure
To understand the band at 458 cm−1, we turn to the electronic structure of the Ta5C3 cluster.
In the previous section we showed the Nb3C2 cluster has a rather low HOMO-LUMO gap
of 0.35 eV. In addition, the TaC dimer anion has an excited electronic state at 0.362 eV
[42]. Furthermore, structure A of Ta5C3 has an extremely low HOMO-LUMO gap of
50 meV within regular DFT and is with 403 cm−1 already very close to the experimentally
observed band at 458 cm−1. Therefore, we calculated the twenty lowest excitations using
time-dependent DFT (TD-DFT) as is shown in Figure 7.11.
The lowest excitation shown, at 59 meV or 476 cm−1 provides a surprising good
match with the experimental mode at 458 cm−1. The electronic transition has an oscillator
strength of 2.8 · 10−4, and the corresponding transition dipole moment is oriented perpen-
dicular to the equatorial Ta3 plane. Note that, although the oscillator strength appears to
be very low, if converted into the same units as Figure 7.10, an absorption intensity of
648 km/mol is obtained [43].
To confirm that the 458 cm−1 band indeed is an electronic excitation, isotopic substi-
tution of the carbon atoms has been used experimentally. Using a mixture of 1:1 12CH4
and 13CH4 during cluster production, a 1:3:3:1 ratio of Ta5
12C3:Ta5
12C2
13C:Ta5
12C13C2:
Ta5
13C3 clusters is created as is demonstrated in Figure 7.12(c). This cluster distribution
enables simultaneous measurement of vibrational spectra of Ta125C3 and Ta
13
5C3, at the
expense of lower ion yield per cluster mass. The obtained vibrational spectra are shown
in Figure 7.12(a), where the four most pronounced peaks are fitted with Gaussian line
shape functions to determine the band centers and their absolute shift. As can be seen
from Eq. (2.70), the vibrational frequencies depend on the atomic masses within the clus-
ter, whereas in first approximation the electronic excitations are insensitive to changes
in mass. Figure 7.12(b) shows the expected vibrational shifts for each vibrational band.
Figure 7.12(a) clearly shows the band at 458 cm−1 is of electronic origin. Note that the
electronic excitation is even lower in energy than the most prominent vibrational excita-
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Figure 7.11: The TD-DFT calculated electronic excitation energies for Ta5C3 structure
(5,3)A. The experimentally observed electronic excitation at 59 meV is marked by an
asterisk.
tion, therefore the Ta5C3 cluster enables the possibility to study electron-phonon coupling
in atomic clusters.
To the best of our knowledge, this is the lowest directly observed electronic excitation
within an atomic cluster. In principle, the IR-UV method enables one to vary both the IR
and UV frequency, as has been shown in section 7.4. For direct observation of electronic
excitations, varying the IR photon energy appears to be the key as the electronic state can
be detected through IR multi-photon excitation. If the IR excitation frequency is fixed
and the UV photon energy is modified, a rather broad enhancement in gain is observed,
regardless whether electronic (458 cm−1) or vibrational (742 cm−1) bands are excited.
Both of these UV spectra are similar to the curves presented earlier for NbC clusters
excited vibrationally, as is shown in Figure 7.2(a). This points at a statistical redistribution
of the energy over the vibrational states absorbed in the electronic excitation detected in
the Ta5C3 cluster.
Finally, it is tempting to envision this method as a general tool to discover the elec-
tronic structures of larger molecules and clusters. However, note that the second predicted
electronic transition in Figure 7.11 with 1370 cm−1 is within the experimental range and
has an oscillator strength 60 times higher than the observed band at 458 cm−1. Never-
theless, attempts to observe this second excitation proved to be unsuccessful. One may
speculate this to be due to an unfavorable Franck-Condon overlap of the 0-0 transition for
this excitation. However, attempts on calculating this Franck-Condon overlap by geometry
optimization of the excited state and calculation of the vibrational frequencies proved to
be unsuccessful. Therefore, the general applicability of this method for other and larger
cluster sizes remains to be seen.
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7.5.3 Choice of exchange-correlation functional
As discussed in Chapter 2, the choice of exchange correlation (XC) functional depends
on the material considered and the physical property of interest. Unlike wave function
methods, there is no systematic way to improve approximations of the exchange correlation
(XC) functional. In Figure 2.1 the Jacob’s ladder is illustrated, where each step is supposed
to correspond to an improvement of the physical description. In this section we will show
that the Jacob’s ladder hierarchy among XC functionals is not always satisfied. Using
Ta5C3, we will show that the best match with experiments is obtained using PBE.
Table 7.1 shows the energy gap (Eg) between the HOMO and LUMO Kohn-Sham
level for various XC functionals. The cluster structures are geometrically optimized for
each of the XC functionals. Note that Eg increases with increasing steps on the Jacob’s
ladder of Figure 2.1. Whereas Eg differs by a factor of two between PBE (50 meV) and
rev-TPSS (96 meV), including Hartree-Fock exchange using B3LYP increases Eg by an
order of magnitude to 748 meV. As in Section 7.5.2 it was shown that the experimental
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Class XC functional Eg (meV)
GGA PBE 50
meta-GGA rev-TPSS 96
hybrid B3LYP 748
Table 7.1: The HOMO-LUMO gap (Eg) of Ta5C3 using several XC functionals.
mode at 458 cm−1 (56.8 meV) corresponds to an electronic transition, from the used XC
functionals PBE provides the best match to the experimental mode.
In addition, Figure 7.13(b) shows the vibrational spectra of structure (5,3)A using the
PBE,rev-TPSS and B3LYP XC functional. In general, the rev-TPSS vibrational frequen-
cies are blue shifted with respect to PBE. This agrees with literature as rev-TPSS leads
to shorter bond lengths compared to PBE [44]. Furthermore, rev-TPSS results in slightly
larger absorption intensities compared to PBE. Similar to Eg, the hybrid B3LYP results
are profoundly different. The absorption intensities calculated using B3LYP are ten times
stronger compared to PBE and rev-TPSS. PBE provides the best match for the experimen-
tal frequencies and the relative absorption intensities. Therefore, we conclude that opposed
to the Jacob’s ladder, the physical properties of Ta5C3 are best described by the PBE XC
functional.
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Figure 7.13: (a) Experimental IR spectrum for Ta5C3 (dots) and three-point average
(red line). (b) The calculated vibrational modes for Ta5C3 using the PBE (black line),
rev-TPSS (red line) and B3LYP (green line) XC functional.
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7.6 Conclusion
In this chapter we considered the geometry and electronic structure of metal carbide clus-
ters. It has been shown that IR-UV two-color ionization spectroscopy combined with
ab-initio calculations can successfully used to understand and verify both the geometric
and electronic structure of metallic atomic clusters. Experimental vibrational spectra were
compared to calculated vibrational spectra of several clusters to identify the geometric
structure. The structural evolution is tracked as function of composition for NbC and com-
pared to the bulk fcc lattice structure. For Nb5Cy (y=[4:5]) and Nb6Cy (y=[4:7]) distorted
precursors of the bulk cubic structure are observed. In addition we explained the features
in the UV-photon-ionization curve of Nb3C2 using a model based on the redistribution of
energy between vibrational levels and the calculated Kohn-Sham levels.
For Ta5C3 it was shown that the lowest electronic excitation can also be observed
directly. The calculated vibrational spectrum, lowest electronic excitation energy, as well
as the absorption cross-section of these transitions match very well with experiments.
Furthermore, the predicted shift in vibrational frequencies is in agreement with isotopic
mass substitution experiments, whereas no shift for the electronic excitation is observed
as expected.
In general, we showed in this chapter that experimental results on metal carbide clusters
can be very well understood using regular DFT and TD-DFT. Not only can the structural
properties be determined, also the electronic structure can be verified.
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Summary and outlook
The clusters in this thesis are sub-nanometer particles containing 1 to 20 atoms where the
exact composition of the cluster is known. As clusters form the transition from the single
atom to the bulk, they serve as an interesting model system to study material properties
at the smallest size range. Despite the reduced size of clusters, the typical absence of
periodicity compared to bulk crystals creates a very complicated system to solve. To
facilitate the treatment, we consider their geometric, electronic and magnetic subsystems
separately.
This thesis focuses on the cluster properties from a theoretical perspective, but a com-
parison to cluster experiments is made whenever possible. Using density functional theory
(DFT) as our main method, we start of with considering FexO
+/0
y clusters. As FexOy clus-
ters are strongly correlated materials, we performed DFT calculations using PBE+U in
conjunction with our implemented genetic algorithm (GA). We then calculated the vibra-
tional spectra using the hybrid B3LYP exchange-correlation functional to successfully
identify the cluster structures.
Similar to many bulk phases of FeO, our results show that both neutral and cationic
FexOy clusters exhibit often antiferromagnetic ordering between atomic Fe magnetic mo-
ments. However, except Fe4O5 and Fe4O6 all considered clusters have a finite total mag-
netic moment, either due to an odd number of atoms or due to ionization. Interestingly, for
the smallest considered cluster (Fe3O
+
4 ) we observe that the three lowest magnetic states
(non-collinear, ferrimagnetic and ferromagnetic state) are very close in energy. Finally, a
comparison of the electronic structure of these clusters with bulk magnetite reveals that
the majority of the FexOy clusters considered are mixed valence clusters and for only two
of them, Fe3O
+
4 and Fe5O
+
7 , all Fe are found to be trivalent.
As a starting point to study the magnetic interactions in clusters, we first perform a
systematic comparison between two approaches for spin polarization on oxygen in typical
bulk transition metal (TM) oxides. We consider both the full spin Hamiltonian including
oxygen sites and the conventional approach where oxygen effects are considered as a
property of the TM ion. We calculate the exchange interactions in NiO, MnO and hematite
for different magnetic configurations in the two approaches. Surprisingly, no unified trend
between the two approaches is found. Whereas the exchange interactions in NiO depend on
the magnetic state if spin polarization on oxygen is neglected and result in non-Heisenberg
behavior, the inclusion of spin polarization in NiO makes the Heisenberg model more
applicable. Just the opposite is observed for MnO that behaves as a Heisenberg magnet
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when oxygen spin polarization is neglected, but shows strong non-Heisenberg effects
when spin polarization on oxygen is included. Finally, in hematite, both models result in
non-Heisenberg behavior.
The bulk magnetic properties of hematite undergo drastic modifications in the cluster
form. For example, the atomic moments on oxygen in clusters are not only significantly
enhanced compared to hematite, they are also observed in the magnetic ground state of
clusters. Furthermore, the exchange interactions in FexOy clusters are an order of magni-
tude stronger compared to bulk hematite. The behavior is attributed to covalent magnetism
as the hybridization between Fe 3d and O 2p orbitals for clusters is strongly enhanced
compared to bulk hematite, and becomes magnetic state dependent.
Finally, the electronic and geometric structure of NbC and TaC clusters is studied.
The geometry of these clusters is determined combining DFT calculations with IR-UV
spectroscopy experiments. Furthermore, we studied how the excitation of vibrational coor-
dinates can be followed by a relaxation into electronically excited states through vibronic
couping for NbC clusters. The extra structure in the photoionization spectrum can be
modeled by vibrationally and rotationally broadened electronic levels from the DFT cal-
culations. This reveals information on the electronic structure of these NbC clusters. For
Ta5C3 we identified a low-lying electronic state directly at 458 cm
−1. The electronic nature
of this excitation is confirmed by isotopic substitution and agreement with time-dependent
DFT calculations.
One of the advantages of clusters as a model system, is that interactions with the
environment can be precisely controlled. Their isolation in the gas phase, discrete vibra-
tional spectra and selection of their composition up to the isotope level enables one to
create clusters where interactions between different subsystems can be accurately regu-
lated. As cluster vibrations have discrete energies, with sufficient cooling below the lowest
vibrational excitation any vibrational related interaction can be eliminated. This is very
beneficial to study quantum mechanical interactions where the coherence of the quantum
state is important. For example, for the FexOy clusters discussed in this thesis, magnetic
quantum coherence is such a process which is very hard to study in bulk materials due
to decoherence sources. The three major decoherence sources in bulk materials for mag-
netic quantum coherence are vibrations, free electrons and nuclear spins. In principle, all
of these can be excluded for the FexOy clusters with sufficient cooling below the lowest
vibrational excitation, their insulating character to eliminate free electrons and exploiting
that the main isotopes of Fe and O are nuclear spin free. This not only creates an opportu-
nity to create a system free from any major decoherence sources, but also enables one to
selectively study the decoherence processes involved. Selectively exciting a vibration or
inclusion of a single nuclear spin form a possibility to study the influence on the coherent
state. The calculated magnetic interactions reported in Chapter 6 serve as a starting point
for an effective spin Hamiltonian in these clusters and might be used for a prediction on
how and if this magnetic quantum coherence can be observed in clusters.
Samenvatting en vooruitzicht
De clusters in dit proefschrift zijn sub-nanometerdeeltjes die bestaan uit 1 tot 20 atomen
waarvan de exacte samenstelling bekend is. Clusters vormen de overgang tussen het enkele
atoom en de vaste stof. Daarom zijn ze een interessant modelsysteem om materiaaleigen-
schappen te bestuderen voor de kleinst mogelijke systeemgrootte. Ondanks dat clusters
klein zijn, creëert de afwezigheid van periodiciteit in vergelijking met vastestofkristallen
een zeer ingewikkeld systeem om op te lossen. Om dit oplossen te vergemakkelijken,
beschouwen we de geometrische, elektronische en magnetische subsystemen afzonderlijk.
Dit proefschrift focust zich op de clustereigenschappen vanuit een theoretisch per-
spectief, maar waar mogelijk maakt het een vergelijking met clusterexperimenten. Met
de dichtheidsfunctionaaltheorie (DFT) als belangrijkste methode, beginnen we met het
beschouwen van FexO
+/0
y -clusters. Omdat FexOy-clusters een sterk gecorreleerd materi-
aal is, hebben we de DFT-berekeningen uitgevoerd met behulp van de PBE+U -methode
in combinatie met een door ons geïmplementeerd genetisch algoritme (GA). Vervolgens
berekenen we de vibratiespectra met behulp van de hybride B3LYP-functionaal om de
clusterstructuren succesvol te identificeren.
Onze resultaten laten zien dat zowel neutrale als kationische FexOy-clusters vaak een
antiferromagnetische ordening tussen de magnetische momenten van de Fe-atomen heb-
ben, vergelijkbaar met veel vastestoffasen van FexOy. Echter, behalve Fe4O5 en Fe4O6
hebben alle beschouwde clusters een eindig totaal magnetisch moment, hetzij door een
oneven aantal atomen of door ionisatie. Voor het kleinst beschouwde cluster (Fe3O
+
4 ),
zien we dat de drie laagste magnetische toestanden (niet-collineair, ferrimagnetisch en
ferromagnetisch) zeer dicht in energie bij elkaar liggen. Tenslotte, als we de elektronische
structuur van deze clusters met die van magnetiet vergelijken, blijkt dat de meerderheid
van de clusters een mix van valenties heeft en dat slechts voor twee clusters: Fe3O
+
4 en
Fe5O
+
7 , alle Fe-atomen trivalent zijn.
Om de magnetische interacties in clusters te bestuderen, vergelijken we eerst twee
benaderingen voor spinpolarisatie op zuurstof in typische overgangsmetaaloxides. We be-
schouwen zowel de volledige spin Hamiltoniaan inclusief zuurstof als de conventionele
benadering waar zuurstofeffecten een eigenschap van het overgangsmetaal-ion zijn. We
berekenen de magnetische interacties in NiO, MnO en hematiet voor verschillende mag-
netische configuraties in de twee genoemde benaderingen. Verrassend genoeg is er geen
algemene trend tussen de twee benaderingen. Als de spinpolarisatie op zuurstof wordt
verwaarloosd in NiO, zijn de magnetische interacties toestand afhankelijk en niet meer te
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beschrijven met het Heisenbergmodel. Daarentegen als de spinpolarisatie in NiO wordt
meegenomen is het Heisenbergmodel wel toepasbaar. Het tegenovergestelde geldt voor
MnO, dat zich laat beschrijven met het Heisenbergmodel zonder spinpolarisatie van zuur-
stof, maar juist sterke niet Heisenbergeffecten vertoond als spinpolarisatie van zuurstof
wel wordt meegenomen. In hematiet resulteren beide modellen in niet-Heisenberg gedrag.
De magnetische eigenschappen van hematiet ondergaan drastische veranderingen voor
clusters. Bijvoorbeeld, de atomaire magnetische momenten op zuurstof zijn significant
groter in clusters en zijn ook waarneembaar in de magnetische grondtoestand. Bovendien
is de interactiesterkte in FexOy-clusters sterker dan in hematiet. We schrijven dit gedrag
toe aan covalent magnetisme, aangezien de hybridisatie tussen de Fe 3d- en O 2p-orbitalen
veel sterker is voor clusters in vergelijking met hematiet. Bovendien is de magnetische
interactiesterkte voor clusters afhankelijk van de magnetische toestand.
Tenslotte behandelen we de elektronische en geometrische structuur van NbC- en TaC-
clusters. Door DFT-berekeningen met IR-UV-spectroscopie te combineren, is voor deze
clusters de geometrische structuur bepaald. Verder analyseren we hoe de excitatie van vi-
braties kan relaxeren in elektronische aangeslagen toestanden door middel van vibrationele
& rotationele koppeling voor NbC-clusters. De extra kenmerken in het ionisatiespectrum
kunnen worden gemodelleerd met behulp van vibratie- en rotatieverbrede elektronische ni-
veaus uit de DFT-berekeningen. Dit geeft extra informatie over de elektronische structuur
van deze NbC-clusters. Voor Ta5C3 hebben we een laagliggende elektronische toestand bij
458 cm−1 geïdentificeerd. De elektronische aard van deze excitatie wordt bevestigd door
isotopische substitutie en is in overeenstemming met tijdsafhankelijke DFT-berekeningen.
Een van de voordelen van clusters als modelsysteem is dat interacties met de omgeving
zeer nauwkeurig kunnen worden gecontroleerd. Omdat clusters ruimtelijk geïsoleerd zijn
in de gasfase, discrete vibratiespectra hebben en op basis van massa geselecteerd kunnen
worden tot op isotoopniveau, kunnen de interacties tussen verschillende subsystemen in
clusters nauwkeurig gereguleerd worden. Dit is gunstig om kwantummechanische interac-
ties te bestuderen waar de coherentie van de kwantumtoestand belangrijk is. Voor bijvoor-
beeld de FexOy-clusters in dit proefschrift is magnetische kwantumcoherentie een proces
dat zeer moeilijk te bestuderen is in vaste stoffen door verschillende decoherentiebronnen.
De drie grootste decoherentiebronnen in vaste stoffen voor magnetische kwantumcoheren-
tie zijn vibraties, vrije elektronen en kernspins. In principe zijn deze decoherentiebronnen
uit te sluiten voor FexOy-clusters met voldoende koeling tot onder de laagste vibratie-
excitatie, hun geïsoleerde karakter om vrije elektronen te elimineren en te gebruiken dat
de meest voorkomende isotopen van Fe en O kernspinvrij zijn. Dit creëert niet alleen een
mogelijkheid om een systeem vrij te maken van grote decoherentiebronnen, maar ook de
mogelijkheid om de betrokken decoherentieprocessen selectief te bestuderen. Het selectief
exciteren van een vibratie of toevoegen van een enkele kernspin vormen mogelijkheden
om de invloed op de coherente toestand te bestuderen. De berekende magnetische interac-
ties uit hoofdstuk 6 kunnen dienen als uitgangspunt voor een effectieve spin Hamiltoniaan
in deze clusters. Deze spin Hamiltoniaan kan dan gebruikt worden voor een voorspelling
of en hoe deze magnetische kwantumcoherentie in clusters is waar te nemen.
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