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摘要 
 
GBDT(Gradient Boosting Decision Tree) 是一个应用广泛、效果好的监督式机
器学习模型。它于2001年由Friedman提出，由决策树(Decision Tree)和梯度提升
(Gradient Boosting)组合而成。它在实践中被证明是一个很高效的模型，被广泛应
用于搜索排序，广告点击率预测等，给工业界带来了巨大的效果提升和收益。随
着互联网时代的到来，更多的数据可以被获取到。在机器学习中，更多的数据也
意味着更好的效果，所以，用大数据来训练机器学习模型是很有必要的，但这给
GBDT带来了挑战。首先GBDT的学习算法是一个中心化算法，需要把所有数据
都加载在内存中，当数据太大时，单个机器可能无法加载全部数据，没办法进行
学习。并且GBDT学习算法的复杂度和数据的大小有关，当数据很大时，学习会
变得很慢。所以在大数据的场景下，对GBDT进行并行处理是非常有必要的。 
本文的主要研究内容是GBDT并行算法，解决在大数据场景下，GBDT并行
遇到的问题和挑战。本文首先介绍了关于GBDT的算法及其优化的一些算法，给
出了详细的算法和理论分析；接着调研了现有GBDT的并行算法，按种类可以分
为叶子并行(LeafParallelization)、特征并行(Feature Parallelization)和数据并行
(Data Parallelization)。在对这些算法进行详细的研究后，发现这些并行算法都存
在着不足：叶子并行受到内存限制，且通信量太大；特征并行无法并行整个学习
过程；数据并行通信量太大。这些算法都不能满足在大数据场景下的并行需求。
在这个基础上，本文提出了基于选举的并行GBDT算法，这个算法利用了大数据
优势，用选举的方法降低特征候选集的数量，从而大幅降低并行中的数据通信量。
本文在大规模数据集上进行实验。实验表明，本文提出的并行算法快速有效，并
行效率高，在不损失精度的情况下比其他并行算法快速。 
 
关键词：决策树；并行 GBDT 算法；并行机器学习 
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Abstract 
 
GBDT(Gradient Boosting Decision Tree) is one of the most widely used 
supervised machine learning algorithms with superior performance. As its name 
shows, GBDT is a combination of Gradient Boosting and Decision Tree. It is proved 
practical effectiveness and is widely used in many applications, e.g. learning to rank 
and click through rate prediction.With the popularity of WEB2.0, more data are 
generated, and more data can be get. More data will have more performance gain in 
most machine learning algorithms. So it is necessary to use big data to learn the 
machine learning models. However, big data will bring challenges to GBDT. Firstly, 
GBDT is a centralized algorithm, which needs to hold all data in the memories. When 
data is big, single machine cannot hold all data. Secondly, the learning speed of 
GBDT is relative to the size of data. So when data is big, it will learn very slowly. As 
a result, it is necessary to parallel the learning of GBDT to meet the needs of big data. 
This dissertation focus on the parallel learning algorithms for GBDT, and wants 
to solve the problemswith big data. First, this dissertation gives a detailed introduction 
for GBDT algorithm. Then,this dissertation has a survey on existing parallel learning 
algorithms for GBDT, which have three major categories: Leaf parallelization, 
Feature parallelization and Data parallelization. Then this dissertation has a detailed 
analysis for these algorithms, and finds all of these algorithms cannot perform well 
with big data: Leaf parallelization suffers from memory limitation and communication 
overhead; Feature parallelization cannot parallel the whole learning procedure; Data 
parallelization suffers from communication overhead.Based on this, this dissertation 
proposed an optimized parallel learning algorithm for GBDT, called Voting Based 
Data Parallel Algorithm, which makes use of big data, reducing communication cost 
by voting of features. And this dissertation also gives experiments’ results on big data 
set. These results indicate this algorithm can significantly outperform existing parallel 
algorithms in the trade-off between accuracy and efficiency. 
Key words:Decision Tree; Gradient Boosting Decision Tree; Distributed 
Machine Learning 
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第一章绪论 
 
1.1 研究背景和意义 
1.1.1 机器学习的研究意义 
机器学习(Machine Learning)是人工智能的一个重要分支。简单来说，机器学
习是从已有的数据中学习，去发现和归纳数据的模型，并对新的数据进行预测。
机器学习可以分为三大类，监督式机器学习(Supervised Machine Learning)，无监
督机器学习(Unsupervised Machine Learning)和半监督机器学习(Semi- Supervised 
Machine Learning)。监督式机器学习和无监督机器学习的主要区别在于使用的数
据，通常来说，监督式机器学习的数据带有学习的目标(Label)，而无监督机器学
习的数据没有学习的目标。半监督机器学习使用混合的数据，部分数据带有目标，
减少人工标定数据的时间[1-5]。本文研究的 GBDT 模型属于监督式机器学习。机
器学习在学术界一直是个热门的研究问题[1]，是研究人工智能的一个重要途径，
并且可以用来解决很多实际生活中的问题，如广告点击率预测[6]，搜索排序[7]，
推荐系统[8]等等。随着大数据时代的来临，有了更多更丰富的数据，机器学习也
变得越来越有用武之地，因为可以从更大的数据中学习到更多有用的东西。但大
数据也给机器学习带了更多的挑战，这也是本文着重研究的内容。 
1.1.2 GBDT 简介及发展前景 
GBDT(Gradient Boosting Decision Tree) 是一个应用广泛，效果好的监督式机
器学习模型。它于2001年由Friedman提出 [9,10]，由决策树学习(Decision Tree 
Learning)
[12]和梯度提升(Gradient Boosting)[11]组合而成。决策树学习是一种简单
但是有效的机器学习模型。它的主要思想是利用树的结构对数据进行分类，它认
为在相同节点上的数据属于同一类。决策树学习算法通过递归的方式，不断地对
数据进行分割。在每一次分割，都会找到一个最优的分割点，让分割后的两个(或
多个)子节点上面的数据尽量相似，以此得到降低误差的效果。梯度提升是一种
机器学习迭代框架，属于提升算法(boosting)的一种。提升算法是一种基于迭代的
机器学习算法，它会在每一次迭代前都会放大当前模型的误差，并让每次迭代去
把这个误差弥补回来，让误差随着迭代而不断降低。梯度提升是提升算法的一种，
它主要通过更改学习的目标来得到误差放大的效果，而更改学习目标则通过梯度
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下降的方法。 
GBDT在分类，回归等各种机器学习任务，都具有非常好的效果[9]。它也在
实践中被证明是一个很高效的模型，被广泛应用于搜索排序[7]，广告点击率预
测[12]等等，给工业界带来了巨大的效果提升和收益。在很多机器学习相关的竞
赛中，很多队伍也用GBDT获得优越的成绩[13]。并且GBDT在效果好的同时，不
像其他机器学习模型，如神经网络[14]，支持向量机[15]，需要复杂的参数调试。
简而言之，GBDT是一个效果好，方便使用的机器学习模型。 
GBDT具有如下的优点： 
 不需要复杂的超参数(hyper-parameter)。GBDT仅需要设置树的个数，每
个树的深度，学习速度。 
 不要太多的参数调试(parameter-tune)。GBDT对参数不敏感，只要树的深
度设置合理，迭代的次数足够，都有不错的效果。 
 学习能力强，效果好。无论是工业实践，还是业界比赛，都证明了GBDT
是一个效果非常的好的模型 
 模型可以被人理解。GBDT学习到的模型是一系列的决策树，而决策树
是一种很容易被理解的模型。 
也正是因为这些优点，让GBDT被广泛应用于工业界，成为业界一个广泛使用的
机器学习工具。 
1.1.3 并行算法的必要性 
随着互联网时代的来临，智能设备的普及，以及硬件设备的计算能力不断提
升，越来越多的数据可以被收集和利用，并且这些大量的数据里面也包含了更多
的信息。如果机器学习可以从这样多的数据中学习，那将会带来更多的效果提升，
但更多的数据也带来了更多的挑战[16-19]。主要存在的问题有两个，学习速度和内
存限制。几乎所有机器学习算法的学习时间都和数据数量正相关，更多的数据会
让学习时间变得更久。另外，有些机器学习算法需要把数据全部加载到内存后才
能学习，这种算法也成为中心化算法。当数据大到放不进单个机器的内存的时候，
单个机器也就无法完成学习。本文所研究的 GBDT 也是中心化算法，在大数据
的情况下，单个机器是没办法训练的。 
因此，随着大数据时代的来临，单个机器已经无法满足机器学习的要求，这
需要对并行机器学习算法进行研究。然而，由于机器学习算法的多样性和丰富性，
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无法找到一个可以让现有机器学习方法直接并行的算法。这需要单独根据不同的
机器学习算法的特点而设计不同的并行算法。 
本文所研究的是有关 GBDT 的并行算法。GBDT 是一个在业界被广泛使用
的机器学习模型，对它的并行化可以提高学习速度。并且有了并行算法之后，
GBDT 可以被用来学习更多的数据，从而得到更大的效果提升。但 GBDT 本身
学习速度就比较慢，而且是个中心化算法，需要把所有数据都加载在内存中才能
学习。因此对 GBDT 的并行算法研究具有很大的价值和挑战。 
1.1.4 本文主要研究方向和目标 
本文主要研究 GBDT 的并行算法，解决在大数据场景下 GBDT 学习算法会遇到
的各种问题。本文会先介绍 GBDT 算法和现有的 GBDT 并行算法，并分析它们
的优缺点。然后基于分析的结论，对 GBDT 并行算法进行优化，提出更高效的
并行算法，并通过实验对比本文提出的算法和现有的并行算法的。本文的目标是
对 GBDT 的并行算法进行细致总结，在此基础上提出更高效的优化算法。 
1.2 论文组织结构 
论文分为七章，论文首先分析了 GBDT 的背景和研究意义，同时分析了对
GBDT 并行的必要性，引出了本文的研究内容。紧接着本文简要介绍了 GBDT
的算法和理论基础，然后详细介绍了现有的 GBDT 并行算法，并分析了他们的
优缺点。基于这些结论，本文提出了对 GBDT 并行算法的优化，然后给出了详
细的算法。最后通过实验，详细比较了本文提出的算法和现有的并行算法。论文
结构安排如下： 
第一章介绍研究 GBDT 的背景和意义，同时强调了 GBDT 并行的必要性。 
第二章简要介绍了监督式机器学习的要素，并定义了本文需要用到的符号。 
第三章介绍并详细描述了决策树学习算法。 
第四章介绍并详细描述了 Boosting 框架和 GBDT 算法，并介绍了现有的
GBDT 并行算法并分析他们的优缺点。 
第五章详细描述了本文提出的基于选举的 GBDT 并行算法。 
第六章设置了实验，详细对比了本文提出的并行算法和其他现有的并行算法。 
第七章总结了本文研究的内容，并提出未来的工作方向。
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第二章监督式机器学习 
 
2.1 监督式机器学习简介 
监督式机器学习(Supervised Machine Learning)是机器学习的一种。所谓的监
督式机器学习，就是在学习的时候有正确的参照目标，就像学生做练习题的时候
知道参考答案一样。这样的话，就可以根据正确的目标不断调整自己学习的结果，
从而不断提高学习的效果。监督式机器学习最大的特点就是使用的学习数据带有
学习的目标(Label)。不同的任务会有不同的学习目标，但这些目标基本可以分为
两大类，分类(Classification)和回归(Regression)。分类和回归主要的区别是分类
使用的目标一般是离散型的，而回归的目标是连续的浮点型[1]。 
监督式机器学习包括数据(Data)，模型(Model)，损失函数(Loss Function)和
优化方法(Optimization Method)[1]。数据是基础，机器学习就是从数据中学习规律
和模式。模型是用来拟合数据的，得到数据隐含的规律和模式。学到的模型用来
对未知的数据进行预测。常见的模型有神经网络，线性模型等等。损失函数用来
衡量学习到的模型和数据的差异，一般要让这个差异尽量小，让模型尽可能可以
代表全部的数据。常见的损失函数有均方差(Square Loss)，交叉熵(Cross Entropy 
Error)等等。优化方法和损失函数一般不可分离，它表示了应该用怎样的方法去
让得到更小的损失函数，常见的优化算法有梯度下降法(Gradient Descent)，牛顿
迭代法(Newton's method)等等[20]。在下一个小节，本文会给出更具体和形式化的
定义。 
2.2 符号定义 
因为后面的章节会有一些理论推导，需要用到比较多的符号和定义，所以在
这里会对常见的一些符号给出标准的定义，方便后面的章节使用。在定义这些符
号的同时，也会对监督式机器学习进行更深入具体地介绍。 
首先，对于学习的数据，都会包含属性(Attribute)和目标。属性也称为特征
(Feature)，表示的是这一条数据的独特之处，而目标就是学习的目标。举一个简
单的例子，比如房价的预测，可以用大小，楼层，地段，城市等等作为属性，然
后目标就是真实的房价。每一条学习数据可以当成是一个行向量：[𝑥, 𝑦]，其中
𝑥 =  𝑥1, 𝑥2 , … , 𝑥𝑚  ，表示的是这一条学习数据包含了𝑚个属性，而𝑦则是目标。
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