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Previously, we have described a formulation for the
transmission probability of small interacting systems
connected to noninteracting leads.1) Using the Kubo for-
mula and a E´liashberg theory2) for the analytic continu-
ation of vertex functions, the dc conductance g has been
shown to be written in a Landauer-type form;
g = (2e2/h)
∫
dǫ (−∂f/∂ǫ) T (ǫ) , (1)
where f(ǫ) is the Fermi function. In Ref. 1, we have pro-
vided the expression of the transmission probability T (ǫ)
in terms of a vertex function eq. (2.36). Also, we gave an-
other expression, eq. (3.6) in Ref. 1, which uses a three-
point correlation function. Both of the two expressions
have been obtained after carrying out the analytic con-
tinuation for the Matsubara frequencies.
The purpose of this short note is to show that T (ǫ)
can also be expressed in terms of the retarded products
of the three-point correlation function, and eq. (8) is the
main result of this report. Since the retarded product is
defined in the real time, it gives us direct information
about the relationship between the transmission proba-
bility and dynamic correlation functions.
In the following, we will use the same notation with
that in Ref. 1. A schematic picture of the system is il-
lustrated in Fig. 1. The label 1 (N) is assigned to the
localized state at the interface on the left (right), and
the label 0 and N + 1 are assigned to the site at the
reservoir-side of the interface. The inter-electron inter-
action is switched on only for the electrons inside the
central region: the complete Hamiltonian H is given by
eq. (2.1) of Ref. 1. The transmission probability of this
system can be written as (see eq. (3.6) of Ref. 1)
T (ǫ) = 2ΓL(ǫ)Φ
[2]
R;11(ǫ, ǫ) , (2)
where ΓL(ǫ) = πρL(ǫ)v
2
L, ρL(ǫ) is the local density of
        
        
        
        
        
        
        
                                
                        
                        
                        
                        

 
 	

 



ff
fi
fl
ffi

 
!
"#$
Fig. 1. Schematic picture of the system.
states at the site “0” in the left lead, and vL is the mixing
matrix element which connects the sample and the left
lead. The three-point function Φ
[2]
R;11(ǫ, ǫ + ω) has been
introduced using the imaginary-time formulation,
ΦR;11(τ ; τ1, τ2) =
〈
Tτ JR(τ) c1σ(τ1) c
†
1σ(τ2)
〉
, (3)
∫ β
0
dτ dτ1 dτ2 e
iντ eiετ1e−iε
′τ2 ΦR;11(τ ; τ1, τ2)
= β δε+ν,ε′ ΦR;11(iε, iε+ iν) , (4)
where JR ≡ i
∑
σ vR
(
c†N+1σcNσ − c
†
NσcN+1σ
)
is the
current flowing through the right interface, JR(τ) ≡
eτHJRe
−τH, and c†1σ creates an electron with spin σ at
the site “1” at the left interface. As a function of com-
plex variables, ΦR;11(z, z+w) has singularities along the
lines Im (z) = 0 and Im (z + w) = 0, which can be seen
in eq. (6). These two singularities divide the complex z
plane into three regions (see Fig. 2), in each of which
ΦR;11(z, z + w) corresponds to the analytic function

Φ
[1]
R;11(ǫ, ǫ+ ω) = ΦR;11(ǫ + i0
+, ǫ+ ω + i0+)
Φ
[2]
R;11(ǫ, ǫ+ ω) = ΦR;11(ǫ − i0
+, ǫ+ ω + i0+)
Φ
[3]
R;11(ǫ, ǫ+ ω) = ΦR;11(ǫ − i0
+, ǫ+ ω − i0+)
.
(5)
Therefore it is the analytic continuation in the region
[2], i.e., Φ
[2]
R;11(ǫ, ǫ + ω), that determines the transmis-
sion probability through eq. (2). The aim of this report
is to present another approach to get this function star-
ing from the real time without carrying out the analytic
continuation. To this end, we consider the Lehmann rep-
resentation for ΦR;11(iε, iε+iν). Inserting a complete set
of the eigenstates satisfying H|n〉 = En|n〉 into eq. (3),
we have
ΦR;11(iε, iε+ iν)
=
1
Z
∑
lmn
〈l|c†1σ|m〉〈m|JR|n〉〈n|c1σ|l〉
×
[
e−βEm
(iε+ iν + Em − El)(iν + Em − En)
−
e−βEl
(iε+ En − El)(iε+ iν + Em − El)
−
e−βEn
(iν + Em − En)(iε+ En − El)
]
+
1
Z
∑
lmn
〈l|c1σ|n〉〈n|JR|m〉〈m|c
†
1σ|l〉
×
[
e−βEn
(iε+ El − En)(iν + En − Em)
+
e−βEl
(iε+ El − En)(iε+ iν + El − Em)
−
e−βEm
(iε+ iν + El − Em)(iν + En − Em)
]
, (6)
1
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where Z = Tr e−βH. From eq. (6), we can also obtain the
Lehmann representation of Φ
[k]
R;11(ǫ, ǫ+ω) for k = 1, 2, 3
by replacing the imaginary frequencies iε and iν with the
real ones ǫ and ω, respectively, taking the infinitesimal
imaginary parts summarized in the right-hand side of
eq. (5) into account. Then, it is straight forward to show
that the same analytic functions can be derived form the
real-time functions defined by
Φ
[1]
R;11(t; t1, t2)
= θ(t− t1) θ(t1 − t2)
〈[{
c1σ(t1) , c
†
1σ(t2)
}
, JR(t)
] 〉
+ θ(t1 − t) θ(t − t2)
〈{
c1σ(t1) ,
[
c†1σ(t2) , JR(t)
]}〉
,
(7)
Φ
[2]
R;11(t; t1, t2)
= θ(t− t1) θ(t1 − t2)
〈{
c†1σ(t2) ,
[
c1σ(t1) , JR(t)
]}〉
− θ(t− t2) θ(t2 − t1)
〈{
c1σ(t1) ,
[
c†1σ(t2) , JR(t)
]}〉
,
(8)
Φ
[3]
R;11(t; t1, t2)
= − θ(t− t2) θ(t2 − t1)
〈[{
c1σ(t1) , c
†
1σ(t2)
}
, JR(t)
] 〉
− θ(t2 − t) θ(t − t1)
〈{
c†1σ(t2) ,
[
c1σ(t1) , JR(t)
]}〉
,
(9)
through the Fourier transform∫ ∞
−∞
dt dt1 dt2 e
iωteiǫt1e−iǫ
′t2 Φ
[k]
R;11(t; t1, t2)
= 2π δ(ǫ + ω − ǫ′)Φ
[k]
R;11(ǫ, ǫ+ ω) . (10)
Here JR(t) ≡ e
iHtJRe
−iHt and θ(t) is the step func-
tion. The two types of the brackets denote the com-
mutator [A,B] ≡ AB − BA, and the anticommutator
{A,B} ≡ AB + BA. One can confirm the above state-
ment about eqs. (7)–(9) by carrying out the integration
in eq. (10) explicitly. For instance, the Fourier transform
of a function
F (t; t1, t2) = θ(t− t1) θ(t1 − t2)
〈
JR(t) c1σ(t1) c
†
1σ(t2)
〉
(11)
can be calculated as
F (ǫ, ǫ+ ω)
=
−1
Z
∑
lmn
e−βEm 〈l|c†1σ|m〉〈m|JR|n〉〈n|c1σ |l〉
(ǫ+ ω + Em − El + i0+)(ω + Em − En + i0+)
.
(12)
Among the three real-time functions eqs. (7)–(9), only
Φ
[2]
R;11(t; t1, t2) in eq. (8) is relating to the transmission
probability: eqs. (7) and (9) are provided for comparison.
Note that, in both of the two averages in the right-hand
side of eq. (8), the commutator for one fermion operator
and current JR is situated inside the anticommutator for
another fermion operator.
In conclusion the three-point function Φ
[2]
R;11(ǫ, ǫ+ ω),
which determines the transmission probability eq. (2),
can be described as the Fourier transform of the real-time
correlation function Φ
[2]
R;11(t; t1, t2) introduced in eq. (8).
This real-time formulation seems to be applicable to non-
perturbative approaches to the transmission probability
T (ǫ) of correlated electron systems.
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Fig. 2. Three analytic regions of ΦR;11(z, z +w).
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