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1Introduction générale
L’avènement de la science moderne avec Galilée au XVIIème siècle a permis de bâtir
une démarche de connaissances particulière dont l’efficacité opératoire est remarquable
[Koy86]. Elle repose sur deux piliers fondamentaux qui sont d’une part la théorisation,
formulée par des équations mathématiques à partir d’hypothèses et de raisonnements
logiques, d’autre part l’expérimentation, qui permet de mettre à l’épreuve ces prédic-
tions théoriques. Cette dialectique entre la théorie et l’expérimentation, aussi appelée
couplage, a rendu la démarche scientifique efficace et prolifique.
Cependant, l’arrivée de l’informatique vers le milieu du XXème siècle, par le déve-
loppement des méthodes numériques, a fait évoluer la science. En effet, l’outil numé-
rique est devenu indispensable car les théories sont devenues très sophistiquées et sont
souvent impossibles à tester analytiquement, excepté pour quelques scénarios élémen-
taires. La puissance de calcul informatique permet maintenant d’explorer plus finement
les prédictions des théories. Pour ces raisons, le couplage modélisation/expérimentation
est plus couramment utilisé de nos jours.
La mécanique expérimentale fonctionne sur cette approche dialectique du couplage
et a pour objet l’observation, la compréhension et la caractérisation des phénomènes
agissant au sein des matériaux et des structures. Y parvenir requiert avant tout une mé-
thode de mesure capable de fournir des grandeurs mécaniques sur des cas réels. Vient
ensuite la modélisation numérique qui devra rendre compte des valeurs mesurées pour
valider un modèle prédictif du comportement.
Depuis la fin du XXème siècle avec la diffusion des méthodes optiques en mécanique
expérimentale et les moyens informatiques de plus en plus performants, l’analyse des
phénomènes au cœur des matériaux et des structures s’est vue faire un bond en avant
remarquable. En effet, la richesse des mesures fournies par ces méthodes sans contact
permet d’observer des hétérogénéités mécaniques, autrefois impossibles avec les me-
sures ponctuelles. Nous pouvons citer par exemple la méthode de corrélation d’images
numériques ou la méthode des grilles, qui permettent de mesurer des champs ciné-
matiques, ou encore la photoélasticimétrie, qui permet de mesurer des différences de
contraintes principales. Cela est particulièrement intéressant pour l’étude des matériaux
hétérogènes qui sont depuis quelques décennies de plus en plus utilisés dans la concep-
tion de systèmes mécaniques.
Les moyens informatiques ont permis de leur côté de modéliser des comportements
de plus en plus complexes dans des délais toujours plus courts. Ainsi, en associant ces
deux démarches, le couplage expérimentation/modélisation s’est vu prendre une place
fondamentale comme outil d’analyse.
Afin de profiter au mieux de ces avancées, une approche de couplage originale est
venue se greffer à la mécanique expérimentale. Il s’agit du processus d’identification de
2 Introduction générale
paramètres mécaniques. Il est vite devenu évident qu’une telle quantité d’informations
mesurées était une voie prometteuse pour identifier les propriétés des matériaux et des
structures. L’avantage de l’identification est de pouvoir caractériser mécaniquement les
solides considérés afin de mieux comprendre leur comportement. En effet, les méthodes
de mesure permettent d’obtenir une partie du comportement appelée la cinématique.
Or, le comportement d’un matériau est régit, le plus souvent, par une loi mathéma-
tique qui relie une grandeur mécanique, les contraintes, avec une grandeur cinématique,
les déformations. De plus, ces contraintes dépendent des paramètres mécaniques. Par
conséquent, l’identification est nécessaire pour avoir accès aux contraintes et donc à la
connaissance complète du comportement.
Des méthodes d’identification ont été développées afin d’atteindre ces objectifs. La
plupart d’entre elles sont basées sur un formalisme qui permet l’identification globale,
c’est-à-dire l’identification de paramètres mécaniques globaux. Ces paramètres méca-
niques sont donc significatifs à l’échelle globale, ce qui est particulièrement adapté pour
l’étude de matériaux homogènes. La plupart des travaux menés repose sur cette hy-
pothèse. En revanche, si l’hypothèse de l’homogénéité n’est pas vérifiée, alors les pa-
ramètres globaux ne suffisent pas pour comprendre le comportement à l’échelle locale.
La notion d’échelle locale est définie dans ces travaux comme l’échelle correspondant
à la base de mesure. C’est pourquoi le développement de méthodes d’identification de
paramètres locaux est un enjeu majeur dans la compréhension du comportement des
matériaux hétérogènes.
FIGURE 1 – Échantillon de matériau composite fibreux - section de 2700×2700 µm2 [Dél09]
FIGURE 2 – Superposition de la microstructure avec Ezz sur une tranche du volume pour trois
états de déformation de matériau composite fibreux [Tra13]
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Ces travaux de thèse s’inscrivent dans une démarche inédite pour l’équipe de re-
cherche Photomechanics and Experimental Mechanics (PEM) de l’Institut P’. Elle a pour
but d’acquérir ces outils d’identification de paramètres mécaniques locaux associés aux
méthodes de mesure optiques, depuis longtemps développées et maîtrisées au sein de
l’équipe. Dans cette optique, l’objectif est d’identifier les distributions spatiales de pro-
priétés mécaniques sur les matériaux hétérogènes pour mettre en évidence l’existence
d’une relation entre les propriétés architecturales de la microstructure, notamment les
porosités locales, et les propriétés mécaniques, en particulier les rigidités locales. Deux
terrains d’expérimentations sont envisagés, le premier sur un matériau composite à base
de fibres de bois dont un aperçu est disponible en Figure 1. Une collaboration antérieure
avec l’équipe Génie Civil et Environnemental de l’I2M de Bordeaux a permis d’obtenir
des données cinématiques et l’évolution des microstructures sur ce matériau. Les travaux
menés ont permis de mieux comprendre leur comportement sous sollicitation, notam-
ment sur les aspects liés à la microstructure, à la porosité et aux liens entre la répartition
des fibres et les champs de déformations, voir Figure 2. Ces données cinématiques et
de microstructures sont donc utilisées pour l’application de la méthode d’identification.
Le second terrain expérimental envisagé porte sur une mousse en polyuréthane, voir
Figure 3, utilisée dans un nouveau dispositif de lubrification hydrodynamique, baptisé
eX-Poro-HydroDynamique. Cette activité est menée par l’équipe TriboLub du départe-
ment Génie Mécanique et Systèmes Complexes de l’Institut P’ en collaboration avec la
notre afin d’investiguer le comportement entre une structure hétérogène et un fluide
en mouvement. Ce type de matériau a, comme le matériau fibreux, un comportement
complexe que l’identification des propriétés mécaniques locales permettrait de mieux
comprendre.
FIGURE 3 – Échantillon de mousse polyuréthane
Dans une première approche, la loi de comportement choisie pour atteindre cet ob-
jectif est l’élasticité linéaire isotrope, dont l’un des deux paramètres quantifie la rigidité, à
savoir le module d’Young ou module d’élasticité. Le caractère isotrope du comportement
se justifie par le fait que localement, les microstructures de ces matériaux ne présentent
pas de symétrie ou de direction privilégiée qui pourrait nous faire choisir un comporte-
ment anisotrope. De plus, le coefficient de Poisson, qui est le second paramètre de la loi
de comportement considérée, est un paramètre géométrique qui correspond au rapport
de la déformation transversale sur la déformation longitudinale. Par conséquent, il peut
s’obtenir directement à partir de la méthode de mesure avant la phase d’identification.
Les microstructures de ce genre de matériaux sont complexes et obligent à prendre en
compte les effets tridimensionnels. Ainsi, l’identification porte sur des distributions tri-
dimensionnelles de paramètres mécaniques. Cela implique que le nombre d’inconnues
à identifier peut être très élevé à cause de l’aspect local et de l’aspect volumique.
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De plus, les méthodes de mesure optique acquièrent des images relativement rapide-
ment, grâce aux progrès de l’imagerie numérique, ce qui permet de pouvoir enregistrer
l’histoire d’un essai et ainsi d’observer les évolutions cinématiques au sein du matériau
sollicité. Il vient alors que la stratégie d’identification peut s’appliquer à n’importe quel
état de déformation. Ainsi, pouvoir observer les évolutions de paramètres mécaniques
locaux par rapport à l’état initial, appelés modules sécants, est également un enjeu ma-
jeur dans la compréhension du comportement mécanique des matériaux. Cela nécessite
alors une stratégie d’identification relativement rapide.
Nous avons présenté le contexte ainsi que les objectifs visés de ces travaux qui s’ins-
crivent dans une politique d’acquisition de compétences et d’outils pour l’équipe de re-
cherche. La suite du manuscrit s’organise en six chapitres. Le Chapitre 1 présente le pro-
blème d’identification en mécanique, ce qu’implique l’identification locale ainsi qu’une
revue bibliographique des méthodes existantes et de leurs applications. Les Chapitre 2
et Chapitre 3 présentent de manière détaillée les méthodes d’identification sélectionnées
ainsi que leur implémentation et quelques résultats sur des cas simulés. Le Chapitre 4
s’attachera à comparer ces méthodes et évaluer leurs performances respectives sur des
cas simulés, puis à décrire une amélioration de l’implémentation de l’une d’elles. En-
fin, les Chapitre 5 et Chapitre 6 exposeront le matériel et les matériaux utilisés pour les
expérimentations ainsi que les résultats obtenus pour valider expérimentalement la dé-
marche sur des cas 2D et 3D.
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1.1 Introduction
Ce chapitre introduit l’identification en mécanique des solides. Après un bref rappel
des définitions des problèmes direct et inverse, nous explicitons les intérêts et difficul-
tés de l’approche locale par rapport à l’approche globale en identification vis-à-vis des
objectifs décrits dans l’introduction générale. Ensuite, les différentes méthodes d’identi-
fication sont présentées ainsi qu’une revue bibliographique pour chacune d’entre elles.
Nous présentons également la méthode de mesure expérimentale utilisée dans ces tra-
vaux à la fin du chapitre. Enfin, la conclusion fait état des choix qui ont été faits vis-à-vis
des méthodes décrites.
1.2 Identification en mécanique
1.2.1 Problème direct
Ω
n
Γu¯
u¯
ΓT¯
T¯
FIGURE 1.1 – Solide quelconque soumis à des conditions limites statiques et cinématiques
Supposons un solide élastique quelconque, voir Figure 1.1, qui occupe un domaine
Ω à l’état initial, dit non déformé. Il est gouverné par différentes équations présentées
maintenant. Les équations d’équilibre, en l’absence de forces volumiques, s’écrivent :{
divσ = 0 dans Ω
σ · n = T¯ sur ΓT¯ (1.1)
Les équations de compatibilité cinématique du solide sont :{
ε[u] = 12
(∇Tu+∇u) dans Ω
u¯ = u sur Γu¯
(1.2)
Enfin, la loi de comportement s’écrit :
σ = A(θ) : ε[u] dans Ω (1.3)
Dans les équations (1.1), (1.2) et (1.3), σ représente le tenseur des contraintes de Cau-
chy, n le vecteur normal unitaire sortant à ∂Ω. T¯ et u¯ sont respectivement les conditions
aux limites statiques et cinématiques imposées. ΓT¯ et Γu¯ sont les surfaces d’applications
de ces conditions. Le tenseur d’élasticitéA dépend des paramètres θ de la loi de compor-
tement et peut être soit uniforme, cas du matériau homogène, soit variable spatialement,
cas du matériau hétérogène. ε est le tenseur des déformations de Green-Lagrange linéa-
risé, u le vecteur déplacement et ∇ l’opérateur différentiel vectoriel.
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Modèle g
Paramètres θ
Sollicitation X Réponse S ?
FIGURE 1.2 – Schématisation du problème direct
Dans le cas d’un problème direct, la réponse S du système, gouverné par un modèle
g dont les paramètres θ sont connus et soumis à une sollicitation X , est recherchée, voir
Figure 1.2. Il s’agit pour nous de calculer le champ de déplacements u en respectant les
équations écrites précédemment. A partir de ce dernier, les autres champs mécaniques
peuvent être déduits, par exemple les déformations et les contraintes. La formulation
faible qu’est le principe des travaux virtuels permet de remplacer les équations précé-
dentes : ∫
Ω
ε?[u?] : A(θ) : ε[u]dV =
∫
ΓT¯
T · u? dS (1.4)
où u? est un champ de déplacements virtuel cinématiquement admissible dont le
champ de déformations correspondant est ε?. L’équation (1.4) traduit l’égalité entre les
efforts de cohésion de la matière, ou contraintes internes qui ont produit des déforma-
tions par cohésion de la matière, et les efforts extérieurs, qui ont produit des travaux
virtuels.
A partir de cette écriture variationnelle, une procédure de discrétisation par sous-
domaines est effectuée en utilisant des approximations élémentaires, en général la mé-
thode des éléments finis est utilisée. Cela permet d’aboutir à l’écriture suivante dans le
cas de l’élasticité linéaire :
[K]{u} = {F} (1.5)
où [K] est la matrice de rigidité globale et {F} est le vecteur des efforts globaux.
Ainsi, la résolution de ce système linéaire permet de connaître la réponse du matériau à
une sollicitation, soit le champ de déplacement {u} calculé aux nœuds du maillage. La
méthode des éléments finis est présentée plus en détails dans le Chapitre 2.
Ce type de problème est dit bien posé car il respecte les trois conditions énoncées par
Hadamard [Had02] :
— une solution existe
— la solution est unique
— la solution dépend continûment des données
Par conséquent, la qualité de la résolution d’un problème direct dépend surtout des
paramètres qui régissent la loi de comportement du matériau. Ces paramètres peuvent
être déterminés sur des matériaux homogènes grâce à des expérimentations. En re-
vanche, dans le cas de matériaux hétérogènes, il est plus difficile de déterminer ces pa-
ramètres à partir d’essais simples et la résolution d’un problème inverse est alors préfé-
rable pour connaître le comportement mécanique du matériau.
1.2.2 Problème inverse
Comme son nom l’indique, le problème inverse consiste à « inverser » le problème
direct. En effet, il s’agit de retrouver les paramètres θ du modèle g qui ont permis la ré-
ponse mesurée Smes sous la sollicitationX , voir Figure 1.3. Il est donc nécessaire d’avoir
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des grandeurs mesurées pour résoudre un problème inverse. Cette inversion a un in-
convénient majeur : le problème est souvent mal posé, ce qui revient à dire qu’au moins
une des conditions de Hadamard citées plus haut n’est pas respectée. En particulier, les
erreurs de mesure et les erreurs du modèle conduisent inexorablement à l’absence de so-
lution exacte au problème. D’après cela, il n’est possible que de rechercher une solution
approchée θ˜. Ces deux types de perturbations sont différents, les incertitudes de mesure
sont dues à la capacité d’une méthode expérimentale à extraire des informations, alors
que les erreurs du modèle physique choisi pour décrire le comportement sont dues aux
hypothèses et donc imperfections de ce dernier [Tar05].
Modèle g
Paramètres θ ?
Sollicitation X Réponse Smes
FIGURE 1.3 – Schématisation du problème inverse
Un problème d’identification est donc un problème inverse. Une distinction est par-
fois opérée, notamment lorsque le nombre de paramètres à identifier devient grand,
il est courant de baptiser cela un problème inverse plutôt qu’un problème d’identifi-
cation [Lav11]. Néanmoins, pour distinguer la formulation mathématique générale du
problème inverse du problème d’identification propre à la mécanique des solides, nous
gardons la dénomination d’identification dans ce manuscrit. En général, la réponse du
système, dans notre cas du matériau, est mesurée à l’aide d’une méthode de mesure
de champs qui permet d’obtenir une surabondance de données. Nous avons choisi la
corrélation d’images numériques (CIN) qui sera décrite dans la Section 1.5.
1.3 De la nécessité d’une approche locale
1.3.1 Limites de l’identification globale
Un certain nombre de travaux portant sur l’identification de paramètres mécaniques
se font sur des matériaux homogènes ou considérés comme tels. D’après cette hypo-
thèse, les dits paramètres sont considérés constants pour la structure complète, c’est ce
que nous appelons l’identification globale. Cela signifie que les paramètres sont valables
à l’échelle globale et à l’échelle locale du matériau. Une littérature conséquente existe
sur ce type d’identification sur des lois de comportements variées dont une liste non
exhaustive est présentée dans la Section 1.4.
Afin d’illustrer les restrictions qu’imposent une telle hypothèse, nous considérons un
exemple de matériau homogène élastique dont nous souhaitons connaître les propriétés
mécaniques θ. Dans ce cas et d’après la loi de comportement (1.3), les contraintes et les
déformations sont reliées par un tenseur d’élasticitéA(θ) qui est uniforme spatialement
et donc constant pour toute la structure.
Cela a pour conséquence que le nombre d’inconnues recherchées θ est faible. En
général, les lois de comportement des matériaux comprennent une dizaine de para-
mètres mécaniques. Nous pouvons notamment citer l’élasticité linéaire isotrope qui n’en
contient que deux jusqu’au modèle de Teodesiu [Teo95] qui en contient 13, par exemple.
Très peu de paramètres sont donc nécessaires afin de décrire le comportement de
tels matériaux. Une telle économie dans le formalisme n’est possible qu’en supposant
le caractère homogène des structures considérées. Nous précisons également qu’il est
possible d’obtenir des champs cinématiques, notamment de déformations, hétérogènes
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(a) Échelle locale : mousse de polyuré-
thane [Buz08]
(b) Échelle globale : composite sandwich à
structure nid d’abeilles (ProTech Compo-
sites)
FIGURE 1.4 – Exemples de matériaux hétérogènes à différentes échelles
dans certaines conditions, par exemple un essai de cisaillement. Un dernier point impor-
tant concernant l’identification globale est la surabondance des mesures expérimentales
par rapport aux inconnues à identifier qui permet d’assurer une certaine stabilité des
solutions identifiées.
Malgré tout, cela a un inconvénient car cette hypothèse devient caduque relative-
ment facilement dans les matériaux utilisés de nos jours. En effet, à l’échelle macrosco-
pique, nous pouvons négliger certains aspects locaux de la matière mais cela n’est pas
toujours valable. Des matériaux peuvent présenter des structures qui ne respectent pas
cette hypothèse à l’échelle locale, comme un matériau poreux, et même à l’échelle glo-
bale, comme un matériau composite de type sandwich. Un exemple pour chaque cas est
illustré en Figure 1.4. Par conséquent, le processus d’identification globale va donner des
résultats qui ne décriront pas de manière correcte leur comportement local. Cela ne re-
met pas en cause la qualité de l’identification mais plutôt sa validité du point de vue de la
description mécanique de la structure qui n’est valable qu’à l’échelle globale. En d’autres
termes, l’identification globale rendra compte du comportement homogène global sur la
structure. Il vient alors que l’économie du formalisme, mentionnée plus haut, restreint
de manière significative le comportement qu’il est possible de caractériser.
Pour ces raisons, une approche locale pour le processus d’identification est néces-
saire.
1.3.2 Difficultés liées à l’identification locale
Ce changement d’échelle dans l’approche de l’identification permet d’obtenir les pro-
priétés mécaniques locales. Par conséquent, cela évite les écueils précédemment cités de
l’approche globale pour rendre compte du comportement local au sein de la structure.
En revanche, cela fait apparaître des difficultés supplémentaires. Tout d’abord, l’iden-
tification locale requiert de discrétiser les propriétés mécaniques recherchées. La pre-
mière difficulté est donc de choisir un type de discrétisation qui soit lié à la mesure
de manière à rechercher une distribution spatiale de paramètres mécaniques θ(x, y, z).
Le choix du type de discrétisation reste a priori libre, cependant dans la littérature, une
discrétisation en sous-domaines, définis à partir de la grille expérimentale, est souvent
utilisée. Cette opération implique que le nombre de paramètres à identifier est beaucoup
plus élevé que pour le cas de l’identification globale.
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Deuxièmement, les matériaux hétérogènes peuvent présenter des microstructures
complexes qui sont difficilement appréhendables. C’est notamment le cas pour le ma-
tériau fibreux de la Figure 1. La complexité de ces microstructures oblige également
à considérer les effets tridimensionnels. En effet, les études bidimensionnelles sont
plus courantes car faciles à mener mais demandent des hypothèses supplémentaires
sur le comportement du matériau. Nous pouvons citer par exemple l’hypothèse des
contraintes planes qui n’est plus vérifiée sur ce type de matériau. Par conséquent,
une mesure tridimensionnelle de la réponse du matériau est nécessaire pour limiter le
nombre d’hypothèses. Cela a pour conséquence d’augmenter encore le nombre d’incon-
nues à déterminer.
Troisièmement, la résolution du problème d’identification locale doit se faire de ma-
nière globale, c’est-à-dire que tous les paramètres doivent être identifiés dans la même
procédure et en même temps. En effet, si nous considérons une structure caractérisée par
un champ discret de propriétés mécaniques θ(x, y, z), alors la réponse mesurée donne
une vision liée des comportements locaux régis par ces propriétés locales. Cela signifie
que la cinématique mesurée est le résultat du comportement local et des interactions à
distance dues à la matière. De plus, l’effort mesuré est global car il est donné par la ma-
chine de sollicitation. Par conséquent, nous avons accès à cet effort, qui est la somme de
tous les efforts locaux de la structure, et non aux contraintes locales qui permettraient
de subdiviser le problème en sous-problèmes. Ainsi, nous ne pouvons pas discrétiser le
problème d’identification pour identifier les paramètres un à un.
1.4 Méthodes d’identification
1.4.1 Méthode de l’Erreur en Relation de Comportement (MERC)
Principe
A l’origine, cette méthode a été développée pour estimer les erreurs dans la méthode
des éléments finis [Lad83]. Des travaux ont montré par la suite son efficacité dans le
recalage de modélisations [Lad99 ; Bar04]. Puis, elle est devenue un outil puissant pour
les problèmes d’identification en mécanique [Azz15 ; Guc15 ; Bab17], elle est décrite ici
dans un formalisme approprié à un cas statique élastique linéaire. La MERC consiste à
minimiser l’écart entre un champ de contraintes τ statiquement admissible et un autre
champ de contraintes calculé via une loi de comportement appliquée à un champ de
déplacements v. Cet écart E entre ces deux champs s’écrit :
E(v, τ,A(θ)) = 1
2
∫
Ω
(τ −A(θ) : ε[v]) : A(θ)−1 : (τ −A(θ) : ε[v]) dV (1.6)
D’après l’équation (1.6), l’écart E mesuré par cette méthode a la dimension d’une
énergie qu’il convient alors de minimiser pour identifier les paramètres mécaniques :
J(θ) = min E(v, τ,A(θ)) (1.7)
Le point clé de la méthode est la construction d’un espace de contraintes admissibles
auquel τ appartient [Flo10].
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Application en identification globale
Les auteurs de [Gey02] ont pu identifié le couple de paramètres élastiques (E, ν) sur
une éprouvette en AU4G lors d’un essai de traction. La méthode a été utilisée dans
[Mer14] pour identifier les propriétés d’une loi d’endommagement non-linéaire pour
des matériaux orthotropes de type verre/epoxy.
Enfin, les travaux de [Azz15] ont étudiés les performances de la méthode pour l’iden-
tification du module de cisaillement sur une éprouvette composite à matrice organique
avec une attention particulière sur l’influence des conditions aux limites imposées dans
le processus.
Application en identification locale
Les travaux de [Flo10] ont montré la capacité de la méthode à identifier les para-
mètres mécaniques localement dans le cadre d’une loi de comportement élastique li-
néaire isotrope où les modules d’Young sont identifiés. L’article ne traite que deux cas
simulés bidimensionnels avec des grilles de 10×10 et 20×20 éléments. Les erreurs rela-
tives moyennes sont respectivement de 5% et 3% sur les modules identifiés. Les auteurs
insistent sur l’optimisation qui est faite sur la construction des champs statiquement ad-
missibles des contraintes en utilisant un formalisme multi-échelles, ce qui réduit selon
eux le coût en calculs.
Les auteurs de [Bab17] ont proposé une formulation spécifique permettant d’identi-
fier des distributions de modules de cisaillement continues et discontinues dans le cas
des contraintes planes. L’originalité de cette approche est de proposer un formalisme di-
rect, donc sans processus itératif, et de pouvoir identifier des propriétés mécaniques à
forts gradients ou même discontinues. L’identification est menée sur plusieurs milliers
d’éléments sur chaque cas numérique. Une application est faite dans le cadre médical
sur les masses cancéreuses du sein afin d’identifier ces mêmes modules.
Les auteurs de [Guc15] se sont intéressés à la reconstruction du module de cisaille-
ment et du premier paramètre Lamé sur des exemples numériques de matériaux hyper-
élastiques obéissant au modèle de Saint Venant-Kirchhoff. L’identification de ces pro-
priétés est faite sur un maillage de 5000 éléments en 2D et de 10 240 éléments en 3D. Le
nombre d’itérations nécessaires au processus décrit par les auteurs pour converger est
très faible, de l’ordre d’une dizaine d’itérations.
Enfin, les travaux de [Mad18] portent sur l’identification des modules d’Young lo-
caux et des modules de durcissement locaux sur un matériau multi-phasés simulé. Les
maillages utilisés sont différents selon les champs mécaniques. Le champ cinématique
(2208 éléments) mesuré est une subdivision du champ de propriétés plastiques (552 élé-
ments), qui est lui même une subdivision du champ de propriétés élastiques (138 élé-
ments). Les résultats de l’identification sur un cas simulé donne des erreurs relatives
inférieures à 5%. Un cas expérimental est également traité sur une éprouvette homogène
de traction composée d’une matrice ductile ferritique à l’intérieur de laquelle est dis-
persée une phase dure martensitique. L’identification des propriétés élastiques est faite
globalement et localement sur 20 domaines et les courbes de comportement associées
vérifient bien l’homogénéité du matériau.
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1.4.2 Méthode des Champs Virtuels (MCV)
Principe
Cette méthode a été initialement proposée par [Gré89] en proposant une interpréta-
tion judicieuse du principe des travaux virtuels. L’équation (1.4) est valable pour tout
champ virtuel cinématiquement admissible. L’idée est d’utiliser cette propriété qui in-
duit que chaque champ virtuel conduit à une nouvelle équation. Ainsi, il est possible
d’identifier n paramètres en écrivant n fois l’équation (1.4) avec n champs virtuels indé-
pendants. Historiquement, la MCV s’est appliquée en premier lieu à l’étude de la flexion
des plaques [Gré90], puis, elle s’est vue appliquée dans beaucoup d’autres cas.
Dans le cas d’un matériau homogène décrit par la loi de l’élasticité linéaire, cela se
traduit par un système d’équations linéaires :
A(θ)
∫
V
ε ε?(1) dV =
∫
ΓT¯
T u?(1) dS
...
A(θ)
∫
V
ε ε?(n) dV =
∫
ΓT¯
T u?(n) dS
(1.8)
Cette méthode est particulièrement intéressante pour les problèmes linéaires car
l’identification est directe, à savoir la résolution d’un système linéaire.
Dans le cas d’un matériau hétérogène, les propriétés mécaniques recherchées doivent
être spatialisées. Deux approches sont utilisées, soit le développement de fonctions défi-
nies sur l’ensemble du domaine, soit une discrétisation en sous-domaines.
Le choix des champs virtuels est un point critique dans cette méthode car ils dé-
pendent de la loi de comportement et doivent être cinématiquement admissibles tout
en étant indépendants les uns des autres. Une méthode de génération automatique de
champs virtuels dits « spéciaux » a été mise au point dans [Gré02] pour pallier ce pro-
blème dans le cas de matériaux homogènes.
Application en identification globale
Les auteurs de [Pie07] ont pu identifier par cette méthode les propriétés d’une loi
de comportement élastique orthotrope sur un matériau composite de fibres de verre
avec un essai de Iosipescu. Une étude de sensibilité a été menée et a permis d’améliorer
la configuration de l’essai. Une implémentation incrémentale de la méthode a permis
l’identification des propriétés d’une loi élasto-plastique dans [Gré06]. Enfin, les travaux
de [Not11] portent sur l’identification des paramètres de modèle élasto-visco-plastique
de type Johnson-Cook.
Application en identification locale
Les travaux de [Kim08] s’intéressent à l’identification des paramètres d’endommage-
ment linéaire. Les approches de discrétisation de ces paramètres ont été faites par poly-
nômes et sous-domaines. Les cas simulés et expérimentaux correspondent à une plaque
où un endommagement localisé de 30% de la valeur du module d’Young de référence
est imposé. Pour la première approche, la distribution des paramètres mécaniques est
régit par une fonction polynômiale alors que pour la seconde, le champ de propriétés
est discret. Les résultats de ces travaux montrent que les polynômes engendrent des ar-
téfacts lorsque le degré de ces derniers est supérieur à 8 mais ils permettent de filtrer
une partie du bruit de mesure et d’obtenir un champ continu de propriétés. Concernant
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la discrétisation par éléments formant un maillage de 19×14 éléments, les résultats de
cette approche montrent une sensibilité accrue au bruit de mesure mais une meilleure
localisation des gradients de propriétés.
Plus récemment, [Ngu13 ; Ngu14 ; Ngu17] ont privilégié la paramétrisation des pro-
priétés mécaniques élastiques dans l’espace fréquentiel plutôt que spatial via les séries
de Fourier afin d’identifier leurs distributions. Ce choix a nécessité le développement
d’algorithmes de FFT spécifiques pour accélérer la résolution du problème. De même
que pour les polynômes, l’utilisation de séries de Fourier engendre des artéfacts aux
variations de propriétés mécaniques, cela impose l’application de filtres adaptés.
1.4.3 Méthode de l’Écart à l’éQuilibre (MEQ)
Principe
Il s’agit d’une méthode, comme les champs virtuels, qui vérifie l’équilibre local au
sein de la structure et qui a été développée dans [Cla04]. Deux formalismes d’implé-
mentation de la méthode sont possibles : le formalisme éléments finis et le formalisme
en différences finies. Dans la littérature, cette méthode est appelée Equilibrium Gap Me-
thod et notée EGM.
Selon le formalisme utilisé, il s’agit alors de vérifier les équations d’équilibre (1.1)
pour les nœuds du maillage, qui peuvent se réécrire comme suit :{
div [A(θ) : ε] = 0 dans Ω
[A(θ) : ε] · n = 0 sur ΓT¯ (1.9)
Les déformations ε peuvent être mesurées, par conséquent, cela fera apparaître un ré-
sidu dans le second membre des équations (1.9), de même si les paramètres mécaniques
θ ne correspondent pas au comportement. Il s’agit alors de minimiser ce résidu, ce qui
va permettre de rééquilibrer la structure et ainsi d’identifier les paramètres mécaniques
qui ont permis ce rééquilibrage.
Une particularité de cette méthode est qu’elle a été développée pour l’identification
de contrastes de propriétés mécaniques discrètes. En effet, les quantités identifiées sont
obtenues à une constante multiplicative près.
Application en identification globale
Les travaux de [Rou08] ont modifié la méthode afin d’identifier les paramètres d’une
loi d’endommagement non-linéaire sur le même matériau que [Cla04]. La MEQ a égale-
ment été intégrée à la CIN dans [Rét09] pour obtenir des champs cinématiques mécani-
quement admissibles. Cette procédure permet de filtrer le bruit en déplacement et a été
appliquée dans le cadre d’un échantillon de carbure de silicium fissuré.
Application en identification locale
Cette méthode a été utilisée dans [Cla04] afin d’identifier les paramètres d’endom-
magement. L’endommagement est défini comme un écart à une valeur de module non
endommagé. Plusieurs cas simulés, 10×10 éléments et 49×49 éléments, montrent les per-
formances de la méthode avec plusieurs distributions hétérogènes d’endommagements
allant de 0, pas d’endommagement, à 1, endommagement maximal autorisé. Les erreurs
relatives de la méthode sont de l’ordre de 2%. Une application sur un cas expérimen-
tal est menée sur un matériau composite renforcé avec des fibres de verre dans le cadre
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de l’élasticité linéaire isotrope. Le coefficient de Poisson est supposé constant. Les in-
dicateurs développés en fonction des contrastes d’endommagement identifiés dans ces
travaux permettent de localiser clairement la zone de rupture du matériau.
Les auteurs de [Cro09] ont proposé une variante de la méthode pour une loi élas-
tique orthotrope afin d’identifier les contrastes d’endommagement. Un cas numérique
est d’abord simulé sur une grille de 20×20 éléments. La méthode est ensuite appliquée
sur un cas expérimental de cisaillement d’une éprouvette en composite C/C 1. Les distri-
butions de contrastes d’endommagement obtenues sont ensuite utilisées pour identifier
les paramètres d’une loi d’endommagement afin de relier les endommagements aux dé-
formations équivalentes.
1.4.4 Méthode de Recalage de modèle Éléments Finis (MREF)
Principe
Les premiers travaux mettant en œuvre cette méthode remontent au début des an-
nées 1970 [Kav71 ; Kav72]. De même que pour la méthode MERC, la MREF est un pro-
cessus itératif qui consiste à minimiser l’écart quadratique entre un champ mécanique
mesuré Omes et un champ mécanique simulé Osim :
J(θ) = min (Omes −Osim)TW(Omes −Osim) (1.10)
oùW est une matrice de pondération. A chaque itération, le processus d’optimisation
met à jour le jeu de paramètres θ afin de faire correspondre au mieux les deux champs
mécaniques. Dans la littérature, cette méthode est généralement appelée Finite Element
Model Updating et désignée par l’acronyme FEMU.
Le point délicat de cette méthode est de choisir un processus de minimisation efficace
en fonction du cas considéré et de construire le modèle éléments finis de manière fidèle
au cas expérimental.
Application en identification globale
Cette méthode se présente aujourd’hui sous des formes très diverses car la nature
des champs mécaniques peut varier. Historiquement, cette méthode a été utilisée avec
les déplacements et les efforts à la fois pour l’identification de propriétés élastiques et
visco-élastiques [Kav71 ; Pag07]. Dans le cadre de l’identification des propriétés d’une
loi de comportement non-linéaire Ramberg-Osgood, [He18] a utilisé la MREF avec une
fonctionnelle basée sur les champs de déformations. Les travaux de [Pot10] exploitent
également cette méthode dans le cadre de l’identification de lois de comportement
élasto-plastiques et thermo-plastiques. Les fonctionnelles utilisées associent donc des
champs de déplacements et des champs de températures. Les auteurs de [Pas14] ont pu
identifier les propriétés mécaniques élastiques orthotropes d’une plaque composite de
verre/epoxy trouée.
Application en identification locale
Contrairement aux autres méthodes, la MREF n’a pas été utilisée pour l’identification
de paramètres mécaniques locaux à notre connaissance.
1. composite de carbone renforcé par des fibres de carbone
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1.4.5 Autres méthodes
Les méthodes présentées dans ce mémoire sont les plus connues et ont notamment
fait l’objet de travaux lors du GDR 2519 dont une synthèse est disponible dans [Avr08].
Néanmoins, des méthodes moins populaires ont été développées. Une liste exhaustive
serait compliquée à établir d’autant plus que certaines sont basées sur celles déjà pré-
sentées. Pour cette raison, nous nous contentons de citer celles qui paraissent les plus
appropriées à notre cas.
Les auteurs de [Mou13] ont mis au point la méthode de compatibilité constitutive qui
vient d’une reformulation de la MERC. L’idée principale est de reconstruire les champs
de contraintes compatibles avec les champs de déformations observés indépendamment
de l’identification des paramètres mécaniques qui n’est menée qu’ultérieurement. De
cette manière, un découplage est fait entre la reconstruction des contraintes et la recons-
truction des propriétés mécaniques. Une stratégie de décomposition multi-échelles de
cette méthode a été développée dans [Lub15] en 2D puis dans [Mou15] en 3D. Cette
méthode n’a cependant pas été testée sur des cas expérimentaux.
Les travaux de [Dav15] montrent une méthode d’identification de propriétés élas-
tiques point par point sur une application de tissus mous biologiques. En utilisant une
analyse inverse de membrane, la relation contraintes-déformations est connu à tous les
points du maillage. Les propriétés mécaniques sont identifiées en faisant appel à une
approximation à partir de l’équation de la densité d’énergie du matériau.
Enfin, les auteurs de [Bal14] ont proposé une approche différente en construisant un
opérateur linéaire et en l’inversant pour identifier les propriétés mécaniques locales. La
sensibilité de la méthode au bruit sur les champs de déplacements a obligé les auteurs
à développer une méthode de régularisation appropriée. Seuls des cas numériques ont
été présentés.
1.5 Corrélation d’Images Numériques (CIN)
Dans les méthodes d’identification, il est nécessaire d’avoir à disposition une mesure
de la réponse du matériau. Les méthodes de mesure de champs sont en général privilé-
giées car la quantité de données disponibles est très importante. Cela permet notamment
d’observer des phénomènes locaux, chose impossible avec des techniques convention-
nelles de mesure ponctuelle. Nous présentons ici la CIN mais il existe d’autres méthodes
de mesure de champs, comme la méthode des grilles [Par82 ; Tou17] ou encore la pho-
toélasticimétrie [Fro77 ; Jag16].
Depuis son développement au début des années 1980 [Pet82 ; Sut83 ; Sut86], la CIN a
connu un essor remarquable en mécanique expérimentale. C’est un secteur de recherche
très actif depuis lors et ses domaines d’applications sont très divers, c’est pourquoi
nombre de travaux proposent des améliorations pour adapter la méthode notamment à
la détection de fissure [Val14 ; Dup15 ; Has18] ou encore lors de conditions dynamiques
[Zap14 ; Wu16]. Outre sa relative facilité de mise en œuvre et son caractère non intrusif,
la méthode permet de traiter des images numériques bidimensionnelles, issues de ca-
méras classiques pour de l’analyse 2D [Bel12 ; Wan14 ; Guo16] et 2D 1/2 [Pie16 ; Riz16 ;
Val17], et tridimensionnelles, issues d’un banc de tomographie (tomographie rayons X,
tomographie optique, tomographie à cohérence optique...) pour de l’analyse 3D [Ger07 ;
Tra12 ; Mor14]. Ces éléments lui confèrent une souplesse d’application très intéressante.
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FIGURE 1.5 – Principe de la CIN
1.5.1 Principe
Comme son nom l’indique, la méthode consiste à corréler des domaines communs
à deux images successives, la première représentant l’état de référence, la seconde l’état
déformé. Ces domaines, appelés domaines de corrélation, sont définis par des coordon-
nées et des dimensions exprimées en pixels dans le repère image, voir Figure 1.5.
Chaque domaine D contient un certain nombre de pixels avec des niveaux de gris
différents. Ce motif de niveaux de gris doit être retrouvé au mieux à l’intérieur d’une
zone de recherche Ωr de l’état déformé. Pour ce faire, un coefficient de corrélation C est
calculé dont différentes versions existent. Celui implémenté dans les logiciels d’équipe
Correla (2D) et CorrelVol (3D) est appelé zero-mean normalized cross-correlation (ZNCC) :
C = 1−
∑
i∈D
( f (Xi)− f¯ )(g(xi)− g¯)√
∑
i∈D
( f (Xi)− f¯ )2 ∑
i∈D
(g(xi)− g¯)2
(1.11)
où f et g retournent respectivement les valeurs de niveaux de gris des pixels Xi et xi
dans les configurations initiale et déformée, f¯ et g¯ sont respectivement les moyennes des
niveaux de gris des pixels de chaque domaine dans l’état initial et déformé.
Ce coefficient est représentatif de la ressemblance entre les domaines dans les deux
configurations. Le domaine dans la configuration déformée Φ(D) est localisé pour la
valeur minimale de C, voir Figure 1.5c qui représente la cartographie des valeurs pos-
sibles de C pour toutes les positions possibles du domaine de corrélation D dans la zone
de recherche Ωr. Le déplacement u en est déduit au pixel près. Pour avoir des valeurs
de déplacements sub-pixel, l’interpolation des niveaux de gris est nécessaire. Le choix
reste a priori libre, dans la littérature, les plus utilisées sont les interpolations bilinéaire
ou bicubique en 2D (trilinéaire et tricubique en 3D).
Cela suppose que le motif de niveaux de gris du domaine D soit suffisamment riche
et contrasté pour assurer une unicité de la solution de corrélation. Cela peut s’ajuster en
jouant sur les tailles de domaine de corrélation px et py. En effet, plus le domaine est
grand, plus l’unicité est assurée mais la surface de corrélation dans la zone de recherche
devient petite. Par conséquent, la solution vraie peut ne pas être identifiée. Il y a un
donc un compromis à trouver qui dépend du cas considéré. Un autre aspect essentiel
qui rentre en jeu est le mouchetis de l’image, il est décrit plus loin.
En général, la transformation matérielle Φ est approchée par une fonction de type
développement limité à l’ordre un :
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Φ ≈ Φa (X) = X + u+ ∂u
∂X
(X − X0) (1.12)
Cette écriture permet de considérer une translation de corps rigide à laquelle est
associée un gradient local homogène sur le domaine de corrélation. Le Tableau 1.1 re-
groupe les composantes calculées selon la dimension du problème. A partir des ces com-
posantes, le champ de déformations peut être déduit.
Dimension Déplacement Gradients de déplacement
2D ux uy ∂u∂x
∂u
∂y
∂v
∂x
∂v
∂y
3D ux uy uz ∂u∂x
∂u
∂y
∂u
∂z
∂v
∂x
∂v
∂y
∂v
∂z
∂w
∂x
∂w
∂y
∂w
∂z
TABLEAU 1.1 – Composantes à calculer en CIN d’après l’écriture (1.12)
1.5.2 Mise en œuvre
La CIN est une méthode de mesure optique qui nécessite l’acquisition d’images.
Nous présentons ici la mise en œuvre pour une analyse 2D. La première étape consiste
à déposer un mouchetis sur l’éprouvette ou le matériau à étudier. C’est facultatif si la
surface de l’objet possède naturellement un mouchetis, par exemple une mousse. En
général, la peinture est utilisée mais des techniques de gravure peuvent s’appliquer,
notamment aux petites échelles par microlithographie [Gue16], par remodelage d’une
fine couche de métal [Edw17] ou par dépôt de nano-particules [Git16]. Les images étant
souvent codées en 8 bits de niveaux de gris, un bon mouchetis se caractérise par un his-
togramme bien étalé sans saturation en blanc (255) ou en noir (0). La Figure 1.6 montre
plusieurs histogrammes qui illustrent ce propos. L’histogramme 1 est ce vers quoi il faut
tendre puisqu’il couvre toute la gamme de niveaux de gris, la dynamique de l’image est
donc bonne. L’histogramme 2 a une dynamique moins bonne car la majorité des niveaux
de gris se concentre sur la moitié de la plage. Cela signifie que l’image est trop grise, qu’il
n’y a pas assez de pixels blancs et noirs. Le dernier histogramme illustre un cas où il y a
une saturation en noir.
Il s’agit ensuite de réaliser l’essai de sorte que la caméra puisse acquérir, sinon
l’échantillon entier, la zone d’intérêt. La Figure 1.7 montre un montage classique pour
un essai de traction.
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FIGURE 1.6 – Exemples d’histogrammes de niveaux de gris
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FIGURE 1.7 – Exemple de montage de traction simple
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1.6 Choix et conclusion
Les méthodes qui ont été décrites sont des stratégies permettant l’identification des
paramètres mécaniques au sein d’un matériau. Elles ont chacune leurs avantages et in-
convénients par rapport à nos objectifs. En effet, la MERC semble intéressante car elle
permet de reconstruire des champs de contraintes admissibles à partir desquels les pro-
priétés sont extraites mais les travaux concernant l’identification locale sont pour la ma-
jorité exclusivement numériques. Les outils de discrétisation des propriétés mécaniques
de la MCV, fonctions continues ou éléments virtuels, ne sont pas appropriés pour notre
cas. La MEQ identifient les propriétés à une constante près mais paraît plus apte à ré-
pondre à nos exigences. Enfin, la MREF ne semble pas avoir été testée sur ce type d’iden-
tification.
Partant de ce constant, nous avons sélectionné deux méthodes pour répondre à notre
problématique, à savoir la MREF et la MEQ. La première est choisie car il s’agit de la
méthode la plus courante pour l’identification globale et qu’aucune référence n’a étudié
ses performances pour l’identification locale. De plus, elle s’adapte facilement à des géo-
métries ou lois de comportement complexes. La seconde est choisie car elle permet une
identification directe et a été développée spécifiquement pour l’identification de proprié-
tés mécaniques locales, ce qui correspond à notre cas.
Nous avons également décrit la méthode de mesure qui permet d’obtenir les champs
cinématiques nécessaires aux méthodes d’identification, à savoir la CIN.
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2.1 Principe
Le principe de la méthode, énoncé dans la Section 1.4.4, consiste à recaler au mieux
un modèle éléments finis sur des mesures mécaniques, il est illustré en Figure 2.1.
Comme la méthode de mesure choisie dans ce travail permet d’obtenir des champs ciné-
matiques, il est cohérent de les utiliser dans la méthode d’identification. La fonctionnelle
(1.10) devient si nous considérons les champs de déplacements pour une matrice de pon-
dération W = I :
Ju(θ) = min
1
2
Nu
∑
i
Du
∑
j
(
umesij − usimij (θ)
)2
(2.1)
avec Nu le nombre de points mesurés et Du le nombre de composantes de déplace-
ment. La fonctionnelle peut également s’écrire en fonction du champ de déformations
qui résultent des gradients des champs de déplacements. Les déformations représentent
donc les variations locales de déplacements. La fonctionnelle peut alors s’exprimer sur
le même modèle que la précédente pour les déformations :
Jε(θ) = min
1
2
Nε
∑
i
Dε
∑
j
(
εmesij − εsimij (θ)
)2
(2.2)
avec Nε le nombre de points où les déformations sont obtenues et Dε le nombre de
composantes de déformation. Notons que suivant le schéma de calcul des déformations,
Nε peut ne pas être égal à Nu. Nous précisons que les déformations calculées sont les
déformations de Green-Lagrange. La notation ε au lieu du classique E est choisie pour
ne pas confondre avec le module d’Young.
La méthode repose sur deux piliers présentés ci-après : d’une part la modélisation
éléments finis et d’autre part le processus de minimisation.
•
•
paramètre
f
Paramètres θ∗
Mise à jour θ
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u(θ)MEF
uCIN
FIGURE 2.1 – Principe de la RMEF en déplacements
Concernant la modélisation, les conditions aux limites sont imposées de manière
à respecter celles que nous pouvons rencontrer expérimentalement. Les essais réalisés
dans ces travaux mettent en jeu des sollicitations simples comme la traction ou la com-
pression. Dans les deux cas, un effort est appliqué pour générer le déplacement de la
surface supérieure (ou inférieure) et la surface inférieure (ou supérieure) est maintenue
bloquée dans toutes les directions. Les dispositifs expérimentaux ne permettent pas de
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mesurer les déplacements à l’endroit des conditions aux limites. Cela implique que les
résultats fournis par la CIN seront disponibles sur une partie de l’échantillon, comme
indiqué en Figure 2.1.
Nous supposons la continuité de la matière qui implique, si la section transverse
de l’échantillon est constante, que l’effort se transmet de manière uniforme le long de
l’échantillon. Cela permet d’imposer alors comme condition aux limites en effort dans la
modélisation l’effort résultant mesuré expérimentalement.
La condition limite de blocage sur l’échantillon, lieu de l’effort de réaction, est nor-
malement assurée en imposant des déplacements nuls aux nœuds de la modélisation.
Comme nous n’y avons pas accès, nous imposons les déplacements mesurés par la CIN
aux nœuds suivant toutes les directions. Ce point est discuté dans la Section 2.5.1.
Concernant le processus de minimisation, les performances et la qualité de l’identifi-
cation des paramètres en dépendent. Le choix de l’algorithme reste a priori ouvert mais
il doit être adapté au cas considéré, à savoir l’identification de paramètres mécaniques
locaux.
2.2 Modélisation éléments finis
•
•
•
•••
•
•
•
• •
••
•
• •
•
FIGURE 2.2 – Maillage
La méthode des éléments finis fait partie des méthodes d’approximation des équa-
tions aux dérivées partielles, au même titre que les différences finies ou les volumes
finis, qui est apparue dans les années 1950 avec des figures comme Clough, Courant et
Zienkiewicz.
A partir de la formulation faible des équations aux dérivées partielles du problème
physique, l’objectif est de rechercher une solution approchée. Le principe consiste à
discrétiser l’objet étudié en sous-domaines, appelés éléments, formant un maillage Fi-
gure 2.2, faire des calculs sur chacun de ces éléments puis de les assembler avant de
résoudre le problème. La résolution se fait sur les nœuds du maillage, la solution est
donc de nature discrète.
Pour obtenir des champs continus, il suffit d’utiliser des fonctions d’interpolations
élémentaires appropriées pour le type d’élément choisi. A chaque élément réel, dans le
repère global, est associé un élément de référence, dans le repère local unitaire centré
comme indiqué en Figure 2.3.
Nous précisons que la méthode présentée ici considère les éléments comme étant
isoparamétriques, c’est-à-dire que les fonctions d’interpolation géométrique sont iden-
tiques à celles utilisées pour l’interpolation des inconnues. Enfin, nous nous plaçons dans
le cadre de l’élasticité linéaire isotrope en statique.
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FIGURE 2.3 – Transformation géométrique d’un élément de Lagrange de degré 1 en 2D
2.2.1 Génération du maillage
L’opération de génération du maillage est automatique dans les logiciels éléments
finis. Il est donc nécessaire de faire appel à des algorithmes mathématiques pour assurer
la conformité du maillage, mais également pour l’optimiser. Un des algorithmes les plus
répandus est la triangulation de Delaunay [Del34 ; Geo97] pour les maillages bidimen-
sionnels à base d’éléments triangulaires.
L’utilisation de tels outils n’est pas nécessaire dans notre cas. En effet, la mesure expé-
rimentale fournit une grille de points qui peut être vue comme les nœuds d’un maillage.
Ainsi, le maillage de la modélisation éléments finis est choisi de sorte qu’il soit coïncident
avec la grille de points mesurés issue de la CIN. Cela permet d’éviter les problèmes de
reprojection et assure une compatibilité spatiale entre les champs simulés et mesurés.
2.2.2 Transformation géométrique et représentation
La transformation géométrique T faisant passer d’un repère à l’autre est définie par
les fonctions de forme [N] de l’élément de référence :
{xe(ξ, η)} = [N(ξ, η)]{xe} (2.3)
avec {xe(ξ, η)} le vecteur position d’un point quelconque de l’élément réel, (ξ, η)
sont les coordonnées de ce point quelconque dans l’élément de référence et {xe} est le
vecteur position des nœuds de l’élément réel.
Les fonctions de forme [N] sont également les fonctions d’interpolation des déplace-
ments. Le vecteur déplacements pour un point de l’élément e s’écrit :
{ue(ξ, η)} = [N(ξ, η)]{∆e} (2.4)
avec {∆e} le vecteur déplacement des nœuds de l’élément e. Les fonctions de forme
[N] s’expriment dans le repère local unitaire centré d’un élément, voir Figure 2.3a. La
détermination de ces fonctions pour les éléments utilisés et indiqués dans le tableau
Tableau 2.1 est faite en Annexe A.
La matrice jacobienne [J] de la transformation T s’écrit :
[J] =
[
∂x
∂ξ
]
=
[
∂x
∂ξ
∂y
∂ξ
∂x
∂η
∂y
∂η
]
=

n
∑
i
∂Ni
∂ξ xi
n
∑
i
∂Ni
∂ξ yi
n
∑
i
∂Ni
∂η xi
n
∑
i
∂Ni
∂η yi
 (2.5)
avec n le nombre de nœuds par élément.
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Ces propriétés sont telles que :
— le nombre de nœuds reste constant lors de la transformation de l’élément de réfé-
rence vers l’élément réel ;
— les frontières de l’élément de référence deviennent les frontières de l’élément réel ;
— le déterminant de la jacobienne ne change pas de signe pendant la transformation
et doit être positif ;
— la numérotation des nœuds est identique dans les deux repères.
Type 2D 3D
Lagrange
•
1
•
2-1
•3
+1
•4 +1
-1
C
ξ
η T
•
(x1 , y1)
•
(x2 , y2)
• (x3 , y3)•(x4 , y4)
x
y
O
C•
1
-1
-1
-1
•5
•
4
•8
•
2
•
3
•7•6
ξ
+1
η+1
ζ
+1
•
•(x5 , y5 , z5)
•
• (x8 , y8 , z8)
•
(x2 , y2 , z2)
•
(x3 , y3 , z3)
••
y
x
z
O
T
Serendip
•
1
•
5 -1
•
2
•
6
+1
•3•7 +1•4
•
8
-1
C
ξ
η T
•
(x1 , y1)
• •
(x2 , y2)
•
• (x3 , y3)••(x4 , y4)
•
x
y
O
C
•9 •1 •12
•17-1
-1
-1
•16•5•13
•
11
•
4
•20
•8•
15
•
2
•
10
•
3
•19
•7•14•6
•18 ξ +1
η+1
ζ
+1
• •
••
••(x5 , y5 , z5)•
• •
•
• (x8 , y8 , z8)•
•
(x2 , y2 , z2)
• •
(x3 , y3 , z3)
•
•••
•
y
x
z
O
T
TABLEAU 2.1 – Bibliothèque d’éléments finis utilisés
2.2.3 Transformations des dérivées et des intégrales
Nous allons avoir besoin des dérivées des fonctions de forme dans le repère global,
or nous ne les avons pour l’instant que dans le repère local. La transformation suivante
est opérée : {
∂Ni
∂ξ
∂Ni
∂η
}
=
{
∂Ni
∂x
∂x
∂ξ +
∂Ni
∂y
∂y
∂ξ
∂Ni
∂x
∂x
∂η +
∂Ni
∂y
∂y
∂η
}
=
[
∂x
∂ξ
∂y
∂ξ
∂x
∂η
∂y
∂η
]{
∂Ni
∂x
∂Ni
∂y
}
= [J]
{
∂Ni
∂x
∂Ni
∂y
}
(2.6)
Il vient alors : {
∂Ni
∂x
∂Ni
∂y
}
= [J]−1
{
∂Ni
∂ξ
∂Ni
∂η
}
(2.7)
Il est nécessaire de faire de même pour les intégrales puisque pendant la transfor-
mation, une surface infinitésimale dξ dη devient une surface dS, voir Figure 2.4. Cette
surface réelle s’écrit :
dS = det[J]dξ dη (2.8)
dξ dη
ξ
η
T
dS
x
y
FIGURE 2.4 – Transformation des surfaces
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Par conséquent, l’intégrale d’une fonction f sur l’élément réel de type :∫
S
f (x, y)dS (2.9)
devient alors pour l’élément de référence :∫
Sre f
f (x(ξ, η), y(ξ, η))det[J]dξ dη (2.10)
Les intégrales sont évaluées numériquement en utilisant la quadrature de Gauss :
∫ +1
−1
∫ +1
−1
f (ξ, η)dξ dη ≈
npi
∑
i
wi f (ξi, ηi) (2.11)
avec npi le nombre de points d’intégration. (ξi, ηi) et wi sont leurs coordonnées et
poids respectifs.
2.2.4 Quantités élémentaires et assemblage
Nous définissons maintenant les quantités à évaluer pour pouvoir résoudre le pro-
blème éléments finis. A savoir, la matrice de rigidité élémentaires [Ke] et le vecteur des
efforts élémentaires {Fe} qui s’écrivent respectivement :
[Ke] =
∫
Ωe
[Be]t[De][Be]dV (2.12)
{Fe} =
∫
ΓeT¯
[N]t{T}dS (2.13)
avec
— Ωe est le volume de l’élément e dans le domaine Ω du solide ;
— ΓeT¯ est la frontière de l’élément e qui appartient à ΓT¯ ;
— [Be] est la matrice dérivée des fonctions de forme ;
— [De] est la matrice de la loi de comportement de l’élément e ;
— {T} est le vecteur des efforts extérieurs appliqués au solide sur la frontière ΓT¯ .
La matrice dérivée des fonctions de forme s’écrit :
[Be] =
[· · · [Bi] · · ·] avec [Bi] =

∂Nei
∂x 0
0 ∂N
e
i
∂y
∂Nei
∂y
∂Nei
∂x
 (2.14)
La matrice de loi de comportement élémentaire s’écrit en 2D en fonction des para-
mètres de Lamé :
[De] =
λe + 2µe λe 0λe λe + 2µe 0
0 0 µe
 (2.15)
D’après les transformations précédentes, la matrice de rigidité élémentaire peut se
réécrire ainsi :
[Ke(ξi, ηi)] ≈
npi
∑
i
[Be(ξi, ηi)]t [De(ξi, ηi)] [Be(ξi, ηi)]det[J(ξi, ηi)]wi (2.16)
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FIGURE 2.5 – Transformation des frontières
Pour le vecteur des efforts élémentaires, il est nécessaire de transformer les frontières,
voir Figure 2.5. En effet, seuls les nœuds des frontières d’un élément sont soumis à un
chargement, il faut donc transformer l’élément de surface dS de (2.13). Il vient :
dS =
ds
dξ
dξ =
√(
dx
dξ
)2
+
(
dy
dξ
)2
dξ = Js dξ (2.17)
Nous remarquons que le terme Js est fonction des éléments de la jacobienne. Ainsi,
d’après ces différentes transformations, le vecteur des efforts élémentaires peut se ré-
écrire ainsi :
{Fe(ξi)} ≈
npi
∑
i
[Ne(ξi)]t {Te(ξi)} Js(ξi)wi (2.18)
La dernière étape avant la résolution consiste à assembler ces quantités élémentaires :
[K] =∑
e
[Ke] (2.19)
{F} =∑
e
{Fe} (2.20)
Nous précisons que les matrices [Ke] et [K] n’ont pas les mêmes dimensions, de même
pour les vecteurs {Fe} et {F}. L’assemblage consiste à étendre les quantités élémentaires
dans les quantités globales.
Ainsi, la résolution du système linéaire de (1.5) permet d’obtenir le champ de dépla-
cement :
{u} = [K]−1{F} (2.21)
Notons qu’avant la résolution, il est nécessaire d’imposer des conditions aux limites,
nous y reviendrons dans la Section 2.4.3. Du fait de la loi de comportement choisie, la
matrice [K] est carrée et symétrique par construction.
2.3 Algorithmes de minimisation
La minimisation de (1.10) dépend du cas traité mais il est possible de regrouper la
diversité des situations en deux groupes distincts :
— cas où les propriétés recherchées sont globales, c’est-à-dire qu’elles s’appliquent
à toute la structure ;
— cas où les propriétés varient spatialement au sein de la structure.
Il est donc primordial que l’algorithme soit adapté au cas traité.
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2.3.1 Remarques sur les méthodes d’ordre un
Il s’agit des méthodes utilisant les gradients, la plus connue étant l’algorithme de
Newton. L’objet de cette section est de montrer que l’ensemble de ces méthodes ne sont
pas adaptées à notre cas.
Pour ce faire, nous n’allons pas sélectionner un algorithme particulier mais plutôt
s’interroger directement sur la validité du calcul d’une dérivée dans notre cas, à savoir
l’identification de paramètres locaux. Nous prenons l’exemple d’une structure bidimen-
sionnelle à quatre éléments à quatre nœuds illustrée en Figure 2.6 soumise à une force
de 4 N en compression. Chaque élément a un module d’Young différent, le coefficient de
Poisson reste constant d’un élément à l’autre ν = 0,3.
• •
••
•
•
•• •
••
•
•
•• •
1 2
3 4
(a) cas référence
• •
••
•
•
•• •
••
•
•
•• •
1 2
3 4
(b) cas itération 1
FIGURE 2.6 – Structure 2D en compression (a) : E1 = 4 MPa, E2 = 2 MPa, E3 = 1 MPa, E4 = 3
MPa ; (b) : E1 = 3,828 MPa, E2 = 2,929 MPa, E3 = 5,544 MPa, E4 = 1,84 MPa
Les valeurs des champs de déplacements de la Figure 2.6 sont indiquées dans le
Tableau 2.2.
x y ux uy
0 0 −0,151 0
10 0 0 0
20 0 0,278 0
0 10 −0,029 −0,407
10 10 0,187 −0,719
20 10 0,417 −1,040
0 20 −0,436 −2,655
10 20 0,209 −1,755
20 20 0,461 −1,568
(a) Grille du cas Figure 2.6a
x y ux uy
0 0 −0,151 0
10 0 0 0
20 0 0,278 0
0 10 −0,063 −0,460
10 10 0,077 −0,626
20 10 0,269 −0,693
0 20 0,255 −0,751
10 20 0,383 −1,184
20 20 0,701 −1,933
(b) Grille du cas Figure 2.6b
TABLEAU 2.2 – Champs de déplacements
Afin de déterminer les dérivées de la fonction (2.1) par rapport aux paramètres θi, la
formule classique des différences finies est utilisée :
∂J
∂θi
=
∂J
∂Ei
=
J(Ei + h)− J(Ei)
h
avec h→ 0 (2.22)
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Cela signifie que pour un calcul de la fonction objectif J, il faut faire n calculs pour
déterminer les n dérivées des n paramètres. Nous remarquons donc déjà un inconvé-
nient : si n devient grand, la méthode devient très coûteuse. En l’occurrence, n = 4 dans
notre cas. Nous choisissons h = 1.10−4. Le Tableau 2.3 récapitule les valeurs obtenues en
utilisant (2.22).
élément J(Ei) J(Ei + h)
∂J
∂Ei
sign
(
∂J
∂Ei
)
sign
(
∂J
∂Ei
)
correct
1
2,408 117
2,408 162 0,456 > 0 < 0
2 2,408 093 −0,240 < 0 > 0
3 2,408 140 0,235 > 0 > 0
4 2,408 071 −0,462 < 0 < 0
TABLEAU 2.3 – Valeurs de la fonction objectif et des dérivées pour chaque paramètre
Deux cas sont possibles, en excluant le cas particulier ∂J∂Ei = 0 :
— ∂J∂Ei < 0 : indique que la valeur utilisée dans le modèle à l’itération considérée est
inférieure à la valeur recherchée ;
— ∂J∂Ei > 0 : indique que la valeur utilisée dans le modèle à l’itération considérée est
supérieure à la valeur recherchée.
Par conséquent, d’après le Tableau 2.3, les éléments 1 et 3 ont des modules d’Young
trop élevés et ceux des éléments 2 et 4 sont trop faibles. Or, cela n’est vrai que pour les
éléments 3 et 4. D’autres tests simulés ont été menés, en faisant notamment varier le
pas h et la distribution des Ei, mais la conclusion est identique : le signe de la dérivée
n’est pas correct tout le temps. L’explication réside dans le fait que l’effet de structure
engendre une dépendance des paramètres entre eux. En d’autres termes, la dérivée de la
fonction objectif par rapport à un paramètre local dépend non seulement de la variation
de ce dernier mais aussi de la configuration des autres modules. Cet effet de structure
est cohérent car la fonction objectif est définie sur l’ensemble des points du maillage. Par
conséquent, dans le calcul de la dérivée pour un paramètre local, tous les déplacements
de la structure, et pas seulement ceux de l’élément considéré, jouent un rôle. Tous ces
éléments démontrent que le problème est global et que tous les paramètres sont dépen-
dants.
Afin d’illustrer ce propos, nous allons fixer le module de l’élément 1 de la structure
et faire varier les autres, voir Figure 2.7.
Nous remarquons que la dérivée change deux fois de signe alors que le paramètre
mécanique est constant. Ces changements sont donc uniquement dus aux variations des
autres modules, qui modifient le champ de déplacements et par conséquent, la valeur de
la fonction objectif ainsi que la dérivée.
Ces résultats ne sont valables que pour les distributions de modules de la Figure 2.7a.
D’autres tests ont été fait pour toutes les valeurs possibles de modules compris entre 1
MPa et 5 MPa. La conclusion est la même, la dérivée change plusieurs fois de signe.
Pour ces raisons, il est exclu d’utiliser ce genre d’algorithmes. Naturellement, il faut
se tourner vers des méthodes qui sont basées sur d’autres principes, c’est l’objet des sec-
tions suivantes qui présentent deux algorithmes de minimisation d’ordre zéro, qui n’uti-
lisent donc pas de dérivée. Nous décrivons leur principe respectif puis les comparons
sur une fonction mathématique élémentaire pour évaluer leurs performances.
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FIGURE 2.7 – (a) : variations des modules d’Young ; (b) : variation de la dérivée de la fonction
objectif par rapport à E1
2.3.2 Algorithme du complex
Cette méthode a été développée en 1965 par [Box65], en réponse à la méthode Nelder-
Mead [Nel65] parue la même année qui est aujourd’hui bien connue en optimisation.
L’idée est de construire un polytope, qui est une généralisation à une dimension quel-
conque de celle de polygone et polyèdre, dont les k sommets sont des points ayant
comme coordonnées des valeurs des n paramètres recherchés, typiquement k > n+ 1. En
faisant évoluer ce polytope, appelé complex, par des opérations géométriques dans l’es-
pace des solutions à n dimensions, il est possible d’identifier le minimum d’une fonction.
Enfin, la méthode proposée par [Box65] est une méthode sous-contraintes, à savoir qu’il
est nécessaire de définir un domaine de recherche a priori. C’est essentiel dans notre cas
car cela permet d’éviter des solutions non physiques, par exemple un module d’Young
négatif.
Nous décrivons le principe de la méthode dont les étapes sont énumérées en Algo-
rithme 1, les équations sont écrites pour un cas à une dimension :
— la création des points du complex se fait aléatoirement entre les bornes de l’inter-
valle de recherche, voir Figure 2.8a ;
— la réflexion, voir Figure 2.8b, consiste à réfléchir le point le plus mauvais du com-
plex par rapport au centroïd : xnew = xc + α(xc− xmax) avec xc = 1k−1 (∑ x− xmax) ;
— la contraction, voir Figure 2.8c, consiste à translater le point le plus mauvais du
complex dans la direction du centroïd : xnew′ = xc + 12 (xc − xnew). Cette opération
est faite lorsque le point le plus mauvais est toujours le même;
— le critère de convergence est défini sur les valeurs des paramètres : σ =
1
∆ (max(x)−min(x)) avec ∆ = xsup − xin f . Il s’agit d’un calcul de dispersion re-
lative d’un paramètre par rapport à ses bornes. Soit tol le critère de convergence
imposé, alors la condition d’arrêt s’exprime : max(σ) < tol.
Les travaux [And01 ; Gui68 ; Haq96] apportent quelques modifications à la méthode
afin d’améliorer ses performances et sa robustesse :
— des paramètres sont introduits afin d’éviter que le complex ne s’effondre sur lui-
même lors des opérations de réflexion et de contraction. Cela se fait via le pa-
ramètre xa qui est ajouté aux formules précédentes : xa = rδmax(σ), avec r un
nombre aléatoire compris dans l’intervalle [−0,5; 0,5] et δ une constante comprise
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dans l’intervalle [0; 1,5]. Les disques gris présents dans la Figure 2.8b et Figure 2.8c
représentent cet aspect aléatoire ;
— un principe d’oubli est implémenté de manière à forcer le complex à n’être fait que
de points récemment déterminés. Cela est réalisée en augmentant graduellement
la fonction objectif : f = f + ( fmax − fmin)
(
1− ( α2 ) γk ).
Pour tous les résultats présentés dans la suite, les paramètres sont fixés ainsi : α = 1,3
et δ = γ = 0,3. Des informations plus détaillées sur la méthode sont disponibles dans la
référence [Kru13].
Algorithme 1 : Algorithme du Complex
Entrée : Nombre de paramètres θ
Sortie : Solutions optimales θ∗
1 Création du complex x
2 Évaluation f (x)
3 pour i← 0 à Nmax faire
4 Réflexion xmax → xnew
5 Évaluation f (xnew)
6 tant que f (xnew) ≥ f (xmax) faire
7 Contraction xnew → xnew′
8 Évaluation f (xnew′)
9 si (max(σ) < tol) alors
10 stop
x1
x2
(a) Création du complex
x1
x2
xg
xr
xmax
(b) Réflexion
x1
x2
xg
xr
xc
(c) Contraction
FIGURE 2.8 – Étapes de la méthode du Complex
Enfin, cette méthode a été utilisée dans des domaines très divers tel que la physique
[Sah94], l’optimisation de structure [Haq96] ou encore l’ingénierie aérospatiale [Kru96].
Plus récemment, cette méthode a été mise en œuvre afin d’identifier les caractéristiques
optimales de vannes de collecteur d’échappement [Sri15] ou encore l’optimisation de la
géométrie des siphons [Sgr15].
2.3. Algorithmes de minimisation 35
2.3.3 Algorithme génétique
L’algorithme génétique fait partie des méthodes évolutionnaires, développées initia-
lement par [Rec73] dans les années 1960-70, qui sont une classe de méthodes d’optimisa-
tion sans gradient dont le principe s’inspire fortement de mécanismes naturels. D’autres
méthodes existent, par exemple l’algorithme de colonies de fourmis [Dor92] ou encore
l’algorithme d’essaims particulaires [Ken95], et sont souvent appelées métaheuristiques.
Nous ne traitons ici que le cas de l’algorithme génétique qui a connu un essor remar-
quable grâce aux travaux de [Hol75]. L’efficacité opératoire de la méthode, notamment
sur des problèmes réputés difficiles pour les méthodes classiques [Gol89], est due à l’ori-
ginalité du processus d’optimisation qui repose sur la sélection naturelle darwinienne.
Chaque paramètre à identifier est encodé par un gène en utilisant une représentation
qui peut prendre diverses formes, binaire, réelle ou encore basée sur les cellules de Vo-
ronoï. Nous ne détaillons pas ce point ici mais la représentation des variables est un cri-
tère majeur des performances d’un algorithme génétique [Le 07]. Dans ces travaux, une
représentation réelle est choisie. L’association de ces gènes forme un chromosome qui
représente un individu. Une analogie avec la méthode du complex présentée plus haut
est possible, à savoir qu’un point du complex correspond à un chromosome dans l’al-
gorithme génétique. L’association de ces individus forme une population qui va évoluer
selon des opérateurs décrits ci-après et ainsi permettre de minimiser la fonction objectif.
La métaphore darwinienne opérée consiste à sélectionner les meilleurs individus afin de
se reproduire et engendrer une progéniture qui est ensuite insérée dans la population
et ainsi de suite. Ce processus itératif va alors faire converger certains individus vers
l’optimum global.
Nous décrivons plus précisément les étapes clés de l’algorithme présenté en Algo-
rithme 2 :
— la création de la population est réalisée de la même manière que pour la mé-
thode complex, à savoir générer des valeurs aléatoires des paramètres (gènes)
pour chaque individu à l’intérieur d’un domaine de recherche borné ;
— le classement consiste à trier les individus selon leur valeur de fonction objectif
respective. Il est réalisé linéairement, c’est-à-dire que les individus se voient attri-
buer une valeur, appelée souvent « fitness », qui est une application bijective de
la valeur de la fonction objectif correspondante ;
— la sélection est l’étape qui choisit les individus les mieux adaptés pour se repro-
duire. La méthode dite de « roulette de sélection » est utilisée, voir Figure 2.9a. Elle
peut être vue comme un diagramme circulaire dont chaque individu occupe une
partie proportionnelle à sa valeur fitness. Il suffit alors de tourner cette roulette
autant de fois que nécessaire pour déterminer les individus sélectionnés. D’après
cette méthode, il est possible de sélectionner plusieurs fois le même individu. Le
nombre d’individus à sélectionner est déterminé grâce à un coefficient qui repré-
sente une proportion de la population et est noté pse´l . Dans ces travaux, il est fixé
à pse´l = 0,95 ;
— la reproduction se fait par croisement, aussi appelée recombinaison, des gènes
des parents. Différentes méthodes existent mais celle implémentée, présentée en
Figure 2.9b, est appelée « croisement uniforme ». Cela consiste à sélectionner cer-
tains gènes des deux parents suivant une certaine distribution et à les associer ;
— la mutation est une opération qui modifie les gènes d’un individu aléatoirement,
voir Figure 2.9c. Il est préconisé d’imposer une probabilité de mutation relati-
vement faible. Si elle est trop élevée, alors la méthode devient aléatoire car la
mutation devient prépondérante devant les autres opérations ;
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— l’insertion de la progéniture permet d’insérer les nouveaux individus dans la po-
pulation pour la prochaine génération ;
— aucun critère de convergence n’est définit dans notre cas, le processus itère jus-
qu’au nombre de générations maximal imposé. Ce point est discuté dans la suite.
Il s’agit d’un domaine très actif de recherche en optimisation et ces algorithmes sont
utilisés aujourd’hui dans des secteurs très divers comme l’ingénierie des structures [Le
07], l’identification [Bur08] mais également l’intelligence artificielle [Soa13].
Algorithme 2 : Algorithme génétique
Entrée : Nombre de paramètres
Sortie : Solutions optimales θ∗
1 Création population x
2 Évaluation f (x)
3 pour i← 0 à Nmax faire
4 Classement g( f (x))
5 Sélection x→ xse´l
6 Croisement xse´l → xcse´l
7 Mutation xcse´l → xcmse´l
8 Évaluation f (xcmse´l )
9 Insertion x← xcmse´l
45
10
30
15
Individu 1
Individu 2
Individu 3
Individu 4
(a) Roulette de sélection
1 0 0 1
Parent 1
1 1 1 0
Parent 2
1 1 0 0
Enfant 1
1 0 1 1
Enfant 2
point
enjambement
(b) Croisement uniforme
1 1 0 0
Individu
1 1 0 1
Individu muté
gène
muté
(c) Mutation
FIGURE 2.9 – Étapes de l’algorithme génétique en base binaire
2.3.4 Comparaison sur une fonction analytique
Dans cette section, nous allons montrer que les méthodes présentées plus haut se
comportent de manière différente. Une comparaison est faite sur la fonction Peaks, re-
présentée en Figure 2.10, définie sur l’intervalle [−3; 3] et qui a plusieurs minima locaux
et un minimum global en (x∗1 , x
∗
2) = (0,2282,−1,6255).
Dix optimisations successives sont réalisées pour chaque méthode, les résultats sont
présentés en Tableau 2.4 et Tableau 2.5. Le critère de convergence pour la méthode com-
plex est fixé à tol = 1 · 10−5. Pour l’algorithme génétique, le nombre d’individus est fixé
à 20 et le nombre maximal de générations à 100.
f (x1, x2) = 3(1− x1)2 exp(−x21 − (x2 + 1)2)−
10(
x1
5
− x31 − x52) exp(−x21 − x22)−
1
3
exp(−(x1 + 1)2 − x22)
(2.23)
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FIGURE 2.10 – Représentation de la fonction Peaks (2.23)
test x1 x2 fmin fmax max(σ) itérs évals
1 0,2282 −1,6255 −6,5511 −6,5511 9,8 · 10−6 93 183
2 0,2283 −1,6255 −6,5511 −6,5511 7,2 · 10−6 89 172
3 0,2284 −1,6255 −6,5511 −6,5511 6,8 · 10−6 96 182
4 0,2283 −1,6256 −6,5511 −6,5511 8,7 · 10−6 90 175
5 −1,3474 0,2045 −3,0498 −3,0498 9,9 · 10−6 92 163
6 −1,3474 0,2045 −3,0498 −3,0498 9,8 · 10−6 91 172
7 0,2280 −1,6254 −6,5511 −6,5511 9,1 · 10−6 92 167
8 −1,3474 0,2045 −3,0498 −3,0498 7,7 · 10−6 96 180
9 0,2283 −1,6254 −6,5511 −6,5511 8,8 · 10−6 105 188
10 0,2283 −1,6255 −6,5511 −6,5511 6,3 · 10−6 109 209
TABLEAU 2.4 – Résultats de la méthode du complex sur la fonction Peaks
Nous remarquons que l’algorithme génétique converge systématiquement vers le mi-
nimum global contrairement à la méthode du complex qui converge vers un minimum
local sur 3 tests. Première conclusion, la méthode du complex est une recherche locale
qui est plus susceptible de se retrouver coincée dans un minimum local. Contrairement à
l’algorithme génétique qui effectue une recherche globale, ce qui explique la robustesse
de celui-ci.
Une autre remarque à faire concerne le paramètre max(σ), qui a été calculé pour les
deux méthodes, voir Figure 2.11. En effet, pour la méthode du complex, il est représen-
tatif de l’état de dispersion du complex, cela explique pourquoi les valeurs de fmin et
fmax sont très proches. Pour l’algorithme génétique en revanche, les ordres de grandeur
de ce paramètre sont très variables. En effet, même si certains individus se regroupent
vers le meilleur individu, d’autres sont relativement loin, par conséquent, la dispersion
est grande. Cela implique que ce critère de convergence ne peut pas s’appliquer pour
l’algorithme génétique.
Il s’agit d’une conclusion cohérente car pour assurer une certaine robustesse, la po-
pulation d’individus doit être suffisamment diversifiée. La Figure 2.12 montre les popu-
lations finales des deux algorithmes qui confirment les remarques faites précédemment.
Nous observons que le complex est resserré autour du minimum global alors que la
population d’algorithme génétique est plus dispersée.
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test x1 x2 fmin fmax max(σ) génés évals
1 0,2282 −1,6255 −6,5511 −6,5511 9,4 · 10−7 100 1920
2 0,2288 −1,6256 −6,5511 −6,5470 2,4 · 10−3 100 1920
3 0,2282 −1,6255 −6,5511 −6,5511 1,2 · 10−4 100 1920
4 0,2283 −1,6255 −6,5511 −6,5502 1,5 · 10−3 100 1920
5 0,2283 −1,6255 −6,5511 −6,2003 3,6 · 10−2 100 1920
6 0,2283 −1,6255 −6,5511 −6,5511 2,1 · 10−8 100 1920
7 0,2283 −1,6255 −6,5511 −6,5511 1,5 · 10−6 100 1920
8 0,2283 −1,6255 −6,5511 −0,4504 3,2 · 10−1 100 1920
9 0,2283 −1,6255 −6,5511 −6,5511 2,6 · 10−5 100 1920
10 0,2283 −1,6255 −6,5511 2,8816 4,0 · 10−1 100 1920
TABLEAU 2.5 – Résultats de l’algorithme génétique sur la fonction Peaks
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FIGURE 2.11 – Critère de convergence du test 10 pour les algorithmes du complex et génétique
dans le cas de la fonction Peaks
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FIGURE 2.12 – Populations finales du test 10 pour les algorithmes du complex et génétique dans
le cas de la fonction Peaks
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2.4 Implémentations
L’objet de cette section est de présenter les choix d’implémentations informatiques
pour la modélisation éléments finis et les algorithmes de minimisation. Trois différentes
approches ont été testées et sont décrites maintenant.
2.4.1 Approche non-intégrée
Afin d’utiliser les algorithmes précédemment présentés et discutés, il est nécessaire
de modéliser la structure avec un code éléments finis pour obtenir un champ de déplace-
ments simulé. Le logiciel de modélisation libre Cast3M développé par le Commissariat
à l’Énergie Atomique et aux Énergies Alternatives a été utilisé dans un premier temps
pour obtenir la réponse simulée.
Les méthodes d’optimisation sont codées sous Visual C++ et le programme permet
d’exécuter un fichier préalablement écrit pour Cast3M. Le principe de l’implémentation
consiste donc à faire communiquer deux programmes entre eux. L’avantage est de dé-
coupler les algorithmes de minimisation de la modélisation éléments finis. En revanche,
l’inconvénient de cette approche est que la performance globale dépend très largement
des temps d’ouverture et fermeture de Cast3M sous Windows. Cela se traduit par envi-
ron trois simulations par seconde au plus rapide, ce qui est peu. Pour cette raison, cette
approche a été abandonnée.
2.4.2 Approche intégrée sous Cast3M
Toute la méthode d’identification a été implémentée dans Cast3M afin de pallier ce
problème. Le langage de programmation de ce logiciel est Gibiane qui est un langage
basé sur des opérateurs qui vont agir sur des objets. Ces objets sont des structures com-
plexes qui peuvent désigner un maillage, une rigidité, un champ de point ou encore un
chargement.
Cependant, une fuite mémoire fut observée lors des itérations de la méthode, voir
Figure 2.13. Nous remarquons que la mémoire dédiée à l’application informatique
augmente de façon linéaire. Cela indique probablement des allocations de mémoire
qu’opèrent Cast3M pendant le processus. Des tests ont été menés sur un nombre d’éva-
luations élevé et la conclusion est que l’augmentation de la quantité de mémoire allouée
au programme ne s’arrête pas. Ou plutôt, elle s’arrête lorsque toutes les ressources de
mémoires disponibles sont occupées.
Il vient alors que cette implémentation n’est pas stable et surtout obligerait à avoir
recours à des stratagèmes complexes pour y remédier. C’est pourquoi nous nous sommes
dirigés vers l’implémentation présentée ci-après.
2.4.3 Approche intégrée sous Visual C++
La dernière approche qui a été envisagée, qui a permis d’obtenir les résultats présen-
tés dans ce manuscrit, est basée sur le même principe que celui de la précédente sauf que
son implémentation s’est faite entièrement sous Visual C++. Cela suppose donc de coder
la méthode des éléments finis pour faire la modélisation et ainsi se passer de Cast3M.
D’un point de vue de la programmation informatique, le choix de développer ces
codes sous la forme d’une interface graphique s’est fait dès le début à partir des classes
de Microsoft MFC. Outre l’aspect ergonomique d’une telle démarche pour l’utilisateur,
elle permet également d’intégrer les opérations de post-traitements. Toutes les méthodes
et algorithmes décrits dans ce mémoire ont été implémentés dans cette interface gra-
phique.
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FIGURE 2.13 – Évolution de la mémoire utilisée par l’application Cast3M
Nous allons maintenant décrire quelques points de l’implémentation. Tout d’abord,
trois classes ont été nécessaire pour mettre en œuvre la modélisation éléments finis, à
savoir :
— classe de construction de la matrice de rigidité élémentaire, notée CMRE ;
— classe de construction du vecteur des efforts élémentaire, notée CVEE ;
— classe de construction du système éléments finis, notée CMEF.
Cette dernière classe constitue l’architecture principale de la programmation de la
modélisation, voir Algorithme 3. La première fonction consiste à remplir une matrice ap-
pelée matrice de connectivité qui rassemble les numéros des nœuds constituant chaque
élément. Cette fonction est importante car elle permet de choisir une numérotation pour
les éléments et pour les nœuds. Une fois qu’elle est définie, tout le reste du programme
doit être fait en fonction de la configuration de cette matrice de connectivité.
La suite consiste à assembler les matrices de rigidité élémentaires, construites par la
classe CMRE, et les vecteurs des efforts élémentaires, construites par la classe CVEE afin
de remplir respectivement la matrice de rigidité globale et le vecteur des efforts globaux.
Les opérations d’assemblage permettent d’établir le système linéaire à résoudre.
Avant d’opérer cette résolution, il est nécessaire d’imposer les conditions aux limites
sur la structure et donc sur le système. La condition limite de type déplacement imposé
modifie à la fois [K] et {F}. Afin de préserver la symétrie de [K], le déplacement im-
posé dimp appliqué à un nœud suivant une direction, aussi appelé degré de liberté, est
implémenté ainsi :
Kii = M · Kii
Fi = M · dimp
(2.24)
où M est un nombre positif très grand, de l’ordre de 1 · 1015 et i l’indice correspondant
au degré de liberté considéré. Cette méthode a l’avantage d’être facile à implémenter.
Après cette étape, la résolution du système linéaire peut être menée. Un certain
nombre d’algorithmes existent mais d’après la forme de [K], qui est carrée symétrique
et creuse, il vient que l’algorithme du gradient conjugué pré-conditionné (GCPC) est le
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mieux adapté. La matrice [M] est la matrice de conditionnement dont les termes diago-
naux sont Mii = Kii, les autres étant nuls Mij = 0 (i 6= j). Cela correspond à un pré-
conditionnement de Jacobi, appelé aussi diagonal. Le critère de convergence est basé sur
la norme du résidu r qui doit vérifier ‖r‖ < 1 · 10−15.
Algorithme 3 : Classe CMEF
Entrée : Données mécaniques
Sortie : Champ de déplacements simulé {u}
1 Construction matrice de connectivité
2 pour e← 0 à Ne´le´m faire
3 Calcul [Ke]
4 Assemblage [K]← [Ke]
5 pour e← 0 à NFe´le´m faire
6 Calcul [Fe]
7 Assemblage [F]← [Fe]
8 Application conditions aux limites {u¯} // d’après (2.24)
9 Résolution système linéaire [K]{u} = {F}
Ne´le´m est le nombre d’éléments dans la structure éléments finis et NFe´le´m est le nombre
d’éléments soumis à un chargement.
Les classes CMRE et CVEE qui calculent les quantités élémentaires sont respectivement
décrites dans Algorithme 4 et Algorithme 5.
Algorithme 4 : Classe CMRE
Entrée : Propriétés mécaniques et géométriques de l’élément e
Sortie : Matrice de rigidité élémentaire [Ke]
1 Détermination du nombre de points d’intégration npi
2 Détermination des coordonnées des points d’intégration (ξi, ηi)
3 Détermination des poids des points d’intégration wi
4 Calcul du tenseur d’élasticité [Ae]
5 pour i← 0 à npi faire
6 Calcul dérivée de la fonction de forme repère local [Be(ξi, ηi)]
7 Calcul de la jacobienne [J(ξi, ηi)]
8 Calcul du déterminant de la jacobienne det[J(ξi, ηi)]
9 Calcul dérivée de la fonction de forme repère global [Be(xi, yi)]
10 Calcul de la rigidité [Kei ]
Nous remarquons que certaines fonctions sont communes à ces deux classes. Une
particularité de cette implémentation est que le changement de repère, local vers global,
est effectué avant de remplir les quantités élémentaires. Nous pouvons très bien envi-
sager une autre solution qui consiste à construire [Ke] et {Fe} dans le repère local. Puis,
définir une matrice de passage qui permet de passer vers le repère global. Cela n’a pas
été fait car c’est légèrement plus coûteux.
Nous ne décrivons pas les autres classes qui sont propres à l’application, notamment
pour gérer les aspects graphiques. La Figure 2.14 montre un aperçu de l’interface déve-
loppée.
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Algorithme 5 : Classe CVEE
Entrée : Propriétés géométriques et statiques de l’élément e
Sortie : Vecteur des efforts élémentaire {Fe}
1 Détermination du nombre de points d’intégration npi
2 Détermination des coordonnées des points d’intégration (ξi, ηi)
3 Détermination des poids des points d’intégration wi
4 pour i← 0 à npi faire
5 Calcul de la fonction de forme repère local [Ne(ξi, ηi)]
6 Calcul dérivée de la fonction de forme repère local [Be(ξi, ηi)]
7 Calcul de la jacobienne [J(ξi, ηi)]
8 Calcul de Js(ξi)
9 Calcul des efforts {Fei }
FIGURE 2.14 – Interface graphique développée
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2.5 Résultats
Nous présentons les résultats de cette méthode d’identification sur des cas simulés
afin de choisir les conditions limites adéquates à imposer dans la modélisation éléments
finis, objet de la première section, et de choisir l’algorithme le plus performant pour la
suite des travaux, objet de la seconde section.
2.5.1 Choix des conditions limites
Comme dans tout problème physique, numérique ou expérimental, les conditions
limites jouent un rôle primordial. En effet, une mauvaise connaissance ou application
des conditions limites peut entraîner une mauvaise compréhension des phénomènes mis
en jeu et ainsi mener par exemple à des problèmes de dimensionnement ou de durée de
vie de structures et mécanismes. Cela est également vrai pour la modélisation éléments
finis qui a besoin de conditions limites pour pouvoir résoudre le problème et assurer
l’unicité du champ de déplacements.
Supposons une structure hétérogène en compression avec des conditions limites bien
déterminées, voir Figure 2.15. Les déplacements des nœuds de la ligne inférieure sont
nuls dans la direction y et le déplacement suivant x du premier nœud est nul également.
La conditions limite en effort est une charge uniformément répartie sur la ligne supé-
rieure. Un tel problème se résout avec la méthode des éléments finis pour obtenir un
champ de déplacements qui respecte ces conditions limites.
F = −6N
uy = 0
ux = 0
E = 3 MPa
ν = 0,3
E = 2 MPa
ν = 0,3
E = 1 MPa
ν = 0,3
O x
y
FIGURE 2.15 – Simulation 2D 5×5 éléments QUA4
Ce champ solution du problème devient alors la donnée d’entrée du problème
d’identification pour retrouver les modules d’Young, deux possibilités se présentent
quant à l’application des conditions limites dans la modélisation :
— déplacements imposés égaux aux déplacements issus du champ de déplacements
simulé sur les nœuds de la ligne inférieure, notée CL1 ;
— déplacements imposés égaux aux déplacements issus du champ de déplacements
simulé sur tous les nœuds de la frontière extérieure du domaine sauf pour ceux
soumis à la charge, notée CL2.
La seconde option vient de l’idée que si les nœuds des bords libres ont des dépla-
cements imposés, alors cela va mieux guider les algorithmes dans leur recherche des
paramètres. Le nombre de nœuds contraints étant plus élevé, le nombre de degré de
liberté de la structure diminue et cela peut potentiellement accélérer le processus d’iden-
tification.
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FIGURE 2.16 – Résultats de l’identification pour les deux types de conditions limites avec l’algo-
rithme génétique
Nous procédons à l’identification des modules d’Young pour les deux types de
conditions limites en utilisant l’algorithme génétique et la fonctionnelle minimisant l’er-
reur quadratique en déplacements (2.1). Le rapport des modules identifiés sur ceux de
référence sont représentés dans la Figure 2.16. La même démarche a été faite pour l’al-
gorithme du complex et la fonctionnelle minimisant les écarts en déformations et les
conclusions sont identiques à celles énoncées plus bas.
Nous observons des écarts plus importants avec la CL2, ce qui contredit l’intuition
à la base de cette formulation de conditions limites. Nous nous apercevons donc qu’im-
poser des déplacements sur les bords libres conduit à des résultats plus mauvais. La
question est maintenant de connaître la cause de cette conclusion.
Pour cela, nous rappelons que la méthode des éléments finis, telle que nous l’avons
décrite, établit une relation directe entre les déplacements et les forces aux nœuds du
maillage. Par conséquent, dans le cas de l’application de la CL2, les déplacements im-
posés sont en fait interprétés comme des efforts dans la résolution et vont permettre de
respecter la condition. Cela va à l’encontre de la simulation qui a permis d’obtenir le
champ de déplacements de référence car les bords libres ne supportent aucune charge.
Nous faisons remarquer également que ces déplacements imposés restent identiques
pendant tout le processus d’identification, quel que soit le jeu de paramètres mécaniques.
Or, les déplacements dépendent de ces paramètres, il y a donc une contradiction entre la
CL2 et l’objectif de l’identification.
Afin de prouver ces dires, nous prenons les résultats issus de l’identification avec les
deux types de conditions limites et les injectons dans des simulations éléments finis avec
des conditions aux limites de type CL1, c’est-à-dire conformes au cas de référence. Les
résultats des écarts absolus en déplacement par rapport au champ de déplacements de
référence sont disponibles en Figure 2.17.
Nous observons que les écarts absolus en déplacement sont bien plus élevés pour
la CL2, un ordre de grandeur sépare ces valeurs de celles de la CL1. Cela valide nos
explications précédentes car les déplacements imposés dans la CL2 ne sont plus là pour
agir comme des efforts sur les bords. Par conséquent, les conditions de type déplacement
imposé ne doivent s’appliquer que lorsqu’il y a des efforts de réaction et non sur les
bords libres. Ces résultats montrent bien que le choix des conditions limites est important
car elles modifient le problème traité.
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FIGURE 2.17 – Écarts absolus entre les déplacements issus d’une simulation avec des conditions
limites de type CL1, des modules issus de l’identification avec des conditions limites de type
CL1/CL2 et ceux de référence
Pour ces raisons, la CL2 n’est pas adéquate et l’utilisation de la CL1, qui correspond
aux conditions limites « naturelles », est privilégiée.
2.5.2 Choix de l’algorithme
Les algorithmes de minimisation étant dépendants du cas dans lequel ils sont ap-
pliqués, une comparaison est également menée pour valider ou non la supériorité de
l’algorithme génétique, observée dans la Section 2.3.4, dans le cas d’identification de pa-
ramètres mécaniques locaux.
Dans le cadre de l’élasticité linéaire isotrope, les propriétés de la simulation éléments
finis sont présentées en Figure 2.15. Pour chaque algorithme, nous avons fait dix opti-
misations successives. Le critère de convergence de la méthode du complex est fixé à
tol = 1 · 10−3. La taille de la population pour l’algorithme génétique est fixée à 15 indi-
vidus par paramètre mécanique et le nombre de générations maximal à 10 générations
par individu. Cela correspond à des situations similaires pour les algorithmes.
Les résultats de l’identification pour les deux algorithmes sur la fonctionnelle en dé-
placements (2.1) sont présentés en Figure 2.18. D’après cette figure, nous pouvons re-
marquer que les deux processus de minimisation ont des performances similaires sur ce
cas. Les erreurs relatives ont la même forme pour les deux algorithmes, ce qui montre
que la répartition des erreurs est indépendante du processus utilisé, seules leurs ampli-
tudes changent. Nous notons d’ailleurs que les erreurs relatives sont plus faibles pour
l’algorithme génétique, de l’ordre d’un facteur 2.
Les erreurs sont très faibles sur les éléments proches de la condition limite supérieure,
de l’ordre de 0,5% pour les deux algorithmes. Cela peut s’expliquer par le fait que les
déplacements proches de l’application de l’effort sont les plus élevés de la structure. Par
conséquent, il est plus aisé pour les algorithmes de converger vers les bonnes valeurs
de modules. A l’inverse, les erreurs sont plus élevées sur les éléments proches de la
condition limite inférieure. Ces éléments subissant peu de déplacements ou moins que
les autres, les valeurs des modules associées sont plus difficiles à atteindre.
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Les résultats de l’identification pour les deux algorithmes sur la fonctionnelle en dé-
formations (2.2) sont présentés en Figure 2.19. L’obtention des déformations est faite en
utilisant un schéma de différences finies présenté en Annexe B. Nous notons que les
erreurs sont réparties de la même manière que sur la Figure 2.18, par conséquent les
remarques précédentes s’appliquent également. Les écarts relatifs sont cependant plus
faibles sur la fonctionnelle en déformations pour les deux algorithmes. En effet, une
baisse de l’ordre de 2% est observée sur chaque module identifié.
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FIGURE 2.18 – Résultats des deux algorithmes de minimisation sur le cas de la Figure 2.15 avec
la fonctionnelle basée sur les déplacements (2.1)
La Figure 2.20 montre l’évolution de la solution optimale, ayant la valeur de la fonc-
tion objectif minimale fmin, pour les deux algorithmes avec la fonctionnelle en déplace-
ments (2.1). Nous observons que l’algorithme génétique converge plus rapidement que
la méthode du complex vers des valeurs faibles. En effet, à l’itération 100, la première
méthode donne fmin = 0,1 alors que la seconde n’est qu’autour de fmin = 15. Cette
progression relativement lente de l’algorithme du complex est due à ses principes qui
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FIGURE 2.19 – Résultats des deux algorithmes de minimisation sur le cas de la Figure 2.15 avec
la fonctionnelle basée sur les déformations (2.2)
font que tous les points du complex doivent converger ensemble. D’ailleurs, nous re-
marquons des oscillations jusqu’à l’itération 300. Cela montre que les opérations géomé-
triques de la méthode du complex n’arrivent pas à faire progresser les points car ils sont
trop éloignés les uns des autres. Le meilleur point étant toujours le même et le principe
d’oubli présenté plus haut s’appliquant, la valeur fmin augmente. Nous ne le montrons
pas ici mais les mêmes remarques sont valables pour l’utilisation de la fonctionnelle en
déformations (2.2).
L’algorithme génétique progresse rapidement vers la solution optimale puis lente-
ment quand il s’agit de l’atteindre. Néanmoins, il arrive vers des valeurs de l’ordre de
fmin = 1 · 10−4 alors que la méthode du complex atteint des valeurs d’un ordre de gran-
deur plus élevé. Cela explique les écarts relatifs plus élevés obtenus pour cette dernière.
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FIGURE 2.20 – Courbe moyenne d’évolution de la solution optimale pour les deux algorithmes
de minimisation pour les dix identifications successives sur le cas de la Figure 2.15 avec la fonc-
tionnelle en déplacements (2.1)
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2.6 Conclusion
Dans ce chapitre, nous avons présenté la MREF ainsi que les différentes implémenta-
tions testées. Celle retenue permet d’avoir un outil dédié à l’identification et se veut être
une base pour les perspectives de ces travaux de thèse. La modélisation éléments finis a
été détaillée de même que son implémentation numérique.
Nous avons mis en évidence que les méthodes de gradients ne peuvent pas s’appli-
quer à notre cas. Ainsi, deux algorithmes de minimisation sans gradients ont été choisis
et décrits dans ce chapitre. D’abord comparés sur une fonction mathématique puis sur
un exemple de structure hétérogène 2D, nous avons observé des résultats légèrement
meilleurs en faveur de l’algorithme génétique. Pour cette raison, nous avons sélectionné
cet algorithme pour la suite.
Nous avons également discuté le choix des conditions limites à appliquer dans la
modélisation éléments finis du processus d’identification. Nous avons montré que les
conditions limites de type déplacements imposés ne doivent être appliquées que sur les
bords supportant des efforts de réaction.
Enfin, concernant la fonctionnelle à minimiser, même si les résultats sont légèrement
meilleurs pour celle utilisant les déformations, nous gardons tout de même les deux
formes de fonctionnelles à disposition car nous estimons que ces résultats ne permettent
pas de les départager définitivement.
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Chapitre 3
Méthode de l’écart à l’équilibre
(MEQ)
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3.1 Principe
Le principe de la méthode, énoncé dans la Section 1.4.3, consiste à faire respecter les
équations d’équilibre locales. Les éventuels résidus, qui traduisent des déséquilibres au
sein de la structure, doivent donc être minimisés. A priori, aucune limitation n’est indi-
quée quant au formalisme à utiliser pour produire les équations qui discrétisent celles
des équilibres.
Afin de mieux illustrer le principe de la méthode, nous prenons un exemple uni-
dimensionnel comme indiqué en Figure 3.1.
0
E1
1
E2
2
E3
3 n− 1
En
n
p
FO x
FIGURE 3.1 – Structure uni-dimensionnelle
Les modules Ei sont recherchés et les déplacements des nœuds de la structure sont
connus. L’équation (1.9) de continuité, qui correspond à l’équation d’équilibre à respec-
ter, doit être discrétisée. Les différences finies sont utilisées ici.
La continuité des contraintes est équivalente à la continuité des efforts, en d’autres
termes les efforts de deux éléments adjacents sont égaux et opposés pour un nœud i.
Cela permet alors de construire un système d’équations pour chaque nœud à l’intérieur
de la structure.
Dans ce cas, les éléments sont assimilables à des ressorts dont l’effort de trac-
tion/compression est déterminé par F = K∆L/L, où ∆L/L est l’allongement relatif,
assimilable à la déformation ε, et K la raideur du ressort, assimilable au module d’Young
noté E.
Il vient alors :
noeud 1 → E1 ε1 = E2 ε2 → E1 u1−u0p = E2 u2−u1p
noeud 2 → E2 ε2 = E3 ε3 → E2 u2−u1p = E3 u3−u2p
...
...
...
...
noeud n− 1 → En−1 εn−1 = En εn → En−1 un−1−un−2p = En un−un−1p
(3.1)
Le pas p est constant et peut se simplifier dans les équations, par conséquent, seuls
les valeurs de déplacements sont nécessaires.
Un inconvénient subsiste tout de même, le système (3.1) ne peut pas se résoudre tel
quel. En effet, nous disposons de n− 1 équations pour n inconnues. Il manque donc une
équation, cette dernière est ajoutée en imposant une valeur de module Eimp sur un des
éléments de la structure. L’identification se fait donc à une constante multiplicative près
du fait de cette équation supplémentaire.
Il s’agit là d’une description dans un cas particulier mais qui met en perspective
clairement les fondements de la méthode. Enfin, nous remarquons également que cette
méthode fonctionne « naturellement » pour identifier des paramètres mécaniques locaux.
Elle est donc particulièrement adaptée à notre cas d’étude.
Grâce au comportement linéaire supposé de la structure, la méthode permet d’ob-
tenir un système d’équations linéaires. Nous pouvons faire un parallèle avec la MREF,
présentée dans le chapitre précédent, qui repose sur un processus itératif de minimisa-
tion contrairement à la MEQ qui permet une identification quasi-directe des propriétés
mécaniques. Nous présentons maintenant les formalismes possibles pour son applica-
tion en 2D.
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3.2 Formalisme différences finies
3.2.1 Description
La MEQ dans ce formalisme consiste à assurer la continuité du vecteur contraintes
entre les cellules formées par les points de la grille de mesure. Le comportement de
ces cellules est supposé homogène, par conséquent les propriétés mécaniques sont
constantes à l’intérieur des cellules. Cela permet alors de considérer un champ de pro-
priétés mécaniques discrètes et constantes par morceaux. Seuls les modules d’Young
sont recherchés, le coefficient de Poisson est considéré constant pour toutes les cellules.
Assurer la continuité du vecteur contraintes revient alors à annuler le saut de contraintes
aux frontières de cellules adjacentes. Deux situations se présentent, les frontières entre
les cellules sont soit verticales soit horizontales, voir Figure 3.2.
• •i, j i+ 1, j
i, j+ 1
i, j
FIGURE 3.2 – Équilibres aux interfaces de deux éléments adjacents horizontalement et verticale-
ment
L’équation qui traduit la continuité du vecteur contrainte pour les interfaces entre les
cellules au point central s’écrit :
‖σ · n‖ = 0 (3.2)
Si nous l’appliquons sur les deux cas possibles de frontières entre les cellules, il vient
alors deux équations de saut de contraintes qui s’expriment :
σ(i,j) · n− σ(i+1,j) · n = 0
σ(i,j) · n− σ(i,j+1) · n = 0
(3.3)
Chaque équation de saut de contraintes donne deux équations d’équilibre pour la
frontière considérée. Ainsi, pour la frontière verticale :
σ
(i,j)
xx − σ(i+1,j)xx = 0
σ
(i,j)
xy − σ(i+1,j)xy = 0
(3.4)
Pour la frontière horizontale :
σ
(i,j)
yy − σ(i,j+1)yy = 0
σ
(i,j)
xy − σ(i,j+1)xy = 0
(3.5)
Nous avons donc deux équations par interface, ce qui donne, pour une grille de me-
sure 2D de nx × ny points, un nombre d’équations ne´q = 4nxny − 2nx − 2ny. Nous avons
3.2. Formalisme différences finies 55
alors plus d’équations que d’inconnues, le problème est surdéterminé. Il s’agit d’une
différence majeure avec le cas uni-dimensionnel présenté plus haut.
La loi de comportement reliant les contraintes aux déformations s’écrit dans le cas
général 2D :
σ = C : ε→

σxx
σyy
σxy
 =
C11 C12 C16C12 C22 C26
C16 C26 C66

εxx
εyy
εxy
 (3.6)
Afin d’alléger les notations, nous remplaçons respectivement les indices ·xx, ·yy et ·xy
par ·1, ·2 et ·6. La relation de comportement permet de remplacer les contraintes dans les
équations (3.4) et (3.5), ce qui donne pour une frontière verticale :
C(i,j)11 ε
(i,j)
1 + C
(i,j)
12 ε
(i,j)
2 + C
(i,j)
16 ε
(i,j)
6 − C(i+1,j)11 ε(i+1,j)1 − C(i+1,j)12 ε(i+1,j)2 − C(i+1,j)16 ε(i+1,j)6 = 0
C(i,j)16 ε
(i,j)
1 + C
(i,j)
26 ε
(i,j)
2 + C
(i,j)
66 ε
(i,j)
6 − C(i+1,j)16 ε(i+1,j)1 − C(i+1,j)26 ε(i+1,j)2 − C(i+1,j)66 ε(i+1,j)6 = 0
(3.7)
et pour une frontière horizontale :
C(i,j)12 ε
(i,j)
1 + C
(i,j)
22 ε
(i,j)
2 + C
(i,j)
26 ε
(i,j)
6 − C(i,j+1)12 ε(i,j+1)1 − C(i,j+1)22 ε(i,j+1)2 − C(i,j+1)26 ε(i,j+1)6 = 0
C(i,j)16 ε
(i,j)
1 + C
(i,j)
26 ε
(i,j)
2 + C
(i,j)
66 ε
(i,j)
6 − C(i,j+1)16 ε(i,j+1)1 − C(i,j+1)26 ε(i,j+1)2 − C(i,j+1)66 ε(i,j+1)6 = 0
(3.8)
Nous supposons dans nos travaux les matériaux comme isotropes, par conséquent,
les termes C16 et C26 sont nuls. Les équations (3.7) se réécrivent alors :
C(i,j)11 ε
(i,j)
1 + C
(i,j)
12 ε
(i,j)
2 − C(i+1,j)11 ε(i+1,j)1 − C(i+1,j)12 ε(i+1,j)2 = 0
C(i,j)66 ε
(i,j)
6 − C(i+1,j)66 ε(i+1,j)6 = 0
(3.9)
De même pour les équations (3.8) :
C(i,j)12 ε
(i,j)
1 + C
(i,j)
22 ε
(i,j)
2 − C(i,j+1)12 ε(i,j+1)1 − C(i,j+1)22 ε(i,j+1)2 = 0
C(i,j)66 ε
(i,j)
6 − C(i,j+1)66 ε(i,j+1)6 = 0
(3.10)
Les termes du tenseur d’élasticité Ce de ces équations sont dépendants des propriétés
mécaniques de l’élément considéré e. Or, ce sont les inconnues du problème. Si nous
prenons l’exemple des contraintes planes, ce tenseur s’exprime de la manière suivante :
Ce =
Ee
1− ν2
1 ν 0ν 1 0
0 0 1−ν2
 (3.11)
Nous les injectons dans les équations précédentes, ce qui donne pour une frontière
verticale :
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E(i,j)
(
ε
(i,j)
1 + νε
(i,j)
2
)
1− ν2 − E
(i+1,j)
(
ε
(i+1,j)
1 + νε
(i+1,j)
2
)
1− ν2 = 0
E(i,j)
ε
(i,j)
6
2(1+ ν)
− E(i+1,j) ε
(i+1,j)
6
2(1+ ν)
= 0
(3.12)
et pour une frontière horizontale :
E(i,j)
(
ε
(i,j)
2 + νε
(i,j)
1
)
1− ν2 − E
(i,j+1)
(
ε
(i,j+1)
2 + νε
(i,j+1)
1
)
1− ν2 = 0
E(i,j)
ε
(i,j)
6
2(1+ ν)
− E(i,j+1) ε
(i,j+1)
6
2(1+ ν)
= 0
(3.13)
En supprimant les termes en facteur, nous obtenons finalement pour une frontière
verticale :
E(i,j)
(
ε
(i,j)
1 + νε
(i,j)
2
)
− E(i+1,j)
(
ε
(i+1,j)
1 + νε
(i+1,j)
2
)
= 0
E(i,j)ε(i,j)6 − E(i+1,j)ε(i+1,j)6 = 0
(3.14)
et pour une frontière horizontale :
E(i,j)
(
ε
(i,j)
2 + νε
(i,j)
1
)
− E(i,j+1)
(
ε
(i,j+1)
2 + νε
(i,j+1)
1
)
= 0
E(i,j)ε(i,j)6 − E(i,j+1)ε(i,j+1)6 = 0
(3.15)
Nous obtenons alors un système d’équations qui fait intervenir explicitement les mo-
dules d’Young inconnus. Ce principe s’applique pour tous les points au milieu des in-
terfaces de cellules adjacentes afin de construire le système suivant :
[M]{p} = {0} (3.16)
où {p} est le vecteur contenant les modules d’Young Ei recherchés des cellules et [M]
la matrice contenant les termes dépendants des valeurs des déformations. Une autre dif-
férence avec le cas uni-dimensionnel est l’utilisation des déformations. Dans le cas 1D, si
la grille est régulière, avec un pas constant, alors seuls les déplacements sont nécessaires.
Concernant le schéma de calcul des déformations, il doit être choisi de manière à pouvoir
rendre compte des gradients de propriétés mécaniques. Par conséquent, pour un point
coïncident avec deux éléments adjacents, les déformations doivent avoir des valeurs dif-
férentes selon l’élément considéré. Ainsi, l’utilisation de l’interpolation des déformations
par élément est privilégiée [Cla04]. L’élément le plus approprié dans ce cas est l’élément
de Serendip, voir Tableau 2.1, car il contient un nœud au centre de chaque arête.
Le système (3.16) étant surdéterminé car il contient plus d’équations que d’incon-
nues, il n’existe pas de solution exacte. Par conséquent, l’utilisation de l’opérateur
pseudo-inverse est nécessaire pour rendre le système carré, le résoudre et ainsi obtenir
une pseudo-solution. Cela s’écrit :
[M]t[W][M]{p} = [M]t[W]{0} (3.17)
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Cette écriture correspond en fait à une résolution au sens des moindres carrés. La
matrice [W] est une matrice de pondération qui permet d’affecter à certains points un
poids plus ou moins élevé en fonction du degré de confiance accordé à ces derniers.
Nous remarquons que les équations produites par le formalisme sont des équations
homogènes, c’est-à-dire que le second membre est nul. En effet, ces équations signifient
que les différences de contraintes entre chaque cellule est nulle. Il suffit donc de cher-
cher les valeurs des modules d’Young qui vérifient cela. Or, mathématiquement, ce sys-
tème admet une solution triviale qui est {p} = {0}. Ce résultat est mathématiquement
juste mais physiquement faux car il implique que le matériau est homogène, quelque
soit le champ de déformations considéré, et n’a aucune rigidité, ce qui rend impossible
l’existence même du matériau. En effet, dans la théorie de l’élasticité linéaire, un module
d’Young nul équivaut à du vide, au sens où il n’y a pas de matériau solide. Une stratégie
doit donc être mise en place afin d’éviter cette solution triviale du système. Celle mise en
place dans [Cla04 ; Cro09] consiste à imposer une valeur de module d’Young pour une
cellule pi = 1 ou imposer la même valeur à toutes les cellules, ce qui revient à imposer la
moyenne < p >= 1. Mécaniquement, cela signifie qu’au moins aux endroits où les mo-
dules d’Young sont imposés, il y a de la rigidité. L’effet que va avoir cette stratégie dans
la résolution est que les solutions vont se diriger vers des valeurs qui respectent la nul-
lité des sauts de contraintes aux interfaces pour certaines valeurs de modules d’Young
imposés. Il vient alors que ce système a une infinité de solutions selon le choix des va-
leurs imposées. D’après [Cla04], cela n’a pas de conséquence sur les valeurs identifiées
car elles évoluent vis-à-vis des valeurs imposées de modules. Ainsi, les modules sont
identifiés à une constante multiplicative près.
L’implémentation concrète de cette stratégie revient à ajouter une équation au sys-
tème (3.16) avant l’application de l’opérateur pseudo-inverse afin d’imposer les valeurs
souhaitées.
3.2.2 Implémentation
Cette méthode a été écrite dans une classe CMEQ telle que décrite dans Algorithme 6.
Algorithme 6 : Classe CMEQ - formalisme différences finies
Entrée : Champ de déplacements {umes}
Sortie : Champ de propriétés mécaniques {p}
1 Calcul ε pour tous les points
2 pour i← 0 à Nvtn faire
3 Équilibre aux frontières verticales // d’après (3.14)
4 pour i← 0 à Nhzn faire
5 Équilibre aux frontières horizontales // d’après (3.15)
6 Ajout équation supplémentaire pi = 1
7 Résolution système linéaire [M]t[W][M]{p} = [M]t[W]{S}
avec Nvtn le nombre de nœuds aux interfaces verticales, Nhzn le nombre de nœuds aux
interfaces horizontales.
L’algorithme du GCPC est utilisé pour la résolution du système linéaire car la matrice
du système est creuse et symétrique.
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3.2.3 Illustration sur un cas simulé
Afin d’illustrer la méthode, nous faisons un exemple simulé d’une structure de 4×4
éléments dont les paramètres sont indiqués en Figure 3.3.
F = −5N
uy = 0
ux = 0
E = 2 MPa
ν = 0,3
E = 1 MPa
ν = 0,3
O x
y
FIGURE 3.3 – Simulation 2D 4×4 éléments QUA8
Nous construisons le système tel que décrit précédemment et faisons la somme de
chaque ligne pour obtenir les sauts de contraintes à chaque interface de la structure, voir
Figure 3.4.
FIGURE 3.4 – Sauts de contraintes aux frontières des cellules
Nous voyons que les sauts de contraintes les plus intenses sont au niveau des fron-
tières où les modules d’Young changent. Par conséquent, afin d’annuler ces sauts de
contraintes, la résolution du système va modifier les valeurs des modules d’Young, ce
qui va permettre de reconstruire les gradients de propriétés simulés.
Nous remarquons également que les sauts de contraintes admettent une symétrie
par rapport à l’axe vertical passant au milieu de la structure. Cela est cohérent avec la
distribution des modules d’Young imposés de la simulation. L’explication est valable
aussi pour le fait que les points de l’axe de symétrie n’ont pas de sauts de contraintes de
cisaillement.
Enfin, les sauts de contraintes ont des valeurs élevées principalement dans la di-
rection de la charge, ce qui est cohérent car les déformations suivant la direction de la
charge sont environ d’un ordre de grandeur plus grandes que celles suivant la direction
transversale.
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3.3 Formalisme éléments finis
3.3.1 Description
Contrairement au cas précédent, les équations d’équilibre dans ce formalisme cor-
respondent aux équations produites par la méthode des éléments finis. Généralement,
la méthode des éléments finis est utilisée afin de calculer le champ de déplacements so-
lution d’un problème mécanique. Ici, le champ de déplacements est connu car mesuré.
Cela va donc introduire des efforts à l’intérieur de la structure et la déséquilibrer. En
effet, les efforts des nœuds internes sont nuls dans le cas où les forces volumiques sont
négligées, seuls ceux aux conditions limites subissent des efforts de chargement ou de
réaction. Par conséquent, l’application du champ de déplacements mesuré déséquilibre
la structure en ce sens que des efforts internes non nuls vont apparaître. Cela corres-
pond à un résidu d’effort {Fres} au sein de la structure qu’il revient de minimiser afin de
rééquilibrer la structure :
{Fres} = [K({θ})]{umes} − {F} (3.18)
• •
••
• •
•
•
•
{Fres}
• •
••
•
••
•
••
• •
• •
••
e
i
{Fei }
FIGURE 3.5 – Vecteurs efforts élémentaires pour un nœud interne
La matrice de rigidité globale [K({θ})] dépend des valeurs des paramètres méca-
niques recherchés. Dans le formalisme précédent, nous avons pu factoriser par le mo-
dule d’Young afin de l’identifier directement, ce qui n’est pas possible ici. Même s’il
est en facteur, nous ne pouvons pas l’extraire de la matrice de rigidité élémentaire [Ke],
nécessaire pour construire la matrice globale [K]. En effet, le module d’Young doit inter-
venir dans le calcul de [Ke] sinon cette matrice n’est plus une matrice de rigidité et perd
son sens physique. Par conséquent, nous considérons un matériau de référence dont les
propriétés de référence {θre f } permettent de calculer une matrice de rigidité élémentaire
de référence [Ke({θre f })]. De cette manière, la matrice de rigidité élémentaire recherchée,
dont le module d’Young n’est pas connu, s’exprime à une constante multiplicative près :
[Ke({θ})] = δe[Ke({θre f })] (3.19)
Ce paramètre, noté δe et constant par élément, correspond à la différence de compor-
tement entre celui de référence et celui obtenu par la mesure. Les inconnues du problème
ne sont plus les modules d’Young mais les rapports des modules d’Young δe. L’avantage
de cette approche est que la matrice [Ke({θre f })] n’est calculée qu’une fois au début du
processus puis reste constante.
Nous rappelons qu’il s’agit ici de minimiser les efforts internes de déséquilibre, il
faut donc les déterminer. Nous considérons un nœud interne de la structure qui est le
nœud coïncident entre quatre nœuds de quatre éléments adjacents, voir Figure 3.5. Le
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déséquilibre vient du champ de déplacements mesuré qui crée des efforts internes qui
ne s’annulent plus, en d’autres termes la somme des vecteurs d’efforts des quatre nœuds
coïncidents ne s’annulent plus. Exprimons l’un d’eux :
{Fei } =∑
j
[Keij({θ})] {uej} (3.20)
Or, d’après (3.19), nous pouvons réécrire l’équation précédente ainsi :
{Fei } = δe∑
j
[Keij({θre f })] {uej} (3.21)
Nous remarquons alors que le vecteur d’effort au nœud i de l’élément e correspond
au produit de la ligne i de la matrice de rigidité élémentaire de référence avec le vecteur
déplacement des nœuds de l’élément e. Il vient que le résidu en effort {Fresn } pour un
nœud interne n s’écrit :
{Fresn } =∑
e
{Fei } (3.22)
ce qui correspond à la contribution des quatre nœuds, coïncidents au nœud n, de
quatre éléments adjacents.
En considérant tous les nœuds internes n de la structure, nous pouvons alors expri-
mer le vecteur résidu en effort total comme suit :
{Fres} =∑
n
{Fresn } (3.23)
Nous pouvons réécrire cette dernière équation en utilisant (3.21) et (3.22) :
{Fres} =∑
n
∑
e
δe∑
j
[Keij({θre f })] {uej} (3.24)
Il s’agit maintenant de minimiser la norme du vecteur résidu d’effort total ‖{Fres}‖2
afin d’identifier les rapports, ou contrastes, de modules d’Young δe. Cela revient à ré-
soudre un système linéaire construit à partir de (3.24) qui s’écrit :
[L]{δ} = {0} (3.25)
avec [L] la matrice s’exprimant Lei = ∑
j
[Keij({θre f })] {uej}.
Sur une structure 2D faite de nx × ny points, nous obtenons 2(nx − 2)(ny − 2) équa-
tions en considérant des éléments de Lagrange, voir Tableau 2.1. Le nombre d’inconnues
est lui de (nx − 1)(ny − 1). Le système est donc surdéterminé comme pour le cas précé-
dent. L’opérateur pseudo-inverse est donc utiliser de nouveau pour résoudre le système
au sens des moindres carrés :
[L]t[L]{δ} = [L]t{0} (3.26)
Nous remarquons alors de nouveau que le système contient des équations homo-
gènes. La même stratégie que pour le formalisme en différences finies est utilisé. A sa-
voir, ajouter une équation qui fixe une ou toutes les valeurs des inconnues, comme ex-
pliqué plus haut, pour éviter la solution triviale {δ} = {0}.
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3.3.2 Implémentation
Cette méthode a été écrite dans la classe CMEQ, même classe que pour le formalisme
en différences finies, tel que décrite dans Algorithme 7.
Algorithme 7 : Classe CMEQ
Entrée : Champ de déplacements {umes}, propriétés de référence {θre f }
Sortie : Champ de contrastes de propriétés mécaniques {δ}
1 Calcul [Ke]
2 pour i← 0 à Nn faire
3 pour e← 0 à Nie´l faire
4 Calcul {Fei }
5 Assemblage [L]← {Fei }
6 Ajout équation supplémentaire δi = 1
7 Résolution système linéaire [L]t[L]{δ} = {S}
avec Nn le nombre de nœuds internes à la structure, Nie´l le nombre d’éléments coïn-
cidents avec le nœud i, en d’autres termes il s’agit du nombre d’éléments pris en compte
par équation.
Là encore, l’algorithme du GCPC est utilisé pour la résolution du système linéaire
car la matrice du système est creuse et symétrique.
Enfin, l’implémentation est faite de sorte que les éléments présentés en Tableau 2.1
soient utilisables dans cette méthode.
3.3.3 Illustration sur un cas simulé
Afin d’illustrer la méthode, nous reprenons le même exemple que pour le formalisme
en différences finies, voir Figure 3.3.
La même démarche est appliquée, nous faisons la somme de chaque ligne du sys-
tème linéaire construit pour obtenir les efforts résiduels à chaque nœud interne, voir
Figure 3.6.
FIGURE 3.6 – Résidu d’efforts aux nœuds internes de la structure
Nous observons que les résidus d’efforts sont très élevés aux nœuds correspondants
aux gradients de propriétés mécaniques. Les mêmes remarques que pour le formalisme
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en différences finies peuvent faites, à savoir que nous retrouvons la symétrie par rapport
à la ligne verticale centrale de la structure, l’intensité des efforts résiduels est plus élevé
suivant cette même direction. A ceci près que les grandeurs physiques mises en jeu sont
différentes, dans le cas précédent, les résidus étaient homogènes à une contrainte, ici les
résidus sont homogènes à une force. Néanmoins, nous voyons que pour identifier des
propriétés mécaniques de rigidité, tels que les modules d’Young, la connaissance des
contraintes ou des efforts est nécessaire.
3.4 Comparaison des formulations
Nous allons maintenant comparer les deux formulations détaillées dans les deux sec-
tions précédentes. Pour que la comparaison soit valide entre les deux formulations, nous
choisissons le même exemple simulé. A cette fin, nous reprenons l’exemple illustré en Fi-
gure 3.3 avec des éléments de Serendip, donc à huit nœuds, mais étendu à 25 éléments.
Les résultats sont présentés en Figure 3.7.
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FIGURE 3.7 – Résultats de la MEQ pour le cas Figure 3.3 étendu à 25 éléments
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La méthode permet d’identifier des contrastes de modules d’Young, pour obtenir les
valeurs de ces modules, il suffit de recaler les contrastes en utilisant la formule suivante :
Erecale´i = δi ·
Ere f
δre f
(3.27)
La formulation éléments finis identifie avec une grande précision les bonnes valeurs
de modules d’Young. Les écarts relatifs sont inférieurs à 0,6%. L’autre formulation donne
la bonne tendance des modules mais les écarts relatifs sont plus élevés et dépassent de
6% pour certains éléments. Par conséquent, nous sélectionnons la formulation éléments
finis pour la suite. Un autre avantage de ce formalisme est que nous pouvons changer de
type d’éléments plus aisément et même envisager des géométries plus complexes pour
la structure considérée.
Enfin, nous appliquons les deux types d’imposition des valeurs de contrastes dans le
système linéaire, à savoir fixer un module dans un élément δi = 1 ou fixer la moyenne
des modules à un < δ >= 1 pour démontrer que ça n’a pas d’influence. La Figure 3.8
montre l’évolution du résidu pendant la résolution du système linéaire pour ces deux
conditions.
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FIGURE 3.8 – Évolution de la norme du résidu en effort pendant la résolution du système linéaire
Ce résidu est homogène à une densité d’efforts et montre bien que la méthode permet
de rééquilibrer la structure considérée en identifiant les contrastes de propriétés méca-
niques. Nous remarquons que les deux courbes ont la même allure et les solutions iden-
tifiées, dont les rapports sont représentés en Figure 3.9, sont identiques à une constante
multiplicative près. Dans la suite, nous choisissons d’imposer la moyenne des contrastes
< δ >= 1 car elle requiert légèrement moins d’itérations.
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FIGURE 3.9 – Rapport entre les modules identifiés avec le formalisme éléments finis de la MEQ
pour les deux types d’équation supplémentaire
3.5 Conclusion
Dans ce chapitre, nous avons présenté en détail la MEQ dans deux déclinaisons pos-
sibles, l’une en différences finies, l’autre en éléments finis. La première consiste à rééqui-
librer la structure en annulant les sauts de contraintes aux interfaces des éléments, la
seconde en annulant les efforts des nœuds internes. Les démarches sont similaires mais
les données nécessaires sont différentes, la première requiert le champ de déformations
et la seconde le champ de déplacements. La comparaison a montré de meilleurs résul-
tats avec la formulation éléments finis, c’est donc cette approche que nous privilégions.
Enfin, nous avons montré que l’équation supplémentaire à ajouter au système linéaire
n’a pas d’influence dans la qualité des résultats, c’est-à-dire que les rapports entre les
modules sont identiques.
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4.1 Évaluation des performances de la MREF et MEQ
Dans cette section, les deux méthodes font l’objet d’analyses sur différents para-
mètres qui peuvent influencer leur comportement. Tous les calculs présentés dans cette
section ont été réalisés avec l’application graphique développée sur un ordinateur com-
posé d’un processeur Intel Core i7-7700 cadencé à 3,60 GHz, de 16 Go de mémoire RAM
avec un système d’exploitation 64 bits.
Afin d’évaluer les performances de ces deux méthodes d’identification, plusieurs fac-
teurs sont étudiés car ils rentrent en jeu lors des essais et qu’ils sont susceptibles d’être
des grandeurs d’influence pour la méthode d’identification. Ainsi, avec des exemples
simulés, nous pouvons analyser le comportement de ces méthodes plus facilement car
les facteurs d’influence sont contrôlés, à savoir l’amplitude des hétérogénéités des pro-
priétés mécaniques, l’amplitude des déplacements, le nombre de paramètres à identifier,
la présence de bruit sur les déplacements et sur l’effort de sollicitation. Nous précisons
que le coefficient de Poisson est fixé à ν = 0,3. Nous rappelons également que la fonc-
tionnelle de la MREF peut prendre une forme en déplacements (2.1) ou en déformations
(2.2). Dans ce chapitre, les résultats pour ces deux fonctionnelles sont présentés.
4.1.1 Influence de l’amplitude des hétérogénéités mécaniques
Dans un matériau hétérogène, les propriétés mécaniques varient spatialement ce qui
implique des gradients de propriétés qui peuvent être relativement élevés. Nous ne sa-
vons pas comment ces variations modifient l’efficacité des méthodes d’identification.
Afin de répondre à cette interrogation, nous faisons des tests simulés pour différentes
amplitudes de variations des paramètres mécaniques. Nous reprenons le cas illustré en
Figure 2.15 sauf qu’ici, les modules d’Young sont déterminés aléatoirement à partir de la
formule suivante :
E = Emoy (1+ r(a)) (4.1)
avec Emoy la valeur moyenne des modules d’Young et r un nombre aléatoire suivant
une distribution uniforme de moyenne nulle et d’amplitude a. Les différentes distribu-
tions de modules d’Young sont représentées en Figure 4.1. Le Tableau 4.1 indique la
correspondance entre l’amplitude a et le ratio entre les extremum des modules d’Young
des différentes distributions.
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FIGURE 4.1 – Distributions aléatoires de modules d’Young pour différentes amplitudes
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a EmaxEmin
0,3 1,8
0,45 2,6
0,6 3,9
0,7 5,5
0,8 8,6
TABLEAU 4.1 – Tableau de correspondance entre l’amplitude a et le ratio EmaxEmin
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FIGURE 4.2 – Moyenne des écarts relatifs sur les modules identifiés pour différentes amplitudes
de distributions aléatoires de modules d’Young
Les simulations sont faites pour Emoy = 10 MPa. Dix optimisations successives ont
été réalisées pour la MREF. La population de l’algorithme génétique a été fixée à 15
individus par paramètre mécanique et a évolué pendant 3750 générations. Concernant
la MEQ, le critère de convergence pour la résolution du système linéaire par GCPC est
fixée à 1 · 10−15. Les résultats de la MREF et de la MEQ sont représentés en Figure 4.2.
Les deux méthodes donnent des résultats satisfaisants avec un avantage pour la MEQ
dont les paramètres identifiés sont très peu dispersés sur toutes les amplitudes testées.
Nous remarquons également que les deux méthodes semblent ne pas être mises en dif-
ficulté par l’amplitude croissante des hétérogénéités. En effet, aucune tendance n’est
clairement observée, les écarts relatifs moyens sur les paramètres identifiés sont quasi
constants, de même que les écart-types. Les valeurs pour la MEQ sont deux ordres de
grandeurs plus petits, ce qui démontre la supériorité de cette méthode. En cela, nous
pouvons conclure que ces méthodes sont peu sensibles aux amplitudes d’hétérogénéi-
tés.
Concernant la MREF, les écarts relatifs et les écart-types avec la fonctionnelle Jε sont
plus faibles que pour la fonctionnelle Ju. Nous regardons aussi le champ de déplace-
ments qui correspond aux modules identifiés afin d’estimer les erreurs en déplacements
issues de la méthode. Nous faisons de même pour les déformations. Ces résultats sont
présentés en Figure 4.3. Nous observons que les écarts absolus moyens en déplacements,
entre ceux de la modélisation et ceux de référence, sont de l’ordre de 1 µm. Cela permet
également d’illustrer la nature mal posée du problème car pour des erreurs en déplace-
ments de l’ordre de 10−3 mm, les erreurs sur les modules identifiés sont de l’ordre de 2%.
Pour les erreurs en déformations, elles sont également très faibles, de l’ordre de 10−3%.
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FIGURE 4.3 – Moyenne des écarts absolus sur les déplacements et les déformations pour diffé-
rentes amplitudes de distributions aléatoires de modules d’Young
4.1.2 Influence de l’amplitude des déplacements
Même si la majeure partie de ses activités concerne les phénomènes à notre échelle
macroscopique, depuis quelques années la mécanique expérimentale étend son domaine
d’expertise vers les échelles plus petites afin de mesurer les phénomènes à l’échelle mi-
crométrique [Ben11], voire nanométrique [Kau08]. Il est donc nécessaire que les outils
développés puissent s’affranchir des obstacles liés aux amplitudes des phénomènes ob-
servés. Pour cette raison, nous allons analyser l’influence de l’amplitude du champ de
déplacements sur les performances des deux méthodes d’identification. La question est
de savoir si ces méthodes sont sensibles à l’amplitude des phénomènes mesurés, ici
champs cinématiques de déplacements.
Pour cela, nous reprenons le cas de la Figure 2.15 avec des modules d’Young aléa-
toires correspondant au cas où l’amplitude des hétérogénéités est a = 0,6. Afin de faire
varier l’amplitude du champ de déplacements, il suffit de modifier la charge de la solli-
citation. Le Tableau 4.2 montre l’équivalence entre la charge appliquée sur la structure et
l’ordre de grandeur g de l’amplitude du champ de déplacements.
F g (mm)
0,25 10−2
2,5 10−1
25 100
250 101
TABLEAU 4.2 – Tableau de correspondance entre la charge F et l’ordre de grandeur g du champ
de déplacements
Pour la MREF, dix identifications successives sont faites avec une taille de population
de 15 individus par paramètre mécanique pendant 3750 générations. Pour la MEQ, le
critère de convergence pour la résolution du système par GCPC est fixée à 1 · 10−15. Les
résultats sont donnés en Figure 4.4.
70 Chapitre 4. Performances et comparaison
10−2 10−1 100 101
0%
2%
4%
g
éc
ar
tr
el
at
if
M
R
EF
MREF Ju
MREF Jε
0%
0,01%
éc
ar
tr
el
at
if
M
EQ
MEQ
FIGURE 4.4 – Moyenne des écarts relatifs sur les modules d’Young identifiés pour différentes
amplitudes du champ de déplacements
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FIGURE 4.5 – Moyenne des écarts absolus sur les déplacements et les déformations pour diffé-
rentes amplitudes du champ de déplacements
La première remarque concerne la MEQ qui donne des résultats identiques pour tous
les cas considérés. Cela est cohérent car comme nous sommes en élasticité linéaire, l’am-
plitude des déplacements est directement reliée linéairement à l’amplitude des efforts
qui sont minimisés dans la MEQ. Par conséquent, les mêmes solutions sont identifiées
à chaque fois. Concernant la MREF, la même conclusion peut être faite à ceci près que
la nature itérative du processus ne donne jamais exactement les mêmes solutions, mais
la méthode est insensible à l’amplitude des déplacements. Les résultats montrent même
une diminution des erreurs en fonction de l’amplitude des déplacements pour la fonc-
tionnelle Jε.
Comme précédemment, nous évaluons les écarts du champ de déplacements simulés
à la fin du processus avec celui de référence, de même pour les champs de déformations.
La Figure 4.5 montre les écarts absolus moyens entre ces deux champs. Nous observons
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une augmentation des écarts en déplacements et en déformations. Dans l’étude de l’in-
fluence de l’amplitude des hétérogénéités mécaniques précédente, nous avions remar-
qué que les erreurs étaient de l’ordre de 1 µm. Ce cas correspond ici à celui où g = 100
et nous retrouvons bien ce résultat. De plus, cela se généralise pour les autres ampli-
tudes du champ de déplacements. Nous pouvons en déduire que cette méthode atteint
des valeurs d’erreur en déplacements qui sont trois ordres de grandeur plus faibles que
l’ordre de grandeur du champ de déplacements de référence. Les mêmes conclusions
s’appliquent pour la fonctionnelle Jε.
4.1.3 Influence du nombre de paramètres mécaniques
Puisque les maillages construits dans les deux méthodes d’identification sont coïn-
cidents avec la grille de mesure de la CIN, il nous faut savoir si nous pouvons l’utiliser
entièrement. Plus le maillage aura d’éléments, plus le nombre de paramètres mécaniques
à identifier sera grand. Par conséquent, nous allons analyser son influence sur les deux
méthodes et leur définir une zone de validité le cas échéant.
Pour les simulations de référence, nous imposons des valeurs de modules d’Young
aléatoires avec une amplitude a = 0,6 sur des maillages carrés, même nombre d’élé-
ments suivant x et y. Dix identifications successives sont réalisées pour la MREF avec
une population de 15 individus par module d’Young et un nombre d’itérations maximal
égal à 10 fois le nombre d’individus. Concernant la MEQ, le critère de convergence est le
même que précédemment.
La Figure 4.6 présente la moyenne des écarts relatifs sur les modules d’Young identi-
fiés. La MEQ ne semble pas sensible à la variation du nombre de paramètres à identifier,
ce qui n’est pas le cas pour la MREF. En effet, nous observons une augmentation des
écarts relatifs moyens lorsque le nombre d’inconnues augmente. Il s’agit d’une consé-
quence cohérente car le nombre de dimensions de l’espace de recherche dans l’algo-
rithme génétique augmente, ce qui rend la progression de la population plus difficile.
Comme précédemment, les écarts relatifs moyens de la MEQ sont deux ordres de gran-
deurs plus faibles que ceux de la MREF, ce qui démontre sa supériorité dans ce cas.
Notons que les écarts observés ainsi que les écart-types pour la fonctionnelle Jε sont plus
faibles que pour Ju.
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FIGURE 4.6 – Moyenne des écarts relatifs sur les modules identifiés pour les différents maillages
72 Chapitre 4. Performances et comparaison
16 25 36 49 64 81 100
0
1
2
3
·10−3
nombre d’éléments
m
m
ux
uy
(a) déplacements
16 25 36 49 64 81 100
0
2
4
6
·10−5
nombre d’éléments
εxx
εyy
εxy
(b) déformations
FIGURE 4.7 – Moyenne écarts absolus sur les déplacements et les déformations pour différents
maillages
La Figure 4.7 présente les écarts absolus moyens en déplacements et en déformations
pour la MREF. Ils sont du même ordre de grandeur que précédemment et pour tous les
maillages, à savoir 10−3 mm en déplacements et 10−5 en déformations. Nous notons tout
de même une augmentation sensible des écarts-types dans les deux cas, qui est plus nette
pur les déformations. Cela montre que les champs de déplacements et de déformations
de référence sont correctement reconstruits pendant le processus d’identification, quel
que soit la taille du maillage.
La MREF est basée sur un processus itératif, ce qui n’est pas le cas de la MEQ. L’aug-
mentation du nombre d’éléments du maillage fait augmenter la taille du système élé-
ments finis à résoudre pendant l’algorithme de minimisation. Par conséquent, le temps
du processus d’identification va lui aussi croître. La Figure 4.8 montre l’évolution du
temps nécessaire à la MREF pour identifier les paramètres mécaniques.
Les résultats montrent que la durée nécessaire augmente suivant une fonction cu-
bique. Cette non-linéarité fait que, sur des maillages denses, la MREF est très coûteuse
en temps. Deux facteurs rentrent en jeu ici :
— d’une part, la taille de la matrice de rigidité globale du système éléments finis
est directement liée au nombre de nœuds du maillage. Si cette matrice devient
grande, alors le temps nécessaire à la résolution du système va croître également.
Cette évolution est quasi-linéaire dans notre cas ;
— d’autre part, nous avons défini la taille de la population de l’algorithme géné-
tique comme dépendante du nombre de paramètres à identifier. Par conséquent,
le nombre de calculs par itération augmente et de façon non-linéaire.
Ce sont ces deux facteurs qui causent cet accroissement du coût de la méthode quand
il y a beaucoup d’éléments.
Pour conclure, les deux méthodes offrent des résultats satisfaisants mais la MEQ offre
des performances supérieures à la MREF, en termes de paramètres identifiés et coût de
calculs.
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FIGURE 4.8 – Durée de la MREF pour différents maillages
4.1.4 Influence du bruit de mesure sur les déplacements
Les méthodes expérimentales de mesure ne permettent d’obtenir que des valeurs
approchées, voisines des valeurs vraies qui sont a priori impossibles à déterminer. Ce
voisinage est plus ou moins grand en fonction de la méthode et est conventionnellement
appelé incertitude de mesure. Dans le cas de la CIN, il est courant d’admettre que la
méthode fournit dans de bonnes conditions des déplacements de l’ordre de quelques
centièmes de pixel. L’erreur de mesure en dimension spatiale dépendra du grandisse-
ment, directement lié au montage expérimental. Ce paramètre est égal au rapport d’une
dimension d’un objet dans le repère réel et à son équivalent dans le repère image. Le
grandissement est généralement exprimé en mm/pixel. Pour cette section, nous le sup-
posons égal à 1 mm/pixel. De cette manière, nous supposons que l’incertitude de mesure
est de l’ordre de quelques centièmes de millimètres sur les déplacements.
Afin de simuler des champs de déplacements bruités, nous utilisons la formule sui-
vante :
ubruitx,y = ux,y + r(s) (4.2)
où ux,y est le déplacement suivant x ou y simulé et r un nombre aléatoire suivant une
distribution normale de moyenne nulle et d’écart-type s. En faisant varier l’écart-type,
exprimé en mm, il est possible de faire varier l’intensité du bruit intégré au champ de
déplacements. Nous reprenons le cas illustré en Figure 2.15 avec des modules d’Young
aléatoires correspondant au cas où l’amplitude des hétérogénéités est a = 0,6. Nous
construisons dix champs de déplacements bruités pour chaque amplitude de bruit et
faisons dix identifications successives pour chacun de ces champs.
Les résultats des deux méthodes sont présentés en Figure 4.9. Nous observons que
les moyennes des écarts relatifs augmentent linéairement pour les deux méthodes. Néan-
moins, la MREF donne des valeurs inférieures à 5% pour les deux fonctionnelles alors
que la MEQ donne des valeurs beaucoup plus élevées comprises entre 20% et 80%. Cette
sensibilité exacerbée au bruit est due au mauvais conditionnement du système linéaire.
Le conditionnement est une valeur permettant de quantifier l’erreur faite sur le vecteur
solution d’un système à partir des perturbations des coefficients de la matrice et du se-
cond membre. Le conditionnement optimal est obtenu quand il vaut 1, c’est typiquement
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FIGURE 4.9 – Moyenne des écarts relatifs sur les modules identifiés pour différentes amplitudes
de bruit
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FIGURE 4.10 – Moyenne des écarts absolus sur les déplacements et les déformations pour diffé-
rentes amplitudes de bruit
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le cas pour la matrice identité. Il est calculé avec la formule suivante pour une norme p :
cond (A) = ‖A−1‖p‖A‖p (4.3)
Pour p = 2, l’équation précédente revient à faire le rapport entre la valeur singulière
maximale et minimale, ce qui a été fait dans notre cas. Les valeurs de conditionnement
pour les résultats présentés pour la MEQ est de l’ordre de 104. Ces valeurs étant très
élevées, la moindre perturbation ajoutée au système rend sa résolution illusoire dans le
sens où le vecteur solution ne respecte pas la physique représentée par le système.
Ce mauvais conditionnement du système est intrinsèque au formalisme de la MEQ.
Si nous reprenons le principe de la méthode illustré dans la Section 3.1, l’équilibre au
sein de la structure peut s’écrire en fonction des éléments adjacents ainsi :
En−1 (un−1 − un−2)− En (un − un−1) = 0 (4.4)
ce qui correspond à une discrétisation de l’équation de continuité des contraintes :
divσ = div(Eε) =
∂
∂x
(
E
∂u
∂x
)
= E
∂2u
∂x2
+
∂E
∂x
∂u
∂x
= 0 (4.5)
Nous remarquons alors que la dérivée seconde du champ de déplacements inter-
vient dans l’équation précédente. La discrétisation de cette équation produit le mauvais
conditionnement du système.
Pour ces raisons, certaines valeurs de contrastes identifiées par la MEQ étaient né-
gatives, ce qui ne peut pas être le cas ni dans les tests réalisés ni dans la réalité. De tels
résultats obligent à remettre en cause la possibilité d’utiliser la MEQ sur des champs
mesurés.
Concernant la reconstruction des champs de déplacements de déformations dans la
MREF, la Figure 4.10 montre une évolution linéaire des erreurs absolues moyennes en
déplacement et en déformations. Nous remarquons que ces valeurs sont proches des
valeurs de bruit ajoutées. Cela est cohérent car la méthode essaie de trouver le champ
admissible le plus proche du champ bruité, or comme ce dernier ne l’est plus, les erreurs
en déplacement augmentent. Les écart-types en déformations sont très faibles compara-
tivement à ceux en déplacements. Cela indique une meilleure reconstruction des défor-
mations que celle des déplacements en présence de bruit.
4.1.5 Influence de l’incertitude sur l’effort mesuré
Tous les tests simulés réalisés jusqu’à présent supposent une mesure d’un effort lors
de la sollicitation du matériau. Les montages expérimentaux permettent en général de
mesurer des efforts résultants car les distributions des forces aux conditions limites sont
difficiles voire impossible à mesurer. Il est question ici de savoir si les incertitudes liées
à l’effort résultant peuvent influencer les performances des méthodes d’identification.
Afin de simuler cette incertitude d’effort, nous faisons varier un paramètre b qui
correspond à un pourcentage relatif de la valeur de l’effort. Nous reprenons le cas de la
Figure 2.15 avec des modules d’Young aléatoires correspondant au cas où l’amplitude
des hétérogénéités est a = 0,6.
Pour la MREF, dix identifications successives sont faites avec une taille de population
de 15 individus par paramètre mécanique pendant 3750 générations. Pour la MEQ, le
critère de convergence pour la résolution du système par GCPC est fixée à 1 · 10−15. Les
résultats sont donnés en Figure 4.11.
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FIGURE 4.11 – Moyenne des écarts relatifs sur les modules d’Young identifiés pour différentes
amplitudes de bruit sur l’effort résultant
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FIGURE 4.12 – Moyenne des rapports entre les modules identifiés et les modules de référence
pour différentes amplitudes de bruit sur l’effort résultant
Premièrement, nous observons une symétrie dans les résultats de la MREF. En effet,
les valeurs sont quasiment égales si l’effort est sous-estimé ou sur-estimé. Nous obser-
vons également que l’évolution est linéaire, ce qui renvoie directement à l’utilisation
de la loi élastique linéaire dans nos exemples. Ceci est également confirmé dans la Fi-
gure 4.12 qui présente la moyenne des rapports entre les modules identifiés et ceux de
référence pour la MREF. En effet, nous voyons que lorsque l’effort est plus faible que ce-
lui de référence, les modules identifiés sont en moyenne plus faibles et inversement. Cela
est cohérent car si l’effort est moins élevé, alors le champ de déplacement pour un même
jeu de modules aura une amplitude plus faible, donc pour se rapprocher du champ de
référence, les modules sont sous-estimés pour assouplir la structure et ainsi augmen-
ter les valeurs des déplacements. Ces observations sont directement liées au caractère
linéaire du problème mécanique.
La figure Figure 4.13 montre les écarts absolus moyens en déplacements et en dé-
formations par rapport aux champs de référence. Nous remarquons que les erreurs en
déplacements sont de la même forme que les erreurs relatives sur les modules identifiés.
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FIGURE 4.13 – Moyenne des écarts absolus sur les déplacements et les déformations pour diffé-
rentes amplitudes de bruit sur l’effort résultant
Cela confirme ce que nous avons montré dans la section traitant de l’influence de l’am-
plitude des déplacements, à savoir que les erreurs en déplacements sont reliées linéaire-
ment à l’amplitude du champ de déplacements. Il en va de même pour les déformations.
Deuxièmement, si nous reprenons la Figure 4.11, nous remarquons que la MEQ est
insensible aux variations de la valeur de l’effort. La raison est qu’il n’intervient pas dans
le processus donc, le champ de déplacements étant le même à chaque fois, les résultats
le sont également. Nous précisons que le formalisme de la MEQ tel que présenté dans ce
manuscrit s’affranchit de la valeur de l’effort au coût d’une identification à une constante
multiplicative près. Néanmoins, il est possible d’introduire l’effort mesuré à l’intérieur
du système en implémentant la projection suivante :
σ · n = Fq (4.6)
où Fq est une densité d’effort qui s’exprime en fonction de l’effort résultant. Alors, la
méthode dépendrait de l’effort mesuré d’une manière similaire à la MREF.
4.1.6 Conclusion
Dans cette section, nous avons fait varier plusieurs paramètres afin de comparer les
performances des deux méthodes d’identification implémentées. Les résultats montrent
que la MEQ est supérieure car elle permet une identification rapide avec des erreurs sur
les paramètres identifiés très faible. En revanche, elle est très sensible au bruit à cause de
son formalisme et cela la rend inutilisable en l’état sur des cas réels.
Concernant la MREF, le processus itératif est très coûteux mais les résultats obtenus
dans ces tests simulés montrent son efficacité. Les erreurs sont plus élevées que celles
de la MEQ mais sa robustesse vis-à-vis du bruit sur les déplacements permet d’envisa-
ger son utilisation sur des résultats d’expérimentations. De plus, les deux fonctionnelles
montrent des résultats similaires en termes de sensibilité aux critères analysés précédem-
ment, même si les résultats avec la fonctionnelle Jε sont légèrement meilleurs. Seules les
performances de la MREF sur des cas expérimentaux pourront mettre en évidence la
fonctionnelle la plus adaptée. Ainsi, la MREF est choisie pour les cas expérimentaux.
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4.2 Amélioration de la MREF
Comme nous l’avons vu, la MREF présente des inconvénients qu’il ne faut pas négli-
ger. L’objet de cette section est de décrire une implémentation spécifique de la méthode
qui a permis de limiter son défaut principal, à savoir son caractère itératif.
4.2.1 Problème du processus itératif
En effet, la MREF repose sur un processus itératif qui fait communiquer une modé-
lisation avec des résultats d’expériences. Afin d’améliorer les performances en temps de
calcul, plusieurs facteurs d’influence sont identifiables :
— l’algorithme de minimisation : les performances et l’efficacité de la méthode en
dépendent. L’algorithme génétique a été choisi et a montré des résultats satisfai-
sants. Le développement de stratégies particulières pour améliorer la rapidité de
convergence de l’algorithme peut être une solution ;
— la résolution de la modélisation éléments finis : le temps pour résoudre le système
linéaire issu de la méthode des éléments finis est handicapant, surtout lorsque le
nombre de nœuds devient grand. Afin d’y remédier, des méthodes numériques
spécifiques peuvent être implémentées ;
— l’architecture du programme : en questionnant la conception même du code in-
formatique, nous pouvons affirmer que le fonctionnement séquentiel des pro-
grammes est un inconvénient dans l’exécution de tâches lourdes. Par conséquent,
le traitement simultané de calculs est une voie envisageable pour réduire le coût
de la méthode.
Parmi ces trois facteurs, celui qui nous paraît être le plus prépondérant est le dernier.
En effet, pouvoir faire simultanément plusieurs calculs aura un impact plus significatif
sur le temps de la méthode que des optimisations sur les algorithmes. Ainsi, nous nous
sommes dirigés vers la parallélisation de la MREF.
4.2.2 Introduction au calcul parallèle
Vers le milieu du XXème siècle, l’informatique, au sens moderne du terme, a bousculé
la démarche scientifique en permettant de simuler des phénomènes trop complexes à
résoudre théoriquement ou trop coûteux à mettre en œuvre expérimentalement. Cette
nouvelle science a connu un essor spectaculaire ces dernières décennies avec des puis-
sances de calculs toujours plus élevées. Dans le même temps, les phénomènes à simuler
sont eux aussi devenus très compliqués et donc coûteux. La naissance du calcul parallèle
est due en partie à cela mais aussi pour des raisons physiques et économiques. En effet,
les contraintes physiques (dissipation thermique,...) limitent la puissance, si grande soit-
elle, d’un ordinateur. De plus, le coût d’un processeur augmente plus rapidement que
sa puissance [Gro14]. Ainsi, il fallait trouver un moyen de contourner ces obstacles pour
continuer à améliorer les performances des ordinateurs pour le calcul scientifique.
Cependant, il ne s’agit pas là d’une panacée. L’exécution de tâches en parallèle n’est
pas possible pour tous les algorithmes et des obstacles restent à franchir pour que ce pro-
cessus se démocratise. En effet, les compilateurs qui parallélisent automatiquement les
algorithmes sont limités et les environnements de développement sont plus un obstacle
qu’une aide à la parallélisation [Gro14].
Plusieurs modèles différents de calcul parallèle existent, nous nous contentons de
présenter les deux principaux, qui sont aujourd’hui assez courant dans le domaine scien-
tifique :
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FIGURE 4.14 – Principes de modèle parallèle
Mémoire partagée Le principe de la mémoire partagée, illustré en Figure 4.14a,
permet à plusieurs processus d’accéder à une mémoire commune. Le meilleur
exemple de cette stratégie sont les processeurs multi-cœurs de nos ordinateurs ac-
tuels. Nous pouvons citer comme environnement l’utilisant OpenMP Open Multi-
Processing, offrant une implémentation de type multithreading, ou encore CUDA
Compute Unified Device Architecture pour les calculs sur carte graphique ;
Mémoire distribuée Le principe de la mémoire distribuée, illustré en Figure 4.14b,
repose sur la communication de processus, qui disposent chacun d’une mémoire
locale, en envoyant/recevant des messages. Les processus forment alors un ré-
seau. L’environnement standard utilisé pour ce type de stratégie est la biblio-
thèque MPI Message Passing Interface, comme le font la plupart des clusters et
plateformes de calculs parallèles intensifs.
De manière générale, tous les environnements de développement de programme pa-
rallèle proposent les langages C, C++ et Fortran et sont pris en charge par les principales
distributions que sont Windows et Linux.
4.2.3 Choix et implémentation
Afin de choisir l’environnement de développement pour notre cas, il nous faut en
premier lieu savoir si la parallélisation de la MREF est possible. Cela revient à se deman-
der si l’algorithme de minimisation est parallélisable.
Dans la méthode, nous utilisons un algorithme génétique qui, de par son fonctionne-
ment, autorise cette stratégie. La référence [Can99] présente un résumé des différentes
implémentations d’algorithmes génétiques parallèles. Nous choisissons l’implémenta-
tion maître-esclave, illustrée en Figure 4.15, qui est l’approche la plus courante car elle
parallélise l’étape la plus coûteuse de la méthode qui est l’évaluation de la fonction objec-
tif, qui dans notre cas consiste à résoudre une modélisation éléments finis. Le processus
maître contient toutes les étapes de l’algorithme génétique et l’évaluation de la fonction
objectif se fait aussi dans les processus esclaves. Ces derniers renvoient les valeurs obte-
nues au processus maître.
Il semble plus approprié dans ce cadre d’utiliser le modèle de mémoire distribuée
avec passage de messages en utilisant la bibliothèque MPI. Les bindings du langage
C++ ayant été supprimés dans la version MPI-3, l’implémentation s’est faite dans un
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programme écrit en C qui est indépendant de l’interface graphique développée dans
laquelle les deux méthodes d’identification ont été codées. Nous appelons cette méthode
dans la suite MREF-P, avec P signifiant parallélisée.
Algoritme génétique
Sélection
... Evaluation fonction
Evaluation fonction
Evaluation fonction
Maître
Esclave 1
Esclave 2
Esclave n
FIGURE 4.15 – Architecture parallèle maître-esclave pour un algorithme génétique
Le modèle de passage de messages utilisé dans la bibliothèque MPI permet d’en-
voyer des données à des processus en spécifiant :
— l’identificateur du processus émetteur ;
— l’identificateur du processus récepteur ;
— le type de la donnée à transmettre ;
— la longueur de la donnée à transmettre.
Des fonctions spécifiques d’envoi et de réception de messages permettent ainsi
d’échanger des informations et des résultats entre les processus mis en jeu via le réseau.
Il s’agit d’une implémentation synchrone de l’architecture maître-esclave, cela signifie
que le processus maître attend que tous les processus esclaves aient fini leurs calculs
et renvoyé leurs résultats avant de continuer l’algorithme. Ce type de communication
inter-processus est appelée communication point à point. L’Algorithme 8 montre l’im-
plémentation globale de l’architecture maître/esclave avec la bibliothèque MPI et illustre
la communication point à point entre les processus. Nous précisons qu’un code utilisant
la bibliothèque MPI s’exécute sur tous les processus concernés, c’est pourquoi il est pri-
mordial de bien gérer la communication entre eux car c’est elle qui organise l’emploi
du temps de chaque processus. Par exemple, nous voyons que tant que les processus
esclaves n’ont pas reçu les données venant du processus maître, ils ne font rien et at-
tendent. Ces fonctions de passage de messages sont de type bloquantes, c’est-à-dire que
tant que les données n’ont pas été complètement réécrites vers le processus destinataire,
ce dernier reste bloqué. Ce paradigme permet d’avoir une meilleure lisibilité sur le code
et une meilleure compréhension de l’exécution des différents processus parallèles.
La plupart des supercalculateurs fonctionnent sur le principe de la mémoire distri-
buée. Chaque nœud du supercalculateur est constitué de plusieurs processeurs. L’insti-
tut P’ dispose d’un supercalculateur, baptisé Thor, dont les caractéristiques sont :
— 188 nœuds de calcul bi-processeurs dont :
— 126 nœuds avec Intel(R) Xeon(R) CPU E5-2680 v2 2,80 GHz à 10 cœurs
— 62 nœuds avec Intel(R) Xeon(R) CPU E5-2660 v3 2,60 GHz à 10 cœurs
— 3760 cœurs ;
— 3,2 Go de RAM disponibles par cœur.
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Tous les résultats de la MREF-P qui sont présentés dans la suite du document ont été
obtenus en utilisant Thor.
Algorithme 8 : Pseudo-algorithme de l’architecture maître/esclave via MPI
1 MPI_Init()
2 MPI_Comm_rank()
3 MPI_Comm_size()
4 si (maître) alors
5 pour (tous les autres processus) faire
6 MPI_Send()
/* calcul du processus maître */
7 pour (tous les autres processus) faire
8 MPI_Recv()
9 sinon
10 MPI_Recv()
/* calcul des processus esclaves */
11 MPI_Send()
12 MPI_Finalize()
Afin de répartir au mieux la charge de calcul sur tous les processus disponibles,
quelques essais ont été réalisés afin de faire émerger des critères objectifs. Le nombre de
calculs à faire en parallèle correspond au nombre d’individus à évaluer, par conséquent,
le nombre de cœurs dépend de la taille de la population. Nous rappelons qu’il y a deux
« types » de population : la population entière constituée de tous les individus et qui n’est
évaluée qu’au début du processus et la population sélectionnée pour se reproduire qui
est une fraction de la première et qui est évaluée à chaque itération. Celle qui demeure la
plus coûteuse est évidemment la seconde, par conséquent ce sont les individus de cette
population qui sont à évaluer de manière parallèle. Il est clair que le supercalculateur
Thor ne contient pas assez de cœurs pour pouvoir paralléliser entièrement, c’est-à-dire
attribuer un individu sur chaque processus. Par conséquent, plusieurs individus seront
à évaluer sur chaque processus, il reste donc à savoir comment les attribuer de manière
optimale.
Nous reprenons la structure simulée de la Figure 2.15 avec une distribution de mo-
dules d’Young aléatoire d’amplitude a = 0,6. La taille de population est égale à 15 indi-
vidus par module d’Young, soit 375 individus. Le nombre maximal de générations est
3750. Nous rappelons que la fraction de la population qui est sélectionnée est pse´l = 0,95,
ce qui fait Nse´l = 356 individus qui représentent la charge de travail par génération
à distribuer sur Nproc processus. Nous précisons que chaque processus esclave se voit
attribuer le même nombre d’individus Nescind à évaluer qui est déterminé par :
Nescind =
⌊
Nse´l
Nproc − 1
⌋
(4.7)
où b·c représente la partie entière.
Il vient alors que le processus maître se voit attribuer Nmaıˆind individus comme suit :
Nmaıˆind = Nse´l − Nescind · (Nproc − 1) (4.8)
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FIGURE 4.16 – Charge de travail en fonction du nombre de cœurs disponibles sur Thor pour
l’identification des paramètres du cas de la Figure 2.15
La Figure 4.16 montre la répartition de la charge de travail pour différents nombres
de cœurs ainsi que le temps nécessaire à l’identification des paramètres mécaniques.
Nous observons une baisse de la charge en calcul des processus esclaves quand le
nombre de cœurs augmente, alors qu’à l’inverse, le processus maître, unique lui, tend à
être de plus en plus chargé. Une bonne corrélation est observée entre la répartition des
calculs entre les processus maître/esclaves et la durée du processus d’identification. En
effet, lorsque les processus esclaves sont surchargés par rapport au processus maître, et
que le nombre de cœurs disponibles augmente alors la durée des calculs diminue. En
revanche, dès que le processus maître est surchargé, la durée augmente. Nous pouvons
donc déduire comme premier critère de répartition de la charge de calcul que le proces-
sus maître doit avoir au plus autant de calculs à faire que les processus esclaves.
Les résultats obtenus dans les meilleurs délais sont pour les configurations où 40, 60
et 90 cœurs sont utilisés. Cela s’explique par les temps de communication inter-processus
qui augmentent à mesure que le nombre de cœurs disponibles augmente. Ainsi, lorsque
le nombre de cœurs est faible, les calculs y sont plus intenses et donc plus longs mais les
communications se font plus rares et inversement. Cela indique que ce type de démarche
n’est intéressante que lorsque les temps de communication sont beaucoup plus faibles
que la durée des calculs réalisés, ce qui est notre cas, a fortiori pour des maillages avec
un nombre d’éléments élevés.
Enfin, un deuxième critère est retenu mais celui-là est subi plutôt que désiré. Le mé-
socentre Thor possède une architecture telle que pour disposer des 3,2 Go de RAM par
cœur précédemment énoncé, il faut utiliser 20 cœurs par nœud de calcul. Ce qui revient
à dire que le nombre de cœurs utilisés doit être un multiple de 20 pour profiter du maxi-
mum de mémoire vive par cœur.
Un des inconvénients non négligeable lors de l’utilisation de ce genre d’outil, à savoir
le mésocentre de calcul, est que nous sommes soumis aux modalités de son fonctionne-
ment. Thor est utilisé par d’autres chercheurs de l’Institut P’, une politique d’ordonnan-
cement est appliquée afin d’exécuter les différents jobs soumis dans un certain ordre.
Par conséquent, l’exécution d’un code de calcul n’est pas faite lorsqu’il est soumis mais
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FIGURE 4.17 – Moyenne des rapports des modules identifiés sur ceux de référence pour la MREF
et la MREF-P
lorsque la machine l’autorise. De plus, le nombre de cœurs choisi implique une durée
maximale imposée par le système. Par exemple, si nous réservons 200 cœurs, alors la
durée maximale autorisée du calcul est de 50 heures. Un autre inconvénient concerne la
maintenance de ce matériel informatique. En effet, si Thor vient à subir une panne, alors
nous ne pouvons plus profiter de ses capacités de calculs qui rendent notre méthode
performante. Cela a été le cas durant l’été 2018 où la machine est restée inactive pendant
plus de deux mois. Ces éléments indiquent que nous sommes dépendants de paramètres
que nous ne pouvons pas toujours maîtriser, ce qui peut parfois poser des problèmes.
4.2.4 Performances de la MREF-P
Nous avons décrit les choix opérés pour la version parallélisée de la MREF. L’objet de
cette section est de vérifier que les résultats obtenus par cette amélioration correspondent
à ceux déjà validés précédemment et de quantifier le gain de temps qu’elle permet.
Pour cela, nous reprenons le cas de la Figure 2.15 avec une distribution de modules
d’Young aléatoire correspondant à une amplitude d’hétérogénéité de a = 0,6. Nous fai-
sons dix optimisations successives avec une taille de population et un nombre de géné-
rations maximal égaux à ceux des cas précédents. Les rapports des modules identifiés et
ceux de référence sont représentés en Figure 4.17 pour les deux versions de la MREF.
Les résultats montrent que les deux versions de la méthode sont équivalentes en
termes d’erreur sur les modules identifiés, ce qui est cohérent et valide l’implémentation
faite. Par conséquent, les résultats et conclusions énoncées précédemment sont appli-
cables à la MREF-P.
Pour faire une comparaison équitable entre les deux versions de la méthode d’iden-
tification concernant la durée du processus, il est nécessaire de fixer le nombre de cœurs
utilisés sur le mésocentre Thor, nous en choisissons 40. Ce choix vient du fait qu’en ap-
pliquant les critères précédents, le nombre de cœurs optimal pour les cas traités (16 →
100 éléments) est souvent égal à 40. Ainsi, nous fixons les paramètres de la machine de la
même manière que ceux de l’ordinateur utilisé pour la MREF. La Figure 4.18 présente les
différentes durées du processus d’identification pour les deux versions de la méthode.
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FIGURE 4.18 – Durée de la MREF et MREF-P pour différents maillages
Nous constatons clairement le gain réalisé par la parallélisation. Dans le cas le plus
long, à savoir le maillage de 100 éléments, nous passons de plus de 13 heures de cal-
cul à un peu plus de 30 minutes. Le rapport des durées sur ce cas nous montre que nous
économisons un facteur 23 sur la durée totale du processus. La moyenne du facteur d’ac-
célération sur ces cas est de 24. Il varie d’un cas à l’autre car nous avons fixé le nombre de
cœurs utilisés et comme nous l’avons vu dans la section précédente, le nombre optimal
de cœurs dépend de la charge de travail à effectuer. Cette charge évolue car le maillage
évolue.
Si nous choisissons un nombre optimal de cœurs en accord avec les critères explici-
tés plus haut, il s’agit en l’occurrence de 80 cœurs pour le cas du maillage de 100 élé-
ments, alors la durée de l’identification est d’un peu moins de 17 minutes. Ce qui est
presque la moitié de la durée avec 40 cœurs. Le fait que ce ne soit pas exactement la
moitié est due aux communications entre les processus qui sont plus nombreuses lors-
qu’il y a plus de cœurs. Il s’agit d’un problème de scalabilité. La scalabilité, dans le cadre
du calcul parallèle, est la capacité d’un programme à maintenir ses performances quand
le nombre de processus parallèles augmente. En théorie, le facteur d’accélération aug-
mente linéairement avec le nombre de processus parallèles, or numériquement cela n’est
pas toujours vérifié. En effet, certaines parties du code sont toujours séquentielles et,
comme nous l’avons déjà indiqué, les complexités des calculs parallèles et des commu-
nications nuisent aux performances du programme. La Figure 4.19 montre l’évolution du
facteur d’accélération du processus d’identification des modules d’Young du cas 10×10
éléments en fonction du nombre de cœurs utilisés. Nous voyons que le facteur d’accélé-
ration coïncide avec celui prédit théoriquement pour 20 et 40 cœurs puis tend à s’éloigner
de plus en plus de la droite théorique. Cela indique que le programme n’a pas une bonne
scalabilité et par conséquent, le nombre de processeurs ne doit pas être trop élevé pour
optimiser leur utilisation.
Avant de conclure ce chapitre, nous présentons un cas d’identification simulé de 20
× 20 éléments. Le maillage complet et la configuration des modules sont disponibles en
Figure 4.20. Les résultats identifiés par la MREF-P pour les fonctionnelles en déplace-
ment Ju et en déformations Jε sont disponibles en Figure 4.21. Un déplacement imposé
de 20 mm est appliqué sur la ligne supérieure de l’éprouvette et la ligne inférieure est
encastrée. La longueur totale de l’éprouvette est de 170 mm. La dimension des côtés du
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FIGURE 4.19 – Évolution du facteur d’accélération de la MREF-P en fonction du nombre de pro-
cessus parallèles pour le cas 10×10 éléments
carré où les modules sont à identifier est de 40 mm. Nous avons utilisé 300 cœurs pen-
dant 15 heures, qui correspondent à 10000 générations de la méthode, pour obtenir ces
résultats. Nous observons que la distribution des modules d’Young est bien reconstruite
pour les deux fonctionnelles avec des écarts compris dans l’intervalle [−0,2; 0,2]. Comme
nous l’avions déjà remarqué en Section 2.5.2, la fonctionnelle Jε offrent des résultats lé-
gèrement meilleurs, en effet les écarts sont moins dispersés que pour les résultats avec
Ju et les frontières entre les zones de modules d’Young différents sont mieux identifiées.
E = 2 MPa
ν = 0,3
E = 1,5 MPa
ν = 0,3
E = 1 MPa
ν = 0,3
FIGURE 4.20 – Cas simulé de 20×20 éléments en 2D
86 Chapitre 4. Performances et comparaison
1
1,2
1,4
1,6
1,8
2
(a) Ju
−0,2
−0,1
0
0,1
0,2
(b) Différence Eid − Ere f
1
1,2
1,4
1,6
1,8
2
(c) Jε
−0,2
−0,1
0
0,1
0,2
(d) Différence Eid − Ere f
FIGURE 4.21 – Identification de la MREF-P avec les deux fonctionnelles sur une structure de
20×20 éléments
4.3 Conclusion
Nous avons vu dans ce chapitre le comportement des deux méthodes d’identification
dans différentes situations qui sont susceptibles de modifier leurs performances. D’un
côté, nos résultats montrent que la MEQ est insensible à la quasi totalité des paramètres
sur lesquels nous avons agi. En revanche, son mauvais conditionnement intrinsèque pro-
voque une sensibilité au bruit sur le champ de déplacements exacerbée qui engendre des
résultats d’identification non réalistes. Cela devient alors problématique pour l’étude de
cas réels.
D’un autre côté, la MREF semble sensible à presque tous les facteurs que nous avons
testés mais d’une manière suffisamment faible pour qu’elle produise des résultats satis-
faisants pour nos objectifs. Cela indique une relative robustesse qui permet d’envisager
de traiter des cas expérimentaux.
Enfin, une version de la MREF améliorée parallélisée, baptisée MREF-P, a permis
d’accélérer la durée du processus d’identification tout en gardant les mêmes perfor-
mances en termes de modules identifiés. C’est cette dernière méthode qui semble la plus
prometteuse pour les applications qui font l’objet du chapitre suivant.
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5.1 Introduction
Nous avons vu dans les chapitres précédents les méthodes d’identification ainsi
qu’une comparaison qui a mis en évidence les avantages et inconvénients de chacune
d’elles sur des tests où la réponse du matériau hétérogène était simulée. Ce chapitre
présente les expérimentations faites afin de valider la MREF-P. La problématique de ces
essais est de savoir comment contrôler les hétérogénéités des propriétés des matériaux
afin de connaître à l’avance les résultats à obtenir. La première section se concentre sur un
matériau bi-phasique et la seconde sur un matériau dont l’hétérogénéité des propriétés
est rendue possible par une géométrie particulière.
5.2 Éprouvette bi-matériaux
5.2.1 Échantillon
Le premier essai sur lequel nous testons la MREF-P fait intervenir un matériau bi-
phasique artificiel. L’échantillon a été fabriqué en coulant du polyuréthane chargé avec
deux proportions de particules différentes. La Figure 5.1 montre l’échantillon ainsi qu’un
aperçu de la zone de transition entre les deux milieux. Ils sont supposés homogènes avec
des caractéristiques différentes qu’il s’agit d’identifier.
zone de transition
matériau 1 matériau 2
FIGURE 5.1 – Échantillon bi-matériaux
L’éprouvette a une section rectangulaire S0 = 30× 8,5 = 255 mm2. La longueur totale
de l’éprouvette est de LT = 200 mm.
5.2.2 Matériel et protocole
Nous décrivons maintenant le matériel utilisé pour cette expérimentation ainsi que
le protocole de mise en œuvre et de manipulation. La sollicitation imposée à l’éprouvette
est une traction simple via la machine de traction Instron 5900R. Des mors à serrage ma-
nuel sont utilisés pour les encastrements aux extrémités de l’échantillon. La machine de
traction est faite de telle sorte que le mors mobile exerçant la sollicitation se déplace dans
la direction −y, ce qui signifie que l’échantillon est déformé vers le sol, nous précisons
dès maintenant que les images prises pendant l’essai sont ensuite pivotées pour opposer
la direction de traction avant de faire le traitement par CIN.
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(a) Mors mobile
rotule
(b) Mors fixe avec rotule
FIGURE 5.2 – Mors utilisés sur la machine de traction
Un essai de traction requiert que l’échantillon soit colinéaire avec la direction de la
charge, sinon cela engendre une sollicitation composée du fait de l’apparition d’un mo-
ment fléchissant. Afin de répondre à cette exigence, une rotule est installée sur le mors
fixe, voir Figure 5.2, cela libère des degrés de libertés qui permettent au mors mobile
d’imposer la direction de la charge au mors fixe via l’échantillon, les trois ensembles
sont donc colinéaires.
Le matériau est relativement souple, par conséquent, la mise en place de l’échan-
tillon dans les mors est problématique. Le serrage des mors engendre un déplacement
hors plan de l’éprouvette qui n’est pas souhaitable. Afin d’y remédier, nous appliquons
une pré-contrainte sur le matériau. La longueur de l’échantillon entre les mors est de
L0 = 170 mm. Nous imposons une vitesse de déplacement de 0,25 mm/s jusqu’à un
déplacement du mors mobile de 10 mm. Tous ces éléments sont définis dans le protocole
de l’essai via le logiciel BlueHill fournit avec la machine de traction. La courbe d’effort,
après la précharge, de sollicitation de cet essai est disponible en Figure 5.3.
Nous créons un mouchetis en appliquant des peintures noire et blanche sur une face
de l’échantillon, voir Figure 5.4. Nous pouvons observer sur l’histogramme du mouche-
tis que la moyenne des niveaux de gris est légèrement décalée à gauche, donc sur les
niveaux plus foncés. Il n’y a pas de saturation de niveaux noirs ou blancs. Le signal est
quasiment étalé sur toute la dynamique possible, par conséquent, la CIN peut fonction-
ner dans de bonnes conditions.
Concernant la prise d’images, une caméra associée à un objectif est nécessaire dont
l’axe doit être perpendiculaire à la surface de l’échantillon. Il s’agit d’une caméra équi-
pée d’un capteur CCD qui permet d’obtenir des images d’une résolution de 1920×1080
pixels. L’objectif est un grand angle de 12,5 mm. Ces éléments sont présentés en Fi-
gure 5.5. Afin de pouvoir profiter de la plus grande résolution possible sur l’échantillon,
nous pivotons l’ensemble optique autour de son axe d’un angle de 90◦ pour que la plus
grande dimension de l’image corresponde à la plus grande dimension de l’échantillon.
Afin de capturer les images numériques, nous utilisons le logiciel développé par
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FIGURE 5.3 – Courbe d’effort pour l’essai de l’échantillon bi-matériaux
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FIGURE 5.4 – Mouchetis de l’échantillon bi-matériaux et son histogramme
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(a) Caméra CCD (b) Objectif 12,5 mm
FIGURE 5.5 – Ensemble optique pour l’essai bi-matériaux
l’équipe Deftac. La fréquence d’acquisition est fixée à 2 images par seconde, ce qui fait
un déplacement du mors mobile de 0,125 mm entre chaque paire d’images. Le grandis-
sement mesuré de notre configuration est g = 0,148 mm/pixel.
5.2.3 Résultats de mesure
Une fois l’expérimentation réalisée, nous disposons des images pour pouvoir utiliser
la CIN afin d’obtenir les champs de déplacements et de déformations. Nous utilisons le
logiciel Correla développé par l’équipe à cette fin. La zone d’intérêt de la corrélation est
choisie suffisamment loin des conditions limites aux mors pour respecter le principe de
Saint-Venant. La grille de corrélation est constituée de 490 fenêtres de corrélation de 32
× 32 pixels, décalées suivant les deux directions de l’image de 16 pixels. L’interpolation
bilinéaire est utilisée dans la détermination du champ de déplacements. Les calculs sont
menés pour chaque image, donc pour chaque état de déformation. Nous ne présentons
ici que les résultats du dernier état, à savoir l’état n◦20, voir Figure 5.6.
Nous observons que le champ de déplacements ux est quasiment symétrique, les
valeurs sont comprises dans l’intervalle [−0,5; 0,59], ce qui montre que l’éprouvette était
bien positionnée dans le montage. Le champ de déplacements uy est constant pour y
constant, ce qui indique que le matériau est homogène suivant x pour y constant. Nous
pouvons calculer la déformation longitudinale globale d’après :
ε
g
yy =
∆L
L0
=
ugy
L0
(5.1)
Nous en déduisons un ordre de grandeur pour la déformation longitudinale globale
pour ugy = 8 mm : ε
g
yy ≈ 4%.
Afin de mieux appréhender le comportement observé sur les cartographies de la Fi-
gure 5.6, nous traçons ces mêmes champs de déplacements dans des graphiques présen-
tés en Figure 5.7. Nous distinguons alors trois zones qui indiquent des comportements
différents. La zone 1 correspond à celle proche du mors fixe, par conséquent, les dépla-
cements sont faibles et tendent même à diminuer suivant x. De plus, les déplacements
suivant y croissent linéairement. La zone 3 est proche du mors mobile, les déplacements
sont les plus élevés. Ceux suivant y croissent linéairement mais suivant une pente plus
grande, ce qui indique une souplesse plus élevée de la zone 3 par rapport à la zone 1. En-
fin, la zone 2 est une zone de transition entre les deux autres zones où les déplacements
augmentent. Nous remarquons que les déplacements suivant x augmentent linéairement
alors que ce n’est pas le cas pour ceux suivant y.
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FIGURE 5.6 – Champs de déplacements mesurés pour l’état 20 de l’essai de traction sur le bi-
matériaux
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FIGURE 5.7 – Représentation graphique des champs de déplacements mesurés pour l’état 20 de
l’essai de traction sur le bi-matériaux
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FIGURE 5.8 – Champs de déformations mesurées pour l’état 20 de l’essai de traction sur le bi-
matériaux
Nous allons maintenant discuter des champs de déformations dont les cartographies
sont disponibles en Figure 5.8. Les champs mesurés contiennent des hétérogénéités de
déformations qui évoluent de part et d’autre de la valeur de déformation globale calculée
ε
g
yy ≈ 4%. Cela montre que le matériau n’est pas homogène mécaniquement et que ses
propriétés mécaniques changent au sein de la structure. Cette éprouvette répond à nos
exigences en termes de comportement de matériau hétérogène. Nous observons que la
déformation transverse εxx est relativement élevée, elle est de l’ordre de la moitié de la
valeur de la déformation longitudinale εyy. Les déformations de cisaillement εxy varient
dans l’intervalle [−0,4%; 0,3%]. Le cisaillement est donc négligeable devant les autres
déformations, ce qui confirme l’hypothèse énoncée plus haut selon laquelle le matériau
est homogène par niveau, c’est-à-dire suivant la direction x.
Comme pour les champs de déplacements, nous traçons graphiquement les champs
de déformations sauf pour εxy qui n’a que peu d’intérêt, voir Figure 5.9.
Nous traçons également les zones établies pour la Figure 5.7 et remarquons qu’elles
s’appliquent également pour les déformations. En effet, les zones 1 et 3 sont presque
constantes en déformation alors que la zone 2 correspond bien à une zone de transition
où les déformations évoluent fortement. Nous observons également que la remarque
faite plus haut, sur la zone 1 où les déplacements suivant x tendent à diminuer, s’ex-
plique maintenant car les déformations suivant x et y diminuent également. Cette dimi-
nution implique nécessairement des rigidités qui empêchent la structure de se déformer.
Cela indique que les propriétés mécaniques augmentent dans la zone 1 jusqu’à la zone 2
pour ensuite diminuer jusqu’à la zone 3.
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FIGURE 5.9 – Représentation graphique des champs de déformations mesurés pour l’état 20 de
l’essai de traction sur le bi-matériaux
5.2.4 Identification
Identification analytique
Maintenant que nous avons les résultats nécessaires à l’identification des modules
d’Young locaux et également quelques indications sur leur évolution au sein de la struc-
ture, nous décrivons ici la procédure liée à l’identification.
Nous avons déjà fait remarquer plus haut que le comportement de l’éprouvette est
homogène suivant x pour y constant. Cela se vérifie relativement bien sur les déforma-
tions, nous pouvons donc faire l’hypothèse raisonnable que la charge est uniformément
répartie sur chaque section transversale, ce qui n’est pas le cas lorsque le matériau est
hétérogène dans le plan transversal. De plus, si nous considérons le comportement iso-
trope, alors la composante de déformation hors plan εzz peut être connue en la considé-
rant égale à la déformation transversale εxx. D’après ces hypothèses et dans le cadre des
petites déformations, nous avons accès à la variation de contrainte locale pour chaque
état t qui s’exprime :
σ(x, y, t) = E(x, y, t) · εyy(x, y, t) = FS(x, y, t) (5.2)
et qui se réécrit :
E(x, y, t) =
F
S(x, y, t) · εyy(x, y, t) (5.3)
Il s’agit alors d’exprimer la variation de section locale pour chaque état t :
S(x, y, t) = S0(x, y, t) (1+ εxx(x, y, t)) (1+ εzz(x, y, t))
S(x, y, t) = S0(x, y, t) (1+ εxx(x, y, t))2
(5.4)
Nous obtenons alors la distribution des modules d’Young pour chaque point de me-
sure :
98 Chapitre 5. Applications 2D
E(x, y, t) =
F
S0(x, y, t) (1+ εxx(x, y, t))2 · εyy(x, y, t) (5.5)
L’application de l’équation précédente donne les résultats de la Figure 5.10a. Comme
nous l’avions anticipé, les modules d’Young augmente dans la zone 1 d’un facteur deux
puis diminuent d’un facteur dix jusqu’à la zone 3 où ils deviennent constants. La Fi-
gure 5.12 indiquent les positions de ces zones. Nous voyons là des amplitudes d’hétéro-
généités de modules semblables à celles testées dans la Section 4.1.1. Nous déterminons
également les coefficients de Poisson, qui est un paramètre géométrique, à partir du rap-
port de la déformation transversale sur la déformation longitudinale :
ν(x, y, t) = − εxx(x, y, t)
εyy(x, y, t)
(5.6)
La cartographie des coefficients de Poisson est disponible en Figure 5.10b. Nous re-
marquons que les valeurs sont assez élevées, notamment dans la zone 1 de l’éprouvette
où elles dépassent 0,5. Cependant, il est relativement stable sur la majorité de l’éprou-
vette et sa valeur moyenne est de νmoy = 0,45. C’est cette valeur qui sera utilisée dans la
procédure d’identification MREF-P.
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FIGURE 5.10 – Propriétés mécaniques identifiées analytiquement pour l’état 20 de l’essai de trac-
tion sur le bi-matériaux
Nous traçons également l’évolution des modules identifiés analytiquement en Fi-
gure 5.11 en prenant en compte les incertitudes sur les déformations qui sont évaluées
en utilisant la DIC sur deux images représentant l’état initial de la sollicitation. Cela per-
met d’avoir une indication sur la cinématique mesurée lorsqu’il n’y a pas de mouvement
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FIGURE 5.11 – Représentation graphique des modules d’Young identifiés analytiquement pour
l’état 20 de l’essai de traction sur le bi-matériaux avec les incertitudes en déformation
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FIGURE 5.12 – Localisation des zones 1, 2 et 3 sur l’échantillon bi-matériaux
imposé, c’est-à-dire du bruit de mesure. Nous trouvons alors une incertitude en défor-
mation d’une valeur de δε = 0,08%. En insérant cette incertitude dans l’équation (5.5),
nous déterminons alors les variations de modules correspondantes. La figure montre
que même avec les incertitudes de déformation prises en compte, l’identification ana-
lytique offre des résultats relativement robustes. Les zones de comportement différent
identifiées sont repérées sur l’échantillon en Figure 5.12. Il nous reste alors à identifier
les modules en utilisant la méthode implémentée MREF-P afin de comparer avec ces
résultats.
Identification avec la MREF-P
La grille de corrélation expérimentale est constituée de 10×49 points, ce qui fait une
identification de 9×48 éléments de type Lagrange à 4 nœuds. Comme nous l’avons déjà
indiqué, le coefficient de Poisson est fixé à ν = 0,45 et nous appliquons l’effort mesuré
expérimentalement sur la frontière supérieure du maillage. La frontière inférieure se voit
imposer les déplacements mesurés suivant toutes les directions. La taille de la popula-
tion de l’algorithme génétique est fixé à 15 individus par module d’Young évoluant pen-
dant 1000 itérations. Le processus dure un peu moins de 8 heures sur Thor en utilisant
260 processeurs. Les résultats de l’identification sur les fonctionnelles en déplacement et
en déformations sont présentés en Figure 5.13.
Nous remarquons que la distribution des modules identifiés pour Jε est similaire
à celle déterminée analytiquement en Figure 5.10a. Nous distinguons les différentes
zones évoquées précédemment. Les résultats sont cependant bruités, ce qui est attendu
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FIGURE 5.13 – Modules d’Young identifiés avec la MREF-P pour les deux fonctionnelles pour
l’état 20 de l’essai de traction sur le bi-matériaux
puisque nous avons montré la sensibilité de la méthode au bruit. En revanche, les ré-
sultats avec la fonctionnelle Ju montrent qu’elle n’est pas adaptée. En effet, les résultats
ne montrent aucune corrélation observable avec les résultats attendus. La Figure 5.14
montre l’évolution de la valeur de la fonctionnelle du meilleur individu du processus
de minimisation pour les deux fonctionnelles. Afin de pouvoir comparer les valeurs des
deux fonctionnelles, une normalisation est opérée en divisant par la valeur maximale,
cela permet d’avoir des valeurs comprises dans l’intervalle [0; 1] et sans unité. La figure
indique que le comportement des deux fonctionnelles est similaire et converge globa-
lement de la même manière à la même vitesse. Par conséquent, les deux fonctionnelles
sont similaires en termes de difficulté de convergence. La différence des résultats identi-
fiés réside donc dans la nature des champs utilisés. En effet, les champs de déplacements
évoluent de manière progressive et ne contiennent pas de variations brusques qui sont
susceptibles de localiser des changements de propriétés. En revanche, les champs de dé-
formations sont définis à partir des gradients de déplacements, ce qui fait apparaître
les variations locales de déplacements qui sont elles représentatives d’un comportement
mécanique différent et donc de propriétés mécaniques différentes. Cela explique pour-
quoi la fonctionnelle Jε donne des résultats plus cohérents.
Les champs de déplacements reconstruits pour les deux fonctionnelles sont dispo-
nibles en Figure 5.15 et Figure 5.16, les résidus respectifs par rapport aux champs de
déplacements mesurés en Figure 5.17 et Figure 5.18. Nous voyons que les déplacements
sont globalement bien reconstruits dans les deux cas mais les cartographies des résidus
indiquent des erreurs plus faibles avec la fonctionnelle Jε suivant y. En revanche, sui-
vant x, les résidus en déplacements pour cette même fonctionnelle augmentent quand y
augmente. Pour Ju, les résidus sont du même ordre suivant x mais distribués de manière
différente, disons d’une manière plus locale, alors que ceux suivant y sont plus élevés
d’un facteur deux.
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FIGURE 5.14 – Évolution du meilleur individu de l’algorithme génétique pour les deux fonction-
nelles
Les champs de déformations correspondants à la modélisation avec les modules
identifiés sont disponibles en Figure 5.19 et Figure 5.20 pour les deux fonctionnelles ainsi
que leurs résidus respectifs en Figure 5.21 et Figure 5.22. Les champs de déformations
sont bien reconstruits pour la fonctionnelle Jε avec des résidus compris entre ±0,5%.
Pour Ju, les écarts en déformations sont un ordre de grandeur plus élevés pour toutes
les composantes de déformation. Cela est directement du aux résidus élevés en déplace-
ments qui sont amplifiés du fait du formalisme utilisé pour déterminer les déformations.
Si nous faisons une analogie avec le traitement du signal, les déformations sont le résultat
d’une dérivation du champ de déplacements, ce qui correspond à un filtre passe-haut.
Ce filtre ne laisse passer que les hautes fréquences et atténuent les basses fréquences.
Par conséquent, ces hautes fréquences sont représentatives de variations locales de dé-
placements importantes qui sont, comme nous l’avons précisé plus haut, synonymes de
variations de comportement mécanique.
De plus, les incertitudes de mesure propres aux expérimentations, qui n’ont rien de
semblables avec du bruit numérique, rendent encore plus difficile l’identification. En
effet, le bruit de mesure expérimental est présent sur chaque point de mesure et il est
impossible de savoir quelle est son amplitude par rapport à celle de la cinématique réelle
du matériau. Comme nous l’avons vu dans le chapitre précédent, la méthode admet une
sensibilité au bruit numérique qui augmente les erreurs relatives faites sur les modules
identifiés. Par conséquent, la MREF-P se voit appliquer dans des conditions difficiles. De
plus, nous avons vu également que si le nombre de paramètres identifiés devient grand,
alors les erreurs faites sur les modules le deviennent aussi. Nous sommes ici dans des
cas où plusieurs centaines d’inconnues sont à déterminer, par conséquent la MREF-P est
a fortiori impactée. Nous avons donc un effet couplé du bruit de mesure et du nombre de
paramètres à identifier qui rendent l’identification difficile. La fonctionnelle Ju se montre
incapable de fournir des résultats concluants. En revanche, la fonctionnelle Jε donne des
résultats plutôt encourageants.
Ces résultats indiquent que la reconstruction des champs de déformations est préfé-
rable pour identifier les paramètres mécaniques locaux. Par conséquent, c’est sous cette
forme qu’est utilisée la MREF-P dans la suite du document.
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FIGURE 5.15 – Champs de déplacements simulés issus de la MREF-P avec fonctionnelle Ju
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FIGURE 5.16 – Champs de déplacements simulés issus de la MREF-P avec fonctionnelle Jε
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FIGURE 5.17 – Résidus entre les champs de déplacements simulés issus de la MREF-P avec fonc-
tionnelle Ju et ceux mesurés
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FIGURE 5.18 – Résidus entre les champs de déplacements simulés issus de la MREF-P avec fonc-
tionnelle Jε et ceux mesurés
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FIGURE 5.19 – Champs de déformations simulées issus de la MREF-P avec fonctionnelle Ju
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FIGURE 5.20 – Champs de déformations simulées issus de la MREF-P avec fonctionnelle Jε
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FIGURE 5.21 – Résidus entre les champs de déformations simulées issus de la MREF-P avec
fonctionnelle Ju et ceux expérimentaux
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FIGURE 5.22 – Résidus entre les champs de déformations simulées issus de la MREF-P avec
fonctionnelle Jε et ceux expérimentaux
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5.2.5 Conclusion
A travers cet essai de traction sur un matériau bi-phasique, nous avons décrit le pro-
tocole, le matériel et les logiciels utilisés afin de mesurer la réponse du matériau à la
sollicitation. La CIN a permis d’obtenir des grandeurs cinématiques à partir desquelles
nous avons pu émettre des hypothèses pour identifier les modules locaux analytique-
ment sans avoir recours à la MREF-P. Les modules identifiés ainsi mettent en évidence
des hétérogénéités de modules d’Young relativement élevées avec un rapport EmaxEmin = 10.
La MREF-P a ensuite été utilisée pour retrouver ces modules en utilisant les deux
fonctionnelles basées sur les déplacements et les déformations. Le résultat est sans appel,
après comparaison des champs de modules identifiés puis ceux de déplacements et de
déformations reconstruits, la fonctionnelle en déformations semble la plus robuste car
les résultats qu’elle fournit sont en accord avec ceux attendus.
5.3 Éprouvettes hétérogènes
Après les résultats convaincants de la MREF-P sur le cas précédent, nous souhaitons
aller plus loin dans l’identification des modules locaux. L’étape par laquelle il faut passer
pour valider définitivement la méthode consiste à fabriquer des échantillons hétérogènes
tout en contrôlant les hétérogénéités introduites. Ce contrôle ne signifie pas nécessai-
rement la connaissance complète a priori des hétérogénéités introduites, mais plutôt la
maîtrise du comportement pour assurer des zones mécaniquement hétérogènes.
5.3.1 Choix du type d’hétérogénéité
La fabrication des matériaux hétérogènes peut se faire de différentes manières. Nous
les recensons dans cette section et faisons des simulations afin de valider la démarche en
termes d’identification des modules locaux avant de passer à la fabrication. Cela permet
d’éviter certains problèmes techniques de réalisation. Trois démarches différentes sont
envisagées afin de fabriquer de tels matériaux, elles sont décrites ci-après.
Assemblage de matériaux
Plusieurs matériaux homogènes, dont les propriétés mécaniques sont différentes et
préalablement connues, sont assemblés pour fabriquer un matériau hétérogène, voir Fi-
gure 5.23. Il s’agit alors de l’application expérimentale directe des tests réalisés dans le
Chapitre 4. Effectivement, les simulations pour obtenir le champ de déplacements de
référence représentaient des multi-matériaux, c’est-à-dire qu’au sein de la structure, plu-
sieurs matériaux de propriétés différentes coexistaient. Par conséquent, cette démarche
peut fonctionner expérimentalement pour d’identification des modules locaux. En re-
vanche, les zones d’assemblage aux frontières des différents matériaux sont susceptibles
d’être problématiques. En effet, il ne doit pas y avoir de décollage ou de glissement des
éléments pendant la sollicitation sinon des discontinuités apparaissent et les efforts ne
sont pas correctement transmis au sein de la structure. Or, cela est difficile à observer et
de surcroît à prévenir. Ainsi, cette démarche est particulièrement adaptée pour les cas
numériques mais semble ne pas convenir pour les expérimentations telle que décrites
ici.
Pour limiter cet aspect, l’assemblage des différents matériaux peut se faire en utili-
sant un moyen de fabrication. Par exemple, soient plusieurs types de silicones avec des
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FIGURE 5.23 – Assemblage de matériaux
caractéristiques différentes, l’assemblage de ces derniers est possible dans une machine
de coulée sous vide en supposant un temps de polymérisation suffisant entre chaque
coulée. Cela implique que chaque matériau est coulé séparément. Ce protocole permet
d’assembler des matériaux différents de telle sorte que les frontières entre eux ne soient
plus discernables. Une cohésion de la matière est donc assurée de cette manière sans
avoir recours à un corps étranger de type colle. Des éprouvettes ont été réalisées de cette
manière mais les résultats ne sont pas présentés ici car ce travail est toujours en cours.
Inclusion de porosité
La porosité peut être imposée dans un matériau homogène afin de créer des hété-
rogénéités. Cela se fait alors relativement facilement en perçant des trous de diamètres
différents à des endroits spécifiques afin de fragiliser la structure homogène, voir Fi-
gure 5.24a. L’avantage par rapport au cas précédent est qu’un seul matériau est utilisé,
les problèmes cités précédemment sont donc évités. La procédure numérique mise en
œuvre pour valider ou non la démarche consiste à faire une modélisation éléments finis
où plusieurs maillages différents sont assemblés et où chacun d’entre eux représente un
élément dont le module d’Young est à évaluer, voir Figure 5.24b. Le module d’Young
du matériau est fixé à E = 1 MPa, le coefficient de Poisson à ν = 0,3 et l’effort de trac-
tion à F = 3 N. Chaque sous-maillage a les dimensions d’un carré de côté l = 40 mm.
Les diamètres des trous sont de D1 = 6 mm, D2 = 10 mm et D3 = 16 mm. Une fois
la simulation effectuée, nous récupérons les déplacements des nœuds du maillage pour
l’identification, indiqué en Figure 5.24b.
Un tel maillage permet l’identification de neuf modules d’Young. Le résultat attendu
est que ceux identifiés aient des valeurs relatives à la présence ou non des trous et de
leur diamètre. En d’autres termes, quand il n’y a pas de trous, les modules d’Young
identifiés doivent être plus élevés que ceux avec des trous et les modules doivent évoluer
de manière inversement proportionnelle aux diamètres des trous.
Les résultats de l’identification sont présentés en Figure 5.24c. Nous remarquons que
les tendances évoquées précédemment ne sont pas observées. Les éléments avec les trous
de diamètre D3 ont des modules d’Young plus faibles que les autres, ce qui était attendu.
Ceux avec le diamètre D2 ont des valeurs très différentes les uns par rapport aux autres.
Enfin, les éléments sans trous n’ont pas les mêmes valeurs de modules, seuls ceux avec
les trous de diamètre D1 ont des valeurs presque identiques.
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(b) Modèle éléments finis
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FIGURE 5.24 – Inclusion de porosité
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FIGURE 5.25 – Champs de déplacements simulés pour l’éprouvette avec des trous
Nous sommes dans le cas opposé au précédent, c’est-à-dire que cette démarche est
simple à mettre en œuvre mais les résultats obtenus ne sont pas corrects, ou plutôt
montrent qu’elle n’est pas adaptée. La raison réside dans la présence des trous. Pendant
la sollicitation, les trous se déforment de sorte qu’ils forment des ellipses. Cela engendre
donc des déplacements de la matière environnante vers le centre des trous suivant x
et vers l’extérieur des trous suivant y, comme illustré en Figure 5.25. Les cartographies
des déformations sont disponibles en Figure 5.26. Nous observons que la présence des
trous fait apparaître des hétérogénéités sur toutes les composantes de déformations, qui
sont certes possiblement synonymes de changement de propriétés mécaniques mais qui
sont localisées trop proches des trous pour être correctement prises en compte par le
maillage de l’identification qui est grossier. Cela a pour conséquence que les gradients
de propriétés apparentes ne correspondent pas aux porosités imposées.
Cela montre que cette démarche n’est pas applicable pour identifier des valeurs de
modules d’Young locaux qui soient en relation avec la porosité imposée par des trous
percés à travers un échantillon homogène.
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FIGURE 5.26 – Champs de déformations simulées pour l’éprouvette avec des trous
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Modification de la géométrie
La géométrie d’une pièce faite d’un matériau homogène peut le rendre hétérogène,
du moins en apparence, notamment en jouant sur sa section transversale. En effet, dans
le cas d’une traction par exemple, si la section transversale est modifiée alors la rigidité
apparente le sera aussi.
La Figure 5.27 montre un exemple sur une éprouvette qui a trois sections transver-
sales différentes et dont la zone centrale est ce qui constitue notre zone d’intérêt pour
l’identification. L’éprouvette admet une symétrie axiale par rapport à la direction x. Les
champs de déplacements et de déformations sont donnés sur la même figure pour une
traction où F = 2,5 N, le module d’Young E = 3 MPa et le coefficient de Poisson ν = 0,3.
Les hauteurs et largeurs des différentes sections sont h1 = 30 mm et l1 = 40 mm, h2 = 30
mm et h2 = 20 mm, h3 = 40 mm et l3 = 10 mm.
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h1
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l2
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(a) Illustration
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FIGURE 5.27 – Modification de la géométrie
5.3. Éprouvettes hétérogènes 111
La cartographie des déformations de cisaillement εxy est relativement homogène sauf
près des angles vifs de l’éprouvette. Effectivement, ces ruptures brusques dans la géomé-
trie favorisent ce genre de concentrations de déformations mais elles sont suffisamment
localisées pour ne pas perturber la zone centrale qui nous intéresse. Nous observons que
dans cette zone centrale, les déformations εxx et εyy évoluent par paliers successifs. Ce
qui laisse supposer que les modules mécaniques évoluent de cette manière également.
Pour les déterminer analytiquement, nous supposons la contrainte constante le long de
la zone centrale, ce qui donne :
E(y) =
σ
εx=0yy (y)
(5.7)
0 50 100 150
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FIGURE 5.28 – Modules d’Young calculés et identifiés pour l’éprouvette à section variable
La valeur de la contrainte σ est obtenue en faisant le rapport de la force F avec la sur-
face la plus faible de l’éprouvette. En supposant le cas des contraintes planes, cette sur-
face revient à une ligne qui est de longueur l3. Nous précisons que les valeurs de εx=0yy (y)
sont les valeurs de déformations longitudinales qui sont prises sur tous les nœuds à
x = 0. Nous identifions les modules d’Young sur 26 éléments le long de l’éprouvette
afin de retrouver les valeurs calculées avec l’équation précédente. Les résultats sont dis-
ponibles en Figure 5.28. Une bonne corrélation est observée entre les deux séries de mo-
dules calculés et identifiés. Cette démarche paraît donc adéquate à mettre en œuvre pour
fabriquer des éprouvettes hétérogènes en vue de l’identification des modules d’Young
locaux.
Néanmoins, plusieurs inconvénients subsistent avec cette approche. Premièrement,
l’identification ne peut se faire que dans la zone centrale de l’éprouvette, ce qui est as-
sez restrictif d’un point de vue mesure. Deuxièmement, les modules à identifier sont
constants par section, comme pour le cas du bi-matériaux présenté en Section 5.2. Par
conséquent, seules les variations suivant la direction de la charge sont identifiables, ce
qui est là encore restrictif d’un point de vue identification. Troisièmement, afin d’obtenir
un certain nombre de modules différents, il est nécessaire d’avoir beaucoup de change-
ments de sections. La conséquence de cela est que la taille des éprouvettes à fabriquer
devient imposante. Pour ces raisons, cette démarche n’est pas choisie car, pour conclure,
elle ne nous permettrait pas d’aller plus loin que le cas avec le bi-matériaux.
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En revanche, le fait de modifier la géométrie des éprouvettes semble être le moyen
le plus efficace d’obtenir des gradients de modules mécaniques contrôlés. Nous nous
proposons alors de modifier la démarche précédente pour la rendre plus conforme à nos
exigences. L’idée est de changer la direction des modifications de la section transversale.
Dans l’exemple présenté plus haut, la section était modifiée dans le plan (x, y), nous
optons pour le plan (x, z). De cette manière, la section évolue en profondeur mais pas
dans le plan de mesure, ce qui permet alors de considérer tout le champ de déplacements
mesurés. Trois exemples de conception d’éprouvettes hétérogènes de traction illustrant
ce propos sont disponibles en Figure 5.29. Le principe consiste à prendre une éprouvette
et à enlever de la matière à des endroits spécifiques. Les conceptions présentées sont
composées de 4×4 et 5×5 zones homogènes dans la zone d’intérêt. Les deux premières
n’ont que deux épaisseurs différentes mais la troisième a des épaisseurs variables. Nous
précisons que les faces des éprouvettes de la Figure 5.29 sont les faces arrières, c’est-à-
dire que les déplacements n’y sont pas mesurés. Ces conceptions permettent d’envisager
l’identification des modules locaux au sein de chacune des zones homogènes afin de voir
si le changement de section transversale est bien retranscrit par des variations de ces
modules.
Le processus de fabrication envisagé pour réaliser ces éprouvettes est l’impression
3D. Effectivement, il s’agit d’une méthode de fabrication relativement rapide pour des
échantillons de petites tailles et elle permet de déposer de la matière à des endroits spé-
cifiques plus facilement, ce qui est notre cas. De la même manière, ce procédé peut être
utilisé pour réaliser des éprouvettes hétérogènes en 3D.
(a) 4 × 4 zones homogènes (b) 5 × 5 zones homogènes (c) 5 × 5 zones homogènes à épais-
seurs variables
FIGURE 5.29 – Conceptions d’éprouvettes hétérogènes à section transversale variable
5.3.2 Échantillons
Nous fabriquons les éprouvettes en polyuréthane sur une imprimante 3D Ultimaker
3 Extended. L’impression dure entre 1 h 30 min et 2 h. Nous obtenons les échantillons
présentés en Figure 5.30.
Nous distinguons bien les différentes zones homogènes sur chaque échantillon, ce
qui indique que le choix du processus de fabrication était bien adapté. Les dimensions
des différentes éprouvettes sont récapitulées dans le Tableau 5.1.
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(a) EP1 (b) EP2 (c) EP3
FIGURE 5.30 – Échantillons hétérogènes fabriqués par impression 3D
Dimensions EP1 EP2 EP3
Longueur (mm) 170 170 170
Largeur (mm) 40 50 50
Épaisseurs (mm) 0,5/2 0,5/2 0,5/1/1,5/2
TABLEAU 5.1 – Dimensions des éprouvettes hétérogènes EP1, EP2 et EP3
5.3.3 Matériel et protocole
Nous décrivons maintenant le matériel utilisé et le protocole d’expérimentation qui
resteront les mêmes pour les trois éprouvettes. La sollicitation appliquée est une traction
sur la machine Instron 5900R. Les mêmes mors que pour l’étude du bi-matériaux sont
utilisés, voir Figure 5.2. La rotule sur le mors fixe est aussi utilisée, car les échantillons
sont relativement souples, ce qui permet d’éviter une mauvaise orientation de l’échan-
tillon.
La vitesse de déplacement du mors mobile est fixée à 0,01 mm/s et sa course à 2,5
mm. Les courbes d’évolution de l’effort appliqué sont disponibles en Figure 5.31.
Un mouchetis est déposé à la peinture sur chaque échantillon, celui de l’échantillon
EP1 est donné en Figure 5.32 avec son histogramme. Nous observons que le mouchetis
possède une bonne dynamique car bien étalé sur la gamme disponible de niveaux de
gris. Nous ne les montrons pas dans le manuscrit mais les mouchetis des deux autres
échantillons sont semblables à celui indiqué.
Comme pour l’essai du bi-matériaux, nous utilisons le logiciel Deftac de l’équipe
pour faire l’acquisition des images pendant la sollicitation. Le Tableau 5.2 présente les
différents paramètres d’acquisition pour les trois échantillons.
5.3.4 Résultats de mesure
Afin d’obtenir les champs de déplacements et de déformations par la CIN, nous uti-
lisons le logiciel d’équipe Correla. Afin de pouvoir observer correctement les évolutions
des modules d’Young sur toute la zone d’intérêt de chaque échantillon, nous définissons
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FIGURE 5.31 – Courbes d’effort mesuré pour les trois échantillons EP1, EP2 et EP3
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FIGURE 5.32 – Mouchetis de l’échantillon EP1 et son histogramme
Paramètres EP1 EP2 EP3
résolution (pixel) 710×1024 1280×808 1280×774
fréquence d’acquisition (img/s) 0,5 0,5 0,5
grandissement (mm/pixel) 0,06 0,07 0,071
TABLEAU 5.2 – Paramètres d’acquisition pour les échantillons EP1, EP2 et EP3
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Paramètres de corrélation EP1 EP2 EP3
nombre de fenêtres 400 625 625
taille des fenêtres (pixel) 33 28 28
TABLEAU 5.3 – Paramètres de la CIN
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FIGURE 5.33 – Grilles de corrélation pour les trois échantillons
des grilles de mesure de manière à identifier 5×5 éléments à l’intérieur de chaque zone
homogène. Le Tableau 5.3 récapitule les configurations des grilles de corrélation utilisées
pour chaque échantillon dont un aperçu est disponible en Figure 5.33.
Nous présentons maintenant les champs de déplacements mesurés de l’état 126 qui
sont disponibles pour les échantillons EP1, EP2 et EP3 à la Figure 5.34. Les champs de
déformations sont disponibles en Figure 5.35.
Comme nous l’avons précisé plus haut pour le bi-matériaux, nous observons que les
champs de déplacements ne permettent pas de bien discerner les zones à comportement
mécanique différent, à savoir les zones homogènes en épaisseur. En revanche, les champs
de déformations révèlent plus nettement ces zones, notamment ceux suivant y, c’est-à-
dire suivant la direction de la charge, où nous reconnaissons globalement les zones de
différentes épaisseurs de la Figure 5.30.
Les amplitudes des différents champs cinématiques sont relativement faibles. En ef-
fet, les déplacements sont de l’ordre de quelques millimètres et les déformations sont
comprises dans l’intervalle [2%; 5%]. Il s’agit là des valeurs pour l’état 126, c’est-à-dire
l’état le plus déformé que nous souhaitons analyser. Afin d’observer les évolutions des
modules d’Young pour différents états, nous sélectionnons les états 25, 50, 75, 100 et
126. Nous ne présentons pas les autres champs de déplacements et de déformations des
autres états par souci d’économie.
Avant de présenter les résultats de l’identification sur ces éprouvettes, une simula-
tion de l’éprouvette EP2 est réalisée sous Cast3M dont les champs de déformations cal-
culés sont disponibles en Figure 5.36. Cela permet de comparer avec les champs mesurés
afin d’établir la qualité de réalisation de l’éprouvette. Nous observons une bonne corré-
lation entre les champs issus de Cast3M et ceux mesurés. Néanmoins, certaines zones
homogènes en épaisseur ne sont pas bien identifiables sur les champs mesurés ainsi,
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FIGURE 5.34 – Champs de déplacements mesurés des trois éprouvettes pour l’état 126
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FIGURE 5.35 – Champs de déformations mesurées de l’état 126 pour les trois éprouvettes
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FIGURE 5.36 – Champs de déformations simulées avec Cast3M de l’échantillon EP2
nous pouvons émettre l’hypothèse que ces artéfacts sont dus à la fabrication. Cela risque
d’avoir des conséquences pour le processus d’identification. C’est pourquoi pour ce cas,
nous allons faire l’identification également pour le cas simulé sous Cast3M.
5.3.5 Identification
Pour les différents états sélectionnés, nous utilisons la MREF-P avec la fonctionnelle
en déformations afin d’identifier les modules d’Young. L’algorithme génétique est confi-
guré avec une population de 15 individus par module d’Young qui évoluent pendant
500 itérations. La durée du processus est d’environ 4 heures en utilisant 220 cœurs pour
le cas EP1 et 300 cœurs pour les cas EP2 et EP3. La relation épaisseur/module d’Young
n’étant pas connue, nous ne pouvons pas déterminer les incertitudes en termes de mo-
dules identifiés qui sont des modules apparents. En revanche, nous pouvons vérifier si
les zones de modules homogènes sont bien reconstruites. Les résultats sont présentés
pour chaque éprouvette et chaque état en Figure 5.37.
Nous observons que les modules identifiés sont bruités pour les premiers états ana-
lysés puis le schéma des déformations observé plus haut pour chaque éprouvette se
dessine pour les états les plus déformés. Cela indique que la méthode est moins sen-
sible lorsque les amplitudes de déformations sont élevées. De plus, les modules identi-
fiés sont représentatifs, dans leur distribution, des états de déformation, par conséquent,
nous pouvons affirmer que ces valeurs identifiées nous renseignent bien sur les varia-
tions locales de comportement mécanique. Si nous regardons maintenant les valeurs de
modules d’Young identifiés, nous voyons bien que les valeurs les plus faibles corres-
pondent aux déformations les plus élevées. Ces résultats sont cohérents avec la théorie
de l’élasticité linéaire utilisée car les déformations locales élevées supposent la présence
de rigidités locales faibles pour permettre cette cinématique.
L’identification sur le cas de l’éprouvette EP2 simulée sur Cast3M est réalisée et
donne les modules d’Young présentés en Figure 5.38. Les zones homogènes en épais-
seur sont mieux délimitées que pour les résultats de l’identification sur le cas expéri-
mental. De plus, il y a moins de dispersion, c’est-à-dire qu’à l’intérieur de chaque zone
homogène en épaisseur, les modules varient moins que pour le cas expérimental. Ces
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FIGURE 5.37 – Évolutions des modules d’Young identifiés pour les états 25, 50, 100 et 126 des
essais de traction sur les éprouvettes EP1, EP2 et EP3
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FIGURE 5.38 – Modules d’Young identifiés sur l’éprouvette EP2 simulée sous Cast3M
remarques permettent donc de démontrer que les artéfacts liés à la fabrication ont des
conséquences sur l’identification des propriétés mécaniques locales.
Les Figure 5.39, Figure 5.40 et Figure 5.41 montrent les champs de déformations me-
surés, ceux simulés issus du processus d’identification et les résidus respectifs de ces
champs pour chaque composante de déformation et pour chaque éprouvette pour l’état
126. Les écarts entre les différents champs sont de l’ordre de±0,5% pour chaque compo-
sante de déformation, sauf pour le cas de l’éprouvette EP2 où elles sont comprises dans
l’intervalle [−0,7%,+0,7%]. Nous remarquons également que les résidus εmesyy − εsimyy ont
des amplitudes plus faibles que pour les deux autres composantes de déformation. Cela
indique une meilleure reconstruction du champ de déformations suivant la direction de
la charge, ce qui est logique car les amplitudes de déformations sont plus élevées.
5.4 Conclusion
Les performances de la MREF-P sur des applications expérimentales 2D ont montré
sa capacité à identifier les modules d’Young locaux malgré une sensibilité certaine quant
à la quantité d’inconnues à déterminer et au bruit inhérent à la mesure. Malgré tout, les
distributions de modules locaux sont représentatifs de l’état mécanique des matériaux
testés, en effet les champs cinématiques sont bien reconstruits durant le processus. Ainsi,
nous pouvons affirmer que les valeurs de modules identifiées décrivent correctement le
comportement observé. Tous ces éléments démontrent la pertinence de cette méthode
pour l’identification de propriétés mécaniques locales.
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FIGURE 5.39 – Champs de déformations mesurées et simulées ainsi que leurs résidus respectifs
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FIGURE 5.41 – Champs de déformations mesurées et simulées ainsi que leurs résidus respectifs
pour l’éprouvette EP3 à l’état 126
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6.1 Introduction
Après les résultats encourageants sur les cas expérimentaux 2D et afin de répondre à
une partie de nos objectifs sur l’identification des paramètres mécaniques locaux en 3D,
nous appliquons la MREF-P sur des applications 3D. Avant de présenter les résultats ob-
tenus, nous décrivons quelques changements dans le formalisme de la MREF-P du fait
de la dimension supplémentaire puis nous l’appliquons sur un cas simulé. Ensuite, nous
détaillerons la partie expérimentale et les performances de la méthode dans ce cadre. Il
s’agit, dans ce chapitre, d’appliquer la méthode sur des cas complexes 3D et de voir si
nous pouvons obtenir des résultats susceptibles de fournir des informations dont nous
ne disposons pas concernant ces matériaux, à savoir une mousse polyuréthane et un
composite fibreux. En effet, très peu de travaux traitent de l’identification de proprié-
tés mécaniques locales volumiques sur ce genre de matériaux. En première approche,
nous considérons l’élasticité linéaire isotrope pour décrire le comportement local de ces
matériaux.
6.2 Formalisme en 3D
Dans cette section, nous rappelons certains éléments de la méthode d’identification.
La MREF-P consiste à minimiser l’écart quadratique entre les champs cinématiques me-
surés et ceux simulés à l’aide d’une modélisation éléments finis. Dans notre cas, nous
choisissons les champs de déformations comme nous l’avons vu dans le chapitre précé-
dent. L’augmentation du nombre de dimensions spatiales du problème, c’est-à-dire de
passer du 2D au 3D, implique un certain nombre de changements dans le processus.
Le premier concerne la mesure expérimentale qui n’est plus faite de la même manière
que pour les cas 2D. En effet, les caméras et objectifs optiques ne permettent d’obtenir
que des images à la surface de l’objet, par conséquent, il est impossible de récupérer les
informations à cœur dans les matériaux. Différents dispositifs existent qui permettent
d’obtenir des images volumiques et celui auquel nous avons accès à l’Institut P’ est un
tomographe à rayons X dont le principe sera décrit dans la Section 6.4.2.
Le deuxième changement dans la méthode se situe au niveau des éléments utilisés
dans la modélisation. En effet, nous ne pouvons plus utilisés des éléments 2D de type
Lagrange à quatre nœuds. Par conséquent, nous choisissons des éléments 3D de type
Lagrange à huit nœuds. Il s’agit du choix le plus naturel au sens où il est cohérent avec
ceux utilisés dans la démarche 2D. Ces éléments ayant plus de nœuds que ceux en 2D, la
matrice de rigidité élémentaire qui leur correspond est de dimension 24×24, soit l’équi-
valent de neuf matrices de rigidité élémentaire d’éléments 2D. Cela implique que les
tableaux dans le programme occupe plus de mémoire vive sur les processus parallèles et
que les calculs sont plus coûteux. Il en va de même pour la taille de la matrice de rigidité
globale qui passe de 2 · nx · ny composantes à 3 · nx · ny · nz composantes. Cela alourdit
un peu plus la méthode en termes de coût de calculs.
La même remarque est à faire pour le vecteur des efforts global qui a la même taille
que la matrice de rigidité globale. Cette fois, ce vecteur représente, non plus les efforts
répartis sur la frontière supérieure qui était une ligne, mais les efforts répartis sur une
surface.
Un autre changement est lié à la matrice de la loi de comportement qui cette fois
s’écrit en fonction des paramètres de Lamé en 3D comme suit :
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[De] =

λe + 2µe λe λe 0 0 0
λe λe + 2µe λe 0 0 0
λe λe λe + 2µe 0 0 0
0 0 0 µe 0 0
0 0 0 0 µe 0
0 0 0 0 0 µe
 (6.1)
Le dernier changement concerne le calcul des déformations qui se généralise à par-
tir du cas 2D en 3D. En effet, le tenseur gradient de déplacement a maintenant neuf
composantes à déterminer. Cela implique le calcul de six composantes de déformations
(εxx, εyy, εzz, εxy, εyz, εxz) en 3D au lieu de 3 en 2D (εxx, εyy, εxy). L’Annexe C présente les
calculs des déformations en 3D.
6.3 Exemple numérique
Nous n’avons jusqu’à maintenant qu’identifié des modules d’Young locaux sur des
structures 2D, qu’elles soient simulées ou expérimentales. Le principe étant exactement
le même excepté les différences décrites plus haut, nous ne montrons qu’un seul exemple
simulé afin d’analyser les performances de la méthode. En effet, il est attendu les mêmes
limitations que pour les cas en 2D car le principe est identique. Ce que nous voulons
surtout montrer ici est la souplesse de la méthode quant à la dimension du problème
considéré. La configuration du cas numérique est présentée en Figure 6.1. Le coefficient
de Poisson est fixé à ν = 0,3.
F = 2,6 N
ux = uy = uz = 0
O
x
z y
(a) Conditions limites
0 50 100 150 200
1
1,5
2
2,5
3
élément
M
Pa
(b) Distribution de modules d’Young
FIGURE 6.1 – Simulation numérique d’une structure 3D à 6×6×6 éléments CUB8
Nous appliquons notre méthode sur ce cas dont les résultats sont présentés en Fi-
gure 6.2. L’algorithme a été configuré pour évoluer pendant 10000 itérations avec une
population de 15 individus par module d’Young. La durée du processus est de 15 heures
sur 180 cœurs. Nous voyons que la MREF-P identifie correctement la distribution de mo-
dules d’Young de référence avec des écarts relatifs relativement faibles dont la majorité
sont inférieurs à 10%.
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FIGURE 6.2 – Modules d’Young identifiés et écarts relatifs sur le cas de 6× 6× 6 éléments simulés
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FIGURE 6.3 – Évolution du module d’Young de l’élément 4
Afin d’optimiser la durée du calcul, nous traçons l’évolution du module d’Young
d’un élément pour lequel l’écart relatif avec la valeur de référence est parmi les plus éle-
vés. Nous choisissons l’élément 4 qui a un écart relatif supérieur à 8%, voir Figure 6.3.
Nous remarquons, comme nous l’avions déjà évoqué dans la Section 2.5.2, que l’algo-
rithme génétique converge rapidement vers la solution mais converge lentement quand
il s’agit de l’atteindre. En effet, à l’itération 1000, l’écart relatif est de 10% et à l’itéra-
tion 10000, l’écart relatif est de 8%. Cela signifie que le nombre de générations nécessaire
pour que l’algorithme atteigne la valeur cible est très grand. Ainsi, nous pouvons fixer
le nombre maximal de générations vers 1000 car l’algorithme a suffisamment convergé
pour que les valeurs identifiées soient satisfaisantes.
6.4 Expérimentation sur une mousse polyuréthane
6.4.1 Contexte et échantillon
Une activité émergente de l’équipe de recherche TriboLub, qui comme notre équipe
fait partie du département Génie Mécanique et Systèmes Complexes de l’Institut P’,
consiste à comprendre et modéliser un nouveau mécanisme de lubrification d’inspira-
tion biomimétique appelé lubrification eX-Poro-HydroDynamique (XPHD) et à explo-
rer les possibilités qu’offrent ce type de matériau dans le cadre d’applications variées
comme les paliers et butées hydrodynamiques à haute capacité portante et haut amor-
tissement ou encore les articulations humaines artificielles (prothèses).
Cette étude construite autour de la complémentarité de ces deux équipes de re-
cherche permettra d’étudier le comportement d’une structure complexe mettant en jeu
des interactions entre une structure hétérogène et un fluide pour de nouvelles applica-
tions en lubrification. Nous pouvons citer les récents travaux de [Kun18] qui ont porté
sur cette problématique. De la même manière que pour les travaux de [Tra13], l’un des
objectifs principaux est la mesure tridimensionnelle des champs de déformations du
matériau soumis à différents taux de compression. Ces résultats permettront alors de
valider des modèles numériques visant à optimiser les performances de ce dispositif de
lubrification.
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(a) Structure mousse (b) Superposition structure et grille de corrélation
FIGURE 6.4 – Structure 3D de l’échantillon de mousse 2404 de polyuréthane
Dans ce cadre, des mesures par CIV ont été réalisées à différents taux de compres-
sion pour comprendre les mécanismes de déformation responsables du comportement
global et d’étudier les interactions microstructure/comportement mécanique. Sur ce der-
nier point, l’identification des modules d’élasticité locaux est, comme pour le matériau
fibreux, une information intéressante pour établir des liens avec les caractéristiques phy-
siques locales de la mousse. La structure de la mousse polyuréthane utilisée est dispo-
nible en Figure 6.4a. Cette mousse présente une porosité de 0,96, le diamètre moyen des
cellules est de 500 µm avec une dispersion de ±200 µm. L’échantillon de mousse a un
diamètre de 9 mm et une longueur de 10 mm.
6.4.2 Protocole et matériel
Une machine de sollicitation spécifique a été conçue pour exercer une compression
sur ce type d’échantillon, voir Figure 6.5. Un vérin électrique est utilisé pour appliquer
la charge et un capteur d’effort de capacité maximale de 50 N est placé en vis-à-vis du
vérin. Ce dispositif est donc installé sur le banc de tomographie à rayons X à proximité
de la source des rayons.
Le principe d’un tomographe à rayons X, illustré en Figure 6.6, consiste à envoyer des
rayons X à travers un échantillon et à les récupérer grâce à un capteur, ce qui va fournir
des radiographies, analogues à celles obtenues par scanner médical. Les rayons X ayant
été modifiés par la présence de l’objet, des contrastes apparaissent sur les radiographies
et permettent de visualiser sa structure interne. Cette opération est répétée afin d’obtenir
des radiographies du volume pour différents points de vue, cela est fait en tournant
l’échantillon considéré suivant l’axe vertical. Il est courant de faire une radiographie
par degré de rotation, soit 360 radiographies par volume. L’étape suivante consiste à
reconstruire le volume à partir de ces radiographies grâce à un logiciel fourni avec le
tomographe. Cette étape est cruciale et permet notamment de gommer certains artéfacts
possibles lors de l’acquisition. Typiquement, nous pouvons citer la présence d’anneaux
concentriques sur les images. Une fois cette étape de reconstruction terminée, le volume
peut être utilisé pour appliquer la CIV.
Ce moyen expérimental impose donc que pour chaque état de déformation, un scan
du volume doit être fait. Dans notre cas, la durée d’un scan est d’environ 40-45 min. Par
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FIGURE 6.5 – Machine de compression installée sur le banc de tomographie à rayons X avec
l’échantillon de mousse
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FIGURE 6.6 – Principe de la tomographie à rayons X
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FIGURE 6.7 – Courbes de comportement pour deux mousses polyuréthane de hauteur différente
issues de [Fou17]
conséquent, pour mesurer le volume pour un certain nombre d’états de déformation,
cela peut prendre beaucoup de temps. Nous pouvons ensuite traiter ces images par la
Corrélation d’Images Volumiques (CIV) pour obtenir les champs cinématiques.
L’essai sur la mousse polyuréthane a été réalisé jusqu’à des taux de déformation très
élevés. Afin d’éviter des problèmes liés à des éléments trop déformés, nous choisissons
trois états correspondants à des taux de déformation de 3,4%, 5,2% et 12,3%, comme
indiqué en Figure 6.7.
6.4.3 Résultats de mesure
La CIV est basée sur le même principe que la CIN, voir Section 1.5, mais est appliquée
en 3D. Il y a donc trois composantes de déplacements et six composantes de déforma-
tions mesurées par fenêtre de corrélation. Pour obtenir les champs cinématiques, nous
utilisons le logiciel développé par l’équipe CorrelVol. La grille de corrélation, illustrée
en Figure 6.4b, consiste en 8×8×12 fenêtres de corrélation de taille 31×31×31 voxels. Le
pas de la grille régulière est de 40 voxels dans toutes les directions. Le grandissement lié
au montage est de 0,02 mm/voxel.
Les champs de déplacements et de déformations mesurés de l’essai réalisé sur
l’échantillon de matériau fibreux sont disponibles en Figure 6.8 et en Figure 6.9 pour
les trois états de déformation. L’amplitude des déplacements suivant la direction de la
charge umesz est de l’ordre de quelques millimètres et celles des déplacements transverses
sont de l’ordre de quelques dixièmes de millimètres. Si nous analysons plus en détail le
champ umesz , nous remarquons deux régimes différents. Le premier concerne les points
de la moitié inférieure du volume où les valeurs sont proches de zéro, il s’agit d’une
zone quasi-statique c’est-à-dire qu’elle ne se déplace que très peu. Le deuxième régime
concerne les points de la frontière de la moitié supérieure où les déplacements sont les
plus élevés. Cette fois, les déplacements indiquent un écrasement de la matière proche de
l’application de l’effort. Cette zone correspond alors à une zone de flambage. L’évolution
des valeurs de déplacements suivant z jusqu’à la deuxième zone est linéaire, ce qui est
134 Chapitre 6. Applications 3D
−0,29
umesx
(mm)
+0,13
O x
z y
O x
z y
O x
z y
−0,17
umesy
(mm)
+0,18
O x
z y
O x
z y
O x
z y
0,08
umesz
(mm)
2,53
O x
z y
(a) état 1
O x
z y
(b) état 2
O x
z y
(c) état 3
FIGURE 6.8 – Champs de déplacements mesurés pour les trois états de déformations de l’essai
sur la mousse polyuréthane
confirmé par le champ de déformations εmeszz . Puis, les déformations deviennent très éle-
vées localement, jusqu’à 20%. Cela peut être vu comme une superposition de deux com-
portements homogènes. Nous observons cependant que l’état 3 est différent des deux
autres. En effet, le taux de déformation imposée est tel que l’homogénéité de εmeszz dans
la moitié inférieure n’est plus vérifiée, contrairement aux états 1 et 2. Cela signifie que
certaines zones se mettent à flamber localement. Par conséquent, les hétérogénéités de
déformation augmentent.
En ce qui concerne les autres composantes des champs de déformations, nous remar-
quons que les valeurs sont globalement proches de zéro, cela indique un coefficient de
Poisson relativement faible. Nous observons tout de même que plus le matériau est dé-
formé, plus les déformations de cisaillement sont élevées localement, notamment proche
de l’application de la charge.
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FIGURE 6.9 – Champs de déformations mesurées pour les trois états de déformations de l’essai
sur la mousse
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6.4.4 Identification
La MREF-P est utilisée sur ces champs mesurés pour identifier la distribution de
modules d’Young de l’échantillon de mousse. La population est de 15 individus par in-
connue qui évoluent pendant 800 générations pour une durée d’environ 10 heures sur
320 cœurs. Le coefficient de Poisson est déterminé de la même manière que pour les
essais 2D, en faisant la moyenne des coefficients de Poisson locaux. La valeur utilisée
dans la procédure d’identification est de ν = 0,1. La Figure 6.10 montre la distribu-
tion identifiée et la Figure 6.11 les champs de déformations simulés issus de la MREF-P.
Nous observons que les modules d’Young les plus faibles correspondent aux déforma-
tions les plus élevées, ce qui est cohérent avec nos remarques précédentes. En effet, les
modules les plus faibles sont localisés proches de l’application de la charge, ce qui est di-
rectement corrélé avec l’écrasement des cellules observé dans les champs cinématiques.
La majorité des modules identifiés ont des valeurs proches de 0,1 MPa, ce qui indique
une zone homogène en comportement car comme nous l’avions précisé, l’évolution du
déplacement est linéaire suivant z et la déformation est quasi-constante. Enfin, nous re-
marquons que certaines valeurs de modules d’Young sont plus faibles vers la frontière
inférieure. Cela correspond également aux déformations observées qui sont plus élevées
car les cellules s’écrasent également proche de la condition limite inférieure. Tous ces
éléments indiquent que l’identification donne des résultats qui sont cohérents avec le
comportement mesuré. Les différentes tranches des modules identifiés sont disponibles
en Annexe D.
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FIGURE 6.10 – Modules d’Young identifiés avec la MREF-P pour les trois états de déformation
sur l’échantillon de mousse
Comme nous disposons des propriétés mécaniques et des champs dé déformations,
nous calculons les champs de contraintes pour les trois états de déformation de l’essai sur
l’échantillon de mousse, voir Figure 6.12. Les champs de contraintes présentés sont cal-
culés aux points d’intégration de chaque élément. Nous observons alors que les champs
de contraintes sont pour la plupart homogènes. En effet, les champs de contraintes nor-
maux σsimxx , σsimyy et de cisaillement σsimxy , σsimyz , σsimxz ont la plupart des valeurs proches de
zéro. Néanmoins, nous pouvons voir certaines zones où les valeurs sont proches des va-
leurs extremum des échelles utilisées, à savoir ±0,003 MPa. Ces valeurs sont un ordre
de grandeur plus faible que celui associé aux valeurs du champ de contraintes σsimzz . Cela
est cohérent puisqu’il s’agit du champ de contraintes normal suivant la charge. Malgré
une amplitude plus élevée des valeurs, le champ σsimzz est globalement homogène.
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FIGURE 6.11 – Champs de déformations simulées pour les trois états de déformations de l’essai
sur la mousse
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FIGURE 6.12 – Champs de contraintes simulées pour les trois états de déformations de l’essai sur
la mousse
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6.4.5 Relation avec la microstructure
Comme nous l’avons précisé dans les objectifs, l’intérêt d’avoir ces quantités méca-
niques locales est de pouvoir les relier avec la microstructure du matériau. La Figure 6.13
montre la superposition de la microstructure de l’éprouvette en mousse polyuréthane
avec la distribution de modules d’Young identifiés pour une tranche du maillage dans
le plan transverse (y, z) pour l’état 1. Nous observons que les zones où les modules sont
les plus faibles correspondent aux zones d’écrasement des cellules. Les autres plans de
modules identifiés superposés à la microstructure sont disponibles en Annexe E.
FIGURE 6.13 – Superposition des modules d’Young identifiés sur la microstructure de la mousse
polyuréthane pour l’état 1 dans le plan (y, z) pour x = 2,8 mm
6.5 Expérimentation sur matériau fibreux
6.5.1 Échantillon
Le matériau fibreux utilisé est un matériau composite fibreux à base de fibres de
bois et de fibres textile de polyester (PE), comme indiqué sur la Figure 6.14. Ce type
de matériau est utilisé pour l’isolation phonique et thermique des bâtiments et a été
étudié dans le cadre d’un projet ADEME. L’objectif est de développer un matériau qui
soit éco-conçu et économiquement concurrentiel avec les autres matériaux d’isolation
déjà présents sur le marché, comme la laine de verre par exemple. Nous rappelons que
l’équipe de recherche est en collaboration avec celle l’I2M de Bordeaux sur l’étude de
ces matériaux. La thèse [Tra13], encadrée par un enseignant de chacune des équipes
de recherche, avait pour objet l’analyse du comportement de ce matériau fibreux sous
sollicitation de compression. Ces travaux ont pu mettre en évidence une étroite relation
entre la microstructure et les champs de déformations. Il s’agit donc d’utiliser ces champs
mesurés pour vérifier si une relation existe entre les modules de rigidités locaux et les
porosités locales.
Une difficulté supplémentaire est à noter dans ce cas, la continuité de la matière n’est
pas vérifiée par le matériau. La cohésion de la matière est assurée par l’enchevêtrement
des fibres entre elles, le matériau est donc très souple et très poreux. La cinématique d’un
tel matériau est donc très complexe au sens où elle ne peut pas être comparée avec celle
des cas expérimentaux 2D où nous pouvions avoir une idée des gradients de propriétés
relativement précise. Nous allons donc tester les performances de la méthode sur un cas
complexe.
En ce qui concerne l’échantillon utilisé, il a été extrait d’un panneau de matériau
fibreux à l’aide d’un fourreau pour obtenir des échantillons cylindriques de diamètre
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FIGURE 6.14 – Échantillon de matériau composite fibreux - section de 2700×2700 µm2 [Dél09]
D = 9 mm et de longueur L = 10 mm. Ces dimensions sont choisies par rapport aux
capacités du tomographe à rayons X.
6.5.2 Protocole et matériel
Le protocole expérimental utilise les mêmes outils que ceux cités plus haut pour la
mousse polyuréthane, à savoir la machine de compression et le tomographe à rayons X.
La Figure 6.5 présente l’échantillon dans le montage sur la platine du tomographe.
Les résultats expérimentaux montrés ici sont ceux obtenus dans le cadre de mon
projet de recherche de deuxième année de master.
6.5.3 Résultats de mesure
Pour obtenir les champs cinématiques, nous utilisons le logiciel développé par
l’équipe CorrelVol. La grille de corrélation utilisée pour l’identification, illustrée en Fi-
gure 6.15, consiste en 9×9×7 fenêtres de corrélation de taille 31×31×31 voxels. Le pas
de la grille régulière est de 30 voxels dans toutes les directions. Le grandissement lié au
montage est de 0,021 mm/voxel.
FIGURE 6.15 – Superposition du volume de l’échantillon de matériau fibreux avec la grille de
corrélation
Les champs de déplacements et de déformations mesurés sur l’échantillon de ma-
tériau fibreux sont respectivement disponibles en Figure 6.16 et en Figure 6.17 pour les
trois états de déformation. Nous pouvons observer que pour le champ de déplacements
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FIGURE 6.16 – Champs de déplacements mesurés pour les trois états de déformations de l’essai
sur le matériau fibreux
umesz , aucune composante ne couvre l’échelle utilisée. Cela indique un déplacement de
corps rigide important entre les différents états de déformation. La même tendance est
observée pour umesy mais en moins prononcé. Concernant umesx , les valeurs du premier
état sont positives alors que pour les deux autres états de déformation, les valeurs de
déplacements sont négatives. Cela peut indiquer une modification de la position de cer-
taines fibres qui, par glissement, ont changé la direction du déplacement.
Concernant les champs de déformations, nous observons que, pour chaque compo-
sante, les zones de concentrations de déformations sont semblables et augmentent en in-
tensité avec le taux de déformation imposé. Un ordre de grandeur existe entre les valeurs
des champs de déformations normales εmesxx , εmesyy et de cisaillement εmesxy , εmesyz , εmesxz avec le
champ de déformations normales εmeszz . De plus, les valeurs de ces mêmes champs ont
une majorité de valeurs proches de zéro, ce qui révèle un coefficient de Poisson relative-
ment faible. En analysant le champ εmeszz , nous remarquons que les déformations les plus
élevées ne sont pas celles qui se situent proches de l’application de la charge, contrai-
rement au cas de la mousse polyuréthane. En effet, les déformations les plus élevées
sont localisées vers la surface inférieure de la structure. Cela est une première indication
sur la nature différente des mécanismes de déformations entre ces deux matériaux, par
conséquent de leur comportement. Nous pouvons également supposer que les valeurs
de modules d’Young sont plus faibles à ces mêmes endroits.
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FIGURE 6.17 – Champs de déformations mesurées pour les trois états de déformations de l’essai
sur le matériau fibreux
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6.5.4 Identification
La MREF-P est utilisée sur ces champs mesurés pour identifier la distribution de
modules d’Young de l’échantillon de matériau fibreux. La population est de 16 individus
par inconnue qui évoluent pendant 800 générations pour une durée d’environ 5 heures
sur 220 cœurs. Le coefficient de Poisson est imposé à ν = 0,1. La Figure 6.18 montre
la distribution identifiée et la Figure 6.19 les champs de déformations simulés issus de
la MREF-P. Nous observons que les champs de déformations sont en bon accord avec
ceux mesurés. La meilleure reconstruction est obtenue pour εmeszz car les valeurs sont un
ordre de grandeur plus élevées. Pour les autres champs, nous remarquons un lissage des
valeurs qui est représentatif de l’écart entre le comportement observé et simulé. En effet,
le coefficient de Poisson constant imposé dans la modélisation n’est pas vérifié pour
toute la structure car la cinématique mesurée est trop complexe.
Concernant les distributions de modules d’Young identifiés, les valeurs indiquent
un ratio Emax/Emin = 20. Les zones de faible module sont localisées aux mêmes endroits
pour les trois états de déformation, c’est-à-dire vers la surface inférieure du volume.
Cela est cohérent avec la remarque précédente faite sur les déformations mesurées. La
même observation peut être faite pour les zones à module élevé. Nous pouvons dire
que nous ne pouvons pas affirmer que ce soit la bonne répartition de modules d’Young
dans le matériau mais nous pouvons affirmer que c’est une répartition proche de celle re-
cherchée car elle permet de retrouver le comportement observé de manière satisfaisante.
L’Annexe F montre les différentes sections du volume des modules identifiés.
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FIGURE 6.18 – Modules d’Young identifiés avec la MREF-P sur l’échantillon de matériau fibreux
pour les trois états de déformations
Nous évaluons les champs de contraintes pour chaque état de déformation, voir la
Figure 6.20. Les zones de concentrations de contraintes sont identifiables et augmentent
en intensité avec l’état de déformation. Les valeurs des contraintes sont du même ordre
de grandeur que pour la mousse polyuréthane, notons tout de même que les valeurs
de la composante σmeszz admettent un facteur 3 avec celles de la mousse. Ce facteur se
retrouve approximativement sur les valeurs de modules identifiés.
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FIGURE 6.19 – Champs de déformations simulées pour les trois états de déformations de l’essai
sur le matériau fibreux
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FIGURE 6.20 – Champs de contraintes simulées pour les trois états de déformations de l’essai sur
le matériau fibreux
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6.5.5 Relation avec la microstructure
Maintenant que nous disposons des distributions de modules d’Young, nous pou-
vons aller plus loin dans la description du comportement, notamment en s’intéressant
à l’éventuelle relation entre les propriétés identifiées et les propriétés de la microstruc-
ture du matériau. La Figure 6.21 montre la superposition des modules identifiés pour
une tranche du maillage dans le plan transverse (y, z). Nous observons que les modules
d’Young faibles sont situés vers la surface inférieure, ce qui correspond aux zones où
les fibres sont moins nombreuses. Ces résultats sont conformes à ce qui est attendu, les
autres superpositions des modules avec la microstructure sont disponibles en Annexe G.
FIGURE 6.21 – Superposition des modules d’Young identifiés sur la microstructure du matériau
fibreux pour l’état 1 dans le plan (y, z) pour x = 2,26 mm
Dans le cas du matériau fibreux, la porosité est la propriété prépondérante qui régit le
comportement [Tra12], par conséquent, il est naturel de comparer l’évolution de ces deux
distributions dans le volume pour l’état 1, voir Figure 6.22. La porosité p est obtenue
à partir de la porosité initiale p0 de l’échantillon et des déformations εzz comme suit
[Tra12] :
p = 1− 1− p0√
2εzz + 1
(6.2)
Nous remarquons que les porosités locales ont tendance à diminuer quand le nu-
méro d’élément augmente. Les numéros d’éléments élevés correspondent aux éléments
proches de l’application de la charge. Par conséquent, les porosités locales correspon-
dantes sont plus faibles que celles des zones éloignées de la force de compression. Cela
est cohérent pour ce type de matériau car il se produit un phénomène de densification
au sein du matériau. Cette densification signifie que plus le matériau est déformé, plus
il va s’homogénéiser en diminuant la taille des pores. Cette première observation sur
l’évolution des porosités locales est donc cohérente.
Concernant l’évolution des modules d’Young locaux, même si nous observons de
grandes dispersions sur certaines valeurs, la tendance observée est opposée à celle dé-
crite précédemment pour les porosités locales. En effet, les valeurs de modules sont
faibles loin de l’application de la force de compression et augmentent en s’en rappro-
chant. Nous pouvons en déduire, comme première approche, que le module d’Young
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FIGURE 6.22 – Comparaison des modules d’Young locaux identifiés et des porosités locales du
matériau fibreux
local évolue de manière inversement proportionnelle à la porosité locale. Grâce à la pro-
cédure d’identification, une loi intéressante entre ces deux grandeurs permet donc de
mieux comprendre le matériau.
6.6 Conclusion
Dans ce chapitre, nous avons exploré les capacités de la MREF-P dans le cas de l’iden-
tification de propriétés mécaniques locales 3D. Après un bref rappel des changements
induits par la dimension spatiale supplémentaire, un cas numérique a été présenté. Les
résultats de la méthode sont plutôt satisfaisants avec des écarts relatifs compris dans
l’intervalle ±10% sur les modules d’Young.
Nous avons ensuite présenté un essai réalisé sur une mousse polyuréthane sollicitée
en compression. Les modules d’Young sont identifiés pour trois états de chargement. Les
résultats de la MREF-P révèlent des distributions de modules cohérentes avec la cinéma-
tique mesurée. En effet, les valeurs de modules correspondants aux éléments proches de
la charge appliquée ont tendance à diminuer avec l’état de chargement. Les contraintes
ont été déterminées et ont permis de valider l’hypothèse selon laquelle ce type de mousse
peut être considérée comme un matériau hétérogène dont les hétérogénéités sont distri-
buées de manière homogène. La superposition des modules à la cartographie de la mi-
crostructure démontrent bien que les zones à faible module correspondent aux pores qui
s’écrasent durant la sollicitation.
Enfin, un essai réalisé sur un matériau composite fibreux en compression a été pré-
senté. Les modules d’Young sont identifiés pour trois états de chargement. Là encore,
la MREF-P se révèle intéressante car les distributions identifiées de modules d’Young
sont cohérentes avec la cinématique mesurée. Les zones à faible modules sont cette
fois situées proches de la surface inférieure. Les champs de contraintes sont calculés et
montrent, comme pour la mousse, des champs relativement homogènes. Enfin, la rela-
tion des modules locaux avec la porosité locale du matériau est investiguée et les résul-
tats montrent qu’une relation linéaire, en première approche, semble être à l’œuvre dans
le matériau.
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Depuis quelques décennies, les méthodes d’identification sont devenues un outil in-
dispensable pour caractériser mécaniquement les champs cinématiques mesurés à l’aide
de méthodes optiques. Celles-ci se sont vues appliquées à des matériaux et des lois de
comportement relativement variés. Cependant, les méthodes les plus répandues, comme
la MCV, la MERC ou la MREF, se sont vues souvent appliquées sur des matériaux consi-
dérés comme homogènes. Pour l’identification de propriétés locales au sein de maté-
riaux hétérogènes, certaines méthodes ont été modifiées afin de pouvoir fonctionner
aussi dans ce cas, comme par exemple la MCV associée à une discrétisation en séries
de Fourier des propriétés mécaniques locales. D’autres méthodes, basées sur des prin-
cipes différents ont été mises au point également dans ce but.
Ces travaux se positionnent dans une démarche d’acquisition d’outils d’identifica-
tion de propriétés mécaniques locales de matériaux hétérogènes. Nous avons choisi de
privilégier l’analyse des méthodes dites usuelles d’identification, citées plus haut. La
MREF et la MEQ ont été choisies car elles semblaient mieux correspondre à nos objectifs
et à nos compétences. Chacune d’elles a fait l’objet d’une description détaillée de son
formalisme. Concernant la MREF, nous avons décrit le processus de minimisation ainsi
que la modélisation éléments finis. Concernant la minimisation, la démonstration que
les méthodes de gradients étaient inadaptées a été faite. Une comparaison entre deux
algorithmes sans gradients, l’algorithme complex et l’algorithme génétique, a été faite et
a mis en évidence que le second permettait une convergence plus rapide vers l’optimum
global avec moins d’erreurs relatives sur les modules identifiés. Nous avons également
comparé les fonctionnelles en déplacements et en déformations. Les résultats sont légè-
rement meilleurs pour celle en déformations. Concernant la modélisation éléments finis,
l’implémentation de la modélisation est détaillée ainsi que la méthode de résolution.
La MEQ a été décrite dans les deux formalismes dans lesquels elle a été utilisée, en
différences finies et éléments finis. Une comparaison est faite et la mise en évidence des
différences entre les deux formalismes sont soulignées. Celui utilisant les éléments finis
est retenu car les erreurs relatives sont plus faibles pour l’identification de propriétés
mécaniques locales.
Nous rappelons également que ces deux méthodes ont été implémentées dans une
interface graphique qui permet notamment de visualiser les champs de déplacements,
de déformations, les courbes d’évolution de chaque paramètre recherché pendant le pro-
cessus ainsi que les distributions de propriétés mécaniques identifiées.
A la suite de ça, une comparaison sur des cas simulés en faisant varier plusieurs pa-
ramètres a été réalisée entre la MREF et la MEQ. Les résultats indiquent clairement que
la MEQ est supérieure sur tous les paramètres testés. En effet, elle est plus rapide, plus
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simple à mettre en œuvre et offre des résultats avec des erreurs relatives deux ordres de
grandeur plus faibles que ceux obtenus avec la MREF. Malgré cela, son hypersensibilité
au bruit de mesure la rend difficilement applicable à des cas réels. En effet, le forma-
lisme de la MEQ discrétise une équation qui dépend de la dérivée seconde du champ
de déplacements. Cela produit alors des systèmes linéaires très mal conditionnés. De
son côté, la MREF est sensible à presque tous les paramètres testés mais semble plus
robuste. En revanche, sa complexité d’implémentation et son caractère itératif sont des
inconvénients majeurs. Ce dernier a été réduit en utilisant notamment la parallélisation
de l’algorithme de minimisation, en l’occurrence un algorithme génétique. Cela a per-
mis de diminuer fortement le coût de la méthode. Pour ces raisons, nous avons choisi la
MREF-P pour la partie expérimentale.
Dans un premier temps, nous avons fait des essais 2D sur des éprouvettes hétéro-
gènes ou pseudo-hétérogènes. Le cas du bi-matériaux a permis de mettre en évidence
que la MREF-P donne des résultats satisfaisants pour localiser les gradients de proprié-
tés mécaniques. En effet, une bonne corrélation est obtenue entre les modules calculés
analytiquement sous certaines hypothèses et ceux obtenus avec la MREF-P. Nous avons
ensuite conçu et fabriqué trois éprouvettes hétérogènes avec différentes zones d’épais-
seurs identiques. L’objectif était de voir si la méthode pouvait identifier correctement les
zones homogènes en épaisseur comme des zones homogènes en propriétés mécaniques.
La MREF-P a donné des résultats satisfaisants vis-à-vis de l’objectif fixé. En effet, les
zones sont bien identifiées malgré une sensibilité certaine de la méthode au bruit et à
la quantité d’inconnues à identifier. Nous avons remarqué également que les zones sont
mieux identifiées sur des états où les déformations sont plus élevées. Cela signifie que
l’influence du bruit de mesure sur l’identification est moindre lorsque les déformations
sont plus élevées.
Dans un second temps, des essais 3D sur deux matériaux hétérogènes différents, une
mousse polyuréthane et un matériau composite fibreux, ont été présentés. Trois états de
déformations pour chacun des matériaux ont été traités afin d’obtenir les distributions
de modules d’Young locaux. Les résultats de la MREF-P dans ces deux cas se révèlent
intéressants sur ces problématiques car ils sont en accord avec la cinématique mesurée.
Les champs de déformations sont bien reconstruits et les modules, malgré une variabi-
lité certaine liée au bruit de mesure, à la quantité d’inconnues et au processus d’identi-
fication, fournissent tout de même des tendances qui permettent de mieux comprendre
le comportement de telles structures. Les champs de contraintes ont été calculés grâce
aux modules identifiés et aux champs de déformations reconstruits. Nous voyons donc
que l’intérêt d’identifier les propriétés mécaniques locales est d’avoir accès aux champs
de contraintes qui sont inaccessibles en général. Enfin, une comparaison entre les dis-
tributions de modules locaux identifiés et les distributions de porosités locales pour le
matériau fibreux a été menée. En première approche, la relation entre module local et
porosité locale semble être une relation affine, à savoir que modules sont d’autant plus
élevés que la porosité est faible.
Tous ces résultats et ces éléments restent le fruit des premiers travaux de thèse réa-
lisés sur ces problématiques dans l’équipe et sont donc bien entendus perfectibles. Ce-
pendant, ils démontrent l’intérêt d’une telle méthode pour l’identification de propriétés
mécaniques locales et ouvrent des perspectives intéressantes que nous allons détailler
ci-après.
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Perspectives
Nous énumérons les différentes perspectives envisagées à la fin de ces travaux. Elles
sont de plusieurs types et n’ont pas les mêmes objectifs. Nous commençons par les pers-
pectives à court terme :
Essais 2D dans la Section 5.3.1, nous avons précisé que la fabrication d’éprouvettes
par assemblage d’éléments de propriétés mécaniques différentes avait été réalisé.
Il s’agirait alors d’identifier les distributions de modules d’Young sur ces éprou-
vettes afin de valider ce protocole original de fabrication d’échantillons hétéro-
gènes contrôlés.
Essais 3D dans la continuité des résultats présentés pour la mousse polyuréthane et
le composite fibreux, le traitement d’autres états de déformations serait intéres-
sant afin de confirmer les tendances observées. De plus, nous pourrions modifier
la grille utilisée pour l’identification afin de voir l’influence de la discrétisation
des propriétés mécaniques. Enfin, une investigation plus approfondie des rela-
tions entre les propriétés mécaniques identifiées et les propriétés de la microstruc-
ture est également nécessaire et serait d’un grand intérêt pour la compréhension
de ces matériaux.
Méthode concernant la méthode, nous avons pris des éléments de Lagrange car ils
sont les mieux adaptés pour former un maillage à partir d’une grille régulière.
L’utilisation d’autres types d’éléments, comme les éléments de Serendip du Ta-
bleau 2.1, dans la modélisation éléments finis peut être une perspective intéres-
sante. En effet, ayant plus de nœuds, la cinématique qui leur est possible de dé-
crire est plus complexe. De plus, nous pouvons envisager que des éléments avec
plus de nœuds permettent une identification plus robuste vis-à-vis des incerti-
tudes de mesure.
D’autres perspectives à moyen terme sont envisageables concernant la méthode :
Réduire le coût comme nous l’avons indiqué en Section 4.2.1, d’autres optimisations
sont possibles afin de réduire encore le coût de la méthode. La première possibilité
serait de construire d’une manière différente le système éléments finis afin d’ac-
célérer la durée de la résolution. Nous pouvons nous inspirer du logiciel Cast3M
qui ne construit pas la matrice de rigidité globale mais plutôt une matrice tri-
angularisée pour résoudre le système avec un algorithme de descente classique.
Une autre voie intéressante pour réduire le coût de la méthode serait d’accélé-
rer la convergence de l’algorithme de minimisation, notamment en modifiant les
opérateurs génétiques.
Réduire l’influence du bruit nous avons déjà mentionné le fait que les résultats de
l’identification sont bruités et manquent de stabilité. Afin d’y remédier, deux so-
lutions sont possibles : une stratégie de filtrage avant, pendant ou après le pro-
cessus d’identification. Dans le premier et le troisième cas, l’utilisation d’une mé-
thode d’approximation peut être envisageable pour les champs cinématiques ou
les champs de propriétés mécaniques. Dans le deuxième cas, l’utilisation d’une
matrice de pondération dans la fonctionnelle semble intéressante afin de donner
plus de poids aux nœuds qui sont jugés plus fiables que les autres.
Loi de comportement les travaux présentés dans ce mémoire utilisent le cadre de
l’élasticité linéaire isotrope. Une perspective intéressante serait de se tourner vers
des lois de comportement anisotrope, et dans une plus large mesure, vers des lois
non-linéaires.
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Enfin, des perspectives à longs termes s’ajoutent à celles déjà évoquées. Une fois
que cette méthode sera optimisée et maîtrisée dans des applications plus variées que
celles présentées dans ce mémoire, il est possible d’envisager d’implémenter d’autres
méthodes d’identification issues de la littérature, voire de développer notre propre outil.
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Annexe A
Fonctions de forme des éléments
finis
Nous rappelons que le vecteur déplacements d’un point quelconque au sein d’un
élément s’écrit uM(x, y) = ∑
i
Ni∆i.
Élément fini de Lagrange bidimensionnel de degré 1
Le polynôme d’interpolation des déplacements d’un élément doit passer par les
quatre nœuds de ce dernier. La base polynômiale bidimensionnelle est complète de de-
gré 1 :
uM(x, y) = α0 + α1x + α2y + α3xy (A.1)
L’équation (A.1) s’écrit pour les quatre nœuds de l’élément pour obtenir un système
composé d’équations de la forme :
si M ≡ i→ u(xi, yi) = α0 + α1xi + α2yi + α3xiyi = ∆i (A.2)
•
1
•
2-1
•3
+1
•4 +1
-1
C
ξ
η T
•
(x1 , y1)
•
(x2 , y2)
• (x3 , y3)•(x4 , y4)
x
y
O
FIGURE A.1 – Transformation géométrique d’un élément QUA4
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Pour résoudre ce système, un changement de référentiel est opéré, à savoir le passage
du référentiel global (O, x, y) au référentiel local unitaire centré (C, ξ, η), voir Figure A.1.
Le polynôme d’interpolation (A.1) se réécrit pour un élément de référence, qui est le
lieu du référentiel local unitaire centré :
u(ξ, η) = β0 + β1ξ + β2η + β3ξη (A.3)
De sorte que les équations (A.2) dans ce nouveau repère deviennent :
∆1 = β0 − β1 − β2 + β3
∆2 = β0 + β1 − β2 − β3
∆3 = β0 + β1 + β2 + β3
∆4 = β0 − β1 + β2 − β3
(A.4)
Il suffit alors de manipuler ces équations afin de déterminer les inconnues βi.
∆1 − ∆2 = 2β3 − 2β1
∆3 − ∆4 = 2β3 + 2β1
∆1 + ∆2 = 2β0 − 2β2
∆3 + ∆4 = 2β0 + 2β2
(A.5)
β0 =
1
4
(∆1 + ∆2 + ∆3 + ∆4)
β1 = −14 (∆1 − ∆2 − ∆3 + ∆4)
β2 = −14 (∆1 + ∆2 − ∆3 − ∆4)
β3 =
1
4
(∆1 − ∆2 + ∆3 − ∆4)
(A.6)
A partir de (A.3), le déplacement en tout point de l’élément de référence s’écrit alors :
u(ξ, η) =
1
4
(∆1 + ∆2 + ∆3 + ∆4)
−1
4
(∆1 − ∆2 − ∆3 + ∆4) ξ
−1
4
(∆1 + ∆2 − ∆3 − ∆4) η
+
1
4
(∆1 − ∆2 + ∆3 − ∆4) ξη
(A.7)
Pour identifier les fonctions de forme, une réécriture de l’équation précédente est
nécessaire :
u(ξ, η) =
1
4
(1− ξ − η + ξη)∆1
+
1
4
(1+ ξ − η − ξη)∆2
+
1
4
(1+ ξ + η + ξη)∆3
+
1
4
(1− ξ + η − ξη)∆4
(A.8)
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Nous pouvons en déduire une écriture générale pour ce type d’élément :
Ni =
1
4
(1+ ξiξ) (1+ ηiη) (A.9)
Élément fini de Lagrange tridimensionnel de degré 1
C•
1
-1
-1
-1
•5
•
4
•8
•
2
•
3
•7•6
ξ
+1
η+1
ζ
+1
•
•(x5 , y5 , z5)
•
• (x8 , y8 , z8)
•
(x2 , y2 , z2)
•
(x3 , y3 , z3)
••
y
x
z
O
T
FIGURE A.2 – Transformation géométrique d’un élément CUB8
Le polynôme d’interpolation des déplacements d’un élément doit passer par les huit
nœuds de ce dernier. La base polynômiale tridimensionnelle est complète de degré 1 :
u(x, y, z) = α0 + α1x + α2y + α3z + α4xy + α5yz + α6xz + α7xyz (A.10)
L’équation (A.10) s’écrit pour les huit nœuds de l’élément pour obtenir un système
composé d’équations de la forme :
si M ≡ i→ u(xi, yi, zi) = α0 + α1xi + α2yi + α3zi + α4xiyi + α5yizi + α6xizi + α7xiyizi
= ∆i
(A.11)
Pour résoudre ce système, un changement de référentiel est opéré, à savoir le pas-
sage du référentiel global (O, x, y, z) au référentiel local unitaire centré (C, ξ, η, ζ), voir
Figure A.2.
Le polynôme d’interpolation (A.10) se réécrit pour un élément de référence, qui est
le lieu du référentiel local unitaire centré :
u(ξ, η, ζ) = β0 + β1ξ + β2η + β3ζ + β4ξη + β5ηζ + β6ξζ + β7ξηζ (A.12)
De sorte que les équations (A.11) dans ce nouveau repère deviennent :
∆1 = β0 − β1 − β2 − β3 + β4 + β5 + β6 − β7
∆2 = β0 + β1 − β2 − β3 − β4 + β5 − β6 + β7
∆3 = β0 + β1 + β2 − β3 + β4 − β5 − β6 − β7
∆4 = β0 − β1 + β2 − β3 − β4 − β5 + β6 + β7
∆5 = β0 − β1 − β2 + β3 + β4 − β5 − β6 + β7
∆6 = β0 + β1 − β2 + β3 − β4 − β5 + β6 − β7
∆7 = β0 + β1 + β2 + β3 + β4 + β5 + β6 + β7
∆8 = β0 − β1 + β2 + β3 − β4 + β5 − β6 − β7
(A.13)
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Il suffit alors de manipuler ces équations afin de déterminer les inconnues βi.
∆1 + ∆2 + ∆3 + ∆4 = 4β0 − 4β3
∆5 + ∆6 + ∆7 + ∆8 = 4β0 + 4β3
∆1 − ∆2 − ∆3 + ∆4 = 4β6 − 4β1
∆5 − ∆6 − ∆7 + ∆8 = −4β6 − 4β1
∆1 + ∆2 − ∆3 − ∆4 = 4β5 − 4β2
∆5 + ∆6 − ∆7 − ∆8 = −4β5 − 4β2
∆1 − ∆2 + ∆3 − ∆4 = 4β4 − 4β7
∆5 − ∆6 + ∆7 − ∆8 = 4β4 + 4β7
(A.14)
β0 =
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8)
β1 = −18 (∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8)
β2 = −18 (∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8)
β3 = −18 (∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8)
β4 =
1
8
(∆1 − ∆2 + ∆3 − ∆4 + ∆5 − ∆6 + ∆7 − ∆8)
β5 =
1
8
(∆1 + ∆2 − ∆3 − ∆4 − ∆5 − ∆6 + ∆7 + ∆8)
β6 =
1
8
(∆1 − ∆2 − ∆3 + ∆4 − ∆5 + ∆6 + ∆7 − ∆8)
β7 = −18 (∆1 − ∆2 + ∆3 − ∆4 − ∆5 + ∆6 − ∆7 + ∆8)
(A.15)
A partir de (A.12), le déplacement en tout point de l’élément de référence s’écrit
alors :
u(ξ, η) =
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8)
−1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8) ξ
−1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8) η
−1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8) ζ
+
1
8
(∆1 − ∆2 + ∆3 − ∆4 + ∆5 − ∆6 + ∆7 − ∆8) ξη
+
1
8
(∆1 + ∆2 − ∆3 − ∆4 − ∆5 − ∆6 + ∆7 + ∆8) ηζ
+
1
8
(∆1 − ∆2 − ∆3 + ∆4 − ∆5 + ∆6 + ∆7 − ∆8) ξζ
−1
8
(∆1 − ∆2 + ∆3 − ∆4 − ∆5 + ∆6 − ∆7 + ∆8) ξηζ
(A.16)
Pour identifier les fonctions de forme, une réécriture de l’équation précédente est
nécessaire :
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u(ξ, η, ζ) =
1
8
(1− ξ − η − ζ + ξη + ηζ + ξζ − ξηζ)∆1
+
1
8
(1+ ξ − η − ζ − ξη + ηζ − ξζ + ξηζ)∆2
+
1
8
(1+ ξ + η − ζ + ξη − ηζ − ξζ − ξηζ)∆3
+
1
8
(1− ξ + η − ζ − ξη − ηζ + ξζ + ξηζ)∆4
+
1
8
(1− ξ − η + ζ + ξη − ηζ − ξζ + ξηζ)∆5
+
1
8
(1+ ξ − η + ζ − ξη − ηζ + ξζ − ξηζ)∆6
+
1
8
(1+ ξ + η + ζ + ξη + ηζ + ξζ + ξηζ)∆7
+
1
8
(1− ξ + η + ζ − ξη + ηζ − ξζ − ξηζ)∆8
(A.17)
Nous pouvons en déduire une écriture générale pour ce type d’élément :
Ni =
1
8
(1+ ξiξ) (1+ ηiη) (1+ ζiζ) (A.18)
Élément fini de Serendip bidimensionnel de degré 2
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5 -1
•
2
•
6
+1
•3•7 +1•4
•
8
-1
C
ξ
η T
•
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x
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FIGURE A.3 – Transformation géométrique d’un élément QUA8
Le polynôme d’interpolation des déplacements d’un élément doit passer par les huit
nœuds de ce dernier. La base polynômiale bidimensionnelle est incomplète de degré 2 :
u(x, y) = α0 + α1x + α2y + α3x2 + α4y2 + α5xy + α6x2y + α7xy2 +
α8x2y2 (A.19)
L’équation (A.19) s’écrit pour les huit nœuds de l’élément pour obtenir un système
composé d’équations de la forme :
si M ≡ i→ u(xi, yi) = α0 + α1xi + α2yi + α3x2i + α4y2i + α5xiyi + α6x2i yi + α7xiy2i = ∆i
(A.20)
Pour résoudre ce système, un changement de référentiel est opéré, à savoir le passage
du référentiel global (O, x, y) au référentiel local unitaire centré (C, ξ, η), voir Figure A.3.
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Le polynôme d’interpolation (A.19) se réécrit pour un élément de référence, qui est
le lieu du référentiel local unitaire centré :
u(ξ, η) = β0 + β1ξ + β2η + β3ξ2 + β4η2 + β5ξη + β6ξ2η + β7ξη2 (A.21)
De sorte que les équations (A.20) dans ce nouveau repère deviennent :
∆1 = β0 − β1 − β2 + β3 + β4 + β5 − β6 − β7
∆2 = β0 + β1 − β2 + β3 + β4 − β5 − β6 + β7
∆3 = β0 + β1 + β2 + β3 + β4 + β5 + β6 + β7
∆4 = β0 − β1 + β2 + β3 + β4 − β5 + β6 − β7
∆5 = β0 − β2 + β4
∆6 = β0 + β1 + β3
∆7 = β0 + β2 + β4
∆8 = β0 − β1 + β3
(A.22)
Il suffit alors de manipuler ces équations afin de déterminer les inconnues βi.
∆1 + ∆2 + ∆3 + ∆4 = 4β0 + 4β3 + 4β4
∆5 + ∆6 + ∆7 + ∆8 = 4β0 + 2β3 + 2β4
∆1 − ∆2 − ∆3 + ∆4 = −4β1 − 4β7
∆5 − ∆6 − ∆7 + ∆8 = −2β1 − 2β2
∆1 + ∆2 − ∆3 − ∆4 = −4β2 − 4β6
∆5 + ∆6 − ∆7 − ∆8 = 2β1 − 2β2
∆1 − ∆2 + ∆3 − ∆4 = 4β5
∆5 − ∆6 + ∆7 − ∆8 = 2β4 − 2β3
(A.23)
β0 = −14 (∆1 + ∆2 + ∆3 + ∆4 − 2 (∆5 + ∆6 + ∆7 + ∆8))
β1 =
1
2
(∆6 − ∆8)
β2 =
1
2
(∆7 − ∆5)
β3 =
1
4
(∆1 + ∆2 + ∆3 + ∆4 − 2 (∆5 + ∆7))
β4 =
1
4
(∆1 + ∆2 + ∆3 + ∆4 − 2 (∆6 + ∆8))
β5 =
1
4
(∆1 − ∆2 + ∆3 − ∆4)
β6 = −14 (∆1 + ∆2 − ∆3 − ∆4 + 2 (∆7 − ∆5))
β7 = −14 (∆1 − ∆2 − ∆3 + ∆4 + 2 (∆6 − ∆8))
(A.24)
A partir de (A.21), le déplacement en tout point de l’élément de référence s’écrit
alors :
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u(ξ, η) = −1
4
(∆1 + ∆2 + ∆3 + ∆4 − 2 (∆5 + ∆6 + ∆7 + ∆8))
+
1
2
(∆6 − ∆8) ξ
+
1
2
(∆7 − ∆5) η
+
1
4
(∆1 + ∆2 + ∆3 + ∆4 − 2 (∆5 + ∆7)) ξ2
+
1
4
(∆1 + ∆2 + ∆3 + ∆4 − 2 (∆6 + ∆8)) η2
+
1
4
(∆1 − ∆2 + ∆3 − ∆4) ξη
−1
4
(∆1 + ∆2 − ∆3 − ∆4 + 2 (∆7 − ∆5)) ξ2η
−1
4
(∆1 − ∆2 − ∆3 + ∆4 + 2 (∆6 − ∆8)) ξη2
(A.25)
Pour identifier les fonctions de forme, une réécriture de l’équation précédente est
nécessaire :
u(ξ, η) =
1
4
(−1+ ξ2 + η2 + ξη − ξ2η − ξη2)∆1
+
1
4
(−1+ ξ2 + η2 − ξη − ξ2η + ξη2)∆2
+
1
4
(−1+ ξ2 + η2 + ξη + ξ2η + ξη2)∆3
+
1
4
(−1+ ξ2 + η2 − ξη + ξ2η − ξη2)∆4
+
1
2
(
1− η − ξ2 + ξ2η)∆5
+
1
2
(
1+ ξ − η2 − ξη2)∆6
+
1
2
(
1+ η − ξ2 − ξ2η)∆7
+
1
2
(
1− ξ − η2 + ξη2)∆8
(A.26)
Nous pouvons en déduire une écriture générale pour ce type d’élément pour les deux
types de nœuds.
Pour les nœuds « coins », 1 ≤ i ≤ 4 :
Ni =
1
4
(1+ ξiξ) (1+ ηiη) (ξiξ + ηiη − 1) (A.27)
Pour les nœuds « centre », 5 ≤ i ≤ 8 :
Ni =
1
2
ξ2i (1+ ξiξ)
(
1− η2)+ 1
2
η2i (1+ ηiη)
(
1− ξ2) (A.28)
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Élément fini de Serendip tridimensionnel de degré 2
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FIGURE A.4 – Transformation géométrique d’un élément CUB20
Le polynôme d’interpolation des déplacements d’un élément doit passer par les vingt
nœuds de ce dernier. La base polynômiale tridimensionnelle est incomplète de degré 2 :
u(x, y, z) = α0 +
α1x + α2y + α3z +
α4x2 + α5y2 + α6z2 +
α7xy + α8yz + α9xz +
α10xy2 + α11yz2 + α12x2z +
α13x2y + α14y2z + α15xz2 +
α16xyz + α17x2yz + α18xy2z + α19xyz2
(A.29)
L’équation (A.29) s’écrit pour les vingt nœuds de l’élément pour obtenir un système
composé d’équations de la forme :
si M ≡ i→ u(x, y, z) = α0 +
α1xi + α2yi + α3zi +
α4x2i + α5y
2
i + α6z
2
i +
α7xiyi + α8yizi + α9xizi +
α10xiy2i + α11yiz
2
i + α12x
2
i zi +
α13x2i yi + α14y
2
i zi + α15xiz
2
i +
α16xiyizi + α17x2i yizi + α18xiy
2
i zi + α19xiyiz
2
i
= ∆i
(A.30)
Pour résoudre ce système, un changement de référentiel est opéré, à savoir le pas-
sage du référentiel global (O, x, y, z) au référentiel local unitaire centré (C, ξ, η, ζ), voir
Figure A.4.
Le polynôme d’interpolation (A.29) se réécrit pour un élément de référence, qui est
le lieu du référentiel local unitaire centré :
u(ξ, η, ζ) = α0 +
α1ξ + α2η + α3ζ +
α4ξ
2 + α5η2 + α6ζ2 +
α7ξη + α8ηζ + α9ξζ +
α10ξη
2 + α11ηζ
2 + α12ξ
2ζ +
α13ξ
2η + α14η
2ζ + α15ξζ
2 +
α16ξηζ + α17ξ
2ηζ + α18ξη
2ζ + α19ξηζ
2
(A.31)
De sorte que les équations (A.30) dans ce nouveau repère deviennent :
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∆1 = β0 − β1 − β2 − β3 + β4 + β5 + β6 + β7 + β8 + β9 − β10 − β11 − β12 − β13 − β14 − β15 − β16 + β17 + β18 + β19
∆2 = β0 + β1 − β2 − β3 + β4 + β5 + β6 − β7 + β8 − β9 + β10 − β11 − β12 − β13 − β14 + β15 + β16 + β17 − β18 − β19
∆3 = β0 + β1 + β2 − β3 + β4 + β5 + β6 + β7 − β8 − β9 + β10 + β11 − β12 + β13 − β14 + β15 − β16 − β17 − β18 + β19
∆4 = β0 − β1 + β2 − β3 + β4 + β5 + β6 − β7 − β8 + β9 − β10 + β11 − β12 + β13 − β14 − β15 + β16 − β17 + β18 − β19
∆5 = β0 − β1 − β2 + β3 + β4 + β5 + β6 + β7 − β8 − β9 − β10 − β11 + β12 − β13 + β14 − β15 + β16 − β17 − β18 + β19
∆6 = β0 + β1 − β2 + β3 + β4 + β5 + β6 − β7 − β8 + β9 + β10 − β11 + β12 − β13 + β14 + β15 − β16 − β17 + β18 − β19
∆7 = β0 + β1 + β2 + β3 + β4 + β5 + β6 + β7 + β8 + β9 + β10 + β11 + β12 + β13 + β14 + β15 + β16 + β17 + β18 + β19
∆8 = β0 − β1 + β2 + β3 + β4 + β5 + β6 − β7 + β8 − β9 − β10 + β11 + β12 + β13 + β14 − β15 − β16 + β17 − β18 − β19
∆9 = β0 − β2 − β3 + β5 + β6 + β8 − β11 − β14
∆10 = β0 + β1 − β3 + β4 + β6 − β9 − β12 + β15
∆11 = β0 + β2 − β3 + β5 + β6 − β8 + β11 − β14
∆12 = β0 − β1 − β3 + β4 + β6 + β9 − β12 − β15
∆13 = β0 − β2 + β3 + β5 + β6 − β8 − β11 + β14
∆14 = β0 + β1 + β3 + β4 + β6 + β9 + β12 + β15
∆15 = β0 + β2 + β3 + β5 + β6 + β8 + β11 + β14
∆16 = β0 − β1 + β3 + β4 + β6 − β9 + β12 − β15
∆17 = β0 − β1 − β2 + β4 + β5 + β7 − β10 − β13
∆18 = β0 + β1 − β2 + β4 + β5 − β7 + β10 − β13
∆19 = β0 + β1 + β2 + β4 + β5 + β7 + β10 + β13
∆20 = β0 − β1 + β2 + β4 + β5 − β7 − β10 + β13
(A.32)
Il suffit alors de manipuler ces équations afin de déterminer les inconnues βi.
∆1 + ∆2 + ∆3 + ∆4 = 4β0 − 4β3 + 4β4 + 4β5 + 4β6 − 4β12 − 4β14
∆5 + ∆6 + ∆7 + ∆8 = 4β0 + 4β3 + 4β4 + 4β5 + 4β6 + 4β12 + 4β14
∆1 + ∆2 − ∆3 − ∆4 = −4β2 + 4β8 − 4β11 − 4β13 + 4β17
∆5 + ∆6 − ∆7 − ∆8 = −4β2 − 4β8 − 4β11 − 4β13 − 4β17
∆1 − ∆2 − ∆3 + ∆4 = −4β1 + 4β9 − 4β10 − 4β15 + 4β18
∆5 − ∆6 − ∆7 + ∆8 = −4β1 − 4β9 − 4β10 − 4β15 − 4β18
∆1 − ∆2 + ∆3 − ∆4 = 4β7 − 4β16 + 4β19
∆5 − ∆6 + ∆7 − ∆8 = 4β7 + 4β16 + 4β19
∆9 + ∆11 + ∆13 + ∆15 = 4β0 + 4β5 + 4β6
∆10 + ∆12 + ∆14 + ∆16 = 4β0 + 4β4 + 4β6
∆17 + ∆18 + ∆19 + ∆20 = 4β0 + 4β4 + 4β5
∆9 + ∆11 − ∆13 − ∆15 = −4β3 − 4β14
∆10 + ∆12 − ∆14 − ∆16 = −4β3 − 4β12
∆9 − ∆11 + ∆13 − ∆15 = −4β2 − 4β11
∆17 + ∆18 − ∆19 − ∆20 = −4β2 − 4β13
∆10 − ∆12 + ∆14 − ∆16 = 4β1 + 4β15
∆17 − ∆18 − ∆19 + ∆20 = −4β1 − 4β10
∆9 − ∆11 − ∆13 + ∆15 = 4β8
∆10 − ∆12 − ∆14 + ∆16 = −4β9
∆17 − ∆18 + ∆19 − ∆20 = 4β7
(A.33)
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β0 = − 14 (∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − ∆9 − ∆10 − ∆11 − ∆12 − ∆13 − ∆14 − ∆15 − ∆16 − ∆17 − ∆18 − ∆19 − ∆20)
β1 =
1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 + 2(∆10 − ∆12 − ∆17 + ∆18 + ∆19 − ∆20 + ∆14 − ∆16))
β2 =
1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆9 − ∆11 + ∆17 + ∆18 − ∆19 − ∆20 + ∆13 − ∆14))
β3 =
1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆9 + ∆10 + ∆11 + ∆12 − ∆13 − ∆14 − ∆15 − ∆16))
β4 =
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆9 + ∆11 + ∆13 + ∆15))
β5 =
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆10 + ∆12 + ∆14 + ∆16))
β6 =
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆17 + ∆18 + ∆19 + ∆20))
β7 =
1
4
(∆17 − ∆18 + ∆19 − ∆20)
β8 =
1
4
(∆9 − ∆11 − ∆13 + ∆15)
β9 =
1
4
(−∆10 + ∆12 + ∆14 − ∆16)
β10 = −
1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 + 2(∆10 − ∆12 + ∆14 − ∆16))
β11 = −
1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆17 + ∆18 − ∆19 − ∆20))
β12 = −
1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆9 + ∆11 − ∆13 − ∆15))
β13 = −
1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆9 − ∆11 + ∆13 − ∆15))
β14 = −
1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆10 + ∆12 − ∆14 − ∆16))
β15 = −
1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 − 2(∆17 − ∆18 − ∆19 + ∆20))
β16 =
1
8
(−∆1 + ∆2 − ∆3 + ∆4 + ∆5 − ∆6 + ∆7 − ∆8)
β17 =
1
8
(∆1 + ∆2 − ∆3 − ∆4 − ∆5 − ∆6 + ∆7 + ∆8 − 2(∆9 − ∆11 − ∆13 + ∆15))
β18 =
1
8
(∆1 − ∆2 − ∆3 + ∆4 − ∆5 + ∆6 + ∆7 − ∆8 − 2(−∆10 + ∆12 + ∆14 − ∆16))
β19 =
1
8
(∆1 − ∆2 + ∆3 − ∆4 + ∆5 − ∆6 + ∆7 − ∆8 − 2(∆17 − ∆18 + ∆19 − ∆20))
(A.34)
u(ξ, η, ζ) = − 1
4
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − ∆9 − ∆10 − ∆11 − ∆12 − ∆13 − ∆14 − ∆15 − ∆16 − ∆17 − ∆18 − ∆19 − ∆20)
+
1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 + 2(∆10 − ∆12 − ∆17 + ∆18 + ∆19 − ∆20 + ∆14 − ∆16)) ξ
+
1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆9 − ∆11 + ∆17 + ∆18 − ∆19 − ∆20 + ∆13 − ∆14)) η
+
1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆9 + ∆10 + ∆11 + ∆12 − ∆13 − ∆14 − ∆15 − ∆16)) ζ
+
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆9 + ∆11 + ∆13 + ∆15)) ξ2
+
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆10 + ∆12 + ∆14 + ∆16)) η2
+
1
8
(∆1 + ∆2 + ∆3 + ∆4 + ∆5 + ∆6 + ∆7 + ∆8 − 2(∆17 + ∆18 + ∆19 + ∆20)) ζ2
+
1
4
(∆17 − ∆18 + ∆19 − ∆20) ξη
+
1
4
(∆9 − ∆11 − ∆13 + ∆15) ηζ
+
1
4
(−∆10 + ∆12 + ∆14 − ∆16) ξζ
− 1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 + 2(∆10 − ∆12 + ∆14 − ∆16)) ξη2
− 1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆17 + ∆18 − ∆19 − ∆20)) ηζ2
− 1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆9 + ∆11 − ∆13 − ∆15)) ξ2ζ
− 1
8
(∆1 + ∆2 − ∆3 − ∆4 + ∆5 + ∆6 − ∆7 − ∆8 − 2(∆9 − ∆11 + ∆13 − ∆15)) ξ2η
− 1
8
(∆1 + ∆2 + ∆3 + ∆4 − ∆5 − ∆6 − ∆7 − ∆8 − 2(∆10 + ∆12 − ∆14 − ∆16)) η2ζ
− 1
8
(∆1 − ∆2 − ∆3 + ∆4 + ∆5 − ∆6 − ∆7 + ∆8 − 2(∆17 − ∆18 − ∆19 + ∆20)) ξζ2
+
1
8
(−∆1 + ∆2 − ∆3 + ∆4 + ∆5 − ∆6 + ∆7 − ∆8) ξηζ
+
1
8
(∆1 + ∆2 − ∆3 − ∆4 − ∆5 − ∆6 + ∆7 + ∆8 − 2(∆9 − ∆11 − ∆13 + ∆15)) ξ2ηζ
+
1
8
(∆1 − ∆2 − ∆3 + ∆4 − ∆5 + ∆6 + ∆7 − ∆8 − 2(−∆10 + ∆12 + ∆14 − ∆16)) ξη2ζ
+
1
8
(∆1 − ∆2 + ∆3 − ∆4 + ∆5 − ∆6 + ∆7 − ∆8 − 2(∆17 − ∆18 + ∆19 − ∆20)) ξηζ2
(A.35)
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Pour identifier les fonctions de forme, une réécriture de l’équation précédente est
nécessaire :
u(ξ, η, ζ) =
1
8
(
−2+ ξ + η + ζ + ξ2 + η2 + ζ2 − ξη2 − ηζ2 − ξ2ζ − ξ2η − η2ζ − ξζ2 − ξηζ + ξ2ηζ + ξη2ζ + ξηζ2
)
∆1
+
1
8
(
−2− ξ + η + ζ + ξ2 + η2 + ζ2 + ξη2 − ηζ2 − ξ2ζ − ξ2η − η2ζ + ξζ2 + ξηζ + ξ2ηζ − ξη2ζ − ξηζ2
)
∆2
+
1
8
(
−2− ξ − η + ζ + ξ2 + η2 + ζ2 + ξη2 + ηζ2 − ξ2ζ + ξ2η − η2ζ + ξζ2 − ξηζ − ξ2ηζ − ξη2ζ + ξηζ2
)
∆3
+
1
8
(
−2+ ξ − η + ζ + ξ2 + η2 + ζ2 − ξη2 + ηζ2 − ξ2ζ + ξ2η − η2ζ − ξζ2 + ξηζ − ξ2ηζ + ξη2ζ − ξηζ2
)
∆4
+
1
8
(
−2+ ξ + η − ζ + ξ2 + η2 + ζ2 − ξη2 − ηζ2 + ξ2ζ − ξ2η + η2ζ − ξζ2 + ξηζ − ξ2ηζ − ξη2ζ + ξηζ2
)
∆5
+
1
8
(
−2− ξ + η − ζ + ξ2 + η2 + ζ2 + ξη2 − ηζ2 + ξ2ζ − ξ2η + η2ζ + ξζ2 − ξηζ − ξ2ηζ + ξη2ζ − ξηζ2
)
∆6
+
1
8
(
−2− ξ − η − ζ + ξ2 + η2 + ζ2 + ξη2 + ηζ2 + ξ2ζ + ξ2η + η2ζ + ξζ2 + ξηζ + ξ2ηζ + ξη2ζ + ξηζ2
)
∆7
+
1
8
(
−2+ ξ − η − ζ + ξ2 + η2 + ζ2 − ξη2 + ηζ2 + ξ2ζ + ξ2η + η2ζ − ξζ2 − ξηζ + ξ2ηζ − ξη2ζ − ξηζ2
)
∆8
+
1
4
(
1− η − ζ − ξ2 + ηζ + ξ2ζ + ξ2η − ξ2ηζ
)
∆9
+
1
4
(
1+ ξ − ζ − η2 − ξζ − ξη2 + η2ζ + ξη2ζ
)
∆10
+
1
4
(
1+ η − ζ − ξ2 − ηζ + ξ2ζ − ξ2η + ξ2ηζ
)
∆11
+
1
4
(
1− ξ − ζ − η2 + ξζ + ξη2 + η2ζ − ξη2ζ
)
∆12
+
1
4
(
1− η + ζ − ξ2 − ηζ − ξ2ζ + ξ2η + ξ2ηζ
)
∆13
+
1
4
(
1+ ξ + ζ − η2 + ξζ − ξη2 − η2ζ − ξη2ζ
)
∆14
+
1
4
(
1+ η + ζ − ξ2 + ηζ − ξ2ζ − ξ2η − ξ2ηζ
)
∆15
+
1
4
(
1− ξ + ζ − η2 − ξζ + ξη2 − η2ζ + ξη2ζ
)
∆16
+
1
4
(
1− ξ − η − ζ2 + ξη + ηζ2 + ξζ2 − ξηζ2
)
∆17
+
1
4
(
1+ ξ − η − ζ2 − ξη + ηζ2 − ξζ2 + ξηζ2
)
∆18
+
1
4
(
1+ ξ + η − ζ2 + ξη − ηζ2 − ξζ2 − ξηζ2
)
∆19
+
1
4
(
1− ξ + η − ζ2 − ξη − ηζ2 + ξζ2 + ξηζ2
)
∆20
(A.36)
Nous pouvons en déduire une écriture générale pour ce type d’élément pour les deux
types de nœuds.
Pour les nœuds « coins », 1 ≤ i ≤ 8 :
Ni =
1
8
(1+ ξiξ) (1+ ηiη) (1+ ζiζ) (ξiξ + ηiη + ζiζ − 2) (A.37)
Pour les nœuds « centre », 9 ≤ i ≤ 20 :
Ni =
1
2
ξ2i η
2
i (1+ ξiξ) (1+ ηiη)
(
1− ζ2)
+
1
2
ξ2i ζ
2
i (1+ ξiξ) (1+ ζiζ)
(
1− η2)
+
1
2
η2i ζ
2
i (1+ ηiη) (1+ ζiζ)
(
1− ξ2)
(A.38)
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Annexe B
Calcul des déformations en 2D
Nous savons que les déformations de Green-Lagrange E s’obtiennent à partir du
tenseur gradient de la transformation F :
E =
1
2
(
FtF − I) (B.1)
Par conséquent, il faut déterminer F qui s’exprime :
Fij =
∂xi
∂Xj
(B.2)
Nous devons déterminer les composantes de F, pour cela nous définissons des vec-
teurs comme indiqués en Figure B.1 qui permettent d’obtenir deux systèmes linéaires
qui relient respectivement les configurations initiales dX1, dX2 et déformées dx1, dx2 :
dx1 = F · dX1
{
dx1 = F11 dX1 + F12 dY1
dy1 = F21 dX1 + F22 dY1
(B.3)
dx2 = F · dX2
{
dx2 = F11 dX2 + F12 dY2
dy2 = F21 dX2 + F22 dY2
(B.4)
Nous avons un système linéaire de quatre équations à quatre inconnues. Sa résolu-
tion fournit alors les valeurs du tenseur gradient de la transformation Fij. L’obtention
des déformations est alors possible avec (B.1). Les déformations ainsi calculées sont ob-
tenues pour le point C, au milieu des quatre fenêtres de corrélation considérées. Cela
suppose donc que les déformations sont homogènes à l’intérieur du domaine définit par
ces fenêtres.
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• ••
•
•
u1u2
u3
u4
dX1 C
dX2
dx1dx2
O
x
y
FIGURE B.1 – Vecteurs nécessaires en CIN
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Annexe C
Calcul des déformations en 3D
De la même manière que pour le cas 2D, nous savons que les déformations de Green-
Lagrange E s’obtiennent à partir du tenseur gradient de la transformation F :
E =
1
2
(
FtF − I) (C.1)
Nous devons déterminer les composantes de F, pour cela nous définissons des vec-
teurs comme indiqués en Figure C.1 qui permettent d’obtenir trois systèmes linéaires qui
relient respectivement les configurations initiales dX1, dX2, dX3 et déformées dx1, dx2,
dx3 :
dx1 = F · dX1

dx1 = F11 dX1 + F12 dY1 + F13 dZ1
dy1 = F21 dX1 + F22 dY1 + F23 dZ1
dz1 = F31 dX1 + F32 dY1 + F33 dZ1
(C.2)
dx2 = F · dX2

dx2 = F11 dX2 + F12 dY2 + F13 dZ2
dy2 = F21 dX2 + F22 dY2 + F23 dZ2
dz2 = F31 dX2 + F32 dY2 + F33 dZ2
(C.3)
dx3 = F · dX3

dx3 = F11 dX3 + F12 dY3 + F13 dZ3
dy3 = F21 dX3 + F22 dY3 + F23 dZ3
dz3 = F31 dX3 + F32 dY3 + F33 dZ3
(C.4)
Nous avons un système linéaire de neuf équations à neuf inconnues. Sa résolution
fournit alors les valeurs du tenseur gradient de la transformation Fij. L’obtention des
déformations est alors possible avec (C.1). Les déformations ainsi calculées sont obtenues
pour le point C, au milieu des six fenêtres de corrélation considérées. Cela suppose donc
que les déformations sont homogènes à l’intérieur du domaine définit par ces fenêtres.
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•
C
•
u1
•
u2
•
u5
•
u6
•
u4
•
u3
dX1
dX3
dX2
dx1
dx3
dx2
O
x
z
y
FIGURE C.1 – Vecteurs nécessaires en CIV
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Annexe D
Modules d’Young identifiés pour la
mousse polyuréthane
Cette annexe contient les différentes tranches du volume de modules d’Young iden-
tifiés qui font référence aux résultats présentés à la Section 6.4.4.
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y = 0,4 mm
O x
z y
O x
z y
O x
z y
y = 1,2 mm
O x
z y
O x
z y
O x
z y
y = 2,0 mm
O x
z y
O x
z y
O x
z y
y = 2,8 mm
O x
z y
O x
z y
O x
z y
y = 3,6 mm
O x
z y
O x
z y
O x
z y
y = 4,4 mm
O x
z y
O x
z y
O x
z y
y = 5,2 mm
O x
z y
O x
z y
O x
z y
0,01 MPa 0,30
FIGURE D.1 – Modules d’Young identifiés dans le plan (x, z) pour les 3 états pour la mousse
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Annexe E
Superposition modules à la
microstructure de la mousse
polyuréthane
Cette annexe contient les différentes tranches du volume de modules d’Young iden-
tifiés superposées à celles de la microstructure qui font référence aux résultats présentés
à la Section 6.4.5.
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(a) x = 0,4 mm (b) x = 1,2 mm
(c) x = 2,0 mm (d) x = 2,8 mm
(e) x = 3,6 mm (f) x = 4,4 mm
(g) x = 5,2 mm
FIGURE E.1 – Superposition modules d’Young identifiés et microstructure dans le plan (y, z)
pour l’état 1 pour la mousse
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Annexe F
Modules d’Young identifiés pour le
matériau fibreux
Cette annexe contient les différentes tranches du volume de modules d’Young iden-
tifiés qui font référence aux résultats présentés à la Section 6.5.4.
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y = 0,32 mm
O x
z y
O x
z y
O x
z y
y = 0,97 mm
O x
z y
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z y
O x
z y
y = 1,61 mm
O x
z y
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z y
O x
z y
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O x
z y
O x
z y
O x
z y
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O x
z y
O x
z y
O x
z y
y = 3,55 mm
O x
z y
O x
z y
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z y
y = 4,19 mm
O x
z y
O x
z y
O x
z y
y = 4,84 mm
O x
z y
O x
z y
O x
z y
0,005 MPa 0,100
FIGURE F.1 – Modules d’Young identifiés dans le plan (x, z) pour les 3 états pour le matériau
fibreux
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Annexe G
Superposition modules à la
microstructure du matériau fibreux
Cette annexe contient les différentes tranches du volume de modules d’Young iden-
tifiés superposées à celles de la microstructure qui font référence aux résultats présentés
à la Section 6.5.5.
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(a) x = 0,32 mm (b) x = 0,97 mm
(c) x = 1,61 mm (d) x = 2,26 mm
(e) x = 2,90 mm (f) x = 3,55 mm
(g) x = 4,19 mm (h) x = 4,84 mm
FIGURE G.1 – Superposition modules d’Young identifiés et microstructure dans le plan (y, z)
pour l’état 1 pour le matériau fibreux
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