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In this thesis, we investigate variational structures for fluctuations in Markov processes,
with a particular focus on interacting particle systems (such as the simple exclusion
process and the zero-range process).
A great part of this thesis is devoted to time-reversal symmetry. We discuss the
acceleration of convergence to the steady state for dissipative systems, where we revisit
the fact that ‘breaking detailed balance’ accelerates the convergence to equilibrium and
extend known results to the case of interacting particle systems and their hydrodynamic
scaling limits. The theoretical findings are supported by simulations of independent
particles and the zero-range process in one and two space dimensions.
We further investigate a general Ψ-Ψ? structure for the Onsager-Machlup functional
Φ, which can be used to represent several large-deviation rate functions for particle
diffusions, Markov chains and Macroscopic Fluctuation Theory. We discuss a splitting
of the thermodynamic force acting on the system in time-reversal symmetric and anti-
symmetric parts, for which we prove a ‘generalised Hamilton-Jacobi orthogonality’.
Finally, we apply this structure to a special class of interacting particle systems
(which includes the simple-exclusion process and a large class of zero-range processes)
and show how the individual terms of the Ψ-Ψ? structure converge to their hydrody-
namic counterparts (as known from Macroscopic Fluctuation Theory).
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Non-equilibrium phenomena are ubiquitous and deeply linked to the physical behaviour
of the real world. Systems out of equilibrium describe a vast number of processes on
various length scales. (Precise definitions of these quantities will be given in Section 1.2
below.) Examples reach e.g. from the conversion of chemical energy into mechanical
motion in molecular motors (on the nano-scale) [33, 26], to the occurrence of extreme
weather events in meteorology (on the synoptic scale) [45, 27].
Jona-Lasinio [27] noted that, despite the dominant role of non-equilibrium pro-
cesses, the current understanding of these processes is often based on concepts, origi-
nally derived for physical systems in (or very close to) equilibrium, which are not valid
far-from-equilibrium.
A striking success in the theory of non-equilibrium systems are Fluctuation Theo-
rems (FTs) [8], such as the Gallavotti-Cohen symmetry [19], Jarzynski’s identity [25]
and Crooks Fluctuation Theorem [9]. This is a class of closely related results that can,
for example, relate the probability of a sample path to its time-reversed trajectory via
the rate of entropy production along the trajectory, or yield a non-equilibrium work
relation, which relates the work performed in the system to the change in free energy
[26]. Note that the latter links a non-equilibrium quantity (the work performed on
the system) to an equilibrium quantity (the free energy). We refer the reader to [15]
for a detailed review of several FTs. One reason for the importance of these results
lies in the fact that the established relations hold arbitrarily far-from-equilibrium. The
Differential Fluctuation Theorem (which implies several other FTs, such as Jarzynski’s
identity and Crooks Fluctuation Theorem) has recently been confirmed experimentally
[21] for the first time. For example, FTs were used to analyse the internal thermal
noise in test masses for the LIGO observatory [36], which was recently used to discover
gravitational waves.
Another seminal result, which will play a dominant role in this thesis, is Macroscopic
Fluctuation Theory (MFT), which is a unified theory for the macroscopic description
of diffusive systems out of equilibrium [27, 2]. As we will see later, this theory allows to
derive thermodynamic quantities, such as the quasipotential (which can be interpreted
as a non-equilibrium free energy).
We argue that a better understanding of non-equilibrium systems is needed in order
to gain new insights into areas such as active matter [7], which can e.g. model ‘living
systems’, such as bird flocks or bacteria. These systems consist of a large number of self-
driven constituents (in the above examples birds or bacteria) that dissipate energy, such
that these systems are far from equilibrium. This implies that general principles from
equilibrium thermodynamics, such as the Fluctuation Dissipation Theorem (FDT), are
no longer valid, see e.g. [17]. In active matter models, such as self-propelled particles
(e.g. Run-and-Tumble Particles or Active Brownian Particles), one can observe collec-
tive behaviour, such as flocking and Motility-Induced Phase Separation (MIPS), which
cannot be observed for simpler models, such as Brownian particles (see again [7]). To
the present day, there is no general theory for active matter, such that one often has to
rely on computational results, as only few models can be solved exactly, see e.g. [34].
1
1.1. Microscopic, Mesoscopic and Macroscopic Processes
For our later considerations, it is useful to introduce three different length scales. The
smallest length scale (above the quantum realm, which we will not consider in this
thesis) is the microscopic scale, on which one is mainly concerned with the evolution
of individual particles, such as atoms or molecules, described in terms of the laws of
classical mechanics (Newton’s laws of motion). An example is given by molecular dy-
namics, where the (deterministic) evolution of an isolated system is usually described by
Hamiltonian mechanics. If the system is not completely isolated, there is an exchange
of some kind of energy with the environment. One way of modelling this coupling is us-
ing thermostats, which introduces randomness into the system, which can for example
be modelled using Langevin dynamics, see e.g. Section 2.3 in [26]. Thus microscopic
systems are models with a high level of detail, which can be both deterministic or
stochastic.
At the other end of the spectrum we find the macroscopic scale, on which one deals
with the evolution of macroscopic quantities, such as the flow of heat or a density
of particles. This can be seen as a simplified, or coarse-grained, description of the
underlying microscopic system, where one neglects the dynamics of individual particles
in favour of macroscopic densities that evolve according to appropriate conservation
laws from e.g. continuum mechanics. In this work, we will focus on diffusive systems,
as described by Macroscopic Fluctuation Theory (MFT) [2], for which the evolution of
a particle density ρ is given by a conservation law of the form ρ˙t = −∇ · J(ρt) for a
current J(ρ) = −D(ρ)∇ρ+ χ(ρ)E (leading to a non-linear diffusion equation).
Finally, the mesoscopic scale can be thought of as an intermediate scale that in-
terpolates between the microscopic and the macroscopic scale: It is a coarse-grained
description of the microscopic dynamics, which at the same time is more detailed than
the situation on the macroscopic scale. These systems are usually random and thus
can conveniently be described using methods from statistical mechanics [8].
Our main focus will lie on lattice gasses, a special class of interacting particle sys-
tems. These systems are described by continuous time (finite or countable state)
Markov chains and thus can be seen as mesoscopic systems. Prominent examples
are the Simple Exclusion Process (SEP) and the Zero-Range Process (ZRP) [32]. We
will further be interested in the associated hydrodynamic scaling limits, which yield
macroscopic descriptions in terms of MFT.
For scaling limits, one usually considers two scales, a “more microscopic” and a
“more macroscopic” scale [20], where one is generally interested in coarse graining
the more microscopic scale, which leads to a description of the system on the more
macroscopic scale. Since we are only interested in two scales, it is common to refer to
particle systems, despite being defined on the mesoscopic scale, as microscopic systems
and to the coarse grained systems as macroscopic systems. We will adapt this notation.
This should not lead to any confusion, since we will not consider microscopic systems
(in the sense as defined above).
In the following, we will mostly be concerned with dissipative processes, i.e. processes
that relax to a steady state in the long time limit (as t → ∞). This steady state will
assumed to be unique and thus globally attractive.
Note that results similar to the ones considered in this thesis, which are related to
dissipation in non-equilibrium systems, have recently been obtained in [23] for (both
over- and underdamped) Langevin dynamics.
2
1.2. Equilibrium vs. Non-Equilibrium Systems
1.2.1 Classical Thermodynamics
Let us describe what we mean with equilibrium and non-equilibrium systems. The
best starting point is classical equilibrium thermodynamics (see e.g. Chapter 1 in [8]).
A macroscopic system is said to be in thermodynamic equilibrium if the system relaxed
(after waiting for a possibly very long time) to a stationary state, with no net flow of
macroscopic quantities (neither within the system, nor in exchange with the environ-
ment). In other words, the thermodynamic variables describing the system, such as
internal energy, temperature, volume, and number of particles, are in thermodynamic
equilibrium assumed to be conserved and uniform over the system; for example there
is a unique constant temperature characterising the whole system.
From the thermodynamical perspective, any system that is not in thermodynamic
equilibrium represents a non-equilibrium system. A very important special case is given
by non-equilibrium steady states. This is the case where the system eventually relaxes
to a stationary state, such that the values of the macroscopic variables do not change as
time evolves, but there is a balanced exchange (i.e. no net flow) of e.g. heat between the
system and its environment. A simple example is given by an iron rod that is coupled
on both ends to different heat baths at different temperatures (cf. [27]), leading to a
steady heat flow through the rod. Clearly, in this case the temperature in the system
is no longer uniform, which leads to the key concept of local equilibrium. Loosely
speaking, a macroscopic non-equilibrium system is said to be in local equilibrium if the
system consists of many small subsystems, each of them in (or close to) equilibrium,
with locally well defined thermodynamic quantities. We can think of a system in
local equilibrium as a system that can locally, at any point, be described in terms of
macroscopic densities, such that for example the temperature of the system is locally
well-defined. Note that this assumption also lies at the heart of MFT, which allows us
to define a particle density ρ in first place. Without a local equilibrium assumption,
quantities such as temperatures and (particle) densities may, in general, be ill-defined.
1.2.2 Time-Reversal Symmetry
The type of processes we want to consider here (dissipative processes with unique
steady states) are naturally characterised by their steady states. We consider two
types of processes: time-reversal symmetric (or reversible, for short) and irreversible
ones. Reversible processes have an equilibrium steady state (with no net flow in the
variables that describe the process), whereas irreversible processes have non-equilibrium
steady states (which exhibit persistent currents).
Let us first consider the macroscopic case, i.e. MFT. Denoting the steady state with
ρ¯, a system is time-reversal symmetric if and only if J(ρ¯) = 0 for the current introduced
above.
For Markov chains, we can describe the state of the process by the probability
distribution. Equilibrium processes are then characterised by a vanishing probability
current (which will be introduced below). We stress that this choice is in accordance
with the general theory of stochastic thermodynamics (see [49] and also [48]).
1.2.3 Persistent currents in the steady state
We consider a basic example which explains the general idea of probability currents in
stochastic models and the emergence of persistent currents in non-equilibrium steady
3
states. One of the simplest examples one can think of is a single particle travelling on a
circle: We consider a simple random walk on a flat torus with L sites (in continuous-time
and with homogeneous nearest neighbour transition rates). The configuration space
(also called state space) can then be defined to be Ω = {0, . . . , L− 1}. (Alternatively,
one could consider a single particle diffusion on [0, 2pi] where the boundary points are
identified.) We denote the rate for the particle to jump from site i to site i + 1 with
r+ and the rate to jump from i + 1 to i with r−. For any choice of the rates r+ and
r−, this process is ergodic w.r.t. the flat (or uniform) distribution pi(i) = 1/L: after a
very long time, the particle has forgotten about its initial distribution and it is equally
likely to be found at any of the L sites.
When r+ > r− ≥ 0, the particle has a, say, counter-clockwise drift that forces the
particle to travel around the circle. This choice of rates corresponds to an irreversible
process, whereas the symmetric simple random walk (with r+ = r− > 0) is reversible.
For Markov chains, time-reversal symmetric processes are classically characterised
by the detailed balance equation pi(i)r+ = pi(i + 1)r−. Equivalently, we can define the
probability current Ji,i+1(µ) := µ(i)r+−µ(i+1)r− = −Ji+1,i(µ), such that time-reversal
processes are the ones for which the probability current vanishes in the steady state,
Ji,i+1(pi) = 0, and irreversible processes are the ones that possess a persistent current
in the steady state: Ji,i+1(pi) 6= 0 for some i ∈ Ω.
We stress that in general the current J(µ) has to be interpreted as a current on the
configuration space Ω, which should not be confused with a classical physical current
acting on the physical domain (although the physical domain and the configuration
space coincide for this example). In order to see this, we consider the more complicated
situation with multiple indistinguishable (and maybe interacting) particles, where the
state space can be identified with some Ω ⊆ NL0 . In this case, a configuration of the
system is given by η = (η(i))0≤i<L ∈ Ω, where η(i) denotes the number of particles at
site i. For a measures µ on Ω (representing the present distribution of the Markov chain)
one then considers the probability current Jη,η′(µ) = µ(η)rη,η′ −µ(η′)rη′,η between two
configurations η, η′ ∈ Ω (where rη,η′ denotes the transition rate).
Denoting with ηi,i+1 the configuration obtained from η by moving one particle
from site i to site i + 1, we can construct the (averaged) physical current ˆi,i+1(µ) :=∑
η∈Ω µ(η)(rη,ηi,i+1 − rη,ηi+1,i), which describes the expected (net) jumps of particles
from site i to site i+1 (such that ˆi,i+1(µ) = −ˆi+1,i(µ)). One then can easily see that the
detailed balance condition for the stationary distribution pi, given by Jη,ηi,i+1(pi) = 0,
implies that also the physical current vanishes: ˆi,i+1(pi) = 0.
1.2.4 Time-Reversal Symmetric Processes as Gradient Flows
Due to the additional symmetry of time-reversal processes, the time-evolution can be
uniquely described in terms of thermodynamic quantities, such as entropy and free
energy. More precisely, under suitable assumptions on the process, one can show that
the process is (for both reversible and irreversible dynamics) driven by thermodynamic
forces, which can in the reversible case be written as gradients of thermodynamic
variables. From a mathematical perspective, this allows to interpret the dynamics of
the system as a gradient flow of the corresponding quantities. The classical example
for a gradient flows [44] is the diffusion equation ∂tρt = ∆ρt, which can formally be
stated as






for the ‘energy’ F(ρ) = ∫ ρ log ρdu. Note that the thermodynamic force is here given
by the gradient ∇ δFδρ = ∇ log ρ. In general, such a representation is not available for
irreversible systems.
1.3. Large Deviation Theory
Fluctuations in stochastic systems are intrinsically related to the theory of large devi-
ations, an asymptotic theory that describes probabilities of rare events. We here give
a very brief and non-rigorous overview of Large Deviation Principles (LDPs) and set
the terminology for the different LDPs used in this thesis. For a rigorous treatment of
the subject, we refer the reader to the comprehensive textbooks [11, 12, 13].
Consider a sequence of random variables (ρˆn)n∈N taking values in some set X and
let (an)n∈N ⊆ [0,∞) be a diverging and strictly monotonically increasing sequence
(an ↗∞). Formally, the sequence (ρˆn)n∈N is said to satisfy an LDP with speed (an)n∈N
and rate function I : X → [0,∞], if the probability that ρˆn is for large n ‘close’ to some
ρ ∈ X is of order e−anI(ρ), which is usually denoted with
Prob(ρˆn ≈ ρ)  e−anI(ρ). (1.1)





log Prob(ρˆn ∈ O) ≥ − inf
ρ∈O
I(ρ)





log Prob(ρˆn ∈ A) ≤ − inf
ρ∈A
I(ρ).
In the following, we will e.g. consider cases where the speed is given by the number
of independent copies of a Markov chain an = n or the number of lattice sites aL = L
d
for an interacting particle system. A similar notation as above can be adopted in the
case where the index n ∈ N is replaced by a continuous index, such as time T ∈ [0,∞),
or the strength of a random noise  ∈ [0,∞), cf. [18].
In typical situations, the rate functional I has a unique minimum ρ¯ with I(ρ¯) = 0
and this minimum characterises the expected behaviour of the system. For example,
for a sequence of independent and real-valued random variables (Zi)i∈N with mean
m ∈ R, the rate functional associated to 1n
∑n
i=1 Zi is uniquely minimised at m, as it
is predicted by the weak law of large numbers. Crame´r’s Theorem (see Theorem 2.2.3
in [11]) shows that a deviation from the mean can only happen with an exponentially
small probability, which vanishes in the limit as n → ∞. Note that this result is




i=1 Zi converges in probability to m, but also yields an exponential rate for the
concentration of the distribution.
From a physics perspective, one expects that the minimisers of the rate function
yield relevant information on the system under consideration. For example, one can
show that classical fundamental relations between thermodynamic quantities from equi-
librium thermodynamics, such as entropy and free energy, can be recovered as scaling
limits for appropriate statistical mechanics models, such as spin systems and interact-
ing particle systems, with diverging system size. We refer the reader to e.g. Section 3.5
in [6] or [50] for a detailed discussion. We further stress that phase transitions in
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physical systems are often related to rate functions that are not (strictly) convex, see
e.g. [8, 1, 6, 13]. These ideas a priori motivate our interest in general structures for
large deviation rate functions.
1.3.1 LDPs for Markov Chains
In the following chapters we will be interested in several large deviation principles for
Markov chains. We consider the pathwise LDP, the LDPs at level-2.5 and level-2 and
also the LDP for current fluctuations, which we now introduce briefly.
To any time-continuous Markov chain (Xt)t≥0, for the sake of simplicity with a
finite state space V , we can associate an empirical density δXt (which is a random
probability measure on V ). Further, for x, y ∈ V and t > 0 we denote with Cxy(t)
the empirical flow, another random quantity which accounts for the instantaneous
jumps from x to y at time t, such that 1T
∫ T
0 Cxy(t) dt is the time averaged number
of jumps from x to y in [0, T ]. The empirical flow gives rise to the empirical current
(t)xy = Cxy(t)−Cyx(t), which describes the net transitions from x to y at time t (see
e.g. [3] for rigorous definitions and further details). In this thesis, we will focus on
empirical currents (rather than empirical flows).
Let us describe the different LDPs mentioned above: We start with the pathwise
LDP, for which we let (Xi)i∈N be many independent copies of the above Markov chain
on a fixed time interval [0, T ] and denote their currents with (i)i∈N. We further define















t )t∈[0,T ] from a given path (ρt, jt)t∈[0,T ]
in the limit as n → ∞ is then characterised by the rate function I[0,T ]((ρt, jt)t∈[0,T ])
with speed n. The validity of this LDP follows from Sanov’s theorem (see Section 6.2
in [11]), which implies that the rate function is given by the relative entropy on the
space of ca`dla`g paths (see e.g. Section 3 in [5]).












in the asymptotic limit as T → ∞.
We refer to this as an LDP at level-2.5 (with speed T ) and the rate function will be
denoted with I2.5(ρ, j). The nomenclature level-2.5 stems from a classification of LDPs
in three levels (level-1, level-2 and level-3), which goes back to Donsker and Varadhan,
see e.g. [13]. The rate functions for lower levels can be obtained from the ones for higher
levels by contraction (cf. [11]). Level-2.5 was originally introduced (as an intermediate
level) in [31] (see also the discussion in [3]). There, the LDP was in fact defined for












the LDP for empirical density and empirical current (which we call LDP at level-2.5)
can be obtained from this LDP for the empirical density and the empirical flow by
contraction.




0 δXt dt only, has a rate function I2(ρ) (again with speed T ) which can be obtained
from level-2.5 via the contraction I2(ρ) = infj I2.5(ρ, j). Finally, the LDP for the
averaged empirical current 1T
∫ T
0 tdt (with speed T ) has the rate function Icurrent(j) =
infρ I2.5(ρ, j).
1.3.2 LDPs on the Macroscopic Scale
We now discuss large deviations in the context of scaling limits for interacting particle
systems. Consider a family of Markov chains (ρˆL)L∈N, such that (ρˆLt )t≥0 is a particle
system on the discrete torus TdL = Zd/(LZd) (which is a periodic lattice with Ld sites).
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This domain is embedded in the flat torus Td = Rd/Zd. We assume that the initial
distribution for each of these particle systems is sampled from the steady state, in





which describes the probability that the density ρˆL0 at time t = 0 is asymptotically, as
L → ∞, close to some mass density ρ0 : Td → [0,∞). The rate function is given by
the quasipotential V, which is a fundamental quantity in MFT [2], where it plays, as
stated before, the role of a free energy for non-equilibrium systems.
For the dynamics, we consider a path (ρt)t∈[0,T ] with ρt : Td → [0,∞) and a current
(jt)t∈[0,T ], such that the continuity equation ∂tρt = −∇·jt is satisfied. The rate function





t )t∈[0,T ] ≈ (ρt, jt)t∈[0,T ]
)  e−LdI((ρt,jt)t∈[0,T ]),
where the rate function is given by









) · χ(ρt)−1(jt − J(ρt))dudt,
which depends on mobility χ(ρt(u)) of the underlying particle system.
In the following, we will also be interested in empirical averages of the density and
current, which lead to level-2.5 and level-2 like formulas for MFT. For this, we consider
















t dt), with ‘speed’ TL
d, in
the limit as first L→∞ and then T →∞, as it is done in [1].
1.4. Outline of the Thesis
Chapters 2 to 4 are the main body of this thesis. In each of these chapters we present
a research paper which originated from the PhD study of the author.
Chapter 2 contains our first paper, in which we investigate the acceleration of con-
vergence for time-reversal symmetric systems by breaking detailed balance. This ques-
tion is interesting for (at least) two different reasons. First of all, from the theoretical
perspective, a better understanding of how stochastic processes converge to their steady
states yields new and interesting insights, which can lead to a better understanding of
how to design physical systems. Further, these ideas can be used to understand and
improve existing sampling algorithms, which are e.g. used in computational physics and
Bayesian statistics. In this chapter, we focus on Markov chains, which in particular
covers interacting particle systems, and hydrodynamic scaling limits.
In Chapter 3, we discuss a variational (or canonical) structure for (finite state)
Markov chains, which allows to characterise fluctuations in the systems (described by
the rate functions defined in Section 1.3). We show that these rate functions can be
represented in terms of a functional called the Onsager-Machlup functional Φ, first
introduced in [43]. This functional is non-quadratic, which in particular allows to
conclude that Markov chains satisfy a non-linear flux-force relation. We discuss the
relation to Ψ-Ψ? structures, which leads to a general framework, which is valid for
Markov chains, single particle diffusions and macroscopic systems (as described by
MFT). In particular, we show how the Hamilton-Jacobi orthogonality from MFT can
be generalised to a ‘generalised orthogonality’ which involves the Ψ? term and the
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thermodynamic force acting on the system. This generalised orthogonality allows us to
derive results for Markov chains, which are in analogy to the results obtained for MFT
in Section 2.2 in Chapter 2.
In Chapter 4, we show how the macroscopic description from Chapter 3 can, for
certain models, be obtained in the limit of the corresponding quantities for interacting
particle systems. In Chapter 3 we claim that the structure of MFT (which is defined on
the physical domain) arises in the asymptotic limit from the structure of the underlying
interacting particle system.




Acceleration of Convergence to Equilibrium in
Markov Chains by Breaking Detailed Balance
This chapter is devoted to the question why (and how) irreversible processes tend to
converge faster to equilibrium than reversible processes. We present joint work with
Robert L. Jack and Johannes Zimmer, which was published in the Journal of Statistical
Physics as open access publication [28].
2.1. Outline of the Article
Consider an ergodic Markov chain with unique steady state pi. The dynamics of this
Markov chain can be described in terms of a generator L. If the steady state pi is known
(at least up to a constant), one can split L in a time reversal symmetric part LS (which
itself is a generator of a Markov chain) and a second part LA which is anti-symmetric
under time-reversal (see Section 2.1 below). Note that the Markov chain corresponding
to LS satisfies the detailed balance condition w.r.t. pi and also converges to pi in the
long time limit (t→∞), just as L does. Alternatively, given a time-reversal symmetric
generator LS , one may modify the transition rates in such a way that pi is still the
invariant measure, but the detailed balance condition is no longer valid. One then can
compare the relaxation of the two processes with generator LS and generator L to pi. In
order to have a ‘fair’ comparison, it seems reasonable to consider only processes where
the symmetric part of L coincides with LS (as multiplying the rates with a constant
c > 1 would trivially accelerate the convergence of the process).
In the literature it is by now well known that this process of ‘breaking detailed
balance’ (by introducing LA) tends to accelerate the convergence of Markov processes
(such as Markov chains and stochastic differential equations (SDEs)), see e.g. [4, 22,
35, 47]. This includes in particular interacting particle systems that can be described
in terms of Markov chains, like the simple exclusion process (SEP) and the zero-range
process (ZRP) [32], on which we will focus in this chapter.
In Section 2.1 we review classical spectral gap and large deviation arguments for
Markov chains [4]. In Section 2.2 we show how one can leverage large deviation ar-
guments for SDEs, obtained in [46], to diffusive scaling limits of interacting particle
systems [32], as described by Macroscopic Fluctuation Theory (MFT) [2], where the
role of L is played by a current J(ρ) (depending on a mass density ρ), which can also
be split in a symmetric and anti-symmetric part, J(ρ) = JS(ρ) + JA(ρ).
In Section 3 we support our theoretical findings with numerical simulations of in-
dependent particles and the zero-range process in one and two space dimensions. A
data set with the simulation results and the MATLAB code used for the simulations
was made available on the University of Bath data archive under DOI:10.15125/BATH-
00365.
9
Appendix 6 QA7 
 
Appendix B: Statement of Authorship 
 
 
This declaration concerns the article entitled: 
 
 
Publication status (tick one) 
draft 
manuscript 
 Submitted  
In 
review 








to the paper 
(detailed, and 
also given as 
a percentage). 
The candidate contributed to/ considerably contributed to/predominantly executed 
the… 
 




















This paper reports on original research I conducted during the period of my 








Acceleration of Convergence to Equilibrium in Markov Chains by Breaking Detailed Balance
x
Journal: Journal of Statistical Physics, DOI: 10.1007/s10955-017-1805-z
Authors: Marcus Kaiser, Robert L. Jack, Johannes Zimmer
The bulk of the calculations have been performed by
the author of the thesis (70%).
All authors contributed equally to the presentation
of the content (33%).
The numerical computations have been performed
by the author of the thesis (100%).
10.7.2018
10
J Stat Phys (2017) 168:259–287
DOI 10.1007/s10955-017-1805-z
Acceleration of Convergence to Equilibrium in Markov
Chains by Breaking Detailed Balance
Marcus Kaiser1 · Robert L. Jack2 ·
Johannes Zimmer1
Received: 22 November 2016 / Accepted: 2 May 2017 / Published online: 18 May 2017
© The Author(s) 2017. This article is an open access publication
Abstract We analyse and interpret the effects of breaking detailed balance on the conver-
gence to equilibrium of conservative interacting particle systems and their hydrodynamic
scaling limits. For finite systems of interacting particles, we review existing results showing
that irreversible processes converge faster to their steady state than reversible ones. We show
how this behaviour appears in the hydrodynamic limit of such processes, as described by
macroscopic fluctuation theory, and we provide a quantitative expression for the acceleration
of convergence in this setting. We give a geometrical interpretation of this acceleration, in
terms of currents that are antisymmetric under time-reversal and orthogonal to the free energy
gradient, which act to drive the system away from states where (reversible) gradient-descent
dynamics result in slow convergence to equilibrium.
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1 Introduction
In this paper we analyse the effects of breaking detailed balance for interacting particle
systems (as described by Markov processes [32]), and their hydrodynamic scaling limits (as
described by Macroscopic Fluctuation Theory [9]). The interacting particle systems represent
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followed individually. The (fluctuating) hydrodynamic model of the same system describes
its behaviour on large length and time scales, in which case the motion of the individual
particles is no longer visible, and one works instead with a smooth density field, whose time
evolution includes a deterministic element as well as a (weak) stochastic noise [28].
Among interacting particle systems, those with detailed balance are special—they corre-
spond to Markov chains that are reversible with respect to an invariant measure π . Physically,
these models are important because their steady states are time-reversal symmetric and lack
any persistent currents, so they can be used to describe systems that relax to states of ther-
mal equilibrium. They also have applications outside physics, because given a (possibly
non-normalised) measure ν, it is straightforward to design a reversible Markov chain whose
invariant measure π is proportional to ν. This construction is at the root of many Markov chain
Monte Carlo (MCMC) methods [2,34], in which one typically aims to generate large numbers
of uncorrelated samples from a prescribed distribution π . Such methods have widespread
applications including Bayesian learning, protein folding and cryptography [14].
In both the physical systems and the MCMC methods, an important question is the rate of
convergence to equilibrium of the relevant Markov chains. In MCMC, this rate controls the
computational cost required to obtain independent samples from π , which is an important
factor in the efficiency of the method. In the physical systems, the question of how fast a
system converges to equilibrium controls many physical properties including fluid viscosities,
and systems’ abilities to respond to changes in external conditions, such as temperature.
Recently, several results have become available which show that for a given invariant
measure π , reversible Markov chains have the slowest convergence [10,24,30,35,36,39].
Given that most common MCMC methods are based on such reversible models, and that
faster convergence is linked to improved efficiency, this observation offers a route towards
the development of new and more efficient methods, some of which are already becoming
available [5]. Breaking reversibility can be achieved by an explicit modification of transition
rates [36], or by an expansion of the state space (lifting) to incorporate persistence of motion
or inertial effects [12,15]. The main physical feature of the resulting irreversible Markov
chains is that they (generically) have non-equilibrium steady states characterised by finite
entropy production and dissipation of energy. Compared to the equilibrium setting, the nature
of fluctuations and convergence to steady state in non-equilibrium systems is much less
understood, and is an area of important current activity [3,9,13].
To address these questions, this paper presents several new results. First, we revisit existing
results for microscopic models, concentrating in particular on the spectral gap of the generator,
and how it is affected when detailed balance is broken. Second, we investigate how breaking
detailed balance affects the hydrodynamic limit of the model—in this latter case, convergence
to equilibrium is most easily analysed via large deviations of the empirical measure [35,36].
Third, we illustrate our general results by numerical results of a simple interacting particle
system—the zero-range process [38]. These numerical results are particularly relevant since
the analytical results indicate that breaking detailed balance can never slow down convergence
to equilibrium, but they provide rather little insight into how much this convergence can be
accelerated, nor how this effect depends on the specific way in which detailed balance is
broken. We provide some general remarks and comments in this direction.
1.1 Characterisation of Convergence to Steady State
A number of methods are available to analyse the time required for a system to reach its
steady state. This section contains a brief review of some of them. For microscopic models—
such as Markov processes on (finite) discrete spaces and SDEs—we mention some recent
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work showing how breaking detailed balance can accelerate convergence of systems to their
steady states. These results serve as a foundation for our results here, which show how these
effects manifest on the macroscopic scale.
1.1.1 Spectral Gap
The first—and most common—method for analysis of convergence to equilibrium is to
estimate the spectral gap of the generator of the relevant stochastic process. In general, the
eigenvalues {λi } of the generator are complex numbers, there is a simple eigenvalue λ0 = 0
and all other eigenvalues have negative real parts. The spectral gapαmin is the minimal value of
|λri | among the non-zero eigenvalues, where λri denotes the real part of λi . Roughly speaking,
the physical significance of the spectral gap is that the system converges exponentially fast
to its steady state, with a characteristic time scale
τg = (1/αmin). (1)
For stochastic differential equations [24,30] and discrete-space Markov processes [36], it
has been shown that irreversible processes generically have smaller time scales τg, compared
to reversible processes with the same invariant measure. We provide further results in this
direction in Sect. 2.1.1 below, for the discrete space Markov processes that are relevant for
interacting particle systems.
1.1.2 Asymptotic Variance
Another set of methods for the analysis of the convergence to steady state is based on empirical
time averages. That is, let Xt be the state of the system at time t and let f be an observable
quantity (test function) whose value at time t is f (Xt ). Then the empirical time average of f is





The quantity f (T ) is a random variable which—under suitable conditions related to
ergodicity—converges almost surely to the expectation value of f , which we denote by
Eπ ( f ).
Moreover the distribution of
√
T ( f¯ (T )−Eπ ( f )) converges by the central limit theorem to
a normal distribution with variance σ 2f . The latter is referred to as asymptotic variance or time
average variance constant (TAVC) which can be obtained as σ 2f = limT→∞ T Var( f¯ (T )),
see in [2, Chapter IV], [35] and [40, Sect. 3.5]. Hence, the variance of f (T ) decays for large
times as Var( f (T )) ∼ σ 2f /T . It is then natural to identify a time scale τ fv := σ 2f /Varπ ( f ).
Note that τ fv depends on the observable f of interest—roughly speaking it represents the
autocorrelation time of f (Xt ). In general τ fv and τg are different time scales: τ fv controls the
convergence of f (T ) while τg controls the convergence of the probability measure itself. As
for τg, one finds that σ 2f can be reduced by breaking detailed balance in Markov chains [10,39]
and SDEs [18,25].
1.1.3 Large Deviations at Level-1 and Level-2
A more detailed analysis of the large-T behaviour of f (T ) is available from large deviation
theory [23,40]. Informally, one expects that for large T , the random variable f (T ) satisfies
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Prob
[
f (T ) ≈ fˆ
]
 e−T I f ( fˆ ) (3)
for some rate function I f (which depends on the choice of test function f ). We use the
notation in (3) throughout this work as an informal way to state large deviation principles:
it means that the log probability that f (T ) takes a value in a small interval containing fˆ
can be bounded above and below by quantities related to the rate function I f [23,40]. The
rate function achieves its minimal value of zero when fˆ is equal to Eπ ( f ), and the second
derivative of I f at this minimum is related toσ 2f . The function I f is a level-1 rate function [23].
A yet more detailed analysis is available by considering not just the large deviations of a
single test function f but instead to consider large deviations of the empirical measure. That
is, for a Markov chain on a discrete space , define the empirical measure
μ¯T (x) := 1T
∫ T
0
δXs ,x ds, (4)
where δx,y is a Kronecker delta. The empirical measure at time t is a vector μ¯T =
(μ¯T (x))x∈. For large enough T , ergodicity implies that μ¯T (x) converges almost surely





]  e−T I2(ν) (5)
where I2 is the rate function [17], which now depends on a vector ν instead of a single real
argument fˆ . Note that the (level-1) rate function I f for any observable f can be obtained
by a contraction of this large deviation principle, so the function I2 contains a great deal
of information about the convergence of a system to its steady state. Moreover, as might be
expected from the terminology “rate function”, the quantity 1/I2(μ) has an interpretation as
a μ-dependent time scale associated with the decay of an initial measure μ to the invariant
measure π .
Recent work by Rey-Bellet and Spiliopoulos [35,36] has motivated the analysis of I2 as
a measure of the rate of convergence of processes to their steady states. Their work, and
that of Bierkens [10], show that breaking detailed balance accelerates this convergence. Note
however that in contrast to the spectral gap—where a single number characterises the rate of
convergence of the whole system—the rate function I2 depends on the measure μ for which
it is evaluated; similarly the asymptotic variance σ 2f depends on the specific observable f . In
this sense, the information available from the asymptotic variance and the large deviations
is greater than that available from the spectral gap, but this extra information may also
make these measures harder to interpret in terms of simple acceleration or slowing down
of convergence to equilibrium. Of course, other useful measurements of convergence rates
are available, such as mixing times [31], cutoff phenomena (see e.g. [29], where cutoff was
recently established for the asymmetric simple exclusion process) and log-Sobolev constants
(e.g. [16]), but these are not analysed in this work.
1.2 Outline
The remainder of this paper is organised as follows: Sect. 2 includes a theoretical analysis
of the effects of breaking detailed balance on convergence to steady states, including both
Markov chains (Sect. 2.1) and hydrodynamic limits (Sect. 2.2). Section 3 presents numerical
results that illustrate this acceleration in the zero-range process: we provides examples in both
one-dimensional and two-dimensional settings. Finally, Sect. 4 contains our conclusions.
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2 Theoretical Results
2.1 Acceleration of the Microscopic Dynamics
In this section, we consider an irreducible Markov jump process on a finite state space 
which contains n states. In terms of interacting particle systems, this process describes the
dynamics of a finite number of particles that move on some finite lattice. The process is defined
by rates c(x → y) for states x, y ∈ . The condition of detailed balance (or reversibility) is
that for some probability measure π and all x, y then
π(x)c(x → y) = π(y)c(y → x). (6)
In this case the (unique) invariant measure of the Markov process is π .
Let the generator of the Markov process be L. The generator has a representation as an
n × n matrix and the reversibility condition (6) corresponds to symmetry of L with respect
to the L2(π) inner product 〈 f, g〉π = ∑x f (x)g(x)π(x). If detailed balance is broken (non-
reversible Markov chain), then L is not symmetric with respect to L2(π), but one may always
write
L = LS + LA, (7)
where LS is symmetric with respect to L2(π), while LA is antisymmetric. Moreover, LS is
a generator for a reversible stochastic process, whose transition rates may be verified to be
cs(x → y) = 12
[
c(x → y) + π(y)c(y → x)π(x)−1] , (8)
where π is the invariant measure of L, which is also the invariant measure of LS . (Recall that
the original Markov process is finite and irreducible, which ensures that π(x) > 0 for all x).
We also identify the off-diagonal elements of LA as
ca(x → y) := c(x → y) − cs(x → y).
Hence one has from (8) that
π(x)[cs(x → y) + ca(x → y)] = π(y)[cs(y → x) − ca(y → x)]. (9)
Note that L and LS both are generators, whereas the operator LA is not a generator of a
Markov chain.
Alternatively one can think of the decomposition of L in LS and LA as follows: consider
the Markov process ηt (with t ∈ [−T, T ] for some T > 0) associated to L, with the initial
condition distributed by the steady state π . The time reversed process ηˆ(t) := η(−t) is also
associated to a generator, L∗, say. The symmetric part of the generator can be recovered as
LS = (L + L∗)/2.
Given these preliminaries, we can now be precise about the sense in which breaking
detailed balance accelerates convergence: in all cases we compare the process L with the
corresponding symmetrised process LS . (Equivalently, one may imagine starting from a
reversible process LS and breaking detailed balance by adding an extra term LA to the
generator.) The processes L and LS both converge to the same invariant measure π—one
aims to prove that convergence times such as τg or 1/I (μ) are smaller for L than for LS .
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2.1.1 The Spectral Gap
To illustrate how breaking detailed balance accelerates convergence, we show in Proposi-
tion 1 below that breaking detailed balance can only increase the spectral gap, so that the
convergence of the irreversible process is characterised by a smaller value of the time τg.
This result has been proven in greater generality in [24,36], but we provide a short proof
here, for illustrative purposes.
To this end, consider an initial measure μ0, and represent it in terms of an eigendecom-
position of L, so that




α jν j (x) + α¯ j ν¯ j (x)
)
, (10)
where the α j ∈ C are μ0-dependent coefficients, while ν j are complex-valued measures
which are left-eigenvectors corresponding to eigenvaluesλ j of L. The overbar (e.g. α¯) denotes
the complex conjugate. Decomposing the non-zero eigenvalues λ j into real and imaginary
parts, as λ j = λrj + iλij , the measure at time t is given by







iλij tα jν j + e−iλ
i
j t α¯ j ν¯ j
)
, (11)
where ·† denotes a matrix transpose. Note that for real-valued eigenvalues (with λij = 0) the
term in brackets is equal to 2α jν j , as in this case also the left (and right) eigenvectors are
real-valued.
Moreover, λrj < 0 for all j , since L is the generator of an irreducible finite Markov process.
One sees immediately that this Markov process relaxes exponentially fast to its steady state.
Moreover, the rate of this exponential decay is controlled by the non-zero eigenvalue of L
whose real part is smallest in magnitude. Similar results to the following proposition have
already been obtained in e.g. [26,37]:
Proposition 1 Let L and LS be given as above. The non-zero eigenvalues of −LS are real
and positive; let the smallest such eigenvalue be αmin and the largest be αmax. Then every
non-zero eigenvalue λ of −L satisfies
αmin ≤ Re(λ) ≤ αmax. (12)
Proof Define the Dirichlet form for L as E( f, g) := 〈 f,−Lg〉π = ∑x f (x)(−Lg)(x)π(x),
where π is the unique stationary distribution of L. Let λ be a non-zero eigenvalue of −L with
corresponding right eigenvector fλ + igλ. As E(1, f ) = 0 for all f , we obtain 0 = E(1, fλ +
igλ) = λ(〈1, fλ〉π + i〈1, gλ〉π ). Since λ is non-zero, we obtain that 〈1, fλ〉π = 0 = 〈1, gλ〉π .
This implies that both fλ and gλ are mean zero, so Varπ (h) = 〈h, h〉π for h ∈ { fλ, gλ}. Since
E( fλ − igλ, fλ + igλ) = λ〈 fλ − igλ, fλ + igλ〉π = λ(〈 fλ, fλ〉π +〈gλ, gλ〉π ), the bilinearity
of the Dirichlet form yields that the real part of λ is given by
Re(λ) = E( fλ, fλ) + E(gλ, gλ)〈 fλ, fλ〉π + 〈gλ, gλ〉π . (13)





E( fλ, fλ) + E(gλ, gλ)
〈 fλ, fλ〉π + 〈gλ, gλ〉π ≤ maxh∈{ fλ,gλ}
E(h, h)
〈h, h〉π . (14)
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Define ES( f, g) = 〈 f,−LSg〉π , and note that E(h, h) = ES(h, h). Also αmin =
minh:〈1,h〉π=0
ES(h,h)〈h,h〉π . Hence the left hand side of (14) is bounded below by αmin. Applying
a similar argument to the right hand side of (14) and combining with (13) finally yields (12).
unionsq
2.1.2 Bounds on Level-2 Rate Functions for Discrete Markov Processes
From Proposition 1 and using (1), one clearly has
τ irrg ≤ τ revg . (15)
That is, the irreversible process converges to its steady state at least as quickly as the reversible
one. A similar argument [10] establishes that the level-2 rate functions for L and LS are related
as
I2(μ) ≥ I S2 (μ), (16)
again establishing a faster rate of convergence on breaking detailed balance. Recall that
results of the form (16) yield information about the empirical measure μ¯T defined in (4),
whereas the previous result (12) concerns the spectral gap and the convergence of μt , the
distribution of the process at time t as defined in (11). Note that μ¯T is a random quantity,
whereas μt is the solution to a deterministic differential equation.
We now show (Proposition 2) that the rate of convergence of the irreversible model has
an upper bound, as well as the lower bound given by I S2 (μ). That is, I2(μ) is bounded both
above and below, just as the spectral gap is bounded in (12). This limits the acceleration that
is available by breaking detailed balance for (finite) discrete Markov processes, in contrast
to the situation for diffusions [35]. The proof for the following proposition is based on the
variational formula for the level-2 LDP [23]. Whilst the lower bound, which is known in the
literature, see e.g. [10,36], follows from the variational representation of the rate function,
the upper bound is (to our knowledge) a novel result.
Proposition 2 Consider a finite-state continuous-time Markov chain with generator L =
LS + LA and transition rates c(x → y) = cs(x → y) + ca(x → y), as defined in Sect. 2.1.
The level-2 rate functional I2(μ) is bounded as follows:




cs (x → y) −
√





where the rate functional I S2 (μ) for the reversible process with generator LS is given by











Proof The rate functional is given by a variational formula [23]:
I2(μ) = sup
f >0
〈 f −1,−L f 〉μ.
In the symmetric case (L = LS) the maximum is I S2 (μ), which is attained when f =
√
μ/π .
In general we write f = √μ/π eV for some potential V .
A direct computation yields











μ(x)π(x)c(x → y) (18)
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and
I2(μ) = I S2 (μ) + sup
V
IA(μ, V ) (19)
with







1 − eV (y)−V (x)
)√
μ(x)π(x)c(x → y). (20)
If V is a constant function, then IA(μ, V ) = 0 so clearly supV IA(μ, V ) ≥ 0. Hence, (19)
yields the lower bound in (17), as in [10].
For the upper bound, it is convenient to define m(x, y) := 12
√
μ(x)μ(y)
π(x)π(y) and q(x, y) :=
π(x)c(x → y). This yields





(1 − eV (y)−V (x))q(x, y) + (1 − eV (x)−V (y))q(y, x)
]
, (21)
where we have symmetrised the summand with respect to x, y. For positive constants a, b, one
may easily establish the general inequality aeV + be−V ≥ 2√ab. Applying this inequality
to the summand in (21) yields





q(x, y) + q(y, x) − 2√q(x, y)q(y, x)] . (22)
From (8), (9) one has q(x, y) + q(y, x) = 2cs(x → y)π(x) and q(x, y)q(y, x) = [c2s (x →
y) − c2a(x → y)]π(x)2; substituting these results into (22) yields









cs(x → y) −
√
cs(x → y)2 − ca(x → y)2
]
π(x),
and the combination with (19) establishes the upper bound in (17). unionsq
2.1.3 Discussion
Our intuition for the (bounded) acceleration by breaking detailed balance is as follows:
for reversible processes we can think of μt (the distribution of the process at time
t) undergoing a steepest descent process (gradient flow) for the free energy F(t) =∑
x μt (x) log(μt (x)/π(x)), within a particular geometric setting [33]. The precise nature
of this geometry is immaterial for this discussion: the key point is that relaxation to equilib-
rium is fast when the free energy gradient is steep, and tends to be slow when it is shallow.
On breaking detailed balance, the free energy still decreases monotonically, but its motion
is no longer restricted to the direction of steepest descent. This can have several possible
effects and the rate of change of F(t) may either increase or decrease on breaking detailed
balance. However, we argue that an important contribution to the acceleration of conver-
gence arises because the irreversible component of the dynamics drives the system away
from regions where the free energy gradient is shallow and into regions where it is steeper.
We will demonstrate this effect explicitly at the hydrodynamic level, in Sect. 2.2.3.
Notice however, that while slow processes associated with LS are accelerated by breaking
detailed balance, the inequality involving αmax in Proposition 1 implies that fast aspects of the
relaxation tend to be slowed down. Indeed, tr(LA) = 0 so tr(L) = tr(LS): since the trace is
equal to the sum of the eigenvalues, one sees that if some (slow) processes are accelerated by
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breaking detailed balance another set of (faster) processes must be slowed down by a similar
amount. Within the intuitive picture, our interpretation is that the irreversible component of
the dynamics acts to push the system away from regions where the free energy gradient is
very steep, so the differences between very fast and very slow processes tend to be smoothed
out by the irreversibility.
2.2 Accelerating Macroscopic Processes
In this section we consider hydrodynamic limits of interacting particle systems, as described
by the macroscopic fluctuation theory (MFT) [9]. We will demonstrate that the large deviation
result (16) has a counterpart at the hydrodynamic level. We also explore the geometrical
interpretation of this result, and we connect our result to earlier work related to SDEs that
describe the motion of single particles [35].
2.2.1 Macroscopic Fluctuation Theory
We first recall the core parts of the macroscopic fluctuation theory (MFT). For a detailed
review we refer to [9]. Let  ⊆ Rd be a connected domain with boundary ∂. For simplicity,
we choose here the domain  = [0, 1]d . If we consider a microscopic particle process
(indexed by L), its description within MFT involves two random fields, the empirical particle
densityρLt and the empirical current j Lt . Roughly speaking, for x ∈  then ρLt is the local
particle density and j Lt is a vector that indicates the rate of particle flow.
The idea of the hydrodynamic limit is that if we observe an interacting particle system
on suitably large scales of length and time, then the system can be described in terms of
sufficiently smooth fields ρ and j , instead of requiring a microscopic description in which
all particle positions are taken into account. The deterministic quantities ρ and j are then
related by a continuity equation given by
∂tρt + ∇ · jt = 0. (23)
The domain  is fixed in the hydrodynamic limit. The relevance to large length and
time scales in the microscopic model is that one considers a large number of particles N
within a domain L of linear size L . One takes N , L to infinity together for a fixed density
ρ˜0 = N/Ld . The domain  is obtained by rescaling the (increasingly large) domain L , so
that  remains fixed as L → ∞.
Within this hydrodynamic limit, the behaviour of the system on suitably large scales of
space and time becomes increasingly deterministic. For example, given a time interval [0, T ]
and initial and final densities ρ0 and ρT , the probability measure for paths connecting these
initial and final states concentrates (in the hydrodynamic limit) on a single most likely path.
This result can be expressed as a large deviation principle for paths, which can, following
[9], be written as
Prob
[
(ρLt , j Lt )t∈[0,T ] ≈ (ρt , jt )t∈[0,T ]
]
 e−LdI(ρ, j) (24)
with






( jt − J (ρt )) · χ(ρt )−1( jt − J (ρt ))dx dt (25)
whenever ∂tρt = −∇ · jt is satisfied, and I(ρ, j) = ∞ otherwise. We refer the reader to the
review [9] for details on the validity of (24) for a large class of particle systems including
the symmetric exclusion process and zero-range processes [28,38].
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Note that in contrast to the large deviation principle in Sect. 1.1.3 which is concerned with
large times, this principle involves a limit of large L , with a fixed time interval [0, T ].
Physically, we interpret J (ρt ) in (25) as the most likely current field jt , given that the
system has density ρt . Within MFT, the current is assumed [9, Eq. (2.6)] to have the form
J (ρ) = −D(ρ)∇ρ + χ(ρ)E, (26)
where χ(ρ) and D(ρ) are symmetric positive definite d ×d matrices that depend on the local
density ρ, and E is a fixed (x-dependent) vector field.
Physically, D and χ correspond to a density-dependent diffusivity and mobility, while
E corresponds to an external force. For a given interacting particle system, the parameters
D, χ and E can (in principle) be derived from the microscopic rules of the model. These
parameters (along with appropriate boundary conditions associated with ∂) fully specify the
rate function (25) and they fully describe the hydrodynamic limit of the interacting particle
system. To fix the ideas precisely, it may be useful to note that J (ρ) in (26) is itself a field,
whose value at position x ∈  is J (ρ)(x) = −D(ρ(x))∇ρ(x) + χ(ρ(x))E(x).
Since J (ρ) is the most likely current for a given density ρ, it follows that for a given initial
condition, the path measure is dominated by paths (ρt )t∈[0,T ] which solve ∂tρ = −∇ · J (ρ).
These paths have I = 0 and are said to satisfy the hydrodynamics.
As well as the large-deviation principle for paths (24), the MFT also provides a large-
deviation principle for the fluctuations of the instantaneous density, in the steady state of the
system. That is, if the time T is large enough that the system has converged to its steady state,
one has
Prob[ρLT ≈ ρ]  e−L
dV(ρ), (27)
where V is called the quasipotential: it determines the probability of fluctuations in the
density. Eq. (27) is derived under the assumption that the adjoint dynamics satisfy a further
Large Deviation principle for a rate functional I∗. We refer to chapter II in [9] for a detailed
discussion.
We assume throughout that our system has a unique steady state, for which the most likely
(x-dependent) density is ρ. In this case V(ρ) = 0 and V(ρ) > 0 for all ρ = ρ.
2.2.2 Reversible and Irreversible Systems
For the microscopic dynamics, we already observed that the detailed balance condition (6)
describes an important special case. By starting from this case, the generator was decomposed
into two components (7), corresponding to a reversible process and a correction term that cap-
tures the irreversibility. At the hydrodynamic level, there is a corresponding decomposition
which takes place at the level of the current: one writes
J = JS + JA. (28)
The symmetric part of the current is defined [9, Equ. (2.19)] as





denotes the functional derivative of the quasipotential introduced in Eq. (27). The
antisymmetric part of the current is orthogonal to JS , in the sense that∫

JA(ρ) · χ−1(ρ)JS(ρ)dx = 0, (30)
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which is sometimes referred to as a Hamilton-Jacobi equation. Note that this is an orthogo-
nality in the space of fields: the presence of the integral implies that the currents JS and JA do




JA(ρ) · ∇ δVδρ dx = 0; integrating by parts and using (28) one sees that




〉 = −〈JS, χ−1 JS〉 (31)
which is independent of JA. Hence the quasipotential is non-increasing for paths satisfying
the hydrodynamics, and (for any given ρt ) its time derivative is independent of JA.
The special case in which the microscopic model is reversible has two implications for the
hydrodynamic limit as described by MFT. First, reversible models lead to JA = 0, so J = JS .
Second, assuming that correlations in the particle model occur only on the microscopic scale,





f (ρ) − f (ρ) − f ′(ρ)(ρ − ρ)
]
dx, (32)
where f (ρ) is the free energy per unit volume. (The dependence of f on ρ is fixed by the
microscopic model of interest; note also that both ρ and ρ depend in general on the position
x , but f is a local function f (ρ)(x) = f (ρ(x))).
Hence for reversible microscopic models, the hydrodynamic current obeys
J (ρ) = JS(ρ) = −χ(ρ) f ′′(ρ)∇ρ + χ(ρ)∇ f ′(ρ). (33)
In this case consistency with (26) requires
E = ∇ f ′(ρ), D(ρ) = f ′′(ρ)χ(ρ). (34)
The second of these conditions is required within MFT. It is known as the local Einstein
relation since it relates the mobility χ to the diffusion constant D. Note that the equations (34)
are consistent with the hydrodynamic limit for a large class of particle systems of ‘gradient
type’, see [9, Chap. VIII, Sect. G].
We end this section with a brief comment on the boundary conditions within MFT. If the
boundary is associated with coupling of the system to a reservoir at chemical potential λ,
the density at the boundary is fixed such that f ′(ρ) = λ. If particles cannot penetrate the
boundaries, one requires D∇ρ = χ E (and j = 0) on ∂. Paths (or configurations) that do
not respect these boundary conditions have I = ∞.
2.2.3 Breaking Detailed Balance Accelerates Convergence
We now state the sense in which breaking detailed balance accelerates convergence of inter-
acting particle systems at the hydrodynamic scale. For the microscopic models, we compared
two Markov chains, with the same invariant measure and generators L and LS . At the hydro-
dynamic scale, we will compare two systems with the same quasipotential (this corresponds
to comparing two microscopic models with the same invariant measure). One system is irre-
versible and has a general J given by (26); the second system is reversible and so JA = 0.
In order to ensure a fair comparison, we also assume that the two models have the same
mobility χ(ρ): for Markov processes the equivalent condition was that we always compared
models with the same LS . Since V and χ are the same for both models, they both have the
same symmetric current JS which is given by (29).
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For each of these systems, we consider the large deviations of the time-averaged density,







ρLt (·)dt ≈ ρ(·)
]
 e−T Ld I2(ρ) (35)
apply in both reversible and irreversible models. This large deviation principle applies on
taking the large-T limit after the hydrodynamic limit: one should take L → ∞ before T →
∞. To obtain bounds on I2, we introduce the so-called level-2.5 large-deviation principle for












j Lt (·)dt ≈ j (·)
]
≈ e−T Ld I2.5(ρ, j). (36)
If we assume that the paths that dominate the level-2.5 LDP are constant in time, the
relevant rate function can be obtained from (24) as
I2.5(ρ, j) = 14
∫

( j − J (ρ)) · χ(ρ)−1( j − J (ρ))dx (37)
if ∇· j = 0, and I2.5 = ∞ otherwise. The assumption of time-independent paths is equivalent
to assuming that no dynamical phase transition takes place [6,11]. Using this assumption,
we now calculate a bound (Proposition 3) for the level-2 rate functionals, which is analogous
to (16) in the microscopic case.
Proposition 3 Let the level-2.5 rate functional be given by (37) and let I2 be the level-2
large deviation rate functional obtained from I2.5 by contraction. We write I rev2 for this rate
functional if the current is symmetric, J = JS, and we write I irrev2 for the rate functional for
the general case J = JS + JA as in (48). Then
I irrev2 (ρ) ≥ I rev2 (ρ). (38)
Remark Note that this result will be strengthened later. We will obtain in equation (51) an
exact identity for I irrev2 as the sum of I rev2 and a non-negative quantity.
Proof We write I2 for I irrev2 . The rate functional at level-2 can be obtained by a contraction
of the level-2.5 rate functional,
I2(ρ) = infj :∇· j=0 I2.5(ρ, j). (39)











( j − JA(ρ)) · χ(ρ)−1( j − JA(ρ))dx − 14
∫

j · χ(ρ)−1 j dx . (40)
The summand in the first line coincides with the symmetric rate functional I rev2.5 (ρ, j) and the
second line is the part that corresponds to the anti-symmetric dynamics. Dropping the first
summand in the second line (which is non-negative), we obtain
I2.5(ρ, j) ≥ 14
∫

( j − JS(ρ)) · χ(ρ)−1( j − JS(ρ))dx − 14
∫

j · χ(ρ)−1 j dx . (41)
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JS(ρ) · χ(ρ)−1 JS(ρ)dx − 12
∫

JS(ρ) · χ(ρ)−1 j dx,
and the last summand vanishes under the assumption that ∇ · j = 0, as by Eq. (29)∫











∇ · j dx = 0. (42)
We obtain with (39) that





JS(ρ) · χ(ρ)−1 JS(ρ)dx .
To establish (39) we now show that the right hand side of this expression coincides with
I rev2 (ρ). Note that again for j such that ∇ · j = 0, by the same argument as in (42), the
reversible level-2.5 rate functional is equal to









JS(ρ) · χ(ρ)−1 JS(ρ)dx . (43)
As one would expect for the reversible case, the infimum in (39) is clearly attained for a
vanishing current ( j = 0), so that





JS(ρ) · χ(ρ)−1 JS(ρ)dx, (44)
which completes the proof. unionsq
Of course, given the acceleration at the microscopic scale, the result (38) that this accel-
eration is preserved at the hydrodynamic limit may not be surprising. However, we show
below that the geometric structure underlying the MFT allows some stronger results for this
acceleration to be established.
2.2.4 Splitting the Current
To understand the geometrical origin of (38) in more detail, we now show that as well as
the decomposition (28), the antisymmetric current JA has a further decomposition into two
parts which are orthogonal to each other, and are both orthogonal to JS . [Here, orthogonality
should be understood in the sense of (30).]
We consider the problem
∇ · (χ(ρ)∇ψ) = −∇ · JA(ρ), (45)
with the boundary condition ψ = 0 on ∂. For any fixed ρ (such that χ(ρ) and JA(ρ) are
sufficiently regular) Eq. (45) has a unique strong solution ψ (see for example Theorem 6.24 in
[20]). This solution ψ is therefore a functional of ρ we will denote with ψ(ρ). Equation (45)
motivates us to decompose JA(ρ) as
JA(ρ) = −χ(ρ)∇ψ(ρ) + JF (ρ), (46)
where JF (ρ) is a new vector field, which is again a functional of ρ. From (45) we see that
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We arrive at the following structure for the hydrodynamic current:
J (ρ) = JS(ρ) − χ(ρ)∇ψ(ρ) + JF (ρ). (48)
Of the three terms on the right hand side, the first is familiar as the symmetric current, while the
third is divergence free and so does not transport any density. The remaining term (involving
ψ) specifies how the density is transported by the antisymmetric current, and also determines
the large deviations at level-2. The latter will be established below as a consequence of the
following proposition.
Proposition 4 The three terms on the right hand side of Eq. (48) are all orthogonal in the
sense of Eq. (30). Moreover, JS(ρ) and −χ(ρ)∇ψ(ρ) are orthogonal to all divergence free
vector fields that vanish on the boundary.
Proof Consider first the orthogonality between JF (ρ) and χ(ρ)∇ψ(ρ). One has ψ(ρ)|∂ =
0 so integration by parts yields∫

χ(ρ)∇ψ(ρ) · χ−1(ρ)JF (ρ)dx = −
∫

ψ(ρ)∇ · JF (ρ)dx = 0,
where the second equality follows from (47). Hence JF (ρ) and χ(ρ)∇ψ(ρ) are orthogonal
in the sense of (30).
Following the same method but replacing ψ by δV/δρ shows that JF (ρ) is orthogonal to
JS(ρ) = −χ(ρ)∇(δV/δρ), where we used (δV/δρ)|∂ = 0, as discussed in [9].
Finally, using the orthogonality relation (30) and JA(ρ) = −χ(ρ)∇ψ(ρ)+ JF (ρ) yields∫

χ(ρ)∇ψ(ρ) · χ−1(ρ)JS dx =
∫

JF (ρ) · χ−1(ρ)JS(ρ)dx .
The right hand side vanishes by orthogonality of JS(ρ) and JF (ρ), so χ(ρ)∇ψ(ρ) is orthog-
onal to JS(ρ), as required. unionsq
Combining Eq. (48) and Eq. (47), the dynamics of the density is given by






The first term on the right hand side describes steepest descent (gradient flow) of the quasipo-
tential, within a (modified) Wasserstein metric [1,27]. The second term describes a current
that is orthogonal to the gradient flow (within the same metric), and leads to an evolution
of ρ within the level sets of the quasipotential: this is the geometric result anticipated in
Sect. 2.1.3, but in this hydrodynamic setting the geometrical objects are more explicit.
We now derive exact formulas for the level-2.5 and level-2 rate functionals based on the
splitting in Proposition 4.
Proposition 5 Let the level-2.5 large deviation rate functional be given by (37). Further let
ρ be such that Eq. (45) has a unique classic solution (up to a constant) and j such that

















∇ψ(ρ) · χ(ρ)∇ψ(ρ)dx . (50)












∇ψ(ρ) · χ(ρ)∇ψ(ρ)dx . (51)
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Proof The proof of equation (50) follows from Proposition 4 and the representation of the
rate functional (40). The second result (51) follows readily as j = JF (ρ) is the minimiser
of (50). unionsq
Note that these results are consistent with (43) and (44), where the minimising current was
given by j = 0. In the general case, the minimising current is given by j = JF (ρ).
We moreover can recognise the first term on the right hand side of (51) as I rev2 (ρ), so the
second term on the right hand side is an exact formula for the difference in rate for reversible
and irreversible processes. This shows that the convergence rate for the irreversible process
is strictly faster, unless the force (−∇ψ) vanishes. We recognise this as a condition that the
antisymmetric part of the current contributes to the time derivative of the density (otherwise
the convergence to equilibrium of the density can not be accelerated).
Note that the objects ∇ δV
δρ
and ∇ψ should be interpreted as forces acting in the space of
densities. In order to sustain a large deviation of the density, the stochastic forces within the
system must act to resist these (deterministic) forces. One sees from (51) that the probability
of this rare event (or large deviation) is given by the norms of the two forces, within a metric
that depends on the mobility χ .
2.2.5 An Example
We have discussed the status of the MFT as a theory for the hydrodynamic limit of interacting
particle systems. For a concrete example of this approach, we consider an interacting particle
model known as the zero-range process (ZRP) [38]. A microscopic description of the ZRP
is given in Sect. 3.1. For the purposes of this section, the important features of the ZRP are
that its hydrodynamic limit is described by the MFT and that irreversible ZRPs have local
quasipotentials of the form (32). This latter fact allows straightforward comparison between
reversible and irreversible models with the same quasipotential.
The hydrodynamic limit of the ZRP is a non-linear drift-diffusion





where φ is a function that depends on the local density [that is, φ(ρ)(x) = φ(ρ(x))], and E
is a drift term. The specific function φ that appears in the MFT depends on how the particles
interact within the ZRP. A formal derivation of this hydrodynamic limit can e.g. be found in
[9]. If φ(ρ) = ρ, then the model corresponds to drift-diffusion of non-interacting particles.
One sees immediately from (52) that the hydrodynamic current is given by (26) with
χ(ρ) = φ(ρ)I and D(ρ) = φ′(ρ)I , where I is the identity matrix. Moreover, the quasipo-
tential for the ZRP is given by (32) with f ′(ρ) = log φ(ρ), consistent with (34). The ZRP
may be either reversible or irreversible: one sees that reversible ZRPs lead to E = −∇V for
some potential V . In this case (34) shows that V (x) = log(φ(ρ(x))) + λ, where ρ is the
steady state density profile and λ is a constant (independent of x). Hence one identifies the
irreversible current as JA(ρ) = J (ρ) − JS(ρ) = φ(ρ)
[
E + ∇ log φ(ρ)].
Examining the rate function (51) for the specific case of the ZRP, one can interpret the




)∣∣2 + |∇ψ(ρ)|2)φ(ρ)dx, (53)
where ψ is the solution of ∇ · (φ(ρ)∇ψ) = −∇ · [φ(ρ)(E + ∇ log φ(ρ))]. If we now
consider the special case φ(ρ) = ρ then we recover the same rate function as in Theorem 2.2
of Ref. [35]: the non-gradient force C in that work is here replaced by E +∇ log ρ (note that
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this is independent of ρ). The condition that ∇ · (ρC) = 0—which ensures that the invariant
measure is unchanged by breaking detailed balance—is satisfied within the MFT because
∇ · JA(ρ) = 0 and setting φ(ρ) = ρ yields JA(ρ) = ρ(E + ∇ log ρ).
Note however the setting discussed in this work is different to that in [35]: here we consider
the hydrodynamic limit of many particles on a lattice while that work considers a single
particle in a compact manifold without boundary. For non-interacting particles, the result is
the same: the reason that for the many-particle system, the rate function I N associated with
all the particles undergoing the same rare fluctuation is equal to N I 1. So the only difference
between the one-particle and many-particle systems arises in the prefactors (speeds) of the
large deviation principles (35), (36).
3 Application to the Zero-Range Process, and Numerical Results
3.1 The Zero-Range Process
The ZRP [38] is a system in which interacting particles move on a finite lattice L =
{0, . . . , L − 1}d ⊆ Zd where L ∈ N is the linear system size. The particles are assumed
to be indistinguishable and each particle is located at one of the sites x ∈ L . The number
of particles on site x is η(x) and the configurations of the system are η = (η(x))x∈L . We
will assume that the total number of particles is conserved such that no particles are added
or removed over time.
The interaction of the particles is encoded in a function g(k), with g(0) = 0. The rate of
particle transfer from site x to site y is g(η(x))c(x → y), where the function c determines
the connectivity of the sites. The case g(k) = k corresponds to non-interacting particles. The
model is referred to as zero-range because particles interact only when they are on the same
site. For example, if g(k) = kα for k > 0, then α < 1 means particles on the same site attract
each other (suppressing jumps away from that site) while α > 1 means that particles on the
same site tend to repel each other.
3.1.1 Reversible and Irreversible ZRP
The behaviour of the ZRP depends strongly on the choice of the connectivity function c as well
as the interaction function g. We assume that particles hop only to nearest neighbour sites,
so c(x → y) > 0 only if x and y are nearest neighbours. At the boundaries of the lattice,
the system has either reflecting boundaries (particles cannot leave the lattice) or periodic
boundaries.
It is easily verified that the model obeys the detailed balance condition (6) if one takes
(for nearest neighbour sites)
c(x → y) = e 12 [V (x)−V (y)] (54)
for some potential function V . In this case the model is reversible.
To arrive at a class of irreversible models, we take
c(x → y) = e 12 [V (x)−V (y)] + kx,yeV (x) (55)
with kx,y = −ky,x . In this case positivity of transition rates requires |kx,y | < e− 12 [V (x)+V (y)]
for all x, y. We show below that taking k = 0 corresponds to breaking of detailed balance,
in the sense of (7).
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3.1.2 Generator and Invariant Measure
We denote the configuration of the ZRP at time t with ηt . The generator acts on the test
function f as
L f (η) =
∑
x,y∈L
( f (ηx,y) − f (η))g(η(x))c(x → y). (56)
Here ηx,y denotes the configuration obtained from η by removing one particle from position
x and adding it at position y. If η(x) = 0 we simply set ηx,y = η and hence leave the
configuration unchanged.
Note that the ZRP as defined so far is reducible, since the number of particles is a conserved
quantity under the dynamics. This setting is useful because it is easily verified (directly from
the definition (56) and using that the invariant measure π satisfies ∑η π(η)L f (η) = 0 for
all f ) that the reversible model with rates defined in (54) has a family of invariant measures,
the so called grand-canonical measures, which are parameterised by the chemical potential








with the fugacity ϕ(x) = e−V (x)−λ for some λ ∈ R; the notation g!(k) indicates the
generalised factorial g!(k) := ∏ki=1 g(i) [with g!(0) = 1] and z(ϕ) = ∑∞k=0 ϕkg!(k) is a nor-
malisation constant [19,28]. We here assume that V , λ and g(·) are such that z(ϕ(x)) < ∞
for all x ∈ L . This is in particular the case for any V and λ, when g(·) satisfies g(k) ≥ ck
for some constant c > 0 [28].
On restricting the model to a fixed number of particles N , the invariant measure π (which
is called the canonical measure) can be obtained by a conditioning of (57). Note that (57)
has the structure of a product measure. Also if g(k) = k then one recovers the case of
non-interacting particles and the local marginals of (57) are Poisson distributions.
To make the comparison between reversible and irreversible models described in Sect. 2.1,
we require an irreversible model whose invariant measure is (57). Again using that∑
η π(η)L f (η) = 0 for all f , we take f = η(x) to be the number of particles on site
x , from which we see that the irreversible rates (55) are also consistent with the invariant
measure (57) if we take
∑
y:y∼x
(kx,y − ky,x ) = 0 for all x, (58)
where the notation y ∼ x indicates that sites x and y are nearest neighbours. (If we imagine
a system with just one particle, this constraint states that the rate of hopping onto site x is
balanced by the rate of hopping away from that site. For the ZRP, this same balance condition
ensures that the invariant measure (57) is still valid even for many interacting particles).
Finally then, the conditions on the perturbations kx,y required for a meaningful comparison
between reversible and irreversible models can be summarised as:∑
y:y∼x
kx,y = 0, kx,y = −ky,x , and |kx,y | < e−(V (x)+V (y))/2. (59)
The rates kx,y can be interpreted as elements of a matrix, which coincides (up to the factor
1/2) with the vorticity matrix  introduced in [10].
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In terms of the splitting (7) the symmetric part of the dynamics is given by cs(x →
y) = e 12 [V (x)−V (y)] and the anti-symmetric part by ca(x → y) = kx,yeV (x), such that the
symmetric part (corresponding to LS) is independent of kx,y .
3.1.3 Hydrodynamic Limit
The hydrodynamic limit of the ZRP is defined as follows. For a ZRP on a lattice L with
Ld sites, one takes N = ρ0 Ld particles, where ρ0 is the average density. The lattice
L is mapped into the domain [0, 1]d by identifying each site x ∈ L with a position
x˜ ∈  with  = [0, 1]d . Hence the site x with integer co-ordinates (i, j, . . . ) has a position
x˜ = (i/L , j/L , . . . ). Roughly speaking, the density ρt (x˜) in the MFT is equal to the typical
number of particles on site x , and the normalisation of the density is
∫

ρt (x˜)dx˜ = ρ0. The
hydrodynamic limit corresponds to a sequence of models in which L → ∞ at fixed ρ0, so
N → ∞.
The hydrodynamic limit corresponds to observing a system on increasingly large length
and time scales. Note that since the number of sites in L is diverging (proportional to Ld )
in the hydrodynamic limit, the diffusion constant for a single particle (in ) vanishes as L−2.
For this reason, when the lattice L is mapped into the fixed domain , it is also convenient
to scale the hop rates for all particles, by taking c(x → y) → L2c(x → y). This ensures
that the diffusive behaviour characteristic of the hydrodynamic limit is observed, and the
hydrodynamic limit is consistent with MFT.
To fix the hop rates between sites in the ZRP, one fixes a smooth potential function
V˜ :  → R on the hydrodynamic scale, and one considers a sequence of ZRPs of increasing
sizes L with potential functions V (x) = V˜ (x˜), where x˜ is the image in  of the discrete site
x ∈ L . Similarly one fixes a vector field k˜ :  → Rd and takes kx,y = k˜(x˜) · (y˜ − x˜) where
the dot indicates a scalar product in Rd .
The relation between the ZRP and the MFT is discussed in e.g. [7], [22] and in the
review paper [9]. In particular, for both reversible and irreversible ZRPs one arrives at the
situation described in Sect. 2.2.5. The hydrodynamic limit (52) depends on the drift function
E :  → Rd which is given by E(x˜) = −∇ V˜ (x˜) + k˜(x˜).







We identify the right hand side of this equation as the mean local density associated with the
measure (57), at fugacity ϕ = φ(ρ).

















We present numerical results for one-dimensional and two-dimensional systems, showing
how breaking detailed balance [that is, taking kx,y = 0 in (55)] accelerates convergence to
equilibrium. The simulations are performed using the Gillespie algorithm [21]. The results
illustrate several aspects of the theoretical analysis in Sect. 2. First, the results of that section
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do not rely on how detailed balance is broken: we show that there are several possible
choices and discuss their consequences. Second, our numerical results show in what contexts
we expect to see significant acceleration of the dynamics on breaking detailed balance, and
in what contexts we expect the acceleration to be mild.
In all cases, we show results that are scaled to be consistent with the hydrodynamic limit.
That is, we map the lattice L into [0, 1]d and we rescale the microscopic hop rates by a
factor of L2 so as to recover diffusive behaviour in the hydrodynamic limit.
In practical situations where the rate of convergence to equilibrium is important, a common
situation is that the potential function V is not convex, but includes several (or many) minima,
separated by high barriers. From a physical perspective, the temperature of our systems is a
parameter that has been absorbed into the function V . In general, high barriers are linked with
long (Arrhenius) time scales that are proportional to eV . In order to understand whether
breaking detailed balance can accelerate convergence in such non-convex problems, we
consider cases where the function V has two minima, with longest time scale in the system
corresponding to motion between these minima.
3.2.1 Characterisation of Convergence
We perform numerical simulations starting from a fixed (deterministic) initial condition η0.
To analyse convergence to equilibrium, we perform numerical simulations of the ZRP, and
we track the time-dependence of several different quantities. For any configuration η, the
mean potential energy is




We generate several trajectories (sample paths) ηt of the ZRP and we estimate the mean
potential energy
Vˆ (t) = Eμ0(〈ηt , V 〉) (63)
by taking the mean value of 〈ηt , V 〉 over these trajectories. For systems of non-interacting










which can be seen as an approximation to the quasipotential, which is for an independent



















where we used the fact that z(ϕ) = e−ϕ in (61) and the last identity follows from the fact







For numerical purposes, we estimate Eμ0(ηt (x)) as the average occupancy of site x over
the sample paths that we generate, and we calculate Eπ (η(x)) by direct construction of the




Eμ0(ηt (x)) log Eμ0(ηt (x)), (65)
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which is large if particles are delocalised throughout the system, and small if they are concen-
trated on a small number of sites. Again, we estimate Eμ0(ηt (x)) as the average occupancy
of site x over the sample paths that we generate, which provides an estimator of S.
These three quantities Vˆ , D, S all converge as a function of time to stationary values,
providing differing information as to the rates of convergence. Note that for non-interacting
particles, ρ(x) = Eπ (η(x)) = e−V (x)/z for some constant z, so D(t) = −S(t)+Vˆ (t)+log z.
3.2.2 One-Dimensional Case: Results
We consider periodic boundaries for a model on a one-dimensional strip, this is equivalent to
motion on the perimeter of a circle (flat torus in one dimension). In this case condition (59)
requires kx,x+1 = kx−1,x , so we set kx,x+1 = c with some constant c that is independent of
x . The choice c > 0 corresponds to a fixed force c eV that is forcing the particles to travel
around the circle. For a hydrodynamic limit consistent with macroscopic fluctuation theory,
we require c to vary with the system size L as c = E/L with E a fixed constant [9].
We note in passing that the use of periodic boundaries is essential for breaking balance
in these closed systems: on a finite strip with reflecting boundary conditions, (59) has no
solutions except kx,y = 0 so there is no way to break detailed balance.
Thus, returning to the case with the periodic boundaries, the generator is
L f (η) =
L−1∑
x=0
[( f (ηx,x+1) − f (η)) L2g(η(x))(e(V (x)−V (x+1))/2 + (E/L)eV (x))
+ ( f (ηx,x−1) − f (η)) L2g(η(x))(e(V (x)−V (x−1))/2 − (E/L)eV (x))], (66)
where the addition is periodically extended on L = {0, . . . , L − 1}, i.e., (L − 1) + 1 = 0
and 0 − 1 = L − 1. We take g(k) = k so that the particles do not interact. The potential is
V (x) = A sin(4πx/L) − B cos(2πx/L) (67)
with A = 3/2 and B = 3/4 so that the global minimum of the potential is at xˆ ≈ 0.888
with V ≈ −2.052. The height of the barrier is approx 2.609. The initial condition has all
particles on a single site, x0 = L/4, in the vicinity of the secondary minimum. The stationary
state has ρ(x) = Eπ (η(x)) ∝ e−V (x) with a proportionality constant determined by the total
density (which in this case is z ≈ 2 377). The parameter E in Eq. (66) is set to E = 36.
For the lattice size L = 300, the maximal value allowed for E to ensure that cs + ca ≥ 0 is
slightly above 38.4. In principle one can choose larger values for E by increasing the lattice
size L .
The results in Fig. 1 are for a domain of size L = 300; we also compared this to simulations
for L = 150, L = 300 and L = 450 for the value E = 18 (to ensure positiveness of
the transition rates for L = 150). We found the results to be qualitatively very similar,
see the bottom right panel in Fig. 1. Figure 1 shows the convergence to equilibrium of
the mean potential energy and the entropy. One sees that convergence of both the energy
and the entropy is significantly faster when detailed balance is broken. To illustrate the
mechanism for this effect, Fig. 2 shows how the mean density Eμ0(ηt (x)) varies with time.
In the irreversible case, the non-gradient part of the drift force E acts to the right and is
equal to c eV , so it is large near the maxima of the potential. This prevents the system from
becoming localised in the secondary (local) minimum and aids convergence to the steady
state. By contrast, in the reversible system, the particles need to diffuse over the maxima of
the potential, which is a slower process. This difference explains the much faster convergence
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Fig. 1 One-dimensional simulation for independent particles on a circle with L = 300 sites, comparing
reversible and irreversible drift-diffusion processes as described in the main text with the potential (67). Top
row and bottom left plot of the test observables average energy Vˆ , Gibbs entropy S and relative entropy D
for E = 36. Bottom right plot of the relative entropy D for different system sizes L = 150, 300, 450, all for
E = 18. As predicted by the hydrodynamic equation, varying the system size at fixed E and rescaling time
by a factor of L2 leads to limiting behaviour independent of L . All results were obtained by averaging over
20, 000 individual particle trajectories
to the steady state observed in Fig. 1. The overshoot of the entropy for the reversible case
in Fig. 1 occurs because the state where the particles are distributed evenly between the
two minima has a higher entropy S than the steady state (where they are localised primarily
in the global minimum). The state where the particles are distributed evenly between the
minima is an example of a situation where the gradient of the free energy is small (within
the relevant metric), so that steepest descent of the free energy leads to slow changes in the
density.
Note also that (64) implies that D(t) → 0 at long times, as the system converges to its
steady state. However, in Fig. 1 one sees that our estimate of D(t) converges instead to a
small positive constant. This offset arises because our estimator of D(t) is biased: it is based
on m independent numerical simulations (each with N particles) and the expectation value
of our estimator converges to D(t) only as m → ∞. Specifically, we estimate Eμ0(ηt (x)) as
ϑt (x) = m−1 ∑mk=1 ηkt (x) where ηkt (x) is the number of particles on site x at time t in the k-th
simulation. Inserting this estimate into the (nonlinear) expression (64), it is easily shown that
the resulting estimator of D(t) has in general a finite bias. However, as m → ∞, ϑ obeys
a law of large numbers and converges almost surely to Eμ0(ηt (x))—hence our estimator
converges to D(t) as m → ∞.
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Fig. 2 One-dimensional simulation for independent random walk on a circle with the potential (67). Config-
uration at different times for the reversible (top row) and the irreversible (bottom row) process with drift ‘to
the right’ and steady state (in black). x-axis: position. y-axis: averaged number of particles. In the irreversible
case, E = 36
3.2.3 One-Dimensional Case: Discussion
This one-dimensional model is useful for illustrative purposes and establishes the general
principles derived in Sect. 2. However, the restriction to one dimension means that detailed
balance can only be broken by applying a driving force c eV (otherwise the invariant measure
would be changed). If barriers are large, one sees that the driving force near the top of the
barrier must be very large indeed: it is hard to see how this can be realised in practical
applications. Physically, the idea is to drive a constant current around the periodic system,
and this requires the drift velocities (and hence forces) to be largest at the top of any barriers,
where the density is least. In this sense, it is perhaps not surprising that by applying large
forces to quickly drive particles over all barriers in the system, one can significantly speed
up mixing of the particles between the two minima of the potential.
For these reasons, we turn to a two-dimensional system, where there are many more ways
of breaking detailed balance while preserving the same invariant measure.
3.2.4 Two Dimensional Case: Model and Results
In two dimensions, there is considerably more freedom in the choice of the rates kx,y . If one
again assumes periodic boundaries, it is always possible to have all non-gradient forces acting
in a single direction: for example kx,x+e1 = c where e1 is a lattice vector, as in the previous
one-dimensional example. However, this requires driving forces that depend exponentially
on the value of the potential, as in one dimension. We therefore pursue a different strategy.
Denoting the Euclidean basis for L with e1, e2, Eq. (59) implies that both kx,x±e j =
−kx±e j ,x and kx,x+e1 + kx,x−e2 + kx,x−e1 + kx,x+e2 = 0 have to be satisfied. One way to
choose appropriate kx,y is to consider the plaquettes of the square lattice as in Fig. 3 and to
define a vorticity W at the centre of each plaquette. The value of W on the plaquette centred
at x + 12 (e1 + e2) is W (x). One then can choose the rates kx,y as the following differences:
kx,x+e1 = W (x−e2) − W (x)
kx,x−e2 = W (x−e1−e2) − W (x−e2)
kx,x−e1 = W (x−e1) − W (x−e1−e2)
kx,x+e2 = W (x) − W (x−e1) (68)
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W (x−e1) W (x+e1)
W (x −e2)+e1
W (x+e2) W (x +e2)+e1W (x +e2)−e1
Fig. 3 The function W defined on the plaquettes; e1 and e2 are the Euclidean basis vectors
This choice satisfies both conditions kx,y = −ky,x and ∑y kx,y = 0. The quantity W can
be identified as a vorticity, in the sense that taking W (x) = W0δx0,x with W0 > 0 causes
particles to circulate clockwise around plaquette x0.
Any choice of the function W is possible, and should lead to acceleration of the dynamics,
following the theoretical analysis of Sect. 2. Here we concentrate on a case where W is related
to the potential V , so that the rates c(x → y) depend only on the gradients of the potential
in the vicinity of site x . (The physical idea is that particle motion is naturally sensitive to
local potential gradients since these correspond to forces acting on the particles. On the other
hand, the motion of a particular particle should not be sensitive to the total energy V , since
this depends on the state of the system far away from that particle). To arrive at forces that
depend only on potential gradients, we take W (x) = a · exp( 14 [V (x) + V (x + e1) + V (x +
e2) + V (x + e1 + e2)]), where a is a parameter that sets the scale of the vorticity.
On taking the hydrodynamic limit, this gives rise to the driving force
E(x˜) = −∇ V˜ (x˜) + a[e1∇2V˜ (x˜) − e2∇1V˜ (x˜)], (69)
where a > 0 (recall from Sect. 3.1.3 that x˜ is the image in  of the discrete site x ∈ L ).
We recognise the second term on the right hand side as a force that is obtained by rotating
∇V clockwise by π/2 radians, so that it acts to drive the system around the level sets of V .
The following simulations are on a two dimensional closed domain with L = 140 and
zero flux at the boundary, i.e., the domain has 140 × 140 = 19 600 sites and the particles
cannot leave the domain.
We consider three different ZRPs, corresponding to different choices for g(k). Firstly, we
consider the linear case (independent particles), where g(k) = k. We further consider the
superlinear case with g(k) = k3/2, such that the particles repel each other (the hop rates
away from site x is increased when that site contains more particles). Finally we investigate
the sublinear case with g(k) = k5/6 in which the particles prefer to cluster together. For
each setting, we simulated the process with both reversible and irreversible dynamics, with
L2/2 = 9 800 particles averaged over 16 simulations. The potential, which is also depicted
in Fig. 4, is for shifted coordinates x = (x1, x2) ∈ [−1/2, 1/2]2 given by
V (x1, x2) = A(x21 − B)2 + Cx22 + Dx1 (70)
with a cut-off at a given height V ∗. For the simulations we chose the parameters A = 500,
B = 0.085, C = 30, D = 2.5 and V ∗ = 5 (that is, the potential used is max(V (x1, x2), V ∗)).
The parameter in (69), which sets the strength of the non-gradient term of the driving force,
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Fig. 5 Configuration for g(k) = k with the potential (70) at different times. (Dark) blue means low number
of particles, yellow means many particles. Top row reversible process. Bottom row irreversible process (Color
figure online)
was set to a = 0.4. This value is again close to the maximal allowed value (which is slightly
above 0.405).
For all simulations, the particles start at position (0.5, 0.75) ∈ [0, 1]2 close to the local
minimum of the double well potential. The particles then try to leave this well and move
to the global minimum (on the left) as can be seen in the plots in Fig. 5 for the linear case.
The test observables for the linear/superlinear/sublinear case can be found in Figs. 6, 7 and
8, respectively. Depending on the chosen configuration, the simulation time on a HPC node
with 16 cores using Matlab took between 10 and 13.5 hours.
As in the one-dimensional case, the particles are under the irreversible dynamics able to
leave the minimum faster than it is the case for reversible dynamics (compare the bottom
row with the top row in Fig. 5).
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Fig. 6 ZRP with g(k) = k (independent random walk) with initial position of all particles in the local
minimum. Average energy Vˆ , the Gibbs entropy S, the relative entropy D and the average x1-position of
particles. The initial position of the particle is at a fixed position in the local (but not global) minimum of
the potential (70). The domain size is L2 = 1402 and we averaged over 16 simulations consisting of 9800
particles each
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Fig. 7 ZRP with g(k) = k3/2 and the particles are started in the local minimum. Left average energy Vˆ . Right
average x1-position
3.2.5 Two Dimensional Case: Discussion
We close this section with Table 1, which quantifies the acceleration in the models where
particles attract, repel, or have no interactions. For this, we consider the average energy Vˆ and
the average x1 position of the particles. Assuming that the final values of these observables
in the irreversible simulations are close to their steady-state values, we consider the distance
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Fig. 8 ZRP with g(k) = k5/6 and the particles are started in the local minimum. We again plot the average
energy Vˆ and the average x1-position
Table 1 Table of the absolute times ts for the reversible process (left) and ratios between times of the reversible
and irreversible process ts/ta (right) to reach the distances Vˆ = 0.3 and x1 = 0.2, respectively
ts Vˆ x1 ts/ta Vˆ x1
g(k) = k 2.38 1.30 g(k) = k 1.83 1.79
g(k) = k3/2 1.11 0.58 g(k) = k3/2 1.78 1.86
g(k) = k5/6 3.55 2.03 g(k) = k5/6 1.77 1.80
Vˆ (resp. x1) of both the reversible and irreversible process and keep track of the first time
where the distance is below a given threshold. Denoting this time for the reversible process
with ts and for the irreversible process with ta , we can use the ratio ts/ta as an estimator for
the acceleration.
From the data in the table, on sees that the processes are typically accelerated by factors
about 1.75 independent of the choice of g(k). We checked different thresholds (here we
displayed Vˆ = 0.3 and x1 = 0.2) which all lead to the same conclusions.
These are significant accelerations, although considerably less than the dramatic speedup
of order 10 observed in one dimension. However, the physical mechanisms for the acceleration
are different in the two cases. In one dimension, the drift forces which act to push particles up
and over the barrier, so the forces are very large at the top of the barrier. In two dimensions,
the effect is more subtle: returning to Fig. 4 and recalling that the drift force in (69) is obtained
by a rotation of the potential gradient, one sees that in the vicinity of the saddle point of the
potential, there is a net drift to the left in the top part of Fig. 4b, and a drift to the right in the
bottom part. A natural analogy is a gentle stirring motion that happens in the vicinity of the
saddle point, and tends to accelerate mixing. This seems a much more plausible mechanism
for accelerating convergence to equilibrium in practical situations, compared with the large
forces required in one dimension.
Finally, we note that transport between the minima of a non-convex potential energy
always involves a slow time scale proportional to eV , since a particle must still reach the
barrier in order to cross it, and the probability that a particle visits the barrier is proportional
to e−V . However, the results here show that mixing of particles between energy minima
can be accelerated by enhancing the probability that if a particle reaches a region with high
V , it takes advantage of this excursion in order to cross the barrier. The mechanisms for this
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enhanced probability differ between the models considered here—it would be interesting to
investigate this effect further, so as to understand how general these mechanisms are and how
they can be exploited in practical applications.
4 Conclusion and Outlook
We have considered interacting particle systems described by Markov chains, and their hydro-
dynamic limits, as described by macroscopic fluctuation theory. We compare reversible
and irreversible processes: for an irreversible system with generator L, the corresponding
reversible process is the one identified in (7), whose generator is LS . At the microscopic
level, it is known that the irreversible process then converges to its steady state at least as fast
as the reversible one—this can be demonstrated by considering either the spectral gap or the
(level-2) large deviations of the empirical measure. In the hydrodynamic limit, Eq. (38) shows
that this property is preserved, by considering the large deviations of the empirical density.
Moreover, Eq. (51) gives a quantitative expression for the acceleration of convergence, which
may be seen as a generalisation of previous results for single-particle diffusions [35].
Our numerical results for the ZRP reinforce the observation that for a given reversible
system, there is a large family of irreversible systems for which convergence to equilibrium
is faster (or, at least, equally fast). We considered two cases: either a drift force in a single
direction, which acts to drive a system around a circle (Sect. 3.2.2) or the introduction of a
force that drives the system around the level sets of the potential (Sect. 3.2.4). In both cases,
we observe acceleration of convergence, as expected.
The results within MFT provide a geometrical interpretation of the acceleration, in terms
of forces that act in directions perpendicular to the free energy gradient, as shown by orthog-
onality relations for currents such as Eq. (46). We have argued that such forces can act
to accelerate convergence by driving the system away from regions where the free energy
gradient is shallow, in which cases reversible processes exhibit slow convergence.
We offer two perspectives on future application of these ideas. First, we have shown that
breaking detailed balance generically accelerates convergence, but of course there are very
many ways to write down irreversible models, and it is not clear what choices are most
practical in applications, nor which ones lead to the fastest convergence. In particular, the
choice considered for ZRP examples shown here are rather specific to systems in one or
two dimensions. (We emphasise however that the configuration spaces of the ZRP are very
high-dimensional since we consider N interacting particles, so the methods are not restricted
to systems with low-dimensional configuration spaces.) Second, we gave a geometrical inter-
pretation in which the symmetric dynamics correspond to the gradient flow (steepest descent)
of the free energy and the antisymmetric dynamics are in some sense orthogonal to this gra-
dient flow. This offers a potentially new perspective on hydrodynamic limits in irreversible
systems, which it would be interesting to investigate further, for example with a view towards
obtaining analytic estimates for the rate of convergence.
Supporting data for this manuscript and the code used for the simulations will be made
available short after publication on the University of Bath data archive (DOI:10.15125/
BATH-00365).
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We presented several arguments why irreversible processes generically converge faster
than reversible processes to their steady state, both on the microscopic (Markov chain)
scale and the macroscopic scale. We put a special emphasis on the hydrodynamic scale,
where we obtained two results of interest.
The first result is Equation (51) in Proposition 5, which is based on a splitting of
the hydrodynamic current in the sum of three separate parts that are orthogonal in
the sense of Equation (30) (cf. Proposition 4). There we obtained a level-2 like rate
functional, which characterises the exponential decay rate for the probability to observe




s ds, which differs from the steady state ρ¯, as
first L → ∞ and then T → ∞. Our finding is that the reversible rate functional is
dominated by the irreversible one
Irev(ρ) ≤ I irr(ρ).
Similar to [46], where this criterion was used to argue that irreversible diffusions con-
verge faster than reversible ones, we can interpret this result as an acceleration of
convergence.
Our second result is based on the fact that JS , the symmetric part of the dynamics
J , can be related to a gradient flow for the quasipotential V (cf. Equation (29)) in
a generalised Wassertein metric [24]. Combined with the splitting (30), this yields a
geometric interpretation of the dynamics on the space of measures. More precisely,
(30) allows to show that the quasipotential is invariant under the anti-symmetric part
of the dynamics JA, inducing an evolution on the level sets of V, see Equation (31).
We argued that the relaxation for the reversible (steepest descent) dynamics can be
slow when the gradient of V is shallow, in which case the anti-symmetric part of the
dynamics can drive the system away from these shallow areas.
For Markov chains, the quantity corresponding to the quasipotential V is the free
energy F , which coincides with the relative entropy (or Kullback-Leibler divergence).
As opposed to the case above, one can show that the anti-symmetric part of the dy-
namics does not leave the free energy invariant. The latter can be seen to be related to
the question if and how one can define an appropriate structure for Markov chains that
allows for a generalisation of Equation (30). One would like to define a ‘generalised
geometry’, which includes both, Markov chains and MFT, that (e.g.) explains why
the quasipotential is invariant under the irreversible dynamics, whereas the free energy
for Markov chains is not. Finally, one should be able to relate this structure to Large
Deviation Principles (LDPs), as it is the case in MFT (see Equation (25)). We will




Canonical Structure and Orthogonality of Forces
and Currents in Irreversible Markov Chains
In this chapter we discuss a variational structure for fluctuations in Markov chains,
which was originally derived by Maes and co-workers (who first referred to this structure
as ‘canonical structure’), see [39, 40], which can be related to a Ψ-Ψ? structure (see e.g.
the work by Mielke et al. [41, 42]). We present a novel splitting, which generalises (30)
from Chapter 2. The findings presented in this chapter have been published by the
author of this thesis, Robert L. Jack and Johannes Zimmer in the Journal of Statistical
Physics as open access publication [29].
3.1. Outline of the Article
Within Macroscopic Fluctuation Theory, the local Einstein relation (see Equation (34)
in Chapter 2) allows to relate the current J(ρ) to a force F (ρ) acting on the system.
They satisfy a linear flux-force relation, in the sense that J(ρ) = χ(ρ)F (ρ) for the
mobility matrix χ(ρ). This linear flux-force relation can be shown to be equivalent to
a quadratic structure of the Onsager-Machlup functional, which is in this case (for a
current j) given by





(j − χ(ρ)F (ρ)) · χ(ρ)−1(j − χ(ρ)F (ρ))du.
Note that ΦMFT appeared in the large deviation rate function for dynamical large
deviations (25) in Chapter 2 and also in the rate functions (37) and (44) in Chapter 2.
For Markov chains, we can consider a probability current J(ρ), where ρ is the
probability distribution of the Markov chain. We remark that the current J(ρ) replaces
the generator L considered in Chapter 2. In this chapter we show that Markov chains
satisfy a non-linear flux-force relation of the form J(ρ) = a(ρ) sinh(F (ρ)/2), where a(ρ)
corresponds to the mobility and F (ρ) is the force acting on the system. Consequently,
the associated Onsager-Machlup functional is a non-quadratic functional, which can be
shown to be of the form
Φ(ρ, j, f) = Ψ(ρ, j)− j · f + Ψ?(ρ, f),
where Ψ and Ψ? are Legendre dual w.r.t. a dual pairing j · f (see Section 2.2). One
then can show that the rate function for dynamical fluctuations (24), as well as the
level-2.5 and level-2 rate functions can be stated in terms of Φ (see e.g. Equations
(64) and (81) below). We further explain how the force F (ρ) can be split in a time-
reversal symmetric part FS(ρ) and an anti-symmetric part FA (which does not depend
on ρ). In physics, these two forces have interpretations as entropy production and
housekeeping heat, respectively (see Section 3.1 and Section 3.2). In Proposition 3, we
then prove a ‘generalised orthogonality’ for FS(ρ) and FA, which can be interpreted as
a generalisation of (30) in Chapter 2. Finally, we show in Section 6 how many results
obtained in MFT can be obtained for general processes with a Ψ-Ψ? structure (where
MFT and Markov chains are two examples).
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Abstract We discuss a canonical structure that provides a unifying description of dynamical
large deviations for irreversible finite state Markov chains (continuous time), Onsager theory,
and Macroscopic Fluctuation Theory (MFT). For Markov chains, this theory involves a non-
linear relation between probability currents and their conjugate forces. Within this framework,
we show how the forces can be split into two components, which are orthogonal to each other,
in a generalised sense. This splitting allows a decomposition of the pathwise rate function
into three terms, which have physical interpretations in terms of dissipation and convergence
to equilibrium. Similar decompositions hold for rate functions at level 2 and level 2.5. These
results clarify how bounds on entropy production and fluctuation theorems emerge from the
underlying dynamical rules. We discuss how these results for Markov chains are related to
similar structures within MFT, which describes hydrodynamic limits of such microscopic
models.
Keywords Nonequilibrium dynamical fluctuations · Large deviations · Microscopic
fluctuation theory · Irreversible Markov chains
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1 Introduction
We consider dynamical fluctuations in systems described by Markov chains. The nature of
such fluctuations in physical systems constrains the mathematical models that can be used to
describe them. For example, there are well-known relationships between equilibrium physical
systems and detailed balance in Markov models [20, Sect. 5.3.4]. Away from equilibrium,
fluctuation theorems [12,19,25,32,37] and associated ideas of local detailed balance [32,
39] have shown how the entropy production of a system must be accounted for correctly
when modelling physical systems. However, the mathematical structures that determine the
probabilities of non-equilibrium fluctuations are still only partially understood.
We characterise dynamical fluctuations using an approach based on the Onsager–Machlup
(OM) theory [36], which is concerned with fluctuations of macroscopic properties of physical
systems (for example, density or energy). Associated to these fluctuations is a large-deviation
principle (LDP), which encodes the probability of rare dynamical trajectories. The classical
ideas of OM theory have been extended in recent years, through the Macroscopic Fluctuation
Theory (MFT) of Bertini et al. [7]. This theory uses an LDP to describe path probabilities
for the density and current in diffusive systems, on the hydrodynamic scale. At the centre of
MFT is a decomposition of the current into two orthogonal terms, one of which is symmetric
under time-reversal, and another which is anti-symmetric. The resulting theory is a general
framework for the analysis of dynamical fluctuations in a large class of non-equilibrium
systems. It also connects dynamical fluctuations with thermodynamic quantities like free
energy and entropy production, and with associated non-equilibrium objects like the quasi-
potential (which extends the thermodynamic free energy to non-equilibrium settings).
Here, we show how several features that appear in MFT can be attributed to a general
structure that characterises dynamical fluctuations in microscopic Markov models. That is,
the properties of the hydrodynamic (MFT) theory can be traced back to the properties of the
underlying stochastic processes. Our approach builds on recent work by Mielke, Renger and
M. A. Peletier, in which the analogue of the OM theory for reversible Markov chains has been
described in terms of a generalised gradient-flow structure [43]. To describe non-equilibrium
processes, that theory must be generalised to include irreversible Markov chains. This can be
achieved using the canonical structure of fluctuations discovered by Maes and Netocˇný [38].
Extending their approach, we decompose currents in the system into two parts, and we
identify a kind of orthogonality relationship associated with this decomposition. However,
in contrast to the classical OM theory and to MFT, the large deviation principles that appear
in our approach have non-quadratic rate functions, which means that fluxes have non-linear
dependence on their conjugate forces. Thus, the idea of orthogonality between currents needs
to be generalised, just as the notion of gradient flows in macroscopic equilibrium systems
can be extended to generalised gradient flows.
The central players in our analysis are the probability density ρ and the probability cur-
rent j . For a given Markov chain, the relation between these quantities is fully encoded
in the master equation, which also fully specifies the dynamical fluctuations in that model.
However, thermodynamic aspects of the system—the roles of heat, free energy, and entropy
production—are not apparent in the master equation. Within the Onsager–Machlup theory,
these thermodynamic quantities appear in the action functional for paths, and solutions of
the master equation appear as paths of minimal action. Hence, the structure that we dis-
cuss here, and particularly the decomposition of the current into two components, links the
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1.1 Summary
We now sketch the setting considered in this article (precise definitions of the systems of
interest and the relevant currents, densities and forces will be given in Sect. 2).
We introduce a large parameter N , which might be the size of the system (as in MFT)
or a large number of copies of the system (an ensemble), as considered for Markov chains
in [39]. Then let (ρˆNt , jˆ Nt )t∈[0,T ] be the (random) path followed by the system’s density and
current, in the time interval [0, T ]. Consider a random initial condition such that Prob(ρˆN0 ≈
ρ)  exp[−N I0(ρ)], asymptotically as N → ∞, for some rate functional I0. Paths that in







t∈[0,T ] ≈ (ρt , jt )t∈[0,T ]
)
 exp {−N I[0,T ]
(
(ρt , jt )t∈[0,T ]
)} (1)
with the rate functional
I[0,T ]
(
(ρt , jt )t∈[0,T ]
) = I0(ρ0) + 12
∫ T
0
Φ(ρt , jt , F(ρt )) dt; (2)
here F(ρt ) is a force (see (12) below for the precise definition) and Φ is what we call the
generalised OM functional, which has the general form
Φ(ρ, j, f ) := Ψ (ρ, j) − j · f + Ψ (ρ, f ), (3)
where j · f is a dual pairing between a current j and a force f , while Ψ and Ψ  are a pair
of functions which satisfy
Ψ (ρ, f ) = sup
j
[ j · f − Ψ (ρ, j)], and Ψ (ρ, j) = sup
f
[ j · f − Ψ (ρ, f )], (4)
as well as Ψ (ρ, f ) = Ψ (ρ,− f ) and Ψ (ρ, j) = Ψ (ρ,− j). Note that (4) means that the
two functions satisfy a Legendre duality. Moreover, these two functions Ψ and Ψ  are strictly
convex in their second arguments. Here and throughout, f indicates a force, while F is a
function whose (density-dependent) value is a force.
The large deviation principle stated in (1) is somewhat abstract: for example, ρˆNt might
be defined as a density on a discrete space or on Rd , depending on the system of interest.
Specific examples will be given below. In addition, all microscopic parameters of the system
(particle hopping rates, diffusion constants, etc.) will enter the (system-dependent) functions
Ψ , Ψ  and F .
As a preliminary example, we recall the classical Onsager theory [36], in which one
considers n currents j = ( jα)nα=1 and a set of conjugate applied forces F = (Fα)nα=1.
Examples of currents might be particle flow or heat flow, and the relevant forces might
be pressure or temperature gradients. The large parameter N corresponds to the size of
a macroscopic system. The theory aims to to describe the typical (average) response of
the current j to the force F , and also the fluctuations of j . In this (simplest) case, the
density ρ plays no role, so the force F has a fixed value in Rn . The dual pairing is simply
j · f = ∑α jα f α and Ψ is given by Ψ (ρ, j) = 12
∑
α,β jα Rαβ jβ , where R is a symmetric
n ×n matrix with elements Rαβ . The Legendre dual of Ψ is Ψ (ρ, f ) = 12
∑
α,β f α Lαβ f β ,
where L = R−1 is the Onsager matrix, whose elements are the linear response coefficients
of the system. One sees that Ψ and Ψ  can be interpreted as squared norms for currents and
forces respectively. Denoting this norm by ‖ j‖2L−1 := Ψ (ρ, j), one has
Φ(ρ, j, f ) = ‖ j − L f ‖2L−1 . (5)
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On applying an external force F , the response of the current j is obtained as the minimum
of Φ, so j = L F (that is, jα = ∑β Lαβ Fβ ). One sees that Φ measures the deviation of
the current j from its expected value L F , within an appropriate norm. From the LDP (1),
one sees that the size of this deviation determines the probability of observing a current
fluctuation of this size.
In this article, we show in Sect. 2 that finite Markov chains have an LDP rate functional
of the form (3), where Φ (and thus Ψ ) are not quadratic. In that case, ρ and j correspond to
probability densities and probability currents, while the transition rates of the Markov chain
determine the functions F , Ψ and Ψ . Since Ψ and Ψ  measure respectively the sizes of the
currents and forces, we interpret them as generalisations of the squared norms that appear in
the classical case. The resulting Φ is not a squared norm, but it is still a non-negative function
that measures the deviation of j from its most likely value. This leads to nonlinear relations
between forces and currents. The MFT theory [7] also fits in this framework, as we show
in Sect. 4: in that case ρ, j are a particle density and a particle current. However, there are
relationships between the functions Φ for MFT and for general Markov chains, as we discuss
in Sect. 4.5.
Hence, the general structure of Eqs. (1)–(4) describes classical OM theory [36], MFT,
and finite Markov chains. A benefit is that the terms have a physical interpretation. For a
path (ρ, j), the time-reversed path is (ρ∗t , j∗t ) := (ρT−t ,− jT−t ). Since both Ψ and Ψ 
are symmetric in their second argument and thus invariant under time reversal, it holds that
Φ(ρ, j, f )−Φ(ρ∗, j∗, f ) = −2 j · f . This allows us to identify j · F(ρ) as a rate of entropy
production. In contrast, the term Ψ (ρ, j)+Ψ (ρ, F(ρ)) is symmetric under time reversal and
encodes the frenesy (see [3]). Thus, within this general structure, the physical significance of
Eqs. (1)–(4) is that they connect path probabilities to physical notions such as force, current,
entropy production and breaking of time-reversal symmetry. Furthermore, we introduce in
Sect. 3 decompositions of forces and the (path-wise) rate functional. Sect. 4 shows that some
results of MFT originate from generalised orthogonalities of the underlying Markov chains
derived in Sect. 3. Similar results hold for time-average large deviation principles, as shown
in Sect. 5. In Sect. 6, we show how some properties of MFT can be derived directly from the
canonical structure (1)–(4), independent of the specific models of interest. Hence these results
of MFT have analogues in Markov chains. Finally we briefly summarise our conclusions in
Sect. 7.
2 Onsager–Machlup Theory for Markov Chains
In this section, we collect results on forces and currents in Markov chains and on associated
LDPs. In particular, we recall the setting of [38,39]; other references for this section are for
example [49] (for the definition of forces and currents in Markov chains) and [43] for LDPs.
2.1 Setting
We consider an irreducible continuous time Markov chain Xt on a finite state space V with
a unique stationary distribution π that satisfies π(x) > 0 for all x ∈ V . The transition rate
from state x to state y is denoted with rxy . We assume that rxy > 0 if and only if ryx > 0.
We restrict to finite Markov chains for simplicity: the theory can be extended to countable
state Markov chains, but this requires some additional assumptions. Briefly, one requires that
the Markov chain should be positively recurrent and ergodic (see for instance [9]), for which
it is sufficient that (i) the transition rates are not degenerate: ∑y∈V rxy < ∞ for all x ∈ V ,
123
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and (ii) for each x ∈ V , the Markov chain started in x almost all trajectories of the Markov
chain do not exhibit infinitely many jumps in finite time (“no explosion”). Second, one has to
invoke a summability condition for the currents considered below (see, e.g., Eqs. 9 and 10),
such that in particular the discrete integration by parts (or summation by parts) formula (15)
holds. Finally, note that the cited result for existence and uniqueness of the optimal control
potential (the solution to (70)) is only valid for finite state Markov chains.
As usual, we can interpret the state space of the Markov chain as a directed graph with
vertices V and edges E = {xy ∣∣ x, y ∈ V, rxy > 0
}
, such that xy ∈ E if and only if yx ∈ E .
Let ρ be a probability measure on V . We define rescaled transition rates with respect to π as
qxy := π(x)rxy, (6)
so that ρ(x)rxy = ρ(x)π(x)qxy . With this notation, the detailed balance condition π(x)rxy =
π(y)ryx reads qxy = qyx , so this equality holds precisely if the Markov chain is reversible
(i.e. satisfies detailed balance). In general (not assuming reversibility), since π is the invariant
measure for the Markov chain, one has (for all x) that
∑
y
(qxy − qyx ) = 0. (7)
We further define the free energy F on V to be the relative entropy (or Kullback–Leibler









The probability current J (ρ) is defined as [49, Eq. (7.4)]
Jxy(ρ) := ρ(x)rxy − ρ(y)ryx . (9)
Moreover, for a general current j such that jxy = − jyx , we define the divergence as




We say that j is divergence free if div j (x) = 0 for every x ∈ V . The time evolution of the
probability density ρ is then given by the master equation
ρ˙t = − div J (ρt ) (11)
(which is often stated as ρ˙t = L†ρt , with the (forward) generator L†).
2.2 Non-linear Flux–Force Relation and the Associated Functionals Ψ and Ψ 
To apply the theory outlined in Sect. 1.1, the next step is to identify the appropriate forces F(ρ)
and also a set of mobilities a(ρ). In this section we define these forces, following [38,39,49].
This amounts to a reparameterisation of the rates of the Markov process in terms of physically-
relevant variables: an example is given in Sect. 3.5.
To each edge in E we assign a force F and a mobility a, as
Fxy(ρ) := log ρ(x)rxy
ρ(y)ryx
and axy(ρ) := 2
√
ρ(x)rxyρ(y)ryx . (12)
Note that Fxy = −Fyx , while axy = ayx : forces have a direction but the mobility is a
symmetric property of each edge. The fact that Fxy depends on the density ρ means that these
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forces act in the space of probability distributions. This definition of the force is sometimes
also called affinity [49, Eq. (7.5)]; see also [1]. With this definition, the probability current (9)
is





which may be verified directly from the definition sinh(x) = (ex − e−x )/2. In contrast to
the classical OM theory, this is a non-linear relation between forces and fluxes, although one
recovers a linear structure for small forces (recall the classical theory in Sect. 1.1, for which
j = L f ).
Now consider a current j defined on E , with jxy = − jyx , and a general force f that
satisfies fxy = − fyx (which is not in general given by (12)). Define a dual pair on E as





where the summation is over all xy ∈ E (the normalisation 1/2 appears because each
connected pair of states should be counted only once, but E is a set of directed edges, so it
contains both xy and yx , which have the same contribution to j · f ).
We define the discrete gradient ∇g by ∇x,y g := g(y) − g(x). The discrete gradient and
the divergence defined in (10) satisfy a discrete integration by parts formula: for any function








jxy∇x,y g = j · ∇g. (15)
We will show in Sect. 2.3 that there is an OM functional associated with these forces and
currents, which is of the form (3). Since Ψ and Ψ  are convex and related by a Legendre
transformation, it is sufficient to specify only one of them. The appropriate choice turns out
to be








) − 1). (16)
This means that Φ(ρ, j, f ) defined in (3) is uniquely minimised for the current jxy = j fxy(ρ)
with
j fxy(ρ) = 2(δΨ /δ f )xy = axy(ρ) sinh( fxy/2), (17)
as required for consistency with (13). From (4) and (14), one has also












) − 1), (18)
where
f jxy(ρ) := 2 arcsinh
( jxy/axy(ρ)
) (19)
is the force required to induce the current j .
Physically, Ψ (ρ, f ) is a measure of the strength of the force f and Ψ (ρ, j) is a measure
of the magnitude of the current j . Consistent with this interpretation, note that Ψ and Ψ  are
symmetric in their second arguments. Moreover, for small forces and currents, Ψ  and Ψ
are quadratic in their second arguments, and can be interpreted as generalisations of squared




Canonical Structure and Orthogonality of Forces... 1025






jxy f jxy(ρ) −
√








j fxy(ρ)2 + axy(ρ)2 − axy(ρ)
]
. (21)
2.3 Large Deviations and the Onsager–Machlup Functional
As anticipated in Sect. 1.1, the motivation for the definitions of Ψ , Ψ , and F is that there is
a large deviation principle for these Markov chains, whose rate function is of the form given
in (2). This large deviation principle appears when one considers N independent copies of
the Markov chain.
We denote the i th copy of the Markov chain by Xit and define the empirical density for
this copy as ρˆ it (x) = δXit ,x , where δ is a Kronecker delta function. Let the times at which the
Markov chain Xit has jumps in [0, T ] be t i1, t i2, . . . , t iKi . Further denote the state just before
the kth jump with xik−1 (such that the state after the kth jump is xik). With this, the empirical















t − t ik
)
,
where δ(t − tk) denotes a Dirac delta. Note that (jˆ it )xy = −(jˆ it )yx and the total probability
is conserved, as
∑
x div jˆ it (x) = 0 (which holds for any discrete vector field with (jˆ it )xy =−(jˆ it )yx ). With a slight abuse of notation we define a similar empirical density and current











jˆ it . (22)
Next, we state the large deviation principle where the OM functional appears. For this,
we fix a time interval [0, T ] and consider the large N limit. We assume that the N copies
at time t = 0 have initial conditions drawn from the invariant measure of the process (the
generalisation to other initial conditions is straightforward). Then, the probability to observe a
joint density and current (ρt , jt )t∈[0,T ] over the time interval [0, T ] is in the limit as N → ∞







t∈[0,T ] ≈ (ρt , jt )t∈[0,T ]
)
 exp{−N I[0,T ]
(










0 Φ(ρt , jt , F(ρt )) dt if ρ˙t + div jt = 0
+∞ otherwise (24)
Here, F(ρ) is the force defined in (12) and the condition ρ˙t + div jt = 0 has to hold for
almost all t ∈ [0, T ]. Moreover, Φ is of the form Φ(ρ, j, f ) = Ψ (ρ, j)− j · f +Ψ (ρ, f )
stated in (3), and the relevant functions Ψ , Ψ  and F are those of (16), (18) and (8). This
LDP was formally derived in [38,39]. Since the quantities defined in (22) are simple averages
over independent copies of the same Markov chain, this LDP may also be proven by direct
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application of Sanov’s theorem, which provides an interpretation of I[0,T ] as a relative entropy
between path measures; we sketch the derivation in Appendix A. For finite-state Markov
chains, (23) and (24) also follow (by contraction) from [48, Theorem 4.2], which provides a
rigorous proof.
We emphasise that the arguments ρ and j of the function Φ correspond to the random
variables that appear in the LDP, while the functions F , Ψ andΨ  that appear in Φ encapsulate
the transition rates of the Markov chain. Thus, by reparameterising the rates rxy in terms of
forces F and mobilities a, we arrive at a representation of the rate function which helps to
make its properties transparent (convexity, positivity, symmetries such as (25)).
We note that for reversible Markov chains, the force F(ρ) is a pure gradient F = ∇G
for some potential G (see Sect. 3), in which case one may write j · F = ∑x ρ˙(x)G(x),
which follows from an integration by parts and application of the continuity equation. In this
case, Mielke, M. A. Peletier, and Renger [43] also identified a slightly different canonical
structure to the one presented here, in which the dual pairing is
∑
x v(x)G(x), for a velocity
v(x) = ρ˙(x) and a potential G. The analogues of Ψ and Ψ  in that setting depend on v
and G respectively, instead of j and F . The setting of (3) and (4) is more general, in that
the functions Ψ,Ψ  for the velocity/potential setting are fully determined by those for the
current/force setting. Also, focusing on the velocity v prevents any analysis of the divergence-
free part of the current, and restricting to potential forces does not generalise in a simple way
to irreversible Markov chains. For this reason, we use the current/force setting in this work.
In a separate development, Maas [35] identified a quadratic cost function for paths (in fact a
metric structure) for which the master equation (11) is the minimiser in the case of reversible
dynamics. This metric corresponds to the solution of an optimal mass transfer problem
which seems to have no straightforward extension to irreversible systems. Of course, in the
reversible case, the pathwise rate function (24) has the same minimiser, but is non-quadratic
and therefore does not correspond to a metric structure, so there is no simple geometrical
interpretation of (24). It seems that the non-quadratic structure in the rate function is essential
in order capture the large deviations encoded by (23).
2.4 Time-Reversal Symmetry, Entropy Production, and the Gallavotti–Cohen
Theorem
The rate function for the large-deviation principle (23) is given by (24), which has been
written in terms of forces F , currents j , and densities ρ. To explain why it is useful to write
the rate function in this way, we compare the probability of a path (ρt , jt )t∈[0,T ] with that of
its time-reversed counterpart (ρ∗t , j∗t )t∈[0,T ], where (ρ∗t , j∗t ) = (ρT−t ,− jT−t ) as before.




ρˆNt , jˆ Nt
)






















= F(ρ0) − F(ρT ) −
∫ T
0
jt · F(ρt ) dt. (25)
This formula is a (finite-time) statement of the Gallavotti–Cohen fluctuation theorem [19,32]:
see also [12,37]. It also provides a connection to physical properties of the system being
modelled, via the theory of stochastic thermodynamics [50]. The terms involving the free
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energy F come from the initial conditions of the forward and reverse paths, while the integral
of j · F corresponds to the heat transferred from the system to its environment during the
trajectory [50, Eqs. (18), (20)]. This latter quantity—which is the time-reversal antisymmetric
part of the pathwise rate function—is related (by a factor of the environmental temperature)
to the entropy production in the environment [37]. The definition of the force F in (12) has
been chosen so that the dual pairing j · F is equal to this rate of heat flow: this means that
the forces and currents are conjugate variables, just as (for example) pressure and volume
are conjugate in equilibrium thermodynamics. See also the example in Sect. 3.5.
3 Decomposition of Forces and Rate Functional
We now introduce a splitting of the force F(ρ) into two parts F S(ρ) and F A, which are
related to the behaviour of the system under time-reversal, as well as to the splitting of the
heat current into “excess” and “housekeeping” contributions [50]. We use this splitting to
decompose the function Φ into three pieces, which allows us to compare (for example) the
behaviour of reversible and irreversible Markov chains. This splitting also mirrors a similar
construction within MFT [7], and this link will be discussed in Sect. 4. Related splittings
have been introduced elsewhere; see [30] and [47] for decompositions of forces in stochastic
differential equations, and [13] for decompositions of the instantaneous current in interacting
particle systems.
3.1 Splitting of the Force According to Time-Reversal Symmetry
We define the adjoint process associated with the original Markov chain of interest. The
transition rates of the adjoint process are r∗xy := π(y)ryxπ(x)−1. It is easily verified that the
adjoint process has invariant measure π , so q∗xy := π(x)r∗xy = qyx . Under the assumption
that the initial distribution is sampled from the steady state, the probability to observe a
trajectory for the adjoint process coincides with the probability to observe the time-reversed
trajectory for the original process.
From the definition of F(ρ) in (12), we can decompose this force as
Fxy(ρ) = F Sxy(ρ) + F Axy (26)
with
F Sxy(ρ) := −∇x,y log
ρ
π




With this choice, we note that the equivalent force for the adjoint process





satisfies F∗(ρ) = F S(ρ) − F A. So taking the adjoint inverts the sign of F A (the “antisym-
metric” force) but leaves F S(ρ) unchanged (the “symmetric” force). For a reversible Markov
chain, the adjoint process coincides with the original one, and F A = 0.
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(qxy − qyx ) = 0,
where the last equality uses (7). This establishes (28). unionsq
In Sect. 4.4, we will reformulate the so-called Hamilton–Jacobi relation of MFT in terms
of forces, and show that this yields an equation analogous to (28).
3.2 Physical Interpretation of FS and F A
In stochastic thermodynamics, one may identify F Axy as the housekeeping heat (or adiabatic
entropy production) associated with a single transition from state x to state y, see [16,50].
(Within the Markov chain formalism, there is some mixing of the notions of force and energy:
usually an energy would be a product of a force and a distance but there is no notion of a
distance between states of the Markov chain, so forces and energies have the same units in
our analysis.) Hence j · F A is the rate of flow of housekeeping heat into the environment. The
meaning of the housekeeping heat is that for irreversible systems, transitions between states
involve unavoidable dissipated heat which cannot be transformed into work (this dissipation
is required in order to “do the housekeeping”).
To obtain the physical interpretation of F S , we also define




















( jt )xy∇x,y log ρ
π
= D(ρt , jt ), (30)
where we used (8), (15). That is, D(ρ, j) is the change in free energy induced by the current
j . Moreover it is easy to see that






denotes the functional derivative of the free energy F given in (8). (Note that the
functional derivative δF/δρ is simply ∂F/∂ρ in this case, since ρ is defined on a discrete
space. We retain the functional notation to emphasise the connection to the general setting
of Sect. 1.1.) Also, the last identity in (30) can be phrased as
j · F S(ρ) = −D(ρ, j). (32)
The same identity, with an integration by parts, shows that
D(ρ, j) = 0 if j is divergence free. (33)
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Equation (31) shows that the symmetric force F S is minus the gradient of the free energy,
so the heat flow associated with the dual pairing of j and F S is equal to (the negative of) the
rate of change of the free energy. It follows that the right hand side of (25) can alternatively
be written as − ∫ j · F A dt .
We also recall from Sect. 2.2 that the force F acts in the space of probability densities:
Fxy depends not only on the states x, y but also on the density ρ. (Physical forces acting on
individual copies of the system should not depend onρ since each copy evolves independently,
but F includes entropic terms associated with the ensemble of copies.) To understand this
dependence, it is useful to write F(ρ) = −∑x ρ(x) log π(x) +
∑
x ρ(x) log ρ(x). We also
write the invariant measure in a Gibbs-Boltzmann form: π(x) = exp(−U (x))/Z , where
U (x) is the internal energy of state x and Z = ∑x exp(−U (x)) is a normalisation constant.
Then −∑x ρ(x) log π(x) = Eρ(U ) + log Z depends on the mean energy of the system,
while
∑
x ρ(x) log ρ(x) is (the negative of) the mixing entropy, which comes from the many
possible permutations of the copies of the system among the states of the Markov chain.
From (31) one then sees that F S has two contributions: one term (independent of ρ) that
comes from the gradient of the energy U and the other (which depends on ρ) comes from
the gradient of the entropy. These entropic forces account for the fact that a given empirical
density ρN can be achieved in many different ways, since individual copies of the system
can be permuted among the different states of the system.
3.3 Generalised Orthogonality for Forces
Recalling the definitions of Sect. 3.1, one sees that the current in the adjoint process satisfies
an analogue of (13):






, with F∗xy(ρ) := F Sxy(ρ) − F Axy . (34)
Comparing with (27), one sees that the adjoint process may also be obtained by inverting F A
(while keeping F S(ρ) as it is). For aSxy(ρ) := axy(ρ) cosh(F Axy/2) the symmetric current is
defined as





which satisfies J Sxy(ρ) = (Jxy(ρ) + J ∗xy(ρ))/2. It is the same for the process and the adjoint
process, and also coincides with the current for reversible processes (where qxy = qyx , or
equivalently F A = 0). An analogous formula can also be obtained for the anti-symmetric cur-








current is defined as





It satisfies J Axy(ρ) = (Jxy(ρ) − J ∗xy(ρ))/2.
Let Ψ S be the symmetric version of Ψ  obtained from (16) with axy(ρ) replaced by
aSxy(ρ). (The Legendre transform of Ψ S is similarly denoted ΨS). This leads to a separation
of Ψ (ρ, F(ρ)) in a term corresponding to F S(ρ) and a term corresponding to F A.
Lemma 2 The two forces F S(ρ) and F A defined in (27) satisfy
Ψ (ρ, F(ρ)) = Ψ S
(
ρ, F S(ρ)
) + Ψ (ρ, F A), (37)
Proof Using cosh(x + y) = cosh(x) cosh(y)+ sinh(x) sinh(y), Lemma 1 and the definition
of aSxy(ρ), we obtain that the left hand side of (37) is given by
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) − 1), (38)
which coincides with the right hand side of (37). unionsq
The physical interpretation of Lemma 2 is that the strength of the force F(ρ) can be
written as separate contributions from F S(ρ) and F A. The following corollary allows us to
think of a generalised orthogonality of the forces F S(ρ) and F A.
Proposition 3 (Generalised orthogonality) The forces F S(ρ) and F A satisfy
Ψ 
(
ρ, F S(ρ) + F A) = Ψ (ρ, F S(ρ) − F A). (39)
Proof This follows directly from Lemma 2 and the symmetry of Ψ (ρ, ·). unionsq
We refer to Proposition 3 as a generalised orthogonality between F S and F A because
Ψ  is acting as generalisation of a squared norm (see Sect. 1.1), so (39) can be viewed as
a nonlinear generalisation of ‖F S + F A‖2 = ‖F S − F A‖2, which would be a standard
orthogonality between forces.
Moreover, Lemma 2 can be used to decompose the OM functional as a sum of three terms.
Corollary 4 Let ΦS be defined as in (3) with (Ψ,Ψ ) replaced by (ΨS, Ψ S ), and D(ρ, j)
as defined in (29). Then
Φ(ρ, j, F(ρ)) = D(ρ, j) + ΦS
(
ρ, 0, F S(ρ)
) + Φ(ρ, j, F A). (40)
Proof We use the definition of Φ in (3) and (32) together with Lemma 2 to decompose
Φ(ρ, j, F(ρ)) as





Ψ (ρ, j) − j · F A + Ψ (ρ, F A)
]
= D(ρ, j) + ΦS
(
ρ, 0, F S(ρ)
) + Φ(ρ, j, F A),
(41)
which proves the claim. unionsq
Recall from Sect. 1.1 that Φ measures how much the current j deviates from the typical
(or most likely) current J (ρ). One sees from (40) that it can be large for three reasons.
The first term is large if the current is pushing the system up in free energy (because D is
the rate of change of free energy induced by the current j). The second term comes from
the time-reversal symmetric (gradient) force F S(ρ), which is pushing the system towards
equilibrium. The third term comes from the time-reversal anti-symmetric force F A; namely,
it measures how far the current j is from the value induced by the force F A.
Corollary 4 also makes it apparent that the free energy F is monotonically decreasing for
solutions of (11), which are minimisers of I[0,T ].
Corollary 5 The free energy F is monotonically decreasing along minimisers of the rate
function I[0,T ]. Its rate of change is given by
d
dt
F(ρt ) = −Ψ S
(
ρt , F S(ρt )
) − Φ(ρt , J (ρt ), F A(ρt )
)
. (42)




F(ρt ) = D(ρ, j) = −Ψ S
(
ρt , F S(ρt )
) − Φ(ρt , J (ρt ), F A(ρt )
)
. (43)
Both Ψ  and Φ are non-negative, so F is indeed monotonically decreasing. unionsq
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Fig. 1 Illustration of a simple
Markov chain with n = 5 states
arranged in a circle. The
transition rates between states are
ri,i±1. If the Markov chain is not
reversible, there will be a
steady-state probability current
J corresponding to a net drift of









3.4 Hamilton–Jacobi Like Equation for Markov Chains
It is also useful to note at this point an additional aspect of the orthogonality relationships
presented here, which has connections to MFT (see Sect. 4). We formulate an analogue of
the Hamilton–Jacobi equation of MFT, as follows. Define
H(ρ, ξ) = 1
2
[
Ψ (ρ, F(ρ) + 2ξ) − Ψ (ρ, F(ρ))] , (44)
which we refer to as an extended Hamiltonian, for reasons discussed in Sect. 6.3 (see also
Sect. IV.G of [7]).
The extended Hamilton–Jacobi equation for a functional S is then (cf. equation (100) in







Note that the free energy F defined in (8) solves (45), which follows from Proposition 3
(using (31) and that Ψ  is symmetric in its second argument). In fact (see Proposition 13),
the free energy is the maximal solution to this equation. In MFT, the analogous variational
principle can be useful, as a characterisation of the invariant measure of the process. Here,
one has a similar characterisation of the (non-equilibrium) free energy.
Since (45) with S = F provides a characterisation of the free energy F , which is uniquely
determined by the invariant measure π of the process, it follows that (45) must be equivalent
to the condition that π satisfies div J (π) = 0: recall (11). Writing everything in terms of the






[rxy − r∗xy] = 0,





which is indeed satisfied if and only if π is invariant (cf. Eq. (7)).
3.5 Example: Simple Ring Network
To illustrate these abstract ideas, we consider a very simple Markov chain, in which n states
are arranged in a circle, see Fig. 1. So V = {1, 2, . . . , n} and the only allowed transitions
take place between state x and states x ±1 (to incorporate the circular geometry we interpret
n+1 = 1 and 1−1 = n). In physics, such Markov chains arise (for example) as simple models
of nano-machines or motors, where an external energy source might be used to drive circular
motion [29,53]. Alternatively, such a Markov chain might describe a protein molecule that
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goes through a cyclic sequence of conformations, as it catalyses a chemical reaction [31]. In
both cases, the systems evolve stochastically because the relevant objects have sizes on the
nano-scale, so thermal fluctuations play an important role.
To apply the analysis presented here, the first step is to identify forces and mobilities,
as in (12). Let Rx = √rx,x+1rx+1,x . The invariant measure may be identified by solving∑
y π(x)rxy =
∑
y π(y)ryx subject to
∑
y π(y) = 1. Finally, one computes the steady
state current J = π(x)rx,x+1 − π(x +1)rx+1,x , where the right hand side is independent
of x (this follows from the steady-state condition on π ). The original Markov process has
2n parameters, which are the rates rx,x±1: these are completely determined by the n − 1
independent elements of π , the n mobilities (Rx )nx=1 and the current J . The idea is that this
reparameterisation allows access to the physically important quantities in the system.
From the definitions of J and R, it may be verified that
2π(x)rx,x+1 =
√
J 2 + 4R2xπ(x)π(x+1) + J ,
and similarly 2π(x+1)rx+1,x =
√
J 2 + 4R2xπ(x)π(x+1) − J . Then write
ρ(x)rx,x+1 = Rx
√






J 2 + 4R2xπ(x)π(x+1) + J√
J 2 + 4R2xπ(x)π(x+1) − J
)1/2
. (46)
In this case, we can identify the three terms as









which allows us to read off the mobility a and the forces F S and F A. The physical meaning
of these quantities may not be obvious from these definitions, but we show in the follow-
ing that reparameterising the transition rates in this way reveals structure in the dynamical
fluctuations.
For example, equilibrium models (with detailed balance) can be identified via F Ax,x+1 =
0 (for all x). In general F Ax,x+1 is the (steady-state) entropy production associated with a
transition from x to x + 1, see Sect. 3.2. The steady state entropy production associated with






x (rx,x+1/rx+1,x ), as it must be [1].
Now consider the LDP in (23). We consider a large number (N ) of identical nano-scale
devices, each of which is described by an independent copy of the Markov chain. Typically,
each device goes around the circle at random, and the average current is J (so each object
performs J /n cycles per unit time). The LDP describes properties of the ensemble of devices.
If N is large and the distribution of devices over states is ρ, then the (overwhelmingly likely)
time evolution of this distribution is ρ˙ = − div J (ρ), where the current J obeys the simple
formula





F Sx,x+1(ρ) + F Ax,x+1
])
, (48)
which is (13), applied to this system. The simplicity of this expression motivates the parametri-
sation of the transition rates in terms of forces and mobilities. In addition, if one observes
some current j [not necessarily equal to J (ρ)] then the rate of change of free energy of the
ensemble can be written compactly as D(ρ, j) = − j · F S(ρ), from (32). The quantity j · F A
is the rate of dissipation via housekeeping heat (see Sect. 3.2). This (physically-motivated)
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splitting of j · F = j · (F S + F A) motivates our introduction of the two forces F S and F A.
Note that j · F is the rate of heat flow from the system to its environment, and appears in the
fluctuation theorem (25).
Finally we turn to the large deviations of this ensemble of nano-scale objects. There is an
LDP (23), whose rate function can be decomposed into three pieces (Corollary 4), because
of the generalised orthogonality of the forces F S and F A (Lemma 2). This splitting of the
rate function is useful because the symmetry properties of the various terms yields bounds
on rate functions for some other LDPs obtained from Φ by contraction, see Sect. 5.
4 Connections to MFT
MFT is a field theory which describes the mass evolution of particle systems in the drift-
diffusive regime, on the level of hydrodynamics. In this setting, it can be seen as generalisation
of Onsager–Machlup theory [36]. For a comprehensive review, we refer to [7]. This section
gives an overview of the theory, focussing on the connections to the results presented in
Sects. 2 and 3.
We seek to emphasise two points: first, while the particle currents in MFT and the prob-
ability current in Markov chains are very different objects, they both obey large-deviation
principles of the form presented in Sect. 1.1. This illustrates the broad applicability of this
general setting. Second, we note that many of the particle models for which MFT gives a
macroscopic description are Markov chains on discrete spaces. Starting from this observa-
tion, we argue in Sect. 4.5 that some results that are well-known in MFT originate from
properties of these underlying Markov chains, particularly Proposition 3 and Corollary 4.
4.1 Setting
We consider a large number N of indistinguishable particles, moving on a lattice ΛL (indexed
by L ∈ N, such that the number of sites |ΛL | is strictly increasing with L). These particles
are described by a Markov chain, so the relevant forces and currents satisfy the equations
derived in Sects. 2 and 3. The hydrodynamic limit is obtained by letting L → ∞ such
that the total density N/|ΛL | converges to a fixed number ρ¯. In this limit, the lattice ΛL is
rescaled into a domain Λ ⊂ Rd and one can characterise the system by a local (mass) density
ρ : Λ → [0,∞) together with a local current j : Λ → Rd , which evolve deterministically as
a function of time [7,28]. This time evolution depends on some (density-dependent) applied
forces F(ρ) : Λ → Rd . The force at x ∈ Λ can be written as
F(ρ)(x) = fˆ ′′(ρ(x))∇ρ(x) + E(x), (49)
where the gradient ∇ denotes a spatial derivative, the function fˆ : [0,∞) → R is a free
energy density and E : Λ → Rd is a drift. (The free energy fˆ is conventionally denoted by
f [7]; here we use a different notation since f indicates a force in this work.) With these
definitions, the deterministic currents satisfy the linear relation [41]
J (ρ) = χ(ρ)F(ρ), (50)
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4.2 Onsager–Machlup Functional
Within MFT, the system is fully specified once the functions f, χ, E are given. These three
quantities are sufficient to specify both the deterministic evolution of the most likely path ρ,
and the fluctuations away from it. We can again define an OM functional given by
ΦMFT(ρ, j, f ) := 12
∫
Λ
( j − χ f ) · χ−1( j − χ f ) dx . (51)
To cast this functional in the form (3), we define the dual pair ∫
Λ
( j · f ) dx , together with the
Legendre duals
ΨMFT(ρ, j) := 12
∫
Λ





f · χ f dx . (52)
Given ρ and f , we have that ΦMFT is uniquely minimised (and equal to zero) for the current
j = χ(ρ) f .
4.3 Large Deviation Principle
Within MFT, one considers an empirical density and an empirical current. We emphasise that
these refer to particles, which are interacting and move on the lattice ΛL ; this is in contrast
to the case of Markov chains, where the copies of the system were non-interacting and one
considers a density and current of probability. The averaged number of particles at site i ∈ ΛL
is denoted with ρˆ Lt (xi ), where xi is the image in the rescaled domain Λ of site i ∈ ΛL , and
the corresponding particle current is given by jˆ Lt (cf. Sect. VIII.F in [7] for details). Note
that both the particle density ρˆ Lt and the particle current jˆ Lt are random quantities (see also
Sect. 4.5).
In keeping with the setting of Sect. 1.1, we focus on paths (ρˆ Lt , jˆ Lt )t∈[0,T ] in the limit as







t∈[0,T ] ≈ (ρt , jt )t∈[0,T ]
)
 exp{−|ΛL |I MFT[0,T ]
(
(ρt , jt )t∈[0,T ]
)}
. (53)
Note that the parameter N in (1), which is the speed of the LDP, corresponds to the lattice
size |ΛL |. For the force F(ρ) defined in (49), the rate functional in (53) is given by
I MFT[0,T ]
(





0 ΦMFT(ρt , jt , F(ρt )) dt if ρ˙t +div jt =0
+∞ otherwise. (54)
Here V is the quasipotential, which plays the role of a non-equilibrium free energy. We may
think of V as the macroscopic analogue of the free energy F defined in (8). It is the rate
functional for the process sampled from the invariant measure, which is consistent with the
case for Markov chains in (24). We assume that V has a unique minimiser π , which is the
steady-state density profile (so V(π) = 0).
An important difference between the Markov chain setting and MFT is that the OM
functional for Markov chains is non-quadratic, which is equivalent to a non-linear flux force
relation, whereas MFT is restricted to quadratic OM functionals.
Equation (53) is the basic assumption in MFT [7], in the sense that all systems considered
by MFT are assumed to satisfy this pathwise LDP. In fact, both the process and its adjoint
are assumed to satisfy such LDPs (with similar rate functionals, but different forces) [7].
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4.4 Decomposition of the Force F
The force F in (49) can be written as the sum of a symmetric and an anti-symmetric part,
F(ρ) = FS(ρ) + FA(ρ), just as in Sect. 3.1. The force for the adjoint process is given by
F∗(ρ) = FS(ρ) − FA(ρ). Note that, unlike in the case of Markov chains, FA(ρ) can here
depend on ρ. More precisely, FS(ρ) = −∇ δVδρ and FA(ρ) is given implicitly by FA(ρ) =
F(ρ) − FS(ρ).
The symmetric and anti-symmetric currents are defined in terms of the forces FS(ρ) and
FA(ρ) as JS(ρ) := χ(ρ)FS(ρ) and JA(ρ) := χ(ρ)FA(ρ). An important result in MFT is
the so-called Hamilton–Jacobi orthogonality, which states that
∫
Λ
JS(ρ) · χ(ρ)−1 JA(ρ) dx = 0. (55)
In terms of the forces FS(ρ) and FA(ρ), we can restate (55) as∫
Λ
FS(ρ) · χ(ρ)FA(ρ) dx = 0. (56)













) · χ(ρ)(FS(ρ) − FA(ρ)
)
dx, (57)
or in other words, from (52),
Ψ MFT(ρ, FS(ρ) + FA(ρ)) = Ψ MFT(ρ, FS(ρ) − FA(ρ)), (58)
which is the result of Proposition 3 in the context of MFT. One can see (39), and hence
Proposition 3, as the natural generalisation to the Hamilton–Jacobi orthogonality (55). Again,
the MFT describes systems on the macroscopic scale, but the result (58) originates from the
result (39), on the microscopic level.
4.5 Relating Markov Chains to MFT: Hydrodynamic Limits
We have discussed a formal analogy between current/density fluctuations in Markov chains
and in MFT: the large deviation principles (23) and (53) refer to different objects and different
limits, but they both fall within the general setting described in Sect. 1.1. We argue here that
the similarities between these two large deviation principles are not coincidental—they arise
naturally when MFT is interpreted as a theory for hydrodynamic limits of interacting particle
systems.
To avoid confusion between particle densities and probability densities, we introduce
(only for this section) a different notation for some properties of discrete Markov chains,
which is standard for interacting particle systems. Let η represent a state of the Markov chain
(in place of the notation x of Sect. 2), and let μ be a probability distribution over these states
(in place of the notation ρ of Sect. 2). Let j be the probability current.
We illustrate our argument using the weakly asymmetric simple exclusion process
(WASEP) in one dimension, so the lattice is ΛL = {1, 2, . . . , L}, and each lattice site
contains at most one particle, so V = {0, 1}L . The lattice has periodic boundary conditions
and the occupancy of site i is η(i). Particles hop to the right with rate L2 and to the left with
rate L2(1 − (E/L)), but in either case only if the destination site is empty. Here E is a fixed
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parameter (an external field); the dependence of the hop rates on L is chosen to ensure a
diffusive hydrodynamic limit (as required for MFT).
The spatial domain relevant for MFT is Λ = [0, 1]: site i ∈ ΛL corresponds to position
i/L ∈ Λ. For any probability measure μ on V , one can write a corresponding smoothed







μ(η)η(i/L)δ(x − (i/L)), (59)
where δ is a smoothed delta function (for example a Gaussian with unit weight and width
, or—more classically—a top-hat function of width , cf. [28]). Similarly if there is a














where ηi,i+1 is the configuration obtained from η by moving a particle from site i to site
i + 1; if there is no particle on site i then define ηi,i+1 = η so that jη,ηi,i+1 = 0. Physically,
ρ is the average particle density associated to μ, and j is the particle current associated to
j .
As noted above, MFT is concerned with the limit L → ∞. The LDP (23) is not relevant for
that limit (it applies when one considers many (N → ∞) independent copies of the Markov
chain, with L being finite for each copy). However, the rate function I[0,T ] that appears in (23)
has an alternative physical interpretation, as the relative entropy between two path measures:
see Appendix A. This relative entropy can be seen as a property of the WASEP; there is no
requirement to invoke many copies of the system. Physically, the relative entropy measures
how different is the WASEP from an alternative Markov process with a given probability and
current (μt , jt )t∈[0,T ].
The key point is that in cases where MFT applies, one expects that the rate function I MFT[0,T ]
can be related to this relative entropy. In fact, there is a deeper relation between relative
entropies and rate functionals: it can be shown that Large Deviation Principles are equivalent
to Γ -convergence of relative entropy functionals (see [42] for details).
Returning to the WASEP, we consider a particle density (ρt , jt )t∈[0,T ] that satisfies
ρ˙t = − div jt . One then can find (for each L) a time-dependent probability and current
(μLt , j
L
t )t∈[0,T ], with μ˙Lt = − div j Lt , such on taking the limit  → 0 after L → ∞, the











) = I MFT[0,T ]
(
(ρt , jt )t∈[0,T ]
)
. (61)
In order to find (μLt , j Lt )t∈[0,T ], one defines a “controlled” WASEP (similar to (69) in
Sect. 5.3), in which the particle hop rates depend on position and time, such that the particle
density in the hydrodynamic limit obeys ρ˙t = − div jt .
For interacting particle systems, this “controlled” process is usually obtained by adding
a time dependent external field to the system that acts on the individual particles. This was
first derived for the symmetric SEP in [27] (see also [4] for a treatment of the zero-range
process). For the WASEP (in a slightly different situation with open boundaries) a proof of
(61) can e.g. be found in [6], Lemma 3.7.
Moreover, on decomposing I MFT[0,T ] and I[0,T ] as in (3), the separate functions Ψ and Ψ 
obey formulae analogous to (61): this is the sense in which the structure of the MFT rate
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function is inherited from the relative entropy of the Markov chains. The quadratic functions
Ψ and Ψ  in MFT arise because the forces that appear in the underlying Markov chains are
small (compared to unity), so second order Taylor expansions of Ψ  and Ψ give in the limit
the accurate description, similar to [2]. We will return to this discussion in a later publication.
5 LDPs for Time-Averaged Quantities
So far we have considered large deviation principles for hydrodynamic limits, and for systems
consisting of many independent copies of a single Markov chain. We now show how some
of the results derived in Sects. 2 and 3 also have analogues for large deviations for a single
Markov chain, in the large-time limit.
5.1 Large Deviations at Level 2.5
Analogous to (22), we define the time averaged empirical measure of a single copy of the
Markov chain ρˆ[0,T ] and the time averaged empirical current jˆ[0,T ] as
ρˆ[0,T ] := 1T
∫ T
0




(where we choose ρˆt = ρˆ1t and jˆt = jˆ1t for the empirical density and current of the single
Markov chain, as defined above in Sect. 2.3). For countable state Markov chains, the quantity
(ρˆ[0,T ], jˆ[0,T ]) satisfies a LDP as T → ∞:
Prob
((
ρˆ[0,T ], jˆ[0,T ]
) ≈ (ρ, j))  exp{−T I2.5(ρ, j)
}
. (63)
We refer to such principles as level 2.5 LDPs. For countable state Markov chains the rate
functional I2.5(ρ, j) was derived in [39], and was proven rigorously in [8,9] for Markov
chains in the setting of Sect. 2.1 under some additional conditions (see [8,9] for the details).




2Φ(ρ, j, F(ρ)) if div j = 0
+∞ otherwise , (64)
with Φ again given by (3), together with (14), (16) and (18).
We have stated this LDP for joint fluctuations of the density and the current. For Markov
chains, the LDP for the density and the flow is also known as a level-2.5 LDP [9], so our
general use of the name level-2.5 for (63) may be non-standard, but it seems reasonable. The
rate functional for the density and the current in (63) can be obtained by contraction from
the rate functional for the density and the flow (see Theorem 6.1 in [8]).
Using the splitting obtained in Sect. 3.3, we obtain the following representation for the
rate functional on level-2.5.
Proposition 6 Let j be divergence free. Then the level-2.5 rate functional (64) is given by




ρ, 0, F S(ρ)
) + Φ(ρ, j, F A)
]
. (65)
Proof We note from (33) that D(ρ, j) vanishes for divergence free currents j . The result
then directly follows from Corollary 4. unionsq
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5.2 Large Deviations for Currents
Proposition 6 is connected to recently-derived bounds on rate functions for currents, see [22,
23,45,46]. Indeed, the rate function for current fluctuations can be obtained by contraction
from level-2.5, as
Icurrent( j) := inf
ρ
I2.5(ρ, j). (66)
Then, following [23,46], it may be shown that for any ρ, j, f one has for Φ as in (3)
with (14), (16)–(18) that
Φ
(




jxy − j fxy(ρ)
)2
bxy(ρ, f ) (67)
with bxy(ρ, f ) = fxy/(4 j fxy(ρ)) if fxy = 0; otherwise bxy is continuously extended by
taking bxy(ρ, f ) = 1/(2axy(ρ)). Hence one has the result of [22], that the curvature of the
rate function is controlled by the housekeeping heat F A, as
Icurrent( j) ≤ I2.5(π, j) = 12Φ
(










where J ss := J (π) is the steady state current (recall (9)), and the ratio F Axy/J ssxy must again
be interpreted as 2/axy(ρ) in the case where F Axy (and hence J ssxy) vanish. The first step
in (68) comes from (66), the second step uses (65) as well as Φ(π, 0, F S) = 0, and the third
uses (67).
The significance of the splitting (65) for this result is that J ssxy F Axy is the rate of flow
of housekeeping heat associated with edge xy: the appearance of the housekeeping heat is
natural since the bound comes from the second term in (65), which is independent of F S and
depends only on F A.
5.3 Optimal Control Theory
It will be useful to introduce ideas of optimal control theory, whose relationship with large
deviation theory is discussed in [10,11,18,24]. In parallel with our given transition rates rxy
we introduce a new process, the controlled process, where the rates are modified by a control
potential ϕ, as
r˜xy := rxy exp((ϕ(y) − ϕ(x))/2). (69)
For a given probability distribution ρ, we seek a potential ϕ such that the controlled process




ρxrxy exp((ϕ(y) − ϕ(x))/2) − ρyryx exp((ϕ(x) − ϕ(y))/2)
] = 0,
or equivalently






) = 0. (70)




ρ, j, F(ρ)), (71)
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which is also equivalent to maximisation of the Donsker–Varadhan functional, see for exam-
ple Chapter IV.4 in [15]. A proof for the existence and uniqueness of ϕ can, e.g., be found
in [40]. Now assume that ϕ solves (70). The resulting controlled process depends on ρ and
has rates r˜ given by (69). Throughout this section, we use tildes to indicate properties of the
controlled process: all these quantities depend implicitly on the fixed probability ρ. Hence
the (time-dependent) measure of the controlled process is ρ˜.
Repeating the analysis of Sect. 2.1 and noting that r˜xyr˜yx = rxyryx , we find that a˜xy(ρ˜) :=
2
√
ρ˜(x)r˜xy ρ˜(y)r˜yx = axy(ρ˜). Also, the force for the controlled process is
F˜(ρ˜) = F(ρ˜) + ∇ϕ, (72)
which may be decomposed as
F˜ S(ρ˜) := F S(ρ˜) + ∇ log ρ
π
= −∇ log ρ˜
ρ
,




Thus, the symmetric force in the controlled process vanishes when ρ˜ = ρ. The antisym-
metric force F˜ A represents the force observed in the new non-equilibrium steady state ρ. If
the original process is reversible, then ϕ = log ρ
π
so F˜ A = F A = 0.
It is useful to define J˜xy(ρ˜) := axy(ρ˜) sinh(F˜xy(ρ˜)/2) and to identify the steady-state
current for the controlled process as
J˜ ss := J˜ (ρ). (74)
5.4 Decomposition of Rate Functions
The ideas of optimal control theory are useful since they facilitate the further decomposition
of the level-2.5 rate function into several contributions.
Lemma 7 Suppose that ρ and j are given and that div j = 0. Then




ρ, J˜ ss, F(ρ)
) + Φ(ρ, j, F˜ A)
]
, (75)
where J˜ ss is given by (74), evaluated in the optimally controlled process whose steady state
is ρ.
Proof We write




= [Ψ (ρ, j) − j · F˜(ρ) + Ψ (ρ, F˜(ρ))]
+ Ψ (ρ, F(ρ)) − Ψ (ρ, F˜(ρ)) − j · (F(ρ) − F˜(ρ))
= Φ(ρ, j, F˜(ρ)) + Ψ (ρ, F(ρ)) − Ψ (ρ, F˜(ρ)) + j · ∇ϕ (76)
where the first line is (3) and (64); the second line is simple rewriting; and the third uses the
definition of Φ in (3) and also (72) with ρ˜ = ρ.
The current J˜ (ρ) satisfies Φ(ρ, J˜ (ρ), F˜(ρ)) = 0 so one has (by definition of Φ) that
Ψ (ρ, F˜(ρ)) = J˜ (ρ) · F˜(ρ) − Ψ (ρ, J˜ (ρ)). Using this relation together with (72) and (76),
one has
2I2.5(ρ, j) = Φ
(
ρ, j, F˜(ρ)) + Ψ (ρ, F(ρ)) − J˜ (ρ) · F(ρ)
+Ψ (ρ, J˜ (ρ)) − J˜ (ρ) · ∇ϕ + j · ∇ϕ. (77)
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Finally we note that div J˜ (ρ) = 0 (since ρ is the invariant measure for the controlled process)
and div j = 0 (by assumption), so integration by parts yields J˜ (ρ) · ∇ϕ = 0 = j · ∇ϕ; using
once more the definition of Φ yields (82). unionsq
The physical interpretation of (75) is as follows. The contribution 12Φ(ρ, j, F˜ A) is
a rate functional for observing an empirical current j in the controlled process, while
1
2Φ(ρ, J˜
ss, F(ρ)) is the rate functional for observing an empirical current J˜ ss in the orig-
inal process. Since J˜ ss is the (deterministic) probability current for the controlled process,
one has that the more the controlled process differs from the original one, the larger will be
Φ(ρ, J˜ ss, F(ρ)). Hence the level-2.5 rate functional is large if the controlled process is very
different from the original one, as one might expect. The rate functional also takes larger
values if the empirical current j is very different from the probability current of the controlled
process.
We obtain our final representation for the level-2.5 rate functional, consisting of the sum
of three different OM functionals.
Proposition 8 Let j be divergence free. We can represent the level-2.5 rate functional (64)
as




ρ, 0, F S(ρ)
) + Φ(ρ, J˜ ss, F A) + Φ(ρ, j, F˜ A)
]
. (78)
Proof This follows immediately from Lemma 7 followed by an application of Corollary 4
to Φ
(
ρ, J˜ ss, F A
)
and that D = 0, from (33). unionsq
The three terms in (78) also appear in Lemma 7 and Corollary 4, and their interpretations
have been discussed in the context of those results. Briefly, we recall that I2.5(ρ, j) sets the
probability of fluctuations in which a non-typical density ρ and current j are sustained over
a long time period. The first term in (78) reflects the fact that the free-energy gradient F S(ρ)
tends to push ρ towards the steady state π , so maintaining any non-typical density is unlikely
if F S(ρ) is large. Similarly, the second term in (78) reflects the fact that large non-gradient
forces F A also tend to suppress the probability that ρ maintains its non-typical value. The
final term is the only place in which the (divergence-free) current j appears: it vanishes if
the current j is typical within the controlled process (see Corollary 9); otherwise it reflects
the probability cost of maintaining a non-typical circulating current.
5.5 Large Deviations at Level 2
As well the LDP (63), we also consider an (apparently) simpler object, called a level-2 LDP,




)  exp(−T I2(ρ)). (79)
The contraction principle for LDPs [52, Sect. 3.6] states that
I2(ρ) = infj :div j=0 I2.5(ρ, j). (80)
Equation (75) is uniquely minimised in its second argument for the divergence free current




ρ, J˜ ss, F(ρ)
)
. (81)
The same splitting as above finally allows us to write the level 2 rate functional as follows.
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ρ, 0, F S(ρ)
) + Φ(ρ, J˜ ss, F A)
]
. (82)
Proof This follows from (80) and (78), since Φ(ρ, j, F˜ A) has a minimal value of zero. unionsq
This last identity extends the results obtained in [26] on the accelerated convergence to
equilibrium for irreversible processes using LDPs from the macroscopic scale (i.e. in the
regime of MFT) to Markov chains. The level-2 rate function in (82) can be interpreted as
a rate of convergence to the steady state. It was shown in [26] that the rate is higher for
irreversible processes, as opposed to reversible ones (as the second term Φ(ρ, J˜ ss, F A) = 0
for reversible processes). We remark that splitting techniques for irreversible jump processes
have been used to devise efficient MCMC samplers; see for example [5,34].
5.6 Connection to MFT
Under the assumption that no dynamical phase transition takes place, the time averaged








t dt in MFT (recall Sect. 4.3 for
definitions) also satisfy a joint LDP in the limit L , T → ∞: one takes first L → ∞ and then
T → ∞, see [26, Eq. (36)]. The LDP is similar to (63):
Prob
((






−T |ΛL |I MFTjoint (ρ, j)
}
, (83)
where the rate function is, for a density profile ρ and a current j with div j = 0, given by
I MFTjoint (ρ, j) =
1
2
ΦMFT(ρ, j, F(ρ)). (84)
As for Markov chains (see Sect. 5.1) I MFTjoint (ρ, j) = ∞ if j is not divergence free. If div j = 0
then the rate function can be written in the form [26]


















(JF − j) · χ−1(JF − j) dx, (85)














∇ϕ · χ∇ϕ dx . (86)
The function ϕ in (85) and (86) is obtained by solving
div JF (ρ) = 0, JF (ρ) := χ∇ϕ + JA(ρ). (87)
Clearly the solution ϕ depends on ρ. In essence, we have reduced the minimisation prob-
lem (80) to the solution of this PDE. Comparing with (78), we identify the terms JF = χ F˜ A
in the MFT setting, and also J˜ ss = χ F˜ A, so ( J˜ ss − χ F A(ρ)) = χ∇ϕ. We obtain the
following representations for (85) and (86) reminiscent of Proposition 8 and Corollary 9.
Proposition 10 The rate functional for the joint density and current in MFT, which is given
by (85), can be written in terms of the OM functional (51) as









1042 M. Kaiser et al.





ΦMFT(ρ, 0, F S(ρ)) + ΦMFT(ρ, J˜ ss, F A(ρ))
]
. (89)
This proposition is equivalent to Proposition 5 of [26], but has now been rewritten in the
language of optimal control theory. As discussed in [26], Eq. (89) quantifies the extent to
which breaking detailed balance accelerates convergence of systems to equilibrium, at the
hydrodynamic level. For this work, the key point is that this result originates from Corollary 9,
which is the equivalent statement for Markov chains (without taking any hydrodynamic limit).
6 Consequences of the Structure of the OM Functional Φ
We have shown that the rate functions for several LDPs in several different contexts depend
on functionals Φ with the general structure presented in (3) and (4). In this section, we show
how this structure alone is sufficient to establish some features that are well-known in MFT.
This means that these results within MFT have analogues for Markov chains. Our derivations
mostly follow the standard MFT routes [7], but we use a more abstract notation to emphasise
the minimal assumptions that are required.
6.1 Assumptions
The following minimal assumptions are easily verified for Markov chains; they are also
either assumed or easily proven for MFT. The results of this section are therefore valid in
both settings.
We consider a process described by a time-dependent density ρ and current j , with an
associated continuity equation ρ˙ = − div j and unique steady state π . We are given a set
of (ρ-dependent) forces denoted by F(ρ), a dual pairing j · f between forces and currents,
and a function Ψ (ρ, j) which is convex in j and satisfies Ψ (ρ, j) = Ψ (ρ,− j). With these
choices, the functions Ψ  and Φ are fully specified via (3) and (4). We assume that for initial
conditions chosen from the invariant measure, the system satisfies an LDP of the form (1)
with rate function of the form (2).
We define an adjoint process for which the probability of a path (ρt , jt )t∈[0,T ] is equal to
the probability of the time-reversed path (ρ∗t , j∗t )t∈[0,T ] in the original process. As above, we
define (ρ∗t , j∗t ) = (ρT−t ,− jT−t ). We assume that the adjoint process also satisfies an LDP
of the form (1), with rate function I ∗[0,T ]. Hence we must have
I ∗[0,T ]
(
(ρt , jt )t∈[0,T ]







Moreover, we assume that I ∗[0,T ] may be obtained from I by replacing the force F(ρ) with
some adjoint force F∗(ρ). That is,
I ∗[0,T ]
(
(ρt , jt )t∈[0,T ]
) = I0(ρ0) + 12
∫ T
0
Φ(ρt , jt , F∗(ρt )) dt. (91)
Here, I0 is the rate function associated with fluctuations of the density ρ, for a system in its
steady state. That is, within the steady state, Prob(ρˆN ≈ ρ)  exp(−N I0(ρ)). For Markov
chains, I0 = F , the free energy; for MFT we have I0 = V , the quasipotential. In the following
we refer to I0 as the free energy.
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6.2 Symmetric and Anti-symmetric Forces
Define
F S(ρ) := 1
2
[F(ρ) + F∗(ρ)], F A(ρ) := 1
2
[F(ρ) − F∗(ρ)]. (92)
As the following proposition shows, F S is connected to the gradient of the free energy (or
quasipotential) I0, and the forces F A and F S satisfy a generalised orthogonality (in the sense
of Proposition 3). The proof follows Section II.C of [7], but uses only the assumptions of
Sect. 6.1, showing that the result applies also to Markov chains.
Proposition 11 The forces F S and F A satisfy






ρ, F S(ρ) + F A) = Ψ (ρ, F S(ρ) − F A). (94)
Proof Combining (90) and (91), we obtain (for any path (ρt , jt )t∈[0,T ] that obeys the conti-




Φ(ρt , jt , F(ρt )) dt = I0(ρT )+12
∫ T
0
Φ(ρT−t ,− jT−t , F∗(ρT−t )) dt. (95)
Differentiating with respect to T and using (3) together with Ψ (ρ, j) = Ψ (ρ,− j) and (92),
one has
I˙0(ρ) + j · F S(ρ) + 12
[
Ψ (ρ, F∗(ρ)) − Ψ (ρ, F(ρ))] = 0.
Using the continuity equation and an integration by parts, one finds I˙0(ρ) = j · ∇ δ I0δρ , so that
j ·
[






Ψ (ρ, F∗(ρ)) − Ψ (ρ, F(ρ))] = 0.
This equation must hold for all (ρ, j), which means that the two terms in square parentheses
both vanish separately. Combining the last equation with (92), we obtain (93) and (94). unionsq
Proposition 11 also yields a variational characterisation of I0. The following corollary is
analogous to Eq. (4.8) of [7], as is its proof.
Corollary 12 The free energy I0 satisfies
I0(ρˆ) = inf 12
∫ 0
−∞
Φ(ρt , jt , F(ρt )) dt, (96)
where the infimum is taken over all paths (ρt , jt )t∈(−∞,0] that satisfy ρ˙t +div jt = 0, as well
as limt→−∞ ρt = π and ρ0 = ρˆ. Moreover, the optimal path is given by the time reversal of
the solution of the adjoint dynamics (ρt ,−J ∗(ρt ))t∈(−∞,0].





Φ(ρt , jt , F(ρt )) dt = I0(ρˆ) + 12
∫ 0
−∞
Φ(ρt , jt , F∗(ρt )) dt.




−∞ Φ(ρt , jt , F(ρt )) dt is 0, and this infimum is attained uniquely for the optimal
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path for (96). To see this, we note that Φ(ρt ,− jt , F∗(ρt )) is uniquely minimised for
jt = −J ∗(ρt ), and (ρt ,−J ∗(ρt ))t∈(−∞,0] satisfies the conditions above, so the optimal
path is indeed the time-reversal of the solution of the adjoint dynamics. unionsq
6.3 Hamilton–Jacobi Like Equation for the Extended Hamiltonian
Another important relationship within MFT is the Hamilton–Jacobi equation [7, Eq. (4.13)].
This provides a characterisation of the quasipotential, as its maximal non-negative solution.
The following formulation of that result uses only the assumptions of Sect. 6.1 and therefore
applies also to Markov chains. The functional
L(ρ, j) := 1
2
Φ(ρ, j, F(ρ)) (97)
can be interpreted as an extended Lagrangian. (Note that L(ρ, j) should not be interpreted as
a Lagrangian in the classical sense, as it depends on density and current (ρ, j), rather than the
pair consisting of density and associated velocity (ρ, ρ˙)). We follow Sect. IV.G of [7]: given
a sample path (ρt , jt )t∈[0,T ]), define a vector field At = A0 −
∫ t
0 jsds. The initial condition
A0 is chosen so that there is a bijection between the paths (ρt , jt )t∈[0,T ] and (At )t∈[0,T ]. For
example, in finite Markov chains, define ρ¯ as a constant density, normalised to unity, and let
A0 = ∇h, where h solves div(∇h) = (ρ0 − ρ¯), see [13] for the relevant properties of these
vector fields. With this choice, and using ρ˙ = − div j , one has ρt = ρ¯ + div At for all t , and
one may also write (formally) At = div−1(ρt − ρ¯). Comparing with [7, Sect. IV.G], we write
ρ = ρ¯ +div A instead of ρ = div A since for Markov chains one has (for any discrete vector
field A) that ∑x div A(x) = 0, so it is not possible to solve div A = ρ if ρ is normalised to
unity (recall that discrete vector fields have by definition Axy = −Ayx [13]).
The fluctuations of A are therefore determined by the fluctuations of (ρ, j), so the LDP
(1) implies a similar LDP for A, whose rate function is I ex[0,T ]((At )t∈[0,T ]) = I ex0 (A0) +∫ T
0 L
ex(At , A˙t )dt , where Lex is a Lagrangian that depends on A and its time derivative
(which we again refer to as extended Lagrangian, cf. [7]). The function L in (97) is then
related to Lex via the bijection between (ρ, j) and A. Considering again the case of Markov
chains, the time evolution of the system depends only on div A (which is ρ − ρ¯) and not on
A itself, one sees that Lex(A, A˙) depends only on div A and A˙ (which is j). Hence we write,
formally, L(ρ, j) = Lex(div−1(ρ − ρ¯),− j), and we recover (97).
Hence L is nothing but the extended Lagrangian Lex, written in different variables: for
this reason we refer to L as an (extended) Lagrangian.
To arrive at the corresponding (extended) Hamiltonian, one should write Hex(A, ξ) =
sup A˙[ξ · A˙ − Lex(At , A˙t )], or equivalently
H(ρ, ξ) = sup
j
( j · ξ − L(ρ, j)), (98)
where ξ is a conjugate field for the current j . We identify H as the scaled cumulant generating
function associated with the rate function I2.5(ρ, j) = L(ρ, j) [52, Sect. 3.1]. Analysis of
rare fluctuations in terms of the field ξ is often more convenient than direct analysis of the
rate function [32,33] and is the basis of the “s-ensemble” method that has recently been
exploited in a number of physical applications (for example [21,24]). Using (3) and (4), we
obtain
H(ρ, ξ) = 1
2
Ψ (ρ, F(ρ) + 2ξ) − 1
2
Ψ (ρ, F(ρ)). (99)
(This generalises the definition (44), which was restricted to Markov chains.)
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To relate this extended Hamiltonian to the free energy (quasipotential), one can define an







The relation of this equation to the free energy is given by the following proposition, which
mirrors equation (4.18) of [7], but now in our generalised setting, so that it applies also to
Markov chains.
Proposition 13 The free energy I0 is the maximal non-negative solution to (100) which
vanishes at the steady state π . In other words, any functional S that solves (100) and has
S(π) = 0 also satisfies S ≤ I0.
Proof From (92), (93), (94) and Ψ (ρ, F) = Ψ (ρ,−F), one has
Ψ 
(
ρ, F(ρ) + 2∇ δ I0
δρ
)
= Ψ (ρ,−FS(ρ) + FA(ρ)) = Ψ (ρ, F(ρ)). (101)
Thus (99) yields H(ρ,∇ δ I0
δρ
) = 0, so I0 does indeed solve (100). In addition, (101) is valid
also with I0 replaced by any S that solves (100); combining this result with (3) yields
Φ(ρ, j, F(ρ)) = Φ
(
ρ, j, F(ρ) + 2∇ δS
δρ
)
+ 2 j · ∇ δS
δρ
≥ 2 j · ∇ δS
δρ
, (102)
where the second step usesΦ ≥ 0. Moreover, for any path (ρt , jt )t∈(−∞,0] with ρ˙t+div jt = 0











j (x) · ∇ δS
δρ
(x) dt = S(ρ0),
where the final equality uses an integration by parts, together with the continuity equation.
Finally, taking the infimum over all paths and using Corollary 12, one obtains S(ρ) ≤ I0(ρ),
as claimed. unionsq
6.4 Generalisation of Lemma 2
Before ending, we note that (94) is analogous to Proposition 3 in the general setting of this
section, but we have not yet proved any analogue of Lemma 2. Hence we have not obtained
a generalisation of Corollary 4, nor any of its further consequences. To achieve this, one
requires a further assumption within the general framework considered here, which amounts
to a splitting of the Hamiltonian. This assumption holds for MFT and for Markov chains,
and is a sufficient condition for a generalised Lemma 2.
To state the assumption, we consider a reversible process in which the forces are F S(ρ).
(For Markov chains we should consider the process with rates r Sxy = 12 (rxy + r∗xy); for
MFT it is the process with J (ρ) = J S(ρ) and the same mobility χ as the original process.)
We assume that such a process exists and that its Hamiltonian can be written as HS(ρ, ξ) =
1
2 [Ψ S (ρ, F S(ρ)+2ξ)−Ψ S (ρ, F S(ρ))] for some function Ψ S (compare (99) and see Sect. 3.4
for the case of Markov chains). Also let the Hamiltonian for the adjoint process be H∗(ρ, ξ),
which is constructed by replacing F by F∗ in (99). Then, one assumes further that
HS(ρ, ξ) = 12 [H(ρ, ξ) + H∗(ρ, ξ)], (103)
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which may be verified to hold for Markov chains and for MFT. Writing ξ = −F S/2 and
using (99) with (94) and Ψ (ρ, f ) = Ψ (ρ,− f ), one then obtains
Ψ S (ρ, F
S(ρ)) = Ψ (F(ρ)) − Ψ (F A(ρ)), (104)
which is the promised generalisation of Lemma 2.
7 Conclusion
In this article, we have presented several results for dynamical fluctuations in Markov chains.
The central object in our discussion has been the function Φ, which plays a number of
different roles—it is the rate function for large deviations at level 2.5 (Eq. 64), and it also
appears in the rate function for pathwise large deviation functions (Eq. 2). These results—
derived originally by Maes et al. [38,39]—originate from the relationship between Φ and the
relative entropy between path measures (Appendix A). The canonical (Legendre transform)
structure of Φ (Eq. 4) and its relation to time reversal (Eq. 25) have also been discussed
before [38].
The function Φ depends on probability currents j and their conjugate forces f . Our
Proposition 3 and Corollary 4 show how the rate functions in which Φ appears have another
level of structure, based on the decomposition of the forces F in two pieces F = F S +
F A, according to its behaviour under time-reversal. A similar decomposition is applied in
MFT [7]: the discussion of Sects. 5 and 6 show how several results of that theory—which
applies on macroscopic (hydrodynamic) scales—already have analogues for Markov chains,
which provide microscopic descriptions of interacting particle systems. These results—which
concern symmetries, gradient structures and (generalised) orthogonality relationships—show
how properties of the rate functions are directly connected to physical ideas of free energy,
dissipation, and time-reversal.
Looking forward, we hope that these structures can be exploited both in mathematics and
physics. From a mathematical viewpoint, the canonical structure and generalised orthog-
onality relationships may provide new routes for scale-bridging calculations, just as the
geometrical structure identified by Maas [35] has been used to develop new proofs of hydrody-
namic limits [17]. In physics, a common technique is to propose macroscopic descriptions of
physical systems based on symmetries and general principles—examples in non-equilibrium
(active) systems include [51,54]. However, this level of description leaves some ambiguity as
to the best definitions of some physical quantities, such as the local entropy production [44].
We hope that the structures identified here can be useful in relating such macroscopic theories
to underlying microscopic behaviour.
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Appendix A: Relative Entropy on Path Space
Consider a Markov process with rates r(x, y) and initial distribution Q0. We fix a time
interval [0, T ] for some T > 0 and denote the distribution of the Markov process on this
time interval with Q. For each path (xu)u∈[0,T ] with jumps at times t1, . . . , tn the density of
Q can be found by solving the associated master equation (11); it is given by
Q((xu)u∈[0,T ]





log rt (xt−, xt )δ(t − ti ) −
∑
y





where xt− := lim→0 xt− is the state of the process just before time t .
Now consider a second Markov process with time-dependent rates rˆt (x, y) and initial
distribution P0. The distribution of this process is denoted by P . The logarithmic density of















( rˆt (xt− , xt )
r(xt− , xt )
)




rˆt (xt , y) − r(xt , y)
])
dt.
We further denote the distribution of P at time t with ρt , such that ρt = P ◦ X−1t where Xt
denotes the evaluation of the path at time t (such that in particular P0 = ρ0). The relative





















rˆt (x, y) log
( rˆt (x, y)
r(x, y)
)
− rˆt (x, y) + r(x, y)
)
dt.
Let (ρt , jt )t∈[0,T ] be given, with ρt > 0 for all times t ∈ [0, T ]. We then can rewrite the







Ct (x, y) log
( Ct (x, y)
ρt (x)r(x, y)
)
− Ct (x, y) + ρt (x)r(x, y)
)
dt. (105)
Note that the relative entropy H(P|Q) can (just as the Markov chain) be completely charac-
terised by the probability distribution (ρt )t∈[0,T ] and the flow (Ct )t∈[0,T ].
We are interested in a special flow (Ct )t∈[0,T ] which recovers a given current ( jt )t∈[0,T ]
as ( jt )xy = Ct (x, y) − Ct (y, x). The force associated to jt is by (13) given by f jt (ρt ) :=
2 arcsinh( jt/a(ρt )) and the flow of interest is defined as Ct (x, y) = 12 axy(ρt ) exp( 12 f jtxy(ρt )).
It can be interpreted as the optimal flow that creates the current ( jt )t∈[0,T ].
We define the rates r˜t (x, y) := Ct (x, y)/ρt (x) and denote the law of the associated (time
heterogeneous) Markov process on [0, T ] with P˜ . The relative entropy of this new process
P˜ with respect to the reference process Q is
H(P˜|Q) = H(ρ0|Q0) + 12
∫ T
0
Φ(ρt , jt , F(ρt )) dt (106)
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with Φ given by (3); to see this, we argue as follows. Symmetrising (105) and considering




Ct (x, y) log
Ct (x, y)
C Qt (x, y)
+ Ct (y, x) log Ct (y, x)





C Qt (x, y) − Ct (x, y) + C Qt (y, x) − Ct (y, x)
)
,








2 f jtxy(ρt )
) f jtxy(ρt ) − 12 axy(ρt ) sinh
( 1











) − axy(ρt ) cosh
( 1
2 f jtxy(ρt )
))
.
Combining this with (15) and (16) yields (106).
Pathwise Large Deviation Principle: Let x1, x2, . . . be a sequence of iid copies of the Markov
chains with law Q. By Sanov’s Theorem (see, e.g., Theorem 6.2.10 in [14]), the empirical
average 1N
∑N
i=1 δxi of the Markov chains satisfies a LDP with the rate functional H(·|Q).
We can interpret H(·|Q) as the rate functional for the joint LDP of (ρt , Ct )t∈[0,T ] by defining
this rate functional I[0,T ]((ρt , Ct )t∈[0,T ]) as the right-hand side of (105).
We contract the above rate functional to obtain the rate functional for the joint empirical
measure and current (ρt , jt )t∈[0,T ]. It is given by
I[0,T ]((ρt , jt )t∈[0,T ]) := inf
(Ct )t∈[0,T ]
I[0,T ]((ρt , Ct )t∈[0,T ]), (107)
where the infimum is taken over the set of all flows which yield the current ( jt )t∈[0,T ],
i.e. over the set {(Ct )t∈[0,T ]| for all t ∈ [0, T ] : Ct (x, y) ≥ 0 and Ct (x, y) −
Ct (y, x) = ( jt )xy}. It was shown in [38] and [9] that the minimising flow is the current
Ct (x, y) = 12 axy(ρt ) exp( 12 f jtxy(ρt )) introduced above, such that I[0,T ]((ρt , jt )t∈[0,T ]) coin-
cides with (106).
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We discussed a general structure for dynamical fluctuations of ergodic finite state
Markov chains with a unique steady state pi. In Section 2 we derived a Ψ-Ψ? structure






Given the steady state pi, we decomposed (in Section 3) the force in a time reversal
symmetric part FSxy(ρ) = −∇x,y log(ρ/pi), which gives rise to a gradient flow for the free
energy F , and an anti-symmetric part FA = F (pi). Moreover, the time-reversed process
coincides with the original process, where the force F (ρ) is replaced with F ∗(ρ) =
FS(ρ)−FA, such that in particular FA = 0 if and only if the detailed balance relation
holds. This splitting of the force in FS(ρ) and FA has a physical interpretation in
terms of stochastic thermodynamics and the correctness of this splitting is reinforced
by the ‘generalised orthogonality’ (cf. Proposition 3)
Ψ?(ρ, FS(ρ) + FA) = Ψ?(ρ, FS(ρ)− FA)
for the Ψ-Ψ? structure associated to the non-linear flux-force relation, which was also
related to an extended Hamilton-Jacobi equation (Section 3.4).
In Section 4 we discussed the Ψ-Ψ? structure for MFT. In particular, we showed in
Section 4.4 that the ‘generalised orthogonality’ is in this case equivalent to the classical
orthogonality condition (30) in Chapter 2.
We also discussed in Section 4.5 the example of a weakly asymmetric simple ex-
clusion process (WASEP) and outlined how the Ψ-Ψ? structure in MFT arises in the
hydrodynamic limit from the Ψ-Ψ? structure for Markov chains. A rigorous derivation,
at least in the case of time-reversal symmetric particle systems, will be the main topic




A Variational Structure for Interacting Particle
Systems and their Hydrodynamic Scaling Limits
In this chapter, we review the connection between interacting particles systems and
their hydrodynamic scaling limits. We apply the Ψ-Ψ? structure derived in Chapter 3
to time-reversal symmetric particle systems with gradient dynamics, such as the SEP
and the ZRP. In particular, we show how the quadratic structure of MFT can be
recovered from the non-quadratic Ψ-Ψ? structure in the limit as the system size tends
to infinity. The following preprint, which is again joint work with Robert L. Jack and
Johannes Zimmer, is available on the arXiv [30].
4.1. Outline of the Article
In the following article we apply the variational (or canonical) structure from Chapter 3
to hydrodynamic scaling limits of a class of time-reversal symmetric particle systems
(as we prior discussed in Section 2 in Chapter 2 and Section 4 in Chapter 3).
Given a particle system (e.g. the ZRP) we denote with P VL the distribution of the
particle system on the space of ca`dla`g paths D on a fixed time interval [0, T ] (which we
in the following refer to as path measures). Further, consider a second particle system
(with the same initial condition and possibly different path measure PL), for which we
can characterise the deviation from P VL in terms of the microscopic action (the relative
entropy H(PL|P V˜L )). The latter can be represented in terms of the Ψ-Ψ? structure
discussed in Chapter 3 as






















Now, under the assumption that PL concentrates in the limit on a path (pit)t∈[0,T ],
a natural question to ask is whether the non-quadratic Ψ-Ψ? structure converges in
the asymptotic limit to the quadratic structure known from MFT (cf. Section 4 in
Chapter 3). More precisely, we investigate the question under which assumptions















[‖ρ˙t‖2−1,χ(ρt) + ‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt)]dt.
In Section 2 we define the class of particle systems and the microscopic and macro-
scopic quantities of interest. In particular, we discuss the local equilibrium assumption,
which is a crucial part in the proof of scaling limits for interacting particle systems.
The new convergence results are presented in Section 3. Sections 4 and 5 contain the
proofs and additional technical material.
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Abstract
We consider hydrodynamic scaling limits for a class of reversible interacting particle systems,
which includes the symmetric simple exclusion process and certain zero-range processes. We study
a (non-quadratic) microscopic action functional for these systems. We analyse the behaviour of
this functional in the hydrodynamic limit and we establish conditions under which it converges to
the (quadratic) action functional of Macroscopic Fluctuation Theory. We discuss the implications
of these results for rigorous analysis of hydrodynamic limits.
1 Introduction
Recently, a canonical structure has been introduced [29, 30] to describe dynamical fluctuations in
stochastic systems. The resulting theory has several attractive features: Firstly, it applies to a wide
range of systems, including finite-state Markov chains and Macroscopic Fluctuation Theory (MFT) [5],
see [21]. Secondly, it is based on an action functional which is a relative entropy between probability
measures on path spaces — this means that it provides a variational description of the systems under
consideration, and the action can be related to large deviation rate functionals. Thirdly, it extends
the classical Onsager-Machlup theory [34] in a natural way, by replacing the quadratic functionals
that appear in that theory with a pair of convex but non-quadratic Legendre duals Ψ and Ψ⋆. (This
is sometimes called a Ψ-Ψ⋆ representation [31].) In Onsager-Machlup theory and in MFT, the min-
imiser of the action describes the most probable evolution of a macroscopic system, either in terms of
thermodynamic forces and fluxes (in Onsager-Machlup theory) or densities and fluxes (in MFT): this
feature is maintained in the canonical structure.
This structure can be applied to any finite-state Markov chain and provides a unifying formulation
of a wide range of systems [21]. In particular, lattice systems of interacting particles can be described
by canonical structures in two ways: either on the microscopic (Markov chain) level via non-quadratic
Legendre duals, or as a coarse-grained version through the hydrodynamic limit, where the action
reduces to a quadratic MFT functional. One therefore expects that in the hydrodynamic scaling limit,
the microscopic (non-quadratic) structure should converge (in some suitable sense) to the macroscopic
one. Such a convergence would offer a new way to understand and derive hydrodynamic limits. The
main question of this article is whether this natural conjecture holds.
We give a partial (positive) answer, by proving several theorems that relate the microscopic and
macroscopic action functionals for interacting particle systems. Specifically, we consider a class of
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systems on periodic lattices with gradient dynamics and a conserved number of particles, which in-
cludes as special cases the symmetric simple exclusion process and a large class of reversible zero-range
processes. In the hydrodynamic limit, the number of lattice sites and the number of particles go to
infinity together, at fixed density, and the microscopic transition rates have a parabolic scaling. (These
are among the simplest models for which one can rigorously establish a hydrodynamic limit [22].)
Our analysis is based on the microscopic action, which is a relative entropy between two probability
measures: one measure encodes the dynamics of the particle system itself (the reference process) and
the other represents some other observed process, which is to be compared with the reference process.
We consider observed processes that concentrate (in the hydrodynamic limit) on deterministic paths:
in this case we show that the individual contributions to the macroscopic action are asymptotically
dominated by their microscopic counterparts, see Theorem 3.4. Then, for a specific choice of the
observed process (which is related to the hydrodynamic limit of the reference process), we show that
the microscopic action converges to the macroscopic one, see Theorems 3.5 and 3.6.
The inspiration for this study comes from [18] and [16], which derive hydrodynamic (or mean-field)
limits as minimisers of macroscopic action functionals, for the simple exclusion process [18] and for a
McKean-Vlasov equation on a finite graph [16]. In common with these works, our approach is (loosely)
based on the Sandier-Serfaty approach [37] to study sequences of gradient flows via Γ -convergence.
However, our approach is different from [18, 16] because it starts from the (non-quadratic) canonical
structure, instead of the quadratic structure for time-reversal symmetric Markov chains, that was
independently derived by Maas [28] and Mielke [32]. A similar structure to the canonical one exploited
here was recently used in [2] to derive a diffusive limit for the linear Boltzmann equation. All of
these approaches have in common that they consider time-reversal symmetric systems for which
the dynamics can be identified with gradient flows of a free energy functional, so that the limiting
probability measure concentrates on curves of maximal slope, which can be identified as minimisers
of the macroscopic action. Further, our approach is also closely related to EDP-convergence, where
EDP stands for Energy-Dissipation-Principle, see e.g. [24, 8, 14, 33].
Compared with previous studies, our work has two novel features. First, we do not restrict to
curves of maximal slope (which follow the gradient of the free energy): instead we consider a class
of paths for which the microscopic action functional stays controlled, in the hydrodynamic limit.
In principle, this means that our methods are not limited to time-reversal symmetric systems: the
corresponding action functional can be defined for a large class of Markov chains in a meaningful way.
However, in order to reduce the number of technical issues we have to deal with, we limit ourselves
to reversible systems in this work.
The second novel aspect is that we consider particle systems for which the hydrodynamic limit is
a non-linear diffusion equation, in contrast (for example) to the symmetric exclusion process studied
in [18], whose hydrodynamic limit is linear diffusion. This is a significant difference for rigorous
results: within the canonical structure one sees naturally that the hydrodynamic limit is a (generalised)
gradient flow, as expected on physical grounds. However, in contrast to (linear) diffusion with a linear
mobility, where the (now-)classic Wasserstein evolution provides the natural geometrical setting for
the gradient flow, the analogous setting for diffusions with non-linear mobility is not so well-developed.
In particular, a key challenge is to establish the validity of a chain rule for the macroscopic entropy
functional, which is known for linear diffusion [1], but whose extension to the non-linear setting is
not at all straightforward. We show here that (with some technical effort) the required results for
non-linear diffusion can be obtained by casting the evolution into the classic Wasserstein setting
(Theorem 4.2): this is not the most natural (physical) setting for the process of interest, but it is
sufficient to establish the required results.
This line of research — linking Markov chains and partial differential equations via canonical struc-
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tures — is quite recent. Consequently, a number of problems remain open. In particular, our approach
is not yet a hydrodynamic limit passage: for this, the macroscopic concentration of the limiting path
measure would have to be proved. Also, the microscopic action converges in the hydrodynamic limit
to a macroscopic action functional that turns out to coincide with a large deviation rate functional [5].
However, in this work we do not establish any links to large deviation theory; this could be a natural
future line of research (e.g. one could consider similar calculations to the ones in [15] for independent
particles with Langevin dynamics). Another question is whether (and how) the method presented
here can provide guidance for limit passages for non-reversible systems.
Our study combines techniques from a number of different fields: we have attempted to make it
self-contained (and hence accessible to a general reader), at the expense of including some classical
material (which expert readers may prefer to skip). This is indicated in the beginning of the relevant
sections. In Section 2, we describe the particle systems and their canonical structure. Section 3 states
the main results. Section 4 is entirely devoted to technical questions of regularity and a proof of the
chain rule, while Section 5 contains the proofs of the main theorems.
2 Interacting Particle Systems
2.1 Particle Systems on the Discrete Torus
The setting we analyse covers a broad class of particle models, as we now describe. This section
also collects some classic facts on particle models. We consider systems with a fixed number of
indistinguishable particles, distributed over the Ld sites of the flat torus TdL := Zd/(LZd). Let η(i)




Configurations are denoted with η = (η(i))i∈TdL . Let η
i,i′ be the configuration obtained from η by
moving a particle from site i to site i′. The total number of particles on each site may be bounded
by Nmax ∈ N0, that is, ΩL = {0, . . . , Nmax}TdL , or unbounded. We fix T > 0 and consider the time
interval [0, T ]. The (random) state of the system at time t ∈ [0, T ] is denoted by ηt.
The particles hop between sites of the lattice with some rate rˆη,ηi,i′ , which is assumed to be non-
zero only if i and i′ are neighbours, |i− i′| = 1. We consider a parabolic scaling, so the hydrodynamic
limit is obtained by rescaling time by a factor L2, such that the transition rates for the Markov
chain are rη,ηi,i′ = L
2rˆη,ηi,i′ . Let Λ be the flat torus Td = [0, 1)d. The jump rates for the particle
models considered in this article depend on an external potential V ∈ C2(Λ;R), and two functions







We also consider time-dependent potentials V˜ ∈ C1,2([0, T ]×Λ;R) which lead to a time-heterogeneous
Markov chain with transition rates rV˜t at time t ∈ [0, T ]. We write V˜ for a time-dependent potential
and V for a time-independent potential.
An interacting particle system has gradient dynamics (or is of gradient type) if there exists a
function d: N0 → [0,∞) such that (for V = 0) r0η,ηi,i′ − r0η,ηi′ ,i = d(η(i)) − d(η(i′)). In this case we
define φˆi(µ) :=
∑
η∈ΩL µ(η)d(η(i)). (Note that this is the simplest form of a gradient system, which
in more generality can consist of differences of finite cylinder functions, cf. [22]).
2.1.1 Invariant Measures, Initial Conditions, and Microscopic Free Energy
The number of particles is conserved by the dynamics, so these systems have many possible invariant
measures. The hydrodynamic limit relies on a particular structure for these measures, as follows. Let
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ν∗ be a (not necessarily normalised) reference measure on ΩL, with ν∗(η) > 0 for all η ∈ ΩL, which is
assumed to have a product structure in the sense that ν∗(η) =
∏
i∈TdL ν∗,1(η(i)) for some probability
measure ν∗,1 on N0. We assume that the process with rates rˆ0 satisfies the detailed balance condition
ν∗(η) rˆ0η,ηi,i+ek = ν∗(η
i,i+ek ) rˆ0ηi,i+ek ,η (2)
for all η ∈ ΩL, i ∈ TdL and k = 1, . . . , d. This implies that ν∗ is invariant for the dynamics rˆ0 and
that these dynamics are time reversal-symmetric with respect to ν∗. To avoid technical difficulties,





In classical statistical mechanics (see for example [4, Section 3] or [9]), the local free energy density






= af ′(a)− logZ1(f ′(a)), (4)
which implies that f is convex. In the following, we will assume that f ∈ C2([0, Nmax];R) and that














(where Eνα denotes the expectation with respect to να) and that να is stationary and satisfies (2) for
the process with rates rˆ0. For an external potential V ∈ C2(Λ;R) the process with rates rˆV satisfies
















Combining (6) with (5) allows to show that ρ¯α,V (u) = (f
′)−1(−V (u) + f ′(α)), or equivalently
f ′(ρ¯α,V (u)) = −V (u) + f ′(α). Consequently (6) is strictly monotonically increasing in α. Since
the number of particles is conserved, its distribution is fully determined by the initial condition for
the model. In everything that follows, we restrict to initial distributions (µL0 )L∈N for which the total











This means that the Markov chain is supported on finitely many configurations, allowing us to treat
each particle system as a finite state Markov chain. Finally, for any V ∈ C2(Λ;R) and any α, define













where µ is a probability measure (on ΩL). If µ is the probability measure for our interacting particle
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system at some time t then FVL,α(µ) <∞, by (7), since ν∗(η) > 0 for all η ∈ ΩL.
2.1.2 Canonical Structure for Markov Chains
We now describe a Ψ-Ψ⋆ structure for finite state Markov chains which is related to a relative entropy
between path measures [21]. This structure is central to this article (see also [29, 30]). Let µ be a
probability measure on ΩL supported on finitely many configurations. We think of this measure as a




η,η′ − µ(η′)rVη′,η. (9)
The divergence at η is div J(µ)(η) :=
∑













η′,η. Let the discrete gradient of a function h on ΩL








which is in fact independent of α, as να(η)/να(η
i,i′ ) = ν∗(η)/ν∗(ηi,i
′
). For a general interpretation of
the mobility and the force and their physical relation to thermodynamic quantities, such as entropy
production and housekeeping heat, we refer the reader to [21].
The canonical structure is based on a dual paring between currents and thermodynamic forces. We
consider generic currents j and forces F , which are arbitrary anti-symmetric functions on ΩL×ΩL with
jη,η′ = −jη′,η and Fη,η′ = −Fη′,η. The dual pairing is 〈j, F 〉L := 12
∑
η,η′∈ΩL jη,η′Fη,η′1{aη,η′ (µ)>0}
(which implicitly depends on µ). Here 1A is the indicator function of the event A, which is given by
1A = 1 if the statement A is satisfied and 1A = 0 otherwise. Now define































where the summands in (13) have to be interpreted as being equal to zero whenever aη,η′(µ) = 0.
The two functions (12) and (13) are both symmetric and strictly convex in their second argument.
Moreover, they are Legendre dual with respect to the dual pairing 〈j, F 〉L and give rise to the Onsager-
Machlup functional,
ΦL(µ, j, F ) := ΨL(µ, j)− 〈j, F 〉L +Ψ⋆L(µ, F ) ≥ 0, (14)
where the inequality follows from the Fenchel-Young inequality (which directly follows from the Leg-
endre duality of Ψ and Ψ⋆). This functional will be used in the following to characterise the relative
entropy between path measures. In particular, we will study the convergence of the non-quadratic
functionals Ψ and Ψ⋆ to their quadratic counterparts to a macroscopic quadratic functional, which
has the form of the macroscopic Onsager-Machlup functional.
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2.1.3 Projection onto the Physical Domain
So far we considered currents and densities on the full configuration space ΩL. To obtain hydrodynamic
behaviour, we ‘project’ the system onto the physical domain TdL and also embed the sequence of these
domains (indexed by L) into the flat torus Λ. This section introduces the associated notation.
For a (generic) probability measure µ on ΩL (which we again think of as the current distribution
of the particle system), we can define the averaged number of particles ρˆi(µ) at site i ∈ TdL and an













The current ˆVi,i′ (µ) describes the expected net flow of particles from site i to site i
′ if the distribution
of the particle system is given by µ. For gradient dynamics and V = 0 the current (15) is
ˆ0i,i′(µ) = φˆi(µ)− φˆi′ (µ) = −∇i,i
′
φˆ(µ), (16)
where the discrete gradient on TdL is (for h : TdL → R) defined as ∇i,i
′
h = h(i′)− h(i). Similar to (15),
























which are related by aˆi,i′(µ) ≤ 2χˆVi,i′(µ) (with equality for µ = νVα ). Note that the two mobilities
characterise the average particle jumps between i and i′ and are therefore symmetric in i and i′.
For the embedding on the flat torus, let M+(Λ) be the set of finite and non-negative Radon







Thus, each configuration η of an interacting particle system of size L corresponds to a measure
ΘL(η) ∈ M+(Λ).
2.2 Path Measures on the Microscopic Scale
2.2.1 Path Measures on the Ca`dla`g Path Space D
Our analysis of the hydrodynamic limit is based on the convergence of path measures. In this section,
we introduce the notation that allows us to define the path measures QL and limit measures Q
∗
studied in the remainder of the article.
For any topological space S we denote with D([0, T ];S) the set of S valued ca`dla`g paths (right-
continuous paths with left limits) on [0, T ]. For details, see [7, Chapter 3], as well as [22, Chapter
4.1] and [6]. For t ∈ [0, T ] let Xt : D([0, T ];S)→ S be the marginal at time t, which evaluates a path
γ = (γt)t∈[0,T ] ∈ D([0, T ];S) at time t: Xt(γ) = γt. We recall that whilst Xt is measurable for all
t ∈ [0, T ], it is continuous only for almost all t ∈ (0, T ), as well as t = 0 and t = T .
In the following, the expression path measure will refer to a probability distribution on D([0, T ];S)
for some S. Let P V˜L be the path measure on D([0, T ]; ΩL) for a particle system with time-dependent
potential V˜ ∈ C1,2([0, T ]×Λ;R). We can recover the distribution of this Markov chain at time t from
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The hydrodynamic behaviour of the particle system depends on the behaviour of P V˜L as L→ ∞:
we use the name reference process for this path measure. We compare the reference process with a
second path measure PL, also on D([0, T ]; ΩL), which we term the observed process. This observed
process can be any (possibly time-heterogeneous) Markov chain on ΩL that satisfies the following
properties: We assume that the associated path measure PL on D([0, T ]; ΩL) is absolutely continuous
with respect to P V˜L , that the initial condition coincides with the one of P
V˜





0 , and that the transition rates r
L
t are bounded in time, i.e. for each L ∈ N, we assume
that supt∈[0,T ](rLt )η,η′ <∞ for all η, η′ ∈ ΩL.




t )t∈[0,T ] consisting of the density µ
L
t := (Xt)#PL and




t )η,η′ −µLt (η′)(rLt )η′,η, which are again linked by a continuity equation
∂tµ
L
t = − div Lt .
We remark that for the choice PL = P
V˜
L the current 
L
t simply coincides with the probability cur-
rent (9) for the time-dependent rate rV˜t . In this case, one can further show that the associated density
and current (15) satisfy the continuity equation ∂tρˆi(µ
L
t ) = − div ˆV (µLt )(i), where the divergence on





Since every ΩL can be embedded into the flat torus Λ (as a map from ΩL to ML(Λ)), there
is a corresponding embedding of the path space D([0, T ]; ΩL) into D([0, T ];ML(Λ)). In particular,
each path measure QL on D([0, T ];M+(Λ)) that is supported on ML(Λ) := {L−d
∑
i∈TdL kiδi/L |ki ∈
N0, ki ≤ Nmax} can be identified with a unique measure PL on D([0, T ]; ΩL). The measure on
D([0, T ];M+(Λ)) that corresponds to the reference process P V˜L is denoted with QV˜L . Similarly, for
the observed process, there is a QL corresponding to PL. No information is lost on embedding the
processes into Λ, so H(QL|QV˜L ) = H(PL|P V˜L ), which can be proved by two applications of Lemma
9.4.5 in [1] with the bijection from ML(Λ) to ΩL.
2.2.2 Microscopic Action Functional
To compare the reference and the observed process, consider the thermodynamic force for the ref-
erence process at time t, which is F V˜t(µLt ), evaluated from (11) with µ
L
t = (Xt)#PL. Since PL is
absolutely continuous with respect to P V˜L , the relative entropy H(PL|P V˜L ) is under the assumptions
in Section 2.2.1 finite and (cf. [21, Appendix]) coincides with





















t )) as an extended Lagrangian [21] and define the microscopic action of the path
















This is the central functional defined on the discrete (lattice) level studied in this article.
2.3 Macroscopic Quantities
In the hydrodynamic scaling limit, the microscopic action (20) will converge to a macroscopic action,
which is (30). (For the macroscopic setting, we restrict our considerations to potentials V that are
constant in time.) We now show how the macroscopic action functional is constructed.
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2.3.1 The Macroscopic Free Energy
For α ∈ (0, Nmax] and V ∈ C2(Λ;R), we define the macroscopic free energy FVα : M+(Λ)→ [0,∞] as









′(a) + h(u)− V (u))





This free energy coincides with a rate function: there is a large-deviation principle for the particle
configuration ΘL sampled from the the steady state ν
V
α ; the speed of this LDP is L
d and its rate
function is FVα (π), (see e.g. Section 5.1, page 75 in [22] for the special case of a zero-range process).
From (3), FVα (π) is finite only if π(du) = ρ(u)du for some density ρ ∈ L1(Λ; [0,∞)). In the following
we thus write FVα (ρ) for FVα (π). As in Macroscopic Fluctuation Theory [5, Section 5.A], we can










where ρ¯α,V ∈ L1(Λ; [0,∞)), introduced in (6), is the steady state density for the dynamics of the
macroscopic system. Note that (22) inherits the convexity of f .
2.3.2 The Hydrodynamic Current and the Hydrodynamic Equation
In the hydrodynamic limit, the particle density at time t is given by some ρt ∈ L1(Λ; [0,∞)). The
hydrodynamic current describes the resulting particle flow:
J(ρ) := −∇φ(ρ)− χ(ρ)∇V, (23)
where φ and χ are functions that depend on the system of interest and are discussed later in this
section. The hydrodynamic equation is then
ρ˙t = −∇ · J(ρt) = ∆φ(ρt) +∇ · (χ(ρt)∇V ). (24)






















χ(ρt)∇V · ∇Gt dudt. (25)
The dynamics on the macroscopic scale are characterised by the functions φ, χ in (24). To relate
these quantities to the microscopic dynamics, we consider the case V = 0, so that Eνα,1 [η(0)] = α.
Define the macroscopic mobility χ : [0, Nmax]→ [0,∞) as










= Eνα,1 [g1(η(0))]Eνα,1 [g2(η(0))], where we used (1) and the prod-
uct structure of να. Similarly, define φ : [0, Nmax]→ [0,∞) by φ(α) := φˆi(να) = Eνα,1 [d(η(0))], which
is by construction independent of i. One then can prove the local Einstein relation
φ′(α) = f ′′(α)χ(α), (27)
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which relates φ and χ to the free energy f from Section 2.3.1. Equation (27) can be obtained by differ-
entiating φ(α) = Eν∗,1 [d(η(0))e
f ′(α)η(0)]/Eν∗,1 [e














η,ηi,i′ − rˆ0η,ηi′ ,i
]










2.3.3 The Macroscopic Action Functional and the Chain Rule
For ρ ∈ L1(Λ; [0,∞)) and h : Λ→ Rd, we introduce the norm ‖h‖2χ(ρ) :=
∫
Λ χ(ρ(u))|h(u)|2 du (for full
details and associated spaces, see Section 4 below). The macroscopic analogues of the (time integrals
of the) microscopic functions ΨL and Ψ
⋆
L from (12), (13) are











































where the supremum is in both cases over C1,2([0, T ]×Λ;R). We will show in Propositions 4.1 and 4.4
that, under certain assumptions, these functionals can be expressed as time integrals of suitably
defined norms















‖f ′′(ρt)∇ρt +∇V ‖2χ(ρt) dt.
In particular, we will show that non-quadratic Ψ and Ψ⋆ of (13) and (12) can be bounded by the
quadratic expressions E and E⋆, respectively.









[FVα (ρT )−FVα (ρ0) + E((ρt)t∈[0,T ])+ E⋆((ρt)t∈[0,T ])]. (30)






In a nutshell, the main results of this article are twofold: Firstly, we establish relations between
suitably scaled AV˜L of (20) and the continuum limit (30): see Theorems 3.4 to 3.6. Secondly, we show
that under suitable regularity assumptions, in particular if the free energy FVα satisfies a chain rule (see
Equation (39)), the macroscopic action can be re-written in a way which reveals the hydrodynamic
limit as minimiser of this functional, see (40) below.
2.4 Assumptions on the Particle Systems Studied
2.4.1 Local Equilibrium Assumption and the Replacement Lemma
When taking the hydrodynamic limit, one must prove a local equilibration condition, which means
that the system resembles — in a small neighbourhood around any point — an equilibrium system.
To make this precise, take ℓ ∈ N and define the average number of particles in a box with diameter
87








Similarly, we also define the averages χˆℓi,i+ek (µ) := (2ℓ + 1)
−d∑






Now assume that L ≫ 1 and ǫ ≪ 1 and that the state of the system is given by η ∈ ΩL.
Define ℓ = ⌊ǫL⌋, which is the size of a macroscopic box with diameter ≈ 2ǫ (measured on the
macroscopic scale). Hence χˆ
⌊ǫL⌋
i,i+ek
(δη) is a locally averaged mobility. Local equilibration means that
χˆi,i+ek (νη⌊ǫL⌋(i)) is close to the expected mobility for an equilibrium distribution να with the same


































∣∣∣φˆ⌊ǫL⌋i (δη)− φˆi(νη⌊ǫL⌋(i))∣∣∣ = 0. (32)
Remark (Replacement Lemma). Note that results like (31) and (32) are classically obtained

















∣∣∣χˆ⌊ǫL⌋i,i+ek(δη)− χˆi,i+ek (νη⌊ǫL⌋(i))∣∣∣ = 0, (33)
where the supremum is taken over a class of measures µ satisfying certain bounds on the relative
entropy (i.e. the free energy) and the Dirichlet form, which can be identified with 12Ψ
⋆(µ, FV (µ)) (see
e.g. the remark in the proof of Proposition 5.4 below). In the following, we will follow the classical
approach and work with (33). We state sufficient conditions for the replacement lemma in Section 3.2
below and establish in this way the validity of (31) and (32).
2.4.2 Assumptions on the Path Measures P V˜L
We have presented a general framework for interacting particles on lattices and their hydrodynamic
scaling limits. The results of the next section are similarly general and can be applied to a range
of systems, including the symmetric simple exclusion process and certain zero-range processes, as
discussed in Section 3.4 below. However, our results for hydrodynamic limits clearly do not apply to
all interacting-particle systems. We summarise here the main assumptions on the reference process
P V˜L required in the following analysis: these need to be verified in order to apply our results to a
particular system.
On the microscopic scale, we assume that the transition rates are given by (1) and are of gradient
type. The initial conditions and invariant measures are as described in Section 2.1.1. We note that
many of the proofs given below make use of assumption (7). Despite the fact that it is a non-standard
assumption for hydrodynamic limits (unless Nmax <∞, in which case (7) holds trivially), it is not too
restrictive, in the sense that the typical initial conditions (µL0 )L∈N can be shown to satisfy (cf. equation
(1.4) in Section 5.1 on page 71 in [22]) limA→∞ lim supL→∞ µ
L
0 (η ∈ ΩL |L−d
∑
i∈TdL η(i) ≥ A) = 0.
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When taking the hydrodynamic limit, we assume that for any sequence of measures (µL)L∈N
satisfying (7), it holds that










which ensures that the total rate of particle jumps for the reference process stays controlled as L→∞.
Similarly we suppose that any sequence of measures (µL)L∈N obeying (7) also satisfies








In addition, our proofs require the following technical assumptions on the functions f , φ and χ
that characterise the hydrodynamic limit itself: We assume that f ∈ C2([0, Nmax];R) with f(0) = 0,
f ′′ > 0 a.e. and that limr→0 f ′(r) = −∞ and limr→Nmax f ′(r) =∞. Note that this implies by (5) that
φ(0) = 0 = χ(0). Further, we assume that φ, χ > 0 on (0, Nmax) and that both φ and χ are Lipschitz
continuous on [0, Nmax], without loss of generality with common Lipschitz constant CLip > 0. Since
φ(0) = χ(0) = 0, we have in particular 0 < φ(a), χ(a) ≤ CLipa for a ∈ (0, Nmax]. We further assume
that φ is continuously differentiable on (0, Nmax) (by the above Lipschitz condition with bounded
derivative) and also strictly monotonically increasing. This implies the existence of a continuous
inverse φ−1 : φ([0, Nmax]) → [0, Nmax], where φ([0, Nmax]) = {φ(a) : a ∈ [0, Nmax]}. We also suppose
that φ−1 has a bounded derivative (which is by the inverse function theorem equivalent to saying that
there exists C∗ > 0 such that φ′(a) ≥ C∗ for all a ∈ (0, Nmax]).
3 Statement of the Results
In this section, we discuss the behaviour of the microscopic action in the limit L→∞, and the implica-
tions of this behaviour for hydrodynamic limits. Sections 3.1 and 3.2 derive preliminary results, which
establish properties of the action functionals and sufficient conditions for local equilibration. Sec-
tion 3.3 states the main results, consisting of three theorems (Theorems 3.4–3.6). Finally Section 3.4
discusses the applications of these theorems in two specific particle systems, and their implications
for hydrodynamic limits.
3.1 Properties of the Microscopic and Macroscopic Action Functions
3.1.1 Chain rule on Microscopic Scale
Consider (µLt , 
L
t )t∈[0,T ] as in Section 2.2.1. The force FV (µLt ) can be linked to the free energy (8)
via the classical chain rule formula (cf. Theorem 9.2 of Appendix 1 in [22], Proposition 2.2 in [18]
and also [21]) FVL,α(µLt2)−FVL,α(µLt1) = −
∫ t2
t1
〈Lt , FV (µLt )〉L dt, which is a special case of the following
result (proved in Section 5.1 below).
Proposition 3.1 (Chain rule for the microscopic free energy). Let V˜ ∈ C1,2([0, T ] × Λ;R) and
consider a path measure PL on ΩL, as described in Section 2.2.1, with associated density and current
(µLt , 
L
t )t∈[0,T ]. Then the map t 7→ F V˜tL,α(µLt ) is absolutely continuous for t ∈ [0, T ] and satisfies the
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L )dt ≥ 0. (37)
3.1.2 Macroscopic Action












[FVα (ρT )−FVα (ρ0)] + 14
∫ T
0
(‖ρ˙t‖2−1,χ(ρt) + ‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt))dt,
(38)
see Proposition 4.1 and Proposition 4.4. For a definition of the norm ‖ · ‖−1,χ(ρt) (and the associated
inner product 〈·, ·〉−1,χ(ρt)) we also refer to Section 4 below.
Note that A((πt)t∈[0,T ]) as defined here might in general be negative. A sufficient condition for
non-negativity of A((πt)t∈[0,T ]) is ensured by the validity of the following chain rule, which can be
seen as a macroscopic counterpart to (36) for potentials constant in time. A formal calculation yields
for 0 ≤ t1 < t2 ≤ T the chain rule











〈ρ˙t,∆φ(ρt) +∇ · (χ(ρt)∇V )〉−1,χ(ρt)dt. (39)










∥∥ρ˙t −∆φ(ρt)−∇ · (χ(ρt)∇V )∥∥2−1,χ(ρt)dt. (40)
In Section 4.2 we summarise some geometrical properties of the relevant function spaces and we
establish sufficient conditions for the chain rule:
Theorem 3.2. Let the assumptions from Section 2.4.2 hold and additionally assume that χ′(a) ≥ C∗
for all a ∈ (0, Nmax] (for some C∗ > 0). If d > 1, then further assume that the free energy density f
satisfies the McCann condition for geodesic convexity (stated in Equation (70) below). Then any path
(πt)t∈[0,T ] with A((πt)t∈[0,T ]) <∞ and FVα (ρ0) <∞ satisfies the identities in Equation (39).
Note that the McCann condition is always satisfied in one spatial dimension (where it reduces to
convexity of f). We further stress that in Macroscopic Fluctuation Theory the validity of the chain
rule is implicitly assumed by Equation (2.15) in [5], which relates the large deviation rate for a forward
path to its time-reversed counterpart.
3.2 Sufficient Conditions for Local Equilibration
The following theorem, proved in Section 5.1 below, yields a sufficient condition for the local equili-
bration discussed in Section 2.4.1 in terms of the free energy (8) of the initial condition and the action
functional (20).
Theorem 3.3. Let (PL)L∈N be as in Section 2.2.1 with densities (µLt )t∈[0,T ], for L ∈ N, and associated






FVL,α(µL0 ) <∞ (41)
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Then (µL[0,T ])L∈N satisfies the local equilibrium assumption, (31) and (32). Moreover, Equations (41)
and (42) are independent of V , V˜ and α, such that these conditions can equivalently be stated as
lim supL→∞ L
−dH(QL|Qνα) < ∞, where Qνα denotes the measure on D([0, T ]; ΩL) with marginals
equal to να, in the sense that (Xt)#Qνα = (ΘL)#να for all t ∈ [0, T ].
3.3 Particle Systems on Hydrodynamic Scale
We now present our main results. We consider sequences of path measures (QVL )L∈N and (QL)L∈N on
D([0, T ];M+(Λ)), as defined in Section 2.2.1, as well as the corresponding sequences (PVL )L∈N and
(PL)L∈N. We define Q∗ as a (possibly non-unique) limit point of the sequence of observed processes
(QL)L∈N and we establish various properties of this limit. The physical idea is that the path on which
Q∗ is supported is a candidate for the hydrodynamic limit for the reference process (QVL )L∈N. By
analysing the large-L behaviour of the microscopic action AVL (QL), the aim is to show that the only
admissible candidate path is the true hydrodynamic limit. For specific examples, see Section 3.4,
below.
3.3.1 Assumptions for Scaling Limits
To apply the results of this section to a specific interacting particle system (reference process), several
assumptions have to be satisfied. We assume that the conditions given in Section 2.4.2 have been
verified. We assume also that the initial distributions (µL0 )L∈N of (P
V
L )L∈N converge to a fixed density
ρ0 ∈ L1(Λ; [0,∞)) in the sense that (ΘL)#µL0 → δπ0 with π0(du) = ρ0(u)du. For the rest of this





Further, we assume that the (QL)L∈N are relatively compact [7, 22]. Then there is a measure Q∗
on D([0, T ];M+(Λ)) and a subsequence of (QL)L∈N converging to Q∗ (such that the marginal at time
t = 0 satisfies (X0)#Q
∗ = δπ0). Finally, we assume that the measure Q∗ is concentrated on paths
that are absolutely continuous with respect to the Lebesgue measure,
Q∗
(
(πt)t∈[0,T ] ∈ D([0, T ];M+(Λ)) : πt(du) = ρt(u)du for a.a. t ∈ [0, T ]
)
= 1. (43)
We note that the paths in (43) satisfy ρt ∈ L1(Λ; [0,∞)). Moreover, if Nmax < ∞, then clearly also
ρt ≤ Nmax a.e. on Λ for almost all t ∈ [0, T ]. However, the limit Q∗ is not assumed to be unique:
there could exist other subsequences of (QL)L∈N with different limits.
Given a specific model, the compactness of the sequence (QL)L∈N and the support on absolutely
continuous paths (43) often follow from (41) in combination with an assumptions on the transition
rates of the particle system. This is the case for the examples considered in Section 3.4 below.
3.3.2 Comparison with classical proofs of the Hydrodynamic Limit
To provide context for our analysis, we briefly summarise the classical approach to hydrodynamic
limits. Here, we consider separately the observed process and the reference process, but the classical
approach takes (PL)L∈N = (PVL )L∈N. The task of proving a hydrodynamic limit for (QL)L∈N then
consists of characterising all limiting distributions. The first step is to establish relative compactness [7,
22], which ensures the existence of a (possibly non-unique) limit Q∗. One then shows that Q∗ is unique
and that it is concentrated on a single path (ρt)t∈[0,T ] (i.e. Q∗ = δ(πt)t∈[0,T ] and πt(du) = ρt(u)du
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for almost all t ∈ [0, T ]). This general approach includes both the entropy method and the relative
entropy method [22]: note that it first establishes that Q∗ is supported on weak solutions to (25) and
then uses a uniqueness result for this solution to infer that Q∗ is supported on this unique solution,
see e.g. [22, Chapter 4].
Our approach here differs in two main points: We consider an observed process that is different
from the reference process (PL 6= PVL in general) and we assume that the sequence (QL)L has a
unique limiting distribution Q∗ that is concentrated on a single path. (As a special case, one may
take PL = P
V
L , under the assumption that the hydrodynamic limit exists, but the following results
are not restricted to this case.)
3.3.3 Convergence of Free Energy and Action for Deterministic Limits
The following first main theorem yields regularity results for (PL)L∈N under the assumptions of Sec-
tion 3.3.1 and those of Theorem 3.3. In particular, it shows that the macroscopic action (and its
individual contributions) are asymptotically dominated by their (more detailed) microscopic counter-
parts.
Theorem 3.4 (Regularity of the limit and asymptotic lower bounds). Let (PL)L∈N be a sequence as
in Section 3.3.1, with density and current (µLt , 
L
t )t∈[0,T ], for L ∈ N. We suppose that the associated
sequence (QL)L∈N has a unique limit point Q∗ = δ(πt)t∈[0,T ] for some (πt)t∈[0,T ] ∈ D([0, T ];M+(Λ))










= FVα (ρ0). (44)



















) ≥ A((πt)t∈[0,T ]). (46)











































‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt)dt. (49)
In this theorem, we see for the first time a connection between the non-quadratic microscopic
functionals Ψ and Ψ⋆ and their macroscopic quadratic counterparts, see (48) and (49).
Proof. Note that the assumptions of Theorem 3.3 are satisfied, so that the local equilibration assump-
tions (31) and (32) hold. The result (46) follows from the representation of AVL in (37), the definition
of A in (30) combined with (44) and the following three inequalities (for which the proofs will be given
in Section 5.2). Firstly, for the free energy at the final time T , we obtain from Proposition 5.5 and
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dt ≥ E((ρt)t∈[0,T ]), (51)












dt ≥ E⋆((ρt)t∈[0,T ]), (52)
which is proved in Proposition 5.11. Proposition 4.1 and Proposition 4.4 then yield (48) and (49),
respectively. Proposition 4.3 further shows that the path is 2-absolutely continuous in the Wasserstein
sense (see (63) in Section 4), from which we can deduce the narrow continuity using Lemma 4.2. The
inequality (47) for the free energy at any time t ∈ [0, T ] then follows from another application of
Proposition 5.5.
We now consider a special case for the observed process PL. We keep the reference process
PVL as outlined in Section 3.3.1 and consider for some (possibly time-dependent) potential H˜ ∈
C1,2([0, T ] × Λ;R) the process PL = P V˜L for the potential V˜t = V + H˜t as defined in Section 2.2.1.
Note that both processes have the same initial condition µL0 and their transition rates r
V +H˜t and rV
coincide up to a change of the external potential (i.e. the functions g1 and g2 in (1) coincide for both
processes). We assume that the corresponding path measures (QV+H˜L )L∈N satisfy, as in Section 2.3.2
above, a hydrodynamic limit with hydrodynamic equation
ρ˙t = ∆φ(ρt) +∇ · (χ(ρt)∇(V + H˜t)). (53)
In this case one can improve the result (46) from Theorem 3.4 by showing that the action functionals
AVL (Q
V+H˜
L ) converge, as described by the following second main theorem.
Theorem 3.5. Assume that PL = P
V+H˜
L for some H˜ ∈ C1,2([0, T ]×Λ;R) and that (PL)L∈N satisfies
the assumptions in Theorem 3.4. Moreover, assume that the density of the path (πt)t∈[0,T ] is a weak

















∥∥ρ˙t −∆φ(ρt)−∇ · (χ(ρt)∇V )∥∥2−1,χ(ρt)dt. (54)
We postpone the proof of Theorem 3.5 to Section 5.3 below. See also Section 10 in [22] for
the specific calculations for the simple exclusion process, which can be seen as a special case of our
computations. We further stress that for measures of the form (P V˜L )L∈N the assumption on (45) in





Recall that the lower bound (46) in Theorem 3.4 and the limit (54) in Theorem 3.5 coincide
(by (40)) if and only if the chain rule (39) holds. The validity of the chain rule (39) for the path
(πt)t∈[0,T ] in Theorem 3.5 can be shown to be equivalent to the case where the limits in (47), (48)
and (49) exist and all three inequalities are equalities.
Theorem 3.6. Let the assumptions in Theorem 3.5 hold. Further assume that FVα satisfies the chain









= FVα (ρt). (55)
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‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt)dt. (57)
Also the opposite implication holds: If (55), (56) and (57) are satisfied, then FVα satisfies the chain
rule (39) for (ρt)t∈[0,T ].
Proof. This proof is similar to calculations performed in [23] and [18], where the authors establish (55)








































‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt) dt.
We apply the inequality lim supn→∞(an+ bn+ cn) ≥ lim supn→∞ an+ lim infn→∞ bn+ lim infn→∞ cn








) ≤ FVα (ρT ).
The result for an arbitrary time t ∈ [0, T ] then follows for repeating the above proof for the time
interval [0, t]. The remaining two limits (56) and (57) follow in a similar way by a slight modification
of the above steps.





∥∥ρ˙t −∆φ(ρt)−∇ · (χ(ρt)∇V )∥∥2−1,χ(ρt)dt










‖∆φ(ρt) +∇ · (χ(ρt)∇V )‖2−1,χ(ρt) dt,
which is equivalent to (39) for t1 = 0 and t2 = T . Repeating the above steps for [0, t] (for any
t ∈ [0, T ]) then finishes the proof.
Remark on Chain Rule In summary, we have seen that there are at least three ways to verify
the chain rule (39). One way is to prove the assumptions of Theorem 3.2. Alternatively, one can
derive a Large Deviation Principle, as in Macroscopic Fluctuation Theory (cf. the discussion below
Theorem 3.2); or one can directly calculate the limits in Theorem 3.6.
3.4 Examples
Standard examples of particle models described by the class of models in Section 2.1 are (i) the zero-
range process (ZRP) for which ΩL = N
TdL
0 , and g1 is a function that satisfies g1(0) = 0 and g2 = 1;
and (ii) the (symmetric) simple exclusion process (SEP), where ΩL = {0, 1}TdL, g1(n) = 1{n=1} and
g2(n) = 1{n=0}; and (iii) the generalised exclusion processes, where ΩL = {0, · · · ,m}TdL , g1(n) =
1{n≥1} and g2(n) = 1{n≤m} for some fixed m ∈ N [22]. The latter is an example of a non-gradient
system. We focus on the two gradient models ZRP and SEP, which have d(k) = g1(k) and d(k) = k,
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respectively.
3.4.1 Zero-Range Process
The ZRP satisfies the assumptions of Section 2.4.2 if we assume that the rates are strictly mono-
tonically increasing and sub-linear. That is, we assume that there exists g∗ > 0 such that 0 <
g1(k + 1) − g1(k) ≤ g∗. Since g1(0) = 0 we have g1(k) ≤ g∗k. The mobility for the ZRP is given by
χ(a) = φ(a), where Eνα [g1(η(0))] = φ(α). The reference measure is ν∗,1(n) = 1/(
∏n
k=1 g(k)) and the
























for f(a) = ρ logφ(a)− log z(φ(a)) and ρ¯α,V (u) = φ−1(e−V (u)φ(α)).
These considerations establish that Theorems 3.4 to 3.6 can be applied to the ZRP.We now consider
the implications of these theorems for hydrodynamic limits. We first compare the path measures for
the ZRP (that is, the sequence of PVL indexed by L) with some sequence of path measures PL which
concentrate on an absolutely continuous path (πt)t∈[0,T ] and satisfies the assumptions of Theorem 3.3.
In this case one may apply Theorem 3.4, which establishes an asymptotic lower bound on the rescaled
microscopic action L−dAVL (QL). If (πt)t∈[0,T ] is the hydrodynamic limit of the ZRP then PVL has to
concentrate on (πt)t∈[0,T ], but one also has (in general) that L−dAVL (QVL ) = 0. Hence, if L−dAVL (QL)
is bounded away from zero then the path (πt)t∈[0,T ] associated to PL can be ruled out as a possible
hydrodynamic limit.
In fact the hydrodynamic limit of the ZRP is known to be given by (52) with H˜ = 0 (see Section 5
in [22]), in which case Theorem 3.4 bounds the macroscopic action by zero: A((πt)t∈[0,T ]) ≤ 0. However
this bound is not yet sufficient to show that PVL concentrates on (πt)t∈[0,T ], so it does not prove the
hydrodynamic limit.
We now restrict our consideration to measures of the form PL = P
V+H˜
L that concentrate on paths
which satisfy (53), for some H˜ . In this case, Theorem 3.5 may be applied. This establishes that
the limit of L−dAVL (Q
V+H˜
L ) exists. We moreover can verify the assumptions of Theorem 3.2 (at least
for d = 1) or alternatively rely on the existence of the pathwise LDP (see [3]), which shows that
also Theorem 3.6 holds – this establishes a lower bound A((πt)t∈[0,T ]) ≥ 0 for any path (πt)t∈[0,T ]
that solves (53), with some H˜. This means that (πt)t∈[0,T ] is only admissible as a candidate for the
hydrodynamic limit of the ZRP, if it is a (weak) solution to (53) with H˜ = 0 (otherwise one has the
contradiction 0 = limL→∞ L−dAVL (QVL ) = A((πt)t∈[0,T ]) > 0).
3.4.2 Simple Exclusion Process
For the SEP the invariant reference measure is ν∗,1(0) = ν∗,1(1) = 1 and the α-dependent invariant
product measure are Bernoulli distributed να,1(η(0)) = α
η(0)(1−α)1−η(0). The functions φ and χ are
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which is of the form (22) for the free energy density f(a) = a log a+(1−a) log(1−a) and the stationary
density is ρ¯α,V (u) = αe
−V (u)/(αe−V (u) + (1 − α)).
For the sequence PV+H˜L the hydrodynamic limit is again given in (53), which has for suitable initial
condition a unique weak solution (see Proposition 5.1 on page 273 in [22]). We can proceed as for the
ZRP and can establish (under suitable assumptions) that the results of Theorem 3.4 and Theorem 3.5
hold.
Note that this process does not satisfy the assumptions of Theorem 3.2 (as the assumption χ′(a) ≥
C∗ is not satisfied). Nonetheless, we can establish the chain rule (39) if the pathwise LDP holds (cf. the
discussion at the end of Section 3.1). This was e.g. proved in [22, Chapter 10] (see also [6]), such that
also in this case the results of Theorem 3.6 hold.
4 Regularity of Paths and the Chain Rule
The main aim of this section is to prove Theorem 3.2. The central difficulty is that classical approaches
to establish chain rules in metric spaces rely on λ-convexity of the functional under consideration;
this property is delicate and apparently not sufficiently well understood in a context other than the
classic (unweighted) Wasserstein setting. The process considered here are, however, naturally linked
to weighted Wasserstein spaces, where important elements of the classic Wasserstein theory are still
missing. We circumvent this problem by showing that while the classic Wasserstein space is not the
natural space for the processes we study, they can be cast in this setting. The analysis is then somewhat
technical, but follows largely arguments in [1]. The novel Ψ-Ψ⋆-structure is thus less relevant in this
section than for the proofs in Section 5.
In the following, we consider paths with conserved volume, for which also the action is finite:
A((ρt)t∈[0,T ]) < ∞. Combined with FVα (ρ0) < ∞ and (30), this implies that E((ρt)t∈[0,T ]) < ∞ and
E⋆((ρt)t∈[0,T ]) <∞. We will see that the former of the two implies regularity in time (that (ρt)t∈[0,T ]
is absolutely-continuous in the Wasserstein sense) and the latter yields certain regularity in space
(such that e.g. the weak gradient ∇φ(ρ) exists a.e. in Λ).
The following steps are based on ideas from Section 4 in [10]. For a more recent and concise
representation of the following material, we refer to Appendices D.5 and D.6) in [19]. A discussion of
similar content in terms of interacting particle systems can e.g. be found in [6].
For any topological space S, we denote with D(S;R) = C∞c (S;R) the vector space of real-valued
infinitely often differentiable and compactly supported functions on S and equip D(S;R) with the
usual topology for test functions, see e.g. [19, Appendix D.1]. Its topological dual, the space of
(Schwartz) distributions, will be denoted with D ′(S;R). The application of g ∈ D(S;R) to a distri-
bution ϑ ∈ D ′(S;R) is denoted by 〈ϑ, g〉.
The Otto calculus yields a formal interpretation ofM+(Λ) as an infinite dimensional Riemannian
manifold (see for example Chapter 15 in [39] or Section 8.1.2 in [38]). For a measure π ∈ M+(Λ),
one can define three isometric spaces H1π(Λ;R), H−1π (Λ;R) and L2∇,π(Λ;Rd), which all can play the
role of the ‘tangent space’ at π. We next give precise definitions of all three spaces. For h : Λ → Rd,
we define the norm ‖h‖2π :=
∫
Λ |h(u)|2π(du). For g ∈ W 1loc(Λ;R) this norm gives rise to the semi-




equipped with ‖·‖1,π is a normed space, we can define its completion to be H1π(Λ;R). For ϑ ∈ D ′(Λ;R)




2〈ϑ, g〉 − ‖g‖21,π
)
, (58)
gives rise to H−1π (Λ;R) := {ϑ ∈ D ′(Λ;R) : ‖ϑ‖−1,π <∞}, the dual of H1π(Λ;R). Note that H1π(Λ;R)
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is a Hilbert space (with inner product 〈·, ·〉1,π defined in the obvious way using the polarisation identity
for inner products); it therefore is reflexive, which implies the existence of a linear and isometric map
from H1π(Λ;R) to H−1π (Λ;R), formally given by g 7→ −∇ · (π∇g). The inner product on H−1π (Λ;R)
will be denoted with 〈·, ·〉−1,π. Finally, let L2∇,π(Λ;Rd) be the completion of {∇ζ : ζ ∈ D(Λ;R)} with
respect to ‖ · ‖π. It is then easy to see that H1π(Λ;R) is also isometric to L2∇,π(Λ;Rd) (cf. page 379
in [19]). We will denote the map from H1π(Λ;R) to L2∇,π(Λ;Rd) with ∇.
For our purposes, the spaces H−1π (Λ;R) and L2∇,π(Λ;Rd) yield the more relevant representations.
The two prominent cases that will appear in the following are π(du) = ρ(u)du and π(du) = χ(ρ(u))du.
In these cases we will identify the densities ρ and χ(ρ) as measures and write H1ρ(Λ;R) andH1χ(ρ)(Λ;R)
instead of H1π(Λ;R) (and similar for the other spaces we just introduced).
4.1 Regularity of Paths on the Hydrodynamic Scale
Now, fix a path (πt)t∈[0,T ] ∈ D([0, T ];M+(Λ)) that is absolutely continuous with respect to the
Lebesgue measure with density (ρt)t∈[0,T ]. We equip C1,2([0, T ]×Λ;R) with the (ρt)t∈[0,T ] dependent
























χ(ρt)∇V · ∇Gt dudt.
Note that these two operators coincide with the left and right hand side of (25), respectively. More-
over, the corresponding operator norms are given by E((ρt)t∈[0,T ]) in (28) and E⋆((ρt)t∈[0,T ]) in (29),
respectively (cf. e.g. [10, 19]).
Under the assumptions of Theorem 3.4, we have prior information on the regularity of the path
(ρt)t∈[0,T ], i.e. we can assume that E((ρt)t∈[0,T ]), E⋆((ρt)t∈[0,T ]) < ∞ (such that LE and LE⋆ are
bounded linear operators).
Note that LE and LE⋆ are both invariant under addition of a constant in the sense that LE⋆(G) =
LE⋆(G+c) for any c ∈ R. We thus can (with slight abuse of notation) redefine LE and LE⋆ as operators
on {∇G : G ∈ C1,2([0, T ]× Λ;R)}, equipped with ∇G 7→ (∫ T
0
‖∇Gt‖2χ(ρt)dt)1/2, as
LE(∇G) := LE(G) and LE⋆(∇G) := LE⋆(G).
Let L2∇,χ([0, T ] × Λ;Rd) be the (ρt)t∈[0,T ] dependent completion of {∇G : G ∈ C1,2([0, T ] × Λ;R)}
with respect to ∇G 7→ (∫ T
0
‖∇Gt‖2χ(ρt)dt)1/2. Note that if h = (ht)t∈[0,T ] ∈ L2∇,χ([0, T ]×Λ;Rd), then
ht ∈ L2∇,χ(ρt)(Λ;Rd) for a.a. t ∈ [0, T ]. In Section 4.2 we will also consider L2∇,id([0, T ]×Λ;Rd), where
the norm is replaced with ∇G 7→ (∫ T
0
‖∇Gt‖2ρtdt)1/2.
Since E((ρt)t∈[0,T ]), E⋆((ρt)t∈[0,T ]) <∞ the Bounded Linear Transformation Theorem (see e.g. The-
orem I.6 in [35]), allows us to extend LE(∇G) and LE⋆(∇G) to bounded linear operators on L2∇,χ([0, T ]×













where ∇−1 denotes (for each t ∈ [0, T ]) the isometric map from L2∇,χ(ρt)(Λ;Rd) to H1χ(ρt)(Λ;R).
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By Riesz’ representation theorem (e.g. Theorem II.4 in [35]), there exist unique elements v, w ∈
L2∇,χ([0, T ]× Λ;Rd), with v = (vt)t∈[0,T ] and w = (wt)t∈[0,T ], for which these two bounded operators











χ(ρt)wt · htdudt. (59)
Substituting (59) in (28) and (29) yields (c.f. Lemma 4.8 in [10])














Proposition 4.1. Assume that E((ρt)t∈[0,T ]) < ∞ and that χ satisfies the assumptions of Sec-
tion 2.4.2. Then the weak time derivative of ρt, denoted ρ˙t, exists in H
−1
χ(ρt)
(Λ;R) for a.a. t ∈ [0, T ].
Moreover,





Proof. Results of this kind are standard and we hence only sketch the proof. Consider the unique
v ∈ L2∇,χ([0, T ]× Λ;Rd) from (59) and recall that vt ∈ L2∇,χ(ρt)(Λ;Rd) for a.a. t ∈ [0, T ].
Following e.g. Lemma 4.8 in [10] (see also [13]), one shows that E((ρt)t∈[0,T ]) < ∞ implies that
t 7→ 〈ρt, ·〉 is absolutely continuous in the sense of distributions, such that the distributional derivative






ρtGdu = 〈ρ˙t, G〉 =
∫
Λ
χ(ρt)vt · ∇Gdu. (62)
Thus ρ˙t = −∇ · (χ(ρt)vt) in the distributional sense for a.a. t ∈ (0, T ), such that vt ∈ L2∇,χ(ρt)(Λ;Rd)
can uniquely be identified with ρ˙t. Further the isometry from L2∇,χ(ρt)(Λ;Rd) to H−1χ(ρt)(Λ;R) (for
a.a. t ∈ [0, T ]) implies that ρ˙t ∈ H−1χ(ρt)(Λ;R) and (61) also follows.
Let p ∈ [1,∞]. We say a path (πt)t∈[0,T ] is p-absolutely continuous (in the Wasserstein sense), if
there exists a function m ∈ Lp([0, T ];R), such that for any 0 ≤ t1 < t2 ≤ T




where W2 denotes the 2-Wasserstein distance [38, 1]. In this case, the metric derivative (cf. equation
(1.1.3) in [1]) exists for a.a. t ∈ (0, T ),







and t 7→ |π′t| is the minimal function that satisfies (63), see Theorem 1.1.2 in [1]. In other words,
(πt)t∈[0,T ] is p-absolutely continuous if and only if the map t 7→ |π′t| is an element of Lp([0, T ];R).
From now on we consider the case p = 2.
Lemma 4.2. A path (πt)t∈[0,T ] ∈ D([0, T ];M+(Λ)) is 2-absolutely continuous if and only if there
exists a vector field v˜ = (v˜t)t∈[0,T ] with v˜t ∈ L2∇,πt(Λ;Rd) and
∫ T
0 ‖v˜t‖πt dt < ∞ that satisfies π˙t +
∇ · (πtv˜t) = 0 in the distributional sense for almost all t ∈ [0, T ]. In this case we have in particular
(πt)t∈[0,T ] ∈ C([0, T ];M+(Λ)).
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Proof. The result follows from a modification of Lemma 8.1.2 and Theorem 8.3.1 in [1] to the domain
Λ. Assume first that (πt)t∈[0,T ] is 2-absolutely continuous. Then Theorem 8.3.1 implies that the
continuity equation π˙t +∇ · (πtv˜t) = 0 holds for some v˜t, which can, by Lemma 8.4.2 in [1], without
loss of generality be chosen to satisfy v˜t ∈ L2∇,πt(Λ;Rd).
For the opposite implication we assume that the continuity equation holds and that moreover∫ T





Λ |v˜t(u)| πt(du) dt < ∞. Lemma 8.1.2 thus implies that the curve has a weakly
continuous modification (π˜t)t∈[0,T ] ∈ C([0, T ];M+(Λ)). Now, since every right-continuous path that
admits a continuous modification already has to be continuous, we have (πt)t∈[0,T ] = (π˜t)t∈[0,T ]. This
allows us to apply the reverse implication of Theorem 8.3.1 to (πt)t∈[0,T ], which yields that (πt)t∈[0,T ]
is 2-absolutely continuous.
The Wasserstein distanceW2 has a fluid dynamical representation in terms of the Brenier-Benamou
formula (compare Equation (8.0.3) in [1] and Section 8.1 in [38]). The distance of two measures
π, πˆ ∈M+(Λ) with π(Λ) = πˆ(Λ) > 0 is given by




∣∣∣ µ0 = π, µ1 = πˆ, µ˙t +∇ · (µtv˜t) = 0},
where the infimum is taken over all 2-absolutely continuous paths of measures (µt)t∈[0,T ] and velocities
v˜t ∈ L2∇,µt(Λ;Rd) satisfying the continuity equation above.
Let (πt)t∈[0,T ] be absolutely continuous with respect to the Lebesgue measure with density (ρt)t∈[0,T ].
We say that (ρt)t∈[0,T ] is 2-absolutely continuous if (πt)t∈[0,T ] is 2-absolutely continuous. Moreover,
we will identify densities with their associated measures. In particular, we write W 22 (ρ, ρˆ) = W
2
2 (π, πˆ)
for π(du) = ρ(u)du and π(du) = ρ(u)du.
Proposition 4.3. Assume that E((ρt)t∈[0,T ]) < ∞ and that χ satisfies the assumptions of Sec-
tion 2.4.2. Then (ρt)t∈[0,T ] is 2-absolutely continuous in the Wasserstein sense.
Proof. We choose the time rescaling t¯ = t(t2 − t1) + t1 and set µt = ρt¯ and v˜t = (t2 − t1)(χ(ρt¯)vt¯)/ρt¯,
such that µ˙t +∇ · (µtv˜t) = 0 by construction. We obtain for all 0 ≤ t1 < t2 ≤ T
W 22 (ρt1 , ρt2) ≤ (t2 − t1)
∫ t2
t1




such that the metric derivative satisfies for almost all t ∈ [0, T )







The square integrability of the right hand side now implies that (ρt)t∈[0,T ] is 2-absolutely continuous.
Proposition 4.4. Assume that E⋆((ρt)t∈[0,T ]) < ∞ and that f, φ and χ satisfy the assumptions of
Section 2.4.2. Then









‖f ′′(ρt)∇ρt+∇V ‖2χ(ρt) dt. (65)
Proof. E⋆((ρt)t∈[0,T ]) < ∞ implies that the distributional derivative of φ(ρt) ∈ L1loc(Λ;R) satisfies
∇φ(ρt) ∈ L1loc(Λ;Rd) for a.a. t ∈ [0, T ] (cf. Appendix D.6 in [19]). Equivalently, φ(ρt) ∈ W 1,1loc (Λ;R)
for a.a. t ∈ [0, T ]. The first identity in (65) can be established as in Appendix D.6 in [19] (for the choice
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µ(du) = χ(ρt(u))du). We turn to the second identity. Since φ
−1 is continuously differentiable with
bounded derivative, we obtain by the chain rule for functions in W 1,1loc (Λ;R) with bounded derivative
(see e.g. Theorem 4 (ii) in [17]) that also ∇ρt ∈ L1loc(Λ;R), and thus ρt ∈ W 1,1loc (Λ;R), for almost all
t ∈ [0, T ]. The derivative is for almost all u ∈ Λ given by
∇ρt(u) = (φ−1)′(φ(ρt(u)))∇φ(ρt(u)) = ∇φ(ρt(u))
φ′(ρt(u))
, (66)
where the last identity follows from the Implicit Function Theorem. Multiplying with φ′(ρt) and using
the local Einstein relation (27) we obtain that almost everywhere
∇φ(ρt) = φ′(ρt)∇ρt = χ(ρt)f ′′(ρt)∇ρt. (67)
Combined with w in (60), we have for any G ∈ D(Λ;R) and almost all t ∈ [0, T ] that∫
Λ
χ(ρt)wt · ∇Gdu =
∫
Λ
(∇φ(ρt) + χ(ρt)∇V ) · ∇Gdu = ∫
Λ
χ(ρt)[f
′′(ρt)∇ρt +∇V ] · ∇Gdu
such that we can identify wt = f
′′(ρt)∇ρt + ∇V . Substituting this identity in (60) yields the final
result.
4.2 Chain Rule for the Free Energy
In this section, we prove Theorem 3.2, which establishes rigorously the validity of the macroscopic
chain rule (39), for which we so far gave only a formal derivation. Consider a given path (ρt)t∈[0,T ]




ρˆ du > 0 and continue to identify densities with measures. The constant volume implies that
free energy differences do not depend on α. Indeed, defining F(ρ) := ∫Λ f(ρ(u))du and V(ρ) :=∫
Λ V (u)ρ(u)du (for V ∈ C2(Λ;R)), we can define an α-independent modification of the free energy
FV (ρ) := F(ρ) + V(ρ), (68)
which is (with (22)) easily seen to satisfy FVα (ρˆ)−FVα (ρ) = FV (ρˆ)−FV (ρ).
We assume that f ∈ C2([0,∞);R) satisfies the assumptions in Section 2.4.2, such that the func-
tional F : L1(Λ; [0,∞)) → (−∞,∞] is proper and lower-semicontinuous (see Remark 9.3.8 in [1]).
Note that for Nmax =∞ the assumption limr→Nmax f ′(r) =∞ implies super linearity of f .
We set











′′(r)dr (where we again used the local Einstein
relation (27)); in particular L′f(a)/a = f
′′(a) = φ′(a)/χ(a). The quantity Lf is sometimes referred to
as a ‘pressure’ function due to its relation to the thermodynamic pressure in classical thermodynamics,
see e.g. Remark 5.18 (ii) in [38].
We denote the (2-)Wasserstein distance between ρ and ρˆ with W2(ρ, ρˆ). A constant speed geodesic
(connecting ρ to ρˆ) is a curve (ρt)t∈[0,1] such that (ρ0 = ρ, ρ1 = ρˆ and) W2(ρs, ρt) = |t − s|W2(ρ, ρˆ)
for all s, t ∈ [0, T ]. With this, a functional G is called λ-convex (also called semi-convex) for λ ∈ R if
the inequality
G(ρt) ≤ (1− t)G(ρ0) + tG(ρ1)− λ
2
t(1− t)W 22 (ρ0, ρ1) (69)
holds for each constant speed geodesic (ρt)t∈[0,1]. Note that if two functionals Gi are λi-convex for
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i = 1, 2, then clearly G1 + G2 is λ-convex with λ = min(λ1, λ2).
We call G geodesically convex if the map t 7→ G(ρt) is convex for any geodesic (ρt)t∈[0,1] (which
is equivalent to λ-convexity for λ = 0). A useful criterion for geodesic convexity of the free energy
F is the McCann condition (see Proposition 9.3.9 and equation (9.3.11) in [1]): A convex function
f ∈ C2([0,∞);R) with f(0) = 0 satisfies the McCann condition (in d dimensions) if the map
s 7→ sdf(s−d) (70)
is convex on (0,∞) (cf. the discussion in Section 9.3 in [1]). In the case d = 1, convexity of f is
sufficient to establish geodesic convexity. For a potential energy of the form V(ρ) = ∫
Λ
V (u)ρ(u)du
λ-convexity is equivalent to λ-convexity (also called strong convexity) of V on Λ (see equation (9.3.3)
and Proposition 9.3.2 in [1]), which is V ((1− t)x+ ty) ≤ (1− t)V (x) + tV (y)− (λ/2)t(1− t)‖x− y‖2.
For V ∈ C2(Λ;R) the Hessian matrix is bounded and this assumption is trivially satisfied. Note that
under the assumption that F is geodesically-convex and V is λ-convex for some λ ≤ 0, also FV is
λ-convex.
4.2.1 Assumptions for Chain Rule
To our knowledge, minimal sufficient conditions for the validity of a chain rule of the form (39) are
still an open question. One difficulty is that the existing theory requires λ-convexity of the functional
in question. In the case of independent particles (with χ(a) = φ(a) = a) sufficient conditions for
λ-convex functionals can be obtained from the general theory for gradient flows in Wasserstein spaces,
which was established in [1] (see also [38, 36]). We note that generalisations of the gradient flow
theory in Wasserstein spaces with non-linear (usually concave) mobilities have been considered in the
literature, see e.g. [25, 26, 27, 12, 11]. Yet, establishing the chain rule in a weighted Wasserstein
metric is fraught with technical difficulties, in particular λ-convexity of the functional. We overcome
this difficulty here by showing that in the setting studied here, where a weighted Wasserstein metric is
the natural space, the chain rule can be established in an unweighted (classical) Wasserstein setting,
where strong tools are available.
In this section, we establish the chain rule (39) in the special case that the density f of the free
energy FV satisfies the McCann condition for geodesic convexity (70) and the particle process is ‘not
too far away’ from the process with independent particles (where χ(a) = φ(a) = a): We consider the
case Nmax = ∞ and assume there exists C∗ > 0 (without loss of generality the same constant which
bounds φ′(a) from below) such that
C∗ ≤ χ′(a) (71)
for almost all a ∈ (0,∞). This implies that C∗ ≤ χ′(a), φ′(a) ≤ CLip, such that alsoC∗a ≤ χ(a), φ(a) ≤
CLipa. We obtain for any ρ ∈ L1(Λ; [0,∞)) that the norms ‖ · ‖ρ and ‖ · ‖χ(ρ) are equivalent,
C∗‖ · ‖ρ ≤ ‖ · ‖χ(ρ) ≤ CLip‖ · ‖ρ. (72)
In this case also the limit points coincide such that L2∇,χ(ρ)(Λ;Rd) = L2∇,ρ(Λ;Rd). This will allow us
to leverage results from the classical Wasserstein framework in [1].
Remark. The Lipschitz continuity of χ(a) implies that L2∇,ρ(Λ;Rd) ⊆ L2∇,χ(ρ)(Λ;Rd). In general,
this is a strict inclusion (consider e.g. the case of the SEP with χ(a) = a(1− a) and ρ = 1 on a subset
O ⊆ Λ with positive Lebesgue measure). A (weaker, density ρ dependent) condition for the opposite
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which can in this case replace the constant in the lower bound of (72). Note that this is a density
specific condition, whereas the above condition (71) is a model specific condition (which is independent
of ρ). For the SEP, this condition is satisfied precisely in the case when ρ is bounded away from the
maximal possible local particle density, i.e. ρ ≤ Nmax − ǫ (for some ǫ > 0). The same considerations






ensures that L2∇,id([0, T ]× Λ;Rd) = L2∇,χ([0, T ]× Λ;Rd).
4.2.2 Validity of the Chain Rule
The following results, which are mainly based on Chapter 9 and 10 in [1], relate Lf (ρ) to the directional
derivative, the Fre´chet-subdifferential, and the metric slope of F(ρ). Below we sketch results which
can be obtained by a suitable modification of the results in [1]. More precisely, we are interested in
the case where the domain is Λ = Td and the measures of interest are absolutely continuous with
respect to the Lebesgue measure.
As shown in Theorem 1.25 in [36] there exists for any ρ, ρˆ ∈ L1(Λ; [0,∞)) with ∫Λ ρdu = ∫Λ ρˆdu > 0
a unique optimal transport map from ρ to ρˆ of the form r = i−∇ϕ, where ϕ is semi-concave (i.e. there
exists a constant C > 0 such that ϕ(u)−C|u|2 is concave). Moreover, the interpolation rt := (1−t)i+tr
between r and the identity i on Λ is such that (rt)#ρ has a Lebesgue density for all t ∈ [0, 1] (which
can e.g. be shown by a modification of the proof of Proposition 9.3.9. in [1]).
Now, assume that f satisfies the McCann condition for geodesic convexity (70), that F(ρ),F(ρˆ) <
∞, and that Lf (ρ) ∈ W 1,1(Λ;R). Then∫
Λ
∇[Lf (ρ)] · (r − i)du ≤ −
∫
Λ





where ∇˜r denotes the approximate derivative (see Definition 5.5.1 in [1]) and i is the identity on Λ.
This result can be obtained from a modification of the proofs of Lemma 10.4.4 and Lemma 10.4.5
in [1].
For a λ-convex functional G, the Fre´chet-subdifferential ∂G(ρ) at ρ ∈ L1(Λ; [0,∞)) with ∫Λ ρdu > 0









ζ · (r − i)ρdu+ λ
2
W 22 (ρ, ρˆ), (73)
where r is the optimal transport map from ρ to ρˆ (see Equation (10.1.7) in [1]).
Lemma 4.5 (Slope and subdifferential, cf. Theorem 10.4.6 in [1]). Assume that f satisfies the McCann
condition for geodesic convexity (70). For ρ ∈ L1(Λ; [0,∞)) with ∫
Λ
ρ du > 0 and F(ρ) < ∞ the
following statements are equivalent.
1. The Fre´chet-subdifferential (73) is non-empty, ∂FV (ρ) 6= ∅.
2. The metric derivative at ρ is finite,





3. Lf(ρ) ∈W 1,1loc (Λ;R) with ∇[Lf (ρ)] + ρ∇V = ρw for some w ∈ L2∇,ρ(Λ;Rd).
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If either of the above holds we have w ∈ ∂F(ρ) and ‖w‖ρ = |∂F|(ρ). Moreover, if the additional
assumption (71) holds, then the above conditions are also equivalent to
4. φ(ρ) ∈W 1,1loc (Λ;R) with ∇[φ(ρ)] + χ(ρ)∇V = χ(ρ)w for some w ∈ L2∇,χ(ρ)(Λ;Rd).
Proof. The equivalence between 1 and 2 holds since (by Lemma 10.1.5 in [1]) the metric slope for
(regular and thus in particular) λ-convex functionals is given by
|∂F|(ρ) = min{‖ζ‖ρ : ζ ∈ ∂F(ρ)}. (74)
We next show that 2 implies 3. The result follows from a standard calculation, cf. e.g. the proof of
Lemma 3.5 in [26]. Consider a smooth function ξ ∈ C∞c (Λ;R). We define the flow associated to ∇ξ
as the unique solution X(t, u) to X˙(t, u) = ∇ξ(X(t, u)), X(0, u) = u for u ∈ Λ and t ∈ (0, 1). For
ρξt := X(t, ·)#ρ we have (cf. (3.32) in [26])
W 22 (ρ, ρ
ξ





ds = t2(‖∇ξ‖2ρ + o(1)). (75)















ρ∇V · ∇ξdu. (76)
Using (75) and FV = F + V we obtain (cf. (3.33) in [26])
|∂FV |(ρ) ≥ 1‖∇ξ‖ρ limt→0







(∇[Lf (ρ)] + ρ∇V ) · ∇ξdu.
Similar to the discussion at the beginning of Subsection 4.1, |∂FV |(ρ) < ∞ implies that the linear
operator v 7→ ∫
Λ
(∇[Lf (ρ)]+ρ∇V ) ·vdu from L2∇,ρ(Λ;Rd) to R is bounded, such that Riesz’ represen-
tation theorem implies the existence of w ∈ L2∇,ρ(Λ;Rd) for which ∇[Lf (ρ)] + ρ∇V = ρw, such that
Lf (ρ) ∈ W 1,1loc (Λ;R). In particular |∂FV |(ρ) ≥ ‖w‖ρ.














∇[LF (ρ)] · (r − i)du,
where the fist inequality follows from the monotonicity of the difference quotient (see Equation (10.4.24)
in [1]). The λ-convexity of V yields (cf. (69))







W 22 (ρ, ρˆ) =
∫
Λ
ρ∇V · (r − i)du+ λ
2
W 22 (ρ, ρˆ).
This implies that w = (∇[LF (ρ)]/ρ+∇V ) ∈ ∂FV (ρ) and thus |∂FV |(ρ) ≤ ‖w‖ρ <∞ by eqn. (74).
The equivalence between 3 and 4 can be seen as follows: Recall that C∗L′f (a) ≤ φ′(a) ≤ CLipL′f (a)
and also C∗Lf (a) ≤ φ(a) ≤ CLipLf (a). With the same argument as in the proof of Proposition 4.4
we obtain that the chain rule holds as in (66), i.e. L′f(ρ)∇ρ = ∇[Lf(ρ)] and φ′(ρ)∇ρ = ∇[φ(ρ)], such
that C∗‖∇[Lf(ρ)]‖ ≤ ‖∇[φ(ρ)]‖ ≤ CLip‖∇[Lf(ρ)]‖. This proves that φ(ρ) ∈W 1,1(Λ;R) if and only if
Lf (ρ) ∈ W 1,1(Λ;R). Moreover w = ∇[Lf (ρ)]/ρ = ∇[φ(ρ)]/χ(ρ).
Finally, we can outline a proof for Theorem 3.2, which follows ideas from [1, 26]. Since we work
on the torus Λ = Td (rather than Rd), we sketch the argument.
Sketch of the proof of Theorem 3.2. Since A is finite and the assumptions of Section 2.4.2 are valid
103
26 M. Kaiser et al.
Propositions 4.1 and 4.3 and 4.4 hold. Moreover, since f satisfies the McCann condition (70) and also
the assumption (71) on χ′ holds we can apply Lemma 4.5. Combining all these results we have that
the map t 7→ |ρ′t||∂FV |(ρt) is in L1loc([0, T ];R). This then implies that t 7→ FV (ρt) is locally absolutely
continuous (see e.g. Lemma 3.4 in [26]), with a.e. derivative
d
dt
FV (ρt) = −〈vt, wt〉χ(ρt) = −〈ρ˙t,∆(ρt) +∇ · (χ(ρt)∇V )〉−1,χ(ρt),
which implies the chain rule (39). 
5 Proofs and Supplementary Content
For nearest neighbour transitions, the following proposition yields a special representation for sym-
metric summands.
Proposition 5.1. Let Aη,η′ be a symmetric function (such that Aη,η′ = Aη′,η) with Aη,η = 0 and
Aη,ηi,j = 0 whenever |i− j| 6= 1. If either
∑
























Using symmetry, the second summand is equal to Aηi,i−ek ,η, such that first replacing the configuration
η with ηi−ek,i before replacing the index i with i+ ek yields (77).
Following [22] Chapter 5, we define for ǫ > 0 the approximation of the identity ιǫ := (2ǫ)
−d1[−ǫ,ǫ)d(·).
Recall that the convolution of a measure π ∈ M+(Λ) with a function f ∈ L1(Λ;R) is defined as
[π ∗ f ](u) := ∫Λ f(u′−u)π(du′). The convolution of ιǫ with the empirical measure (18) is the function










which is piecewise constant on {[ 2i−12L , 2i+12L )d}i∈TdL . This allows us to represent the averaged particle
density as a function of the empirical distribution, i.e.





For π(du) = ρ(u)du the convolution yields [π ∗ ιǫ](u) = (2ǫ)−d
∫
[u−ǫ,u+ǫ)d ρ(u
′)du′. Since limǫ→0[π ∗
ιǫ](u) = ρ(u) for almost all u ∈ Λ, we define [π ∗ ι0](u) := ρ(u).
5.1 Proofs of the Statements in Section 3.1
Proof of Proposition 3.1. Recall that (µLt )t∈[0,T ] is finitely supported in the sense that the set N0 :=
{η ∈ ΩL|µLt (η) > 0 for some t ∈ [0, T ]} is finite. Since rLt consists of nearest neighbour transitions,
also the set N1 := {(η, η′) ∈ ΩL × ΩL|µLt (η)(rLt )η,η′ > 0 or µLt (η′)(rLt )η′,η > 0 for some t ∈ [0, T ]} is
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A straightforward calculation (using ∂tµ
L
t (η) = − div Lt (η), the fact that the transition rates rLt are










































Using once more the boundedness of the nearest neighbour transition rates and that µ0 is supported





∣∣∣(Lt )η,η′ log(µLt (η)να(η)












The latter allows us to combine the first two summands on the right hand side of (79), which are
equal to −∑η∈ΩL div Lt (η) log(µLt (η)/νV˜tα (η)) = −〈Lt , F V˜t(µLt )〉L, where the last identity follows by
a summation by parts (cf. Equation (15) in [21]). This finishes the proof. 
The proof of Theorem 3.3 relies on an auxiliary statement of independent interest, which we prove
first. The result gives sufficient conditions for local equilibration.
Lemma 5.2. Consider (PL)L∈N from Section 2.2.1 with associated density (µLt )t∈[0,T ]. Assume there





























t dt) is in the class considered by the
replacement lemma (33). In particular (31) and (32) are satisfied for (µL[0,T ])L∈N. Moreover, these
assumptions are independent of the choices of V˜ and α: We can replace V˜ with V˜ + H˜ for some
H˜ ∈ C1,2([0, T ]× Λ;R) and also replace α with α′ ∈ (0, Nmax) in (80) arbitrary. Then (80) and (81)
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are satisfied for V˜ and α if and only if they are satisfied for V˜ + H˜ and α′.
Proof. The bound (80) for V˜ + H˜ and α′ follows similar to Remark 1.2 on page 70 of [22]. For (81)






















dt+ 2(CH˜ − 1)TCχˆ (82)
for some CH˜ > 0 that only depends on H . We thus can restrict to the special case V˜t = 0. The








) ≤ 1T ∫ T0 Ψ⋆L(µLt , F 0(µLt ))dt (cf. the discussion in Chapter
5.3 near equation (3.1) on page 81 in [22]).
With this result at hand, we can turn to the proof of Theorem 3.3.
Proof of Theorem 3.3. Since the relative entropy is non-negative, we obtain with a modification of (37)
to the time interval [t, T ] (for each t ∈ [0, T ]) that









































































The second inequality follows from a similar estimate to (83): Consider the second inequality in (83)



























and we can conclude as in (84). We then apply Lemma 5.2 to obtain that the equations (31) and (32)
are satisfied for (µL[0,T ])L∈N. The independence of V , V˜ and α follows from the considerations in
Lemma 5.2. 
5.2 Proofs of Liminf Inequalities
This section is devoted to the proof of the liminf inequalities in the proof of Theorem 3.4. Many of the
ideas of the following proofs are borrowed from the entropy method developed in [20]. We here follow
the presentation of this method in Chapter 5 of the book by Kipnis and Landim [22]. The results we
want to prove are of the form lim infL→∞BL ≥ B∗. The general strategy involves replacing BL by
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|BL − CǫL| = 0.
5.2.1 Bounds for ΨL and Ψ
⋆
L
In order to achieve the projection to the physical domain anticipated in Section 2.1 we consider




i∈TdL G(i/L)η(i), for which the discrete derivative satisfies the identity
∇η,ηi,i+ek G˜L = ∇i,i+ekG(·/L). Note that this last identity allows us to reduce the dependence on
the configuration space to a dependence on the physical domain. Choosing the ‘force’ F = ∇G˜L, we













































We next derive upper bounds for (85) and (86) and a lower bound for Ψ⋆L(µ, F
V (µ)).
Proposition 5.3 (Upper bounds for ΨL and Ψ
⋆
L). Let µ be a measure on ΩL. Further let fη,η′ :=























Proof. The proof follows from the basic inequalities cosh(x)−1 ≤ x sinh(x)−(cosh(x)−1) ≤ 12 sinh(x)2
applied to (85) and (86), together with the inequality aˆi,i+ek(µ) ≤ 2χˆ0i,i+ek(µ) stated below (17).
Proposition 5.4 (Lower bound for Ψ⋆L). Let µ be a measure on ΩL, α ∈ (0, Nmax) and V ∈ C2(Λ;R).




















Proof. We use the notation ρ := µ/νVα (s.t. ρ is the density of µ with respect to ν
V
α ) and qη,η′ :=
νVα (η)r
V
η,η′ , such that the relation qη,η′ = qη′,η (detailed balance) holds. Then F
V
η,η′ (µ) = −∇η,η
′
log ρ




η,η′ (µ)) − 1] = √qη,η′qη′,η(
√
ρ(η) −√
ρ(η′))2. Using the representation in Proposition 5.1 and qη,η′ =
√




















































Using qη,η′ = qη′,η, the inequality
1
2 (x+ y)
2 ≤ x2 + y2, and µ(η)rVη,η′ = ρ(η)qη,η′ thus allows to bound
2qη,ηi,i+ek (
√
ρ(η)−√ρ(ηi,i+ek ))2 from below by
(











































which coincides by (15) and (17) with the right hand side of (88).
5.2.2 Asymptotic Lower Bound for the Free Energy
Proposition 5.5. Let the assumptions of Theorem 3.4 hold and let t ∈ [0, T ] be such that the path








) ≥ FVα (ρt). (90)
Proof. For each h ∈ C(Λ;R) the entropy inequality (a special case of the Fenchel inequality, see






































By the assumption of finite moments in (3) the dominated convergence theorem yields that u 7→
Eνα,1 [e
(h(u)−V (u))η(0)] is continuous.
By (7), we can restrict to measures with bounded volume, such that a truncation argument,
combined with the weak convergence QL → Q∗ = δ(πt)t∈[0,T ] and the continuity of the projec-























Taking the supremum with respect to h ∈ C(Λ;R) combined with (21) then finishes the proof.
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5.2.3 Asymptotic Lower Bound for Ψ
The following proofs will depend on uniform continuity of functions (which follows here from continuity
and the compactness of the domain Λ (or [0, T ]× Λ)).






























)|∇Gt(u)|2 dudt∣∣∣∣ = 0. (92)
Proof. We first show that without loss of generality we can set V = 0 for the rates (1). We denote




































Taylor’s theorem enables us to find for each t ∈ [0, T ] a number ξ ∈ (i/L, (i+ ek)/L) for which
L∇i,i+ekGt(·/L) = ∂kGt(ξ). Defining CG :=
∑d
k=1 supt∈[0,T ] ‖∂kGt‖2∞ < ∞ allows us to bound the


















Using the uniform continuity of V (on the compact set Λ), we obtain for each ǫ > 0 that |∇i,i+ekV (·/L)| <
ǫ as L → ∞ independent of i and ek, such that (94) is (for L large enough) with (34) bounded by
2CGCχˆT (cosh(ǫ/2)−1). Thus, taking the limit superior ǫ→ 0 after taking L→∞ in (94) shows that
the left hand side of (93) vanishes. This justifies the replacement of V with V = 0 in the mobility.
We thus drop the indices V and 0 and simply write χˆ for the mobility with V = 0.
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By uniform continuity of (∂kGt)
2 for each δ > 0 there exists an ǫ > 0 such that |u−u′| < ǫ implies
that |(∂kGt(u))2 − (∂kGt(u′))2| < δ uniformly in t ∈ [0, T ]. Thus, by (34), the first term in (95) is,















∣∣∣[L∇i,i+ekGt(·/L)]2 − [∂kGt((i+m)/L)]2∣∣∣dt ≤ TδCχˆ.
Letting δ → 0 shows that the first term in (95) vanishes.
The second term is controlled by the local equilibrium assumption (31); the third term vanishes
using the Lipschitz continuity of χ and the bound on the expected number of particles: The Lipschitz
continuity yields that the third summand in (95) is bounded by
CGCLipT















By the conservation of particles, the last expression can be bounded by CGCLipCtotT
∣∣1− ( 2ǫL2⌊ǫL⌋+1)d∣∣,
which vanishes as L→∞.
For the last term in (95) recall that [ΘL(η) ∗ ιǫ](u) is piecewise constant on {[ 2i−12L , 2i+12L )d}i∈TdL





























which converges by the uniform continuity of ∇G to zero for L→∞.
Note that the above proof does not depend on the fact that we consider the square gradient of
a function G. We can replace the square by the product of two different gradients and immediately
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obtain the following results.
































)∇Ht(u) · ∇Gt(u)dudt∣∣∣∣ = 0. (96)

































)|∇Gt(u)|2 dudt∣∣∣∣ = 0 (97)



































)∇Gt(u) · ∇Ht(u)dudt∣∣∣∣ = 0. (98)
We now turn to the proof of the lower bound in (51).
Proposition 5.9. Let the assumptions of Theorem 3.4 hold. Then (51) is satisfied.

































t ,∇G˜L(t, ·))dt. (99)








t )dt is bounded below by
∑
η∈ΩL
µLT (η)〈ΘL(η), GT 〉 −
∑
η∈ΩL
























For ǫ > 0 and G fixed we define the function f ǫ,G : D([0, T ];M+(Λ))→ R which assigns to a path
(π˜t)t∈[0,T ] the value
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By (7), we can restrict f ǫ,G to measures with bounded volume. In this case f ǫ,G is continuous and























































































= f ǫ,G((πt)t∈[0,T ]). Furthermore lim supǫ→0 lim supL→∞RǫL = 0 by
Corollary 5.8. Thus lim infL→∞ L−d
∫ T
0 ΨL(µt, jt)dt ≥ lim infǫ→0 f ǫ,G((πt)t∈[0,T ]).













∣∣[ρt ∗ ιǫ](u)− ρt(u)∣∣dudt, (101)
which is integrable. The dominated convergence theorem then implies that f ǫ,G((πt)t∈[0,T ]) →
f0,G((πt)t∈[0,T ]), which proves lim infL→∞ L−d
∫ T
0 ΨL(µt, jt)dt ≥ f0,G((πt)t∈[0,T ]). Taking the supre-
mum over all G ∈ C1,2([0, T ]×Λ;R) finally yields (51).
5.2.4 Asymptotic Lower Bound for Ψ⋆
The proofs in this section are very similar to the proofs in Section 5.2.3. We will therefore be brief.


























































(− 12∇i,i+ekV (·/L)). (103)
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)∇i,i+ekGt(·/L)− cosh( 12∇i−ek,iV (·/L))∇i−ek,iGt(·/L)]
+ χˆ0i,i+ek (µ)2L sinh
(− 12∇i,i+ekV (·/L))(L∇i,i+ekGt(·/L))− 12 χˆi,i+ek (µ)[L∇i,i+ekGt(·/L)]2.



















































































Note that (105) follows from the above considerations (Lemma 5.7 and Corollary 5.8), such that we
are only left to prove (104), which can be proven with the same calculations as above (with χˆ replaced
by φˆ combined with (34) and using (32) instead of (31)).
Proposition 5.11. Under the assumptions of Theorem 3.4 the inequality (52) holds.
Proof. We only sketch the proof, which is very similar to the one of Proposition 5.9. For



















































S(µLt )) dt ≥ EQL
[
f ǫ,G
] − RǫL, where
RǫL coincides with (102) in Lemma 5.10. The latter implies that lim supǫ→0 lim supL→∞R
ǫ
L = 0, such
113
36 M. Kaiser et al.










S(µLt ))dt ≥ f0,G((πt)t∈[0,T ]).
Taking the supremum with respect to G ∈ C1,2([0, T ]× Λ;R) yields (52).
5.3 Proof of Theorem 3.5
Proof of Theorem 3.5. We extend the proof in [3]. We will skip some details, as they are similar to
the above calculations. Let H˜ ∈ C1,2([0, T ] × Λ;R). The log density of PV+H˜L with respect to PVL
(where both measures have the same initial condition µL0 ) has the explicit representation (cf. [3] and

































































(− 12∇i,i+ek H˜t( ·L))− 1)]dt.



































−(LˆVi,i+ek(µLt ))(L∇i,i+ekH˜t( ·L))+ 12 χˆVi,i+ek (µLt )L2∣∣∇i,i+ek H˜t( ·L )∣∣2]dt.























where the functional f ǫ,H˜ is given by
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‖ρ˙t −∆φ(ρt)−∇ · (χ(ρt)∇V )‖2−1,χ(ρt).
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We discussed the convergence of the Ψ-Ψ? structure for a class of interacting particle
systems to the corresponding quadratic structure on the hydrodynamic scale.
In Section 2, we defined the class of interacting particle systems with gradient
dynamics, which we consider in this article. Further, we defined the microscopic and
macroscopic quantities associated to these particle systems and derived a representation
in terms of the Ψ-Ψ? formulas for Markov chains.
In Section 3.1, we derived a chain rule for the microscopic free energy (Propo-
sition 3.1) and stated sufficient conditions for the validity of the chain rule for the
macroscopic free energy (Theorem 3.2). In Section 3.2, we stated sufficient conditions
for the replacement lemma to hold, which ensure local equilibration of the system.
Section 3.3 contains our main results, which consist of three theorems. Under
the assumption that PL concentrates asymptotically on some (pit)t∈[0,T ], we showed in










and similar for the individual terms involved in the Ψ-Ψ? representation.
For the special choice PL = P
V+H˜
L that coincides with P
V
L up to a replacement
of the external potential V by a time dependent potential V + H˜t, this result can be










∥∥ρ˙t −∆φ(ρt)−∇ · (χ(ρt)∇V )∥∥2−1,χ(ρt)dt.
Under the assumption that the chain rule for the macroscopic free energy is satisfied,
Theorem 3.6 shows that the structure of Markov chains converges in the limit to the








































∥∥∆φ(ρt) +∇ · (χ(ρt)∇V )∥∥2−1,χ(ρt) dt.
Section 4 contains regularity results for the macroscopic paths and the proof of
Theorem 3.2, which yields sufficient conditions for the chain rule. Section 5 contains
the remaining proofs of the results in Section 3.3.
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Chapter 5
Final Conclusions and Outlook
In this thesis, we considered various result for stochastic systems with a special emphasis
on interacting particle systems and their hydrodynamic scaling limits.
In Chapter 2, we discussed the question of acceleration of convergence to equilibrium
by breaking time-reversal symmetry. We reviewed well-known acceleration results for
ergodic Markov processes (such as Markov chains and single particle diffusions), which
show that the relaxation of a given time-reversal symmetric process to its steady state
can be accelerated by replacing the dynamics with suitably modified irreversible dy-
namics. In order to construct these irreversible dynamics, one has to ensure that the
new process is ergodic w.r.t. the same distribution. This question has recently been
considered in more generality in [10]. We further showed that the above results can be
extended to the regime of hydrodynamic scaling limits described by MFT [2].
In Chapter 3, we considered a variational structure for Markov chains [39, 40] and
discussed a splitting of the thermodynamic force (F = FS +FA), for which we proved
a prior unknown ‘generalised orthogonality’ relation. The anti-symmetric part of the
force FA allows to characterise the irreversibility of the process (such that time-reversal
symmetric processes satisfy FA = 0). In particular, one can restate ‘breaking detailed
balance’ in Chapter 2 as replacing FA = 0 with a suitable FA 6= 0. We further discussed
that this general Ψ-Ψ? formula also accounts for MFT, which allows to recover many
results available in MFT (such as the Hamilton-Jacobi orthogonality, cf. Equation (2.22)
in [3]) from properties of the general Ψ-Ψ? structure.
In Chapter 4 we demonstrated another connection between the canonical structure
for Markov chains and the corresponding structure in MFT. We considered dynamical
properties for a family of time-reversal symmetric interacting particle systems of gradi-
ent type: We derived a representation of the action functional (the relative entropy on
path space) in terms of the free energy and the Ψ-Ψ? structure of the Markov chain.
Under the assumption of the existence of a hydrodynamic limit, we showed how the
quantities for Markov chains converge to their counterparts on the hydrodynamic scale.
5.1. Outlook
Concerning the results in Chapter 2, it would be interesting to see if and how one can
design optimal (or practical) irreversible dynamics suitable for sampling purposes, as
e.g. considered in [35, 37, 38] for diffusions and jump processes.
In Chapter 4 we have proven results for hydrodynamic limits of time-reversal sym-
metric particle systems. A natural step would be to try to extend these results to
irreversible systems, where FA 6= 0 (which could as well be time-dependent). We also
assumed that the limit Q∗ concentrates (i.e. Q∗ = δ(ρt)t∈[0,T ]). An interesting extension
of our result would be to prove that Q∗ concentrates (rather than having this assump-
tion), which might can be done similar to the approaches in [14] or [16]. Without this
assumption of concentration, this could lead to an alternative proof for hydrodynamic
limits of interacting particle systems. Moreover, it would be interesting to check if our
results can be used to extend the results in [14] to irreversible systems.
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