Columnar structured cesium iodide ͑CsI͒ scintillators doped with Thallium ͑Tl͒ have been used extensively for indirect x-ray imaging detectors. The purpose of this paper is to develop a methodology for systematic investigation of the inherent imaging performance of CsI as a function of thickness and design type. The results will facilitate the optimization of CsI layer design for different x-ray imaging applications, and allow validation of physical models developed for the light channeling process in columnar CsI layers. CsI samples of different types and thicknesses were obtained from the same manufacturer. They were optimized either for light output ͑HL͒ or image resolution ͑HR͒, and the thickness ranged between 150 and 600 microns. During experimental measurements, the CsI samples were placed in direct contact with a high resolution CMOS optical sensor with a pixel pitch of 48 microns. The modulation transfer function ͑MTF͒, noise power spectrum ͑NPS͒, and detective quantum efficiency ͑DQE͒ of the detector with different CsI configurations were measured experimentally. The aperture function of the CMOS sensor was determined separately in order to estimate the MTF of CsI alone. We also measured the pulse height distribution of the light output from both the HL and HR CsI at different x-ray energies, from which the x-ray quantum efficiency, Swank factor and x-ray conversion gain were determined. Our results showed that the MTF at 5 cycles/mm for the HR type was 50% higher than for the HL. However, the HR layer produces ϳ36% less light output. The Swank factor below K-edge was 0.91 and 0.93 for the HR and HL types, respectively, thus their DQE͑0͒ were essentially identical. The presampling MTF decreased as a function of thickness L. The universal MTF, i.e., MTF plotted as a function of the product of spatial frequency f and CsI thickness L, increased as a function of L. This indicates that the light channeling process in CsI improved the MTF of thicker layers more significantly than for the thinner ones.
I. INTRODUCTION
Indirect flat-panel imagers ͑FPI͒ have been in widespread clinical use for digital x-ray imaging for several years. They use a scintillator to convert the incident x-ray energy to optical photons, which are then converted to electronic signal and read out with a large area integrated circuit with an amorphous silicon ͑a-Si͒ photodiode and a thin film transistor ͑TFT͒ at each pixel. 1 Although the majority of indirect FPIs use structured cesium iodide ͑CsI͒ layers as the x-ray converter, powder phosphor screens are also being used because of its lower cost. Unlike the sodium ͑Na͒ doped CsI used in x-ray image intensifiers ͑XRII͒, the CsI layers used in FPI are exclusively doped with Thalium ͑Tl͒ because they are less hygroscopic and the emission spectrum ͑green͒ is better matched to the spectral sensitivity of the a-Si photodiodes. In the remainder of this paper, CsI refers to Tl doped layers unless otherwise specified.
Comparative studies between CsI and powder phosphor based FPI have been performed for both general radiographic 2 and mammographic 3 imaging applications. The results demonstrated that CsI provides better detective quantum efficiency ͑DQE͒ than powder phosphors over all spatial frequencies. This is because the columnar structure of CsI helps channel light in the forward direction. Hence the thickness can be increased while maintaining a modulation transfer function ͑MTF͒ comparable to phosphors. Although the imaging performance of complete detectors incorporating CsI has been reported, 4, 5 there is a lack of systematic study of the imaging performance of CsI alone as a function of its design parameters, e.g., thickness. Understanding the relationship between physical parameters of CsI and its imaging performance is paramount for optimization of indirect flatpanel detectors for different x-ray imaging applications. The reason for pursuing a fundamental understanding of the imaging performance of CsI is that although CsI has been widely used in commercial flat-panel detectors, the techniques for making the layers and their relationship with imaging properties have largely remained trade secrets. There is a lack of physical characterization of CsI layers ͑without TFT arrays͒ and basic understanding of its image formation process, which is needed to determine the optimal CsI thickness for a particular x-ray imaging application. In addition to the different thicknesses, commercially available CsI layers are of two different types: one optimized for high resolution ͑HR͒ and the other for high light output ͑HL͒. 6 The overall imaging property of CsI is best measured by its spatial frequency dependent DQE, which is mainly determined by five factors: ͑1͒ The quantum detection efficiency ͑QDE͒, which depends on the thickness of the layer and the incident x-ray energy; ͑2͒ the x-ray-to-photon conversion gain, which governs the detector performance at low dose; ͑3͒ the Swank factor, which describes the added noise in the conversion process and is directly proportional to DQE͑0͒; 7 ͑4͒ the overall spatial resolution expressed as MTF; and ͑5͒ the depth dependent blur, which arises because light generated at the x-ray entrance side of the scintillator experiences more scatter before reaching the exit surface and more blur results. Lubberts showed that depth dependent blur results in degradation of DQE( f ) at high spatial frequencies for powder phosphors. 8 Compared to powder phosphors, the columnar structure in CsI helps channel light in the forward direction which may result in less depth dependent blur. However, the light channeling in CsI is not perfect as implied by a fiber optic-like model. It has been shown that blurring in CsI is increased with thickness just as in powder phosphor screens, 6 albeit not as much. We have performed preliminary work on developing a model for the light scatter/channeling process in CsI so that its depth dependent blur can be predicted. 9 Compared to the isotropic scatter in powder phosphor, the structured phosphor layer was modeled to have nonisotropic scatter with a preferred direction normal to the surface of the phosphor layer. We found that the MTF of a structured phosphor was comparable to a powder phosphor screen of half the thickness. Thus the established analytical models for powder phosphors by Swank 10 can be used for structured phosphors provided the effective thickness is modified appropriately. We found reasonable agreement between modeled and previously published experimental measurements of MTF. Others have developed Monte Carlo techniques to simulate the light channeling process in CsI. 11 In order to validate these modeling and simulation techniques, systematic investigation of the imaging performance of CsI with different thicknesses and light output is needed. For our present investigation, we obtained CsI samples of four different thicknesses from the same manufacturer ͑Hamamatsu Photonics Corporation͒ for maximum consistency in material properties. Only one of the thicknesses was available in both HR and HL types, and the rest were of HL type. In this paper, we will present our experimental measurements of these CsI samples. The imaging properties measured include: ͑1͒ The mass loading which determines the QDE; ͑2͒ the Swank factor and x-ray conversion gain obtained using pulse height spectroscopy ͑PHS͒; ͑3͒ MTF; and ͑4͒ DQE as a function of spatial frequency. We also developed a simplified linear systems model for CsI which did not include the Lubberts effect, i.e., depth dependent blur. By comparing the modeled results with experiments, we obtained qualitative information on the significance of the Lubberts effect in different CsI samples. We believe these results will facilitate fundamental understanding of the light channeling process in CsI; aid in the validation of different modeling and simulation techniques; and eventually lead to optimization of CsI parameters for different x-ray imaging applications.
II. MATERIAL AND METHODS
A. X-ray absorption and Swank factor
X-ray absorption and determination of mass loading
The density of structured CsI layers is not well documented, and it varies between manufacturers. Based on existing documentation, the packing density of structured CsI is ϳ75%. 12 The nominal thicknesses of the samples used in our experiments were 150, 300, 450, and 600 m. Both HL and HR types were obtained for 150 m thick samples. The CsI layers were deposited on fiber optic faceplates ͑FOP͒, and are referred to as fiber optic scintillator ͑FOS͒ plates. The FOP substrates have a fiber diameter of 6 m, and they are identical for the HL and HR type CsI. The top surface of each CsI layer is coated with a protective layer to seal it from moisture. 6 In order to accurately determine the x-ray absorption of the samples, we measured PHS of the CsI layers for incident x-ray photons of different energies, the results of which were also used to determine the Swank factor. Shown in Fig. 1 is our experimental apparatus, which includes a photomultiplier tube ͑PMT͒ to detect the light output of the FOS plates. The electronic signal at the output of the PMT ͑Model R6095, Hamamatsu Photonics Corporation͒ was fed to a charge amplifier followed by a pulse-shaping amplifier. The final output signal was fed to a multi-channel analyzer so that a PHS could be obtained. Monoenergetic x-rays were used, which were generated by K-fluorescence from selected elements. Each PHS was integrated to obtain the total number of x-rays detected by a CsI sample. We also measured the PHS of a 4 mm NaI ͑Tl͒ crystal, which absorbs essentially all the incident x-ray photons and provided an estimate of the number of incident x-ray photons. The ratio between the number of photons obtained using each CsI sample and using the NaI crystal gave the QDE . The values for each x-ray incident energy E was then fitted to the expression 
where (E)/ is the mass attenuation coefficient of CsI for energy E and d is the mass loading or surface density of the CsI layer given in g/cm 2 . Since experimental error with bigger values ͑with lower E͒ results in a greater error in the determination of d than for lower , a weighting function of 1/ was used in the curve fitting procedure. The best fitted d value gives the mass loading of the CsI sample.
Conversion gain and Swank factor
It has been shown previously that the conversion gain of HR type CsI is less than that of the HL type. 3 This has a significant impact on the imaging performance of flat-panel detectors at low dose. Hence we focused on the gain difference between the HR and HL type CsI layers. Since the x-ray conversion gain in NaI crystals is known, by comparing the PHS of CsI and NaI at the same incident x-ray energy E, we can obtain the conversion gain of the CsI samples. The Swank factor A S can be obtained from the PHS measurements using 7, 13 
where m 0 , m 1 , and m 2 are the zeroth, first, and second moments of the PHS, respectively. The Swank factor describes the distribution of the number of optical light photons produced by x-ray photons for a given incident x-ray energy distribution and characterizes the noise associated with the x-ray to light conversion process. At each x-ray energy, the Swank factor can be separated into two multiplicative factors: 13 A S ϭI OPD I AED , ͑3͒
where I OPD describes the optical component of A S due to unequal light losses from different parts of the CsI layer because of different propagation lengths, and I AED describes the absorbed energy distribution for the incident x-ray photons, which is mainly due to K-fluorescent escape and reabsorption. I OPD can usually be assumed to be x-ray energy independent, whereas I AED depends strongly on incident x-ray energy. 13 While we assume I OPD in our FOS samples depends mainly on the properties of the CsI layer, the FOP could also affect I OPD if the acceptance angle of the FOP is small and the angular distribution of light from CsI is depth dependent. Since the FOP used in our FOS samples has a numerical aperture of 1, 6 we expect the effect of FOP to be negligible. I AED for a given x-ray detector material can be calculated numerically by dividing the thickness of the material into many thin layers.
14 The K-fluorescent photons generated from each sub-layer are assumed to be isotropic, so that the probability of reabsorption can be calculated by integrating the number of reabsorbed photons at each solid angle and depth. Then a simulated PHS can be generated with the main peak representing the total energy absorption in the material ͑including K-fluorescence reabsorption͒ and a second ͑lower͒ peak representing K-fluorescent escape. A Poisson distributed noise can then be added to each peak. Then the moments (m 0 , m 1 , and m 2 ) of the simulated PHS are calculated and I AED determined using Eq. ͑2͒. This method has been used in the theoretical calculation of I AED for phosphor screens, 15 CsI in image intensifiers 7 and amorphous selenium x-ray photoconductors. 16 After I AED is calculated, we can obtain an estimate of I OPD from the measured Swank factor A S . This information is important for understanding the optical properties of different CsI layers.
DQE at zero spatial frequency
It is difficult to obtain a precise measurement of DQE͑0͒ from the measurement of spatial frequency dependent DQE( f ) ͑Sec. II C͒. This is because the DC component of the noise images used to compute NPS is subtracted before the Fourier transformation is applied. An estimate of DQE͑0͒ is usually obtained by extrapolation of the DQE( f ) curve near zero spatial frequency. Our independent measurement of and A S provided a more straightforward method for determining DQE͑0͒ using
The DQE͑0͒ obtained using this method is for monoenergetic x-rays. DQE͑0͒ for a broad x-ray spectrum can then be estimated using the mean energy of the entire spectrum.
B. MTF
The MTF of CsI samples was measured using a twodimensional array of CMOS optical sensor with a MOSFET switch and a photodiode at each pixel. The design and performance of the CMOS sensor were described in detail elsewhere. 17 It has a pixel pitch of 48 m and an active area of 24.5 mmϫ49.0 mm. The active area of each photodiode is 43 mϫ43 m, yielding a pixel fill-factor of ϳ80%. The FOP side of each CsI sample was placed in direct contact with the surface of the CMOS sensor, as shown in Fig. 2 . Hence the imaging geometry is similar to an indirect flatpanel detector. The FOP substrate for each CsI sample is 3 mm thick. It absorbs 99% of the radiation that transmits through the CsI layer, 6 hence direct x-ray interaction in the CMOS sensor is negligible. The output of the CMOS sensor was fed to a frame grabber in a PC. The presampling MTF of the CsI-CMOS combination was measured using the slanted slit technique. 18 A 10 m wide slit made of 1.5 mm thick tungsten sheet was used in the experiments. The slit was placed at an angle ϳ2°from the gate-or data-lines of the CMOS sensor. An x-ray image of the slit was taken, and the image was corrected for offset and gain nonuniformity, as well as nonresponsive pixels. The maximum pixel value of each image line ͑perpendicular to the slit͒ was determined so that those pixels centered on the slit could be located. Their location was then fitted to a straight line in order to determine the position of the slit on the image. Depending on the point of intersection between the slit and the pixels, the image data for each line of the image were placed into four different bins. The image data from the four bins were then interleaved to produce a four times oversampled line spread function LSF. Then the data for the baseline of the LSF, i.e., data less than 1% of the maximum value of the LSF, were fitted with a single exponential decay function. This reduces the noise for subsequent Fourier transform of the LSF, which produces the MTF. In order to determine the MTF of the CsI samples alone, the slanted slit was also imaged directly with the CMOS sensor ͑without CsI in place͒ using x-rays. This allows determination of a correction MTF due to the focal spot blur, the width of the slit and the aperture function of the CMOS sensor. The correction MTF was then divided into the presampling MTF of the entire imaging system to obtain the MTF due to CsI alone.
C. DQE measurement
The 2D NPS of the CsI-CMOS imaging system was measured as a function of x-ray exposure. An RQA5 x-ray spectrum was used, which was generated with a Tungsten tube operated at 70 kVp ͑using a high frequency generator͒ and filtered with 21 mm of aluminum ͑Al͒. The measured HVL of the beam was 7.1 mm of Al. The linearity of the detector was measured within the exposure range of 0.14 -20.9 mR, from which the x-ray sensitivity k 0 was determined. At each x-ray exposure level, 100 x-ray images and dark frames were acquired. The average of the dark frames formed the offset image, which was subtracted from the average of the 100 x-ray images to obtain a gain correction table. A defect-free region of interest ͑ROI͒ containing 128ϫ128 pixels was chosen for the NPS calculation. Each of the 100 x-ray images was offset and gain corrected, and the mean of each noise image subtracted. A two-dimensional ͑2D͒ Fourier transform was then performed on each corrected noise image and the results were averaged to obtain a 2D NPS. 19 Seven lines on either side of the central axes ͑not including the axes͒ of the 2D NPS were used to compute the one-dimensional ͑1D͒ NPS. 19 The frequency of each data point within this region was calculated using f ϭͱu 2 ϩv 2 . Although our method of gain correction introduced a small amount of correlation between each noise image and the gain correction table ͑ϳ1%͒, it is within the experimental error of the determination of NPS and is therefore neglected.
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D. DQE model
We adapted a linear system model developed for indirect flat-panel detectors. 21 Since the x-ray spectrum used in our experiments was 70 kVp, we added the effect of K-fluorescence reabsorption. 22 The imaging stages involved in the model are shown in Fig. 3 . The path corresponding to K-fluorescence reabsorption included fluorescent photons from both Cs and I atoms. We assumed that if a K-fluorescence photon interacts with the material, the energy is completely reabsorbed at the interaction site. Since the K-Beta fluorescence photon for Cs is above the K-edge of I, 3% and 4% of the photons above the K-edge of Cs could generate a second K-fluorescence depending on the thickness of CsI, however, this was ignored in our calculations. The overall error caused by the omission on the MTF and DQE should be negligible. For the present paper, we also ignored the Lubberts effect in our linear system model. By comparing modeled results to experimental measurement of DQE, we can obtain a qualitative assessment of the importance of Lubberts effect in different CsI layers.
III. RESULTS AND DISCUSSION
A. X-ray absorption and Swank factor 1. X-ray absorption and determination of mass loading Shown in Fig. 4 is the measurement of QDE of the 150 m HL type CsI layer as a function of the incident x-ray energy E. Plotted in the same graph is the calculated QDE using the fitted mass loading d of the same CsI layer, which was determined as 55 mg/cm 2 . The quality of fitting is excellent. Table I summarizes the fitted mass loading d for all the CsI layers used in our experiments. Shown in the same table is the mass loading determined from weight measurements provided by the manufacturer for each CsI sample. The mass loading determined from our x-ray measurement is in good agreement with the manufacturer's weight measurement. Compared to the 150 m layers, the mass loading for the 300 m layer is less than what is expected from its doubled thickness. The most noticeable fact is that the 450 and 600 m layers have very little difference in their mass loading. This is, however, within the manufacturers tolerance of Ϯ10%. If we assume a constant density of 3.38 g/cm 3 ͑i.e., 75% packing density͒, the thickness L of different samples can be estimated from the measured mass loading and the results are shown in Table I .
Conversion gain and Swank factor
Shown in Fig. 5 are the PHS measured at Eϭ31 keV for the 150 m HR and HL CsI layers, as well as the NaI crystal. The relative position of the peak of each PHS determines the conversion gain difference between these three samples. Since E is lower than the K-edge of CsI, there is only one peak in the PHS of CsI. The conversion gain of the HR type is ϳ64% of the HL type. This ratio is higher than that ͑ϳ50%͒ observed in a previous study, 3 which could simply be due to variation between samples. The position of the PHS peak for the HL type CsI is ϳ47% of that for the NaI crystal but before direct comparison this has to be corrected for the different spectral outputs of the NaI and CsI. The accepted light yield in NaI for gamma rays is ϳ40 photons/keV, 23 which means that the energy required to generate a light photon is W ϭ25 eV. Shown in Fig. 6 are previously published emission spectra for both NaI ͑Tl͒ and CsI ͑Tl͒. 24 The peak of the spectra is 415 nm and 530 nm for NaI and CsI, respectively. 23 The quantum efficiency ͑QE͒ of the PMT used in our experiments 25 is also plotted as a function of wavelength in Fig. 6 . It shows that the optical QE of PMT is better matched to the emission spectrum of NaI. We calculated the average QE of the PMT for each emission spectrum by integrating the product of light intensity and QE over the whole spectrum and normalized it to the total number of integrated light photons. Our results showed that the average QE of the PMT for the emission spectra of NaI and CsI are 20.3% and 10.8%, respectively. This information combined with the positions of the PHS peak for NaI and CsI in Fig. 5 leads to the conclusion that the effective W for the HL CsI FOP is ϳ28 eV. Since the FOP substrate of the CsI transmits only ϳ60% of the light emitted from CsI, 6 the W associated with the inherent conversion gain of HL CsI is ϳ17 eV. This is in good agreement with previously published values for columnar CsI. 26 Shown in Fig. 7 are the PHS of the 150 m HR CsI layer at different x-ray incident energies. For E above the K-edge of CsI, there are two peaks on the PHS, with the lower one corresponding to the x-ray interaction events with the escape of K-fluorescence. The moments of the PHS were calculated so that the Swank factor could be determined using Eq. ͑2͒. Shown in Fig. 8͑a͒ is the calculated Swank factor A S plotted as a function of E for the 150 m HR layer and also the calculated I AED using its measured mass loading of 55 mg/cm 2 . The I AED is unity below the K-edge because there is no K-fluorescence escape. Above the K-edge, the values for I AED increase as a function TABLE I. Nominal thickness, measured weight and type of CsI samples used in our experiments as specified by the manufacturer. The measured mass loading was determined from x-ray quantum detection efficiency of each sample using x-ray pulse height spectroscopy. The estimated thickness for each sample was calculated by assuming a constant density of 3.38 g/cm 3 , which means a packing density of 75%. of x-ray energy E. This is because the relative position of the escape peak is closer to the main peak as E increases. The calculated I AED was then multiplied by a constant I OPD until the result matched well with the measured A S . This provided a theoretical estimate of A S and is shown in Fig. 8͑a͒ , and corresponds to a constant I OPD of 0.88. Although the calculated A S matches the measurements very closely above the K-edge, it underestimates the A S below the K-edge (A S ϭ0.91) by ϳ3%. Considering that I OPD is energy independent is an approximation, this is a reasonable agreement. Figure 8͑a͒ shows that below the K-edge, optical factor I OPD is the only mechanism for degradation in A S . K-fluorescence escape, i.e., I AED becomes the dominant factor for A S just above the K-edge, and then becomes less important as E increases. In Fig. 8͑b͒ is the measured A S for all CsI layers used in our experiments, calculated from the PHS measurements using Eq. ͑2͒. Plotted in the same graph is a theoretical estimate of A S obtained by multiplying the calculated I AED for each layer by a constant. This produced an estimate for I OPD for each CsI layer, and the values are summarized in Table I . In addition to the energy dependence, Fig. 8͑b͒ also shows an increase in A S for thicker CsI layers. This is because of the increased probability of K-fluorescence reabsorption, which results in a higher I AED . Also, as shown in Table I , the estimated I OPD values increase as a function of thickness, and the I OPD for all the HL layers are higher than that for the HR. This suggests a difference in optical properties between different CsI layers, e.g., the number of light photons escaping from different depths. It is important to note that the Swank factors for the 150 m HR and HL CsI layers are very close ͑0.91 and 0.93, respectively, below the K-edge͒. This differs from powder phosphors, where high resolution is usually achieved by replacing the reflective backing with an absorber, resulting in additional gain fluctuation noise and a much lower Swank factor which can approach 0.5. 15 The high Swank factor of HR CsI suggests that even if an absorptive backing is used, the light output from deep within the layer is not reduced, i.e., there is very little variation in the amount of light emitted per absorbed x-ray photon from different depth of the CsI layer. This needs to be considered when developing physical models for different types of CsI layers. Another possibility is that both the HR and HL CsI layers have the same reflective backing, but the HR layers have light absorbing materials between the CsI columns to minimize lateral spreading of light.
Although HR CsI has been developed for some time, it has not been used in commercial flat-panel detectors ͑includ-ing mammography͒. This is perhaps due to its lower conversion gain, which makes the FPI more susceptible to electronic noise and reduces DQE at low exposure levels. 3, 27 Hence the resolution advantage of the HR type CsI has not yet been realized in the clinical products. Development of new indirect flat-panel detectors with avalanche gain can potentially compensate for the gain loss in HR CsI, 28 so that it can be used for high resolution x-ray imaging applications, e.g., mammography, in order to boost the DQE at high spatial frequencies.
DQE at zero spatial frequency
From the experimentally measured and A S , DQE͑0͒ for different CsI samples was calculated using Eq. ͑4͒. In order to obtain a smooth curve, the fitted mass loading d shown in Table I and the corresponding for different incident x-ray energy E were used. Shown in Fig. 9 is the measured DQE͑0͒ as a function of incident x-ray energy for all the CsI samples used in our experiments. DQE͑0͒ for the 150 m HR and HL layers are essentially identical, which is to be expected from their similar thickness and Swank factor. DQE͑0͒ increases as a function of the thickness due to increases in both and A S . Below the K-edge for each CsI layer, DQE͑0͒ decreases as a function of x-ray energy E due to the drop in . DQE͑0͒ exhibits a significant jump just above the K-edge due to the increase in , despite the decrease in A S . However, DQE͑0͒ decreases again as a function of E for energies farther above the K-edge. Fig. 10͑a͒ is the measured MTF of different CsI samples. This is after the correction MTF ͑i.e., pixel aperture function, slit width and the effect of focal spot size͒, which is also shown in Fig. 10͑a͒ for reference, has been removed from the presampling MTF of the CsI-CMOS combination.
B. MTF
Shown in
The 150 m HR CsI layer has the highest MTF, as expected. The MTF at 5 cycles/mm for the 150 m HR layer is 50% higher than that of the 150 m HL. The MTF of the HL type CsI layers decreases as a function of thickness.
There is another factor affecting the thickness dependence of MTF in Fig. 10͑a͒ , the blur caused by K-fluorescence reabsorption. It has been shown from the consideration of A S that K-fluorescence reabsorption depends on CsI thickness. Since the spectrum used in our experiment ͑RQA5͒ has the majority of its x-ray energy above the K-edge of Cs and I, K-fluorescence plays a role in the MTF. In order to obtain a reasonable estimate of the MTF due to optical factors alone, we computed the MTF due to K-fluorescence reabsorption for each CsI layer using a numerical method developed previously. 29 The resulting MTF K are shown in Fig. 10͑b͒ . The MTF shown in Fig. 10͑a͒ were then divided by the MTF K so that the MTF O , i.e., MTF due to optical factors alone could be estimated. The results for MTF O are shown in Fig. 10͑c͒ for each CsI layer. Since MTF K decreases in thicker layers due to higher probability of K-fluorescence reabsorption, the correction is more important in the MTF O for thicker layers than the thinner ones. As shown in Fig. 10͑c͒ , MTF O for the 600 m HL sample is essentially the same as that for the 450 m sample. This is partially because there is very little difference between their estimated thicknesses. Similarly, the MTF for the 300 m HL layer is very close to the 150 m HL. After communicating the results to the manufacturer, we were informed that the 300 and 600 m HL samples were manufactured in a different deposition system and had a slightly thinner columnar diameter than the rest of the samples. This also explains why the MTF of these two layers are so close to the next thinner layer.
As shown in Fig. 10͑c͒ , although the MTF for CsI layers of different thickness ͑HL type͒ differ significantly at medium and high spatial frequencies, their MTF below 1 cycles/mm are surprisingly similar. Our hypothesis is that a fraction of the CsI layer lacks the columnar structure. The most likely place for this layer to occur is at the beginning of deposition ͑the layer closest to the FOP in our samples͒. This is because the FOP substrate of our samples was not patterned prior to CsI deposition, and the columnar crystal structure only starts to form after a nominal thickness of a structureless layer is deposited. 30 We speculate this structureless CsI scintillator layer may act as a transparent layer ͑or at best as a powder phosphor͒, both of which are known to have poorer MTFs than structured scintillators. This explains why the MTF of all the CsI layers, regardless of their thickness, drops rapidly at low spatial frequency. Given that each CsI layer is composed of a fixed thickness of structureless layer in addition to the columnar structure, the fraction of structured CsI increases as a function of thickness. Figure 11 shows the MTF data in Fig. 10͑c͒ plotted as a function of the dimensionless quantity f L, where f is the spatial frequency and L is the physical thickness of the CsI layers. In order to reflect the actual mass loading of different CsI layers, the estimated thickness shown in Table I was used instead of the nominal thickness. The universal MTF plot was first introduced by Swank in order to show that when plotted this way, the MTF is the same for all powder phosphor screens of the same design.
10 Also plotted in Fig. 11 is the universal MTF of a powder phosphor screen ͑Kodak Lanex Regular͒ which has a thickness of 167 m.
1 It shows that the MTF for CsI of the same thickness is Table I͒. more than twice as high as the powder phosphor, demonstrating the advantage of the columnar structure. Figure 11 also shows that the universal MTF for CsI increases as a function of L, indicating that the benefit of the columnar structure is relatively more pronounced in thicker CsI layers. This is consistent with our hypothesis that each CsI sample consists of a structureless layer with a fixed thickness, which makes the fraction of columnar structure increases as a function of thickness.
C. DQE
In order to determine the DQE experimentally, the x-ray sensitivity and NPS measurements at different exposures are needed in addition to the MTF. Shown in Fig. 12 is the measured x-ray sensitivity of the 150 m HL CsI layers with x-ray exposures from 0.14 to 20.9 mR. The same graph shows the best linear fit of the experimental data. Nonlinearity is observed in the detector response. Similar results were obtained from other CsI samples. We believe the nonlinearity is due to the response of the CMOS optical sensor, which has been reported previously, 17 although not as severe as observed in our experiments. The following approach was taken to correct for the effect of nonlinearity in the measurement of NPS: ͑1͒ performed flat-fielding of noise images as described in Sec. II C; ͑2͒ at each x-ray exposure, performed best linear fitting of the x-ray sensitivity with 3 data points ͑including the exposures just below and just above͒ using function yϭaϩbx; ͑3͒ corrected the flat-fielded images using:
where CI i, j and FF i, j were the nonlinearity corrected noise image and flat-fielded image with pixel coordinate of i and j, respectively, and k 0 was the overall x-ray sensitivity for the entire exposure range obtained from the best linear fitting as shown in Fig. 12 ; ͑4͒ used Fourier transform to calculate 2D NPS as described in Sec. II C. Figure 13 shows the calcu- lated NPS at four exposure levels for the 150 m HR CsI layer, with 0.26 mR equivalent to the mean exposure to the detector in general radiography. Also shown is the measurement of the electronic noise power of the system ͑due to the electronic noise of the CMOS optical sensor͒. It shows that the electronic noise contributes significantly to the NPS at high spatial frequencies. Shown in Fig. 14͑a͒ are the calculated DQE( f ) of the same CsI layer. The results showed that DQE͑0͒ measured at all exposures are essentially identical. However at high spatial frequencies, DQE is compromised by the electronic noise, especially at low exposures, which indicates that the low conversion of HR type CsI makes it more susceptible to electronic noise. For comparison, in Fig.  14͑b͒ is the DQE measurement for the 150 m HL CsI layer, which has higher conversion gain than the HR type. It shows that the DQE at high spatial frequencies reaches a limit for exposures of 1.08 mR and larger. The DQE͑0͒ of both the HR and HL 150 m layers are ϳ0.37, which confirms that the 150 m HR and HL layers have similar x-ray absorption ͑mass loading͒ and Swank factor. These extrapolated DQE͑0͒ values from the DQE( f ) measurements also agree well with the independent PHS measurement of DQE͑0͒ shown in Fig. 9 for the mean energy of 54 keV of the spectrum used in our imaging experiments. In order to determine the theoretical limit of the DQE of different CsI layers used in our experiments, and facilitate the comparison with DQE models, we subtracted the electronic noise from the NPS measurements at different exposures. This makes the DQE for each CsI layer exposure independent ͑within experimental error͒. For clarity only the subtracted results for the highest exposure are shown in Fig. 15 .
D. DQE model
The results of DQE calculation using the linear system model are shown in Fig. 15 along with experimental measurements for comparison. The measured MTF and mass loading of each CsI layer were used for the calculation of DQE, and the model did not include the Lubberts effect. As shown in Fig. 15 for the 150 m HR CsI, the modeled and measured DQE agree very well, which means that there is very little Lubberts effect in HR type CsI layer. For the HL CsI layers, the measured and modeled DQE agree well at low spatial frequencies. However at high spatial frequencies, the modeled DQE is considerably higher than the measured results. This indicates Lubberts effect in the HL type CsI. The difference between measured and modeled results increases as a function of the thickness of CsI, suggesting Lubberts effect is more severe in thicker HL CsI layers. Since the Lubberts effect arises as a consequence of different MTF for x-rays absorbed at different depths within the CsI, it can be concluded that these MTF variations are lowest for 150 m HR layer and then increase both as the HL structure is adopted and then even further as layer thickness is increased.
Our results of DQE measurement and modeling indicate that compared to the widely used HL CsI, HR CsI has less Lubberts effect, which can lead to improved DQE at high spatial frequencies. However this is at the cost of greater susceptibility to electronic noise and compromised imaging performance at low dose. If additional gain can be obtained in indirect flat-panel detectors, e.g., through avalanche gain, HR CsI layers could be used to boost the DQE at high spatial frequencies. 28 This is particularly important for high resolution x-ray imaging applications, e.g., mammography.
Since our experiments are based on CsI samples from one manufacturer, who keeps many details of how the samples are prepared proprietary, it may be difficult to apply our findings directly to CsI made by other manufactures. Our hope is that through the establishment of a standard methodology for investigating CsI imaging properties, similar measurements can be performed by others for comparison. We also hope that our understanding of the physics behind the dependence of imaging properties on thickness and design types can lead to better modeling of the light channeling process in CsI, and provide a source of experimental data for model validation.
IV. CONCLUSIONS
In this paper, we presented our experimental study of the imaging performance of structured CsI. Both HR and HL type CsI, as well as HL CsI of different thicknesses were investigated. Our results showed that HR and HL CsI layers of the same thickness have essentially the same Swank factor. The HR CsI has less Lubberts effect compared to the HL, but at the cost of lower conversion gain, which leads to a greater susceptibility to electronic noise. The MTF of all the samples dropped rapidly at low spatial frequencies, and with FIG. 15 . Comparison between the measured and modeled DQE for four different CsI layers: The 150 m HR and HL layers, the 300 m and the 600 m HL layers. ͑Since the mass loading and MTF for the 450 and 600 m HL CsI layers are very similar, only the result for the 600 m layer is shown.͒ After the electronic noise is subtracted from the measured DQE at different exposures, the DQE is no longer exposure dependent ͑within experimental errors͒. Hence for clarity only the subtracted results for the highest exposure level are shown. a magnitude which was identical for all thicknesses. This suggests a similar components in all the samples which was hypothesized to be a transparent ͑unstructured͒ layer close to the FOP substrate. Although MTF of the HL CsI decreases as a function of thickness, on the universal MTF plot, i.e., MTF plotted as a function of the product of spatial frequency f and thickness L, MTF increases with thickness. This demonstrates that the advantage of columnar structure in CsI is more pronounced for thicker layers.
