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Abstract
We characterize the bounded linear operators T defined on Banach spaces satisfying a-Browder’s
theorem, or a-Weyl’s theorem, by means of the discontinuity of some maps defined on certain subsets
of C. Several other characterizations are given in terms of localized SVEP, as well as by means of
the quasi-nilpotent part, the hyper-kernel or the analytic core of λI − T .
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1. Introduction and definitions
Let T ∈ L(X) be a bounded operator on an infinite-dimensional complex Banach space
X and denote by α(T ) the dimension of the kernel kerT , and by β(T ) the codimension of
the range T (X). Let
Φ+(X) :=
{
T ∈ L(X): α(T ) < ∞ and T (X) is closed},
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Φ−(X) :=
{
T ∈ L(X): β(T ) < ∞}
denote the class of all lower semi-Fredholm operators. The class of all semi-Fredholm
operators is defined by Φ±(X) := Φ+(X)∪Φ−(X), whilst the class of all Fredholm oper-
ators is defined by Φ(X) := Φ+(X)∩Φ−(X). Recall that T ∈ L(X) is said bounded below
if it injective and has closed range. Evidently, if T is bounded below then T ∈ Φ+(X). If
T ∈ Φ±(X), the index of T is defined by ind(T ) := α(T )−β(T ). The set of Weyl operators
is defined by
W(X) := {T ∈ Φ(X): indT = 0}.
Define
Wa(X) :=
{
T ∈ Φ+(X): indT  0
}
and
Ws(X) :=
{
T ∈ Φ−(X): indT  0
}
.
Clearly W(X) = Wa(X) ∩ Ws(X).
The classes of operators defined above generate the following spectra. The classical
approximate point spectrum is defined by
σa(T ) := {λ ∈ C: λI − T is not bounded below},
whilst surjectivity spectrum of T ∈ L(X) is defined by
σs(T ) := {λ ∈ C: λI − T is not surjective}.
The Weyl spectrum is defined by
σw(T ) :=
{
λ ∈ C: λI − T /∈ W(X)},
the Weyl essential approximate point spectrum is defined by
σwa(T ) :=
{
λ ∈ C: λI − T /∈ Wa(X)
}
,
and the Weyl essential surjectivity spectrum is defined by
σws(T ) :=
{
λ ∈ C: λI − T /∈ Ws(X)
}
.
Note that σwa(T ) is the intersection of all approximate point spectra σa(T + K) of
compact perturbations K of T , whilst σws(T ) is the intersection of all surjectivity spectra
σs(T +K) of compact perturbations K of T , see, for instance, [1, Theorem 3.65]. Further-
more, from the classical Fredholm theory we have
σwa(T ) = σws(T ∗) and σwa(T ∗) = σws(T ).
Let p := p(T ) be the ascent of an operator T ; i.e. the smallest non-negative integer p
such that kerT p = kerT p+1(X). If such integer does not exist we put p(T ) = ∞. Anal-
ogously, let q := q(T ) be descent of an operator T ; i.e. the smallest non-negative integer
q such that T q(X) = T q+1(X), and if such integer does not exist we put q(T ) = ∞. It is
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The class of all Browder operators is defined
B(X) := {T ∈ Φ(X): p(T ), q(T ) < ∞},
the class of all upper semi-Browder operators is defined
B+(X) :=
{
T ∈ Φ+(X): p(T ) < ∞
}
,
whilst the class of all lower semi-Browder operators is defined
B−(X) :=
{
T ∈ Φ−(X): q(T ) < ∞
}
.
Obviously, B(X) = B+(X) ∩ B−(X) and
B(X) ⊆ W(X), B+(X) ⊆ Wa(X), B−(X) ⊆ Ws(X),
see [1, Theorem 3.4].
The Browder spectrum of T ∈ L(X) is defined by
σb(T ) :=
{
λ ∈ C: λI − T /∈ B(X)},
the upper Browder spectrum is defined by
σub(T ) :=
{
λ ∈ C: λI − T /∈ B+(X)
}
,
and analogously the lower Browder spectrum is defined by
σlb(T ) :=
{
λ ∈ C: λI − T /∈ B−(X)
}
.
From the classical Fredholm theory we know that
σub(T ) = σlb(T ∗) and σlb(T ) = σub(T ∗).
Furthermore, see [1, Theorem 3.65, part (v)],
σub(T ) = σwa(T ) ∪ accσa(T ), (1)
σlb(T ) = σws(T ) ∪ accσs(T ), (2)
and
σb(T ) = σw(T ) ∪ accσ(T ). (3)
A bounded operator T ∈ L(X) is said to be semi-regular if kerT n ⊆ T (X) for all n ∈ N
and T (X) is closed. The Kato spectrum is defined by
σse(T ) := {λ ∈ C: λI − T is not semi-regular}.
Note that σse(T ) is non-empty compact subset of C, since it contains the boundary of the
spectrum, see [1, Theorem 1.75]. An operator T ∈ L(X) is said to admit a generalized Kato
decomposition, abbreviated GKD, if there exists a pair of T -invariant closed subspaces
(M,N) such that X = M ⊕ N , the restriction T |M is semi-regular and T |N is quasi-
nilpotent. A relevant case is obtained if we assume in the definition above that T |N is
nilpotent. In this case T is said to be of Kato type. If N is finite dimensional then T is said
to be essentially semi-regular. The essentially semi-regular spectrum is defined by
σes(T ) := {λ ∈ C: λI − T is not essentially semi-regular}.
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Fredholm operator is essentially semi-regular, by the classical result of Kato, see Theo-
rem 1.62 of [1].
The single valued extension property was introduced by Dunford [9,10] and plays an
important role in local spectral theory, see the monograph of Laursen and Neumann [15].
In this article we shall consider the following local version of this property introduced by
Finch [11] and studied in recent papers [3,4,6,16]. The single valued extension property at
a point is a very useful tool in Fredholm theory, see the recent monograph [1].
Definition 1.1. Let X be a complex Banach space and T ∈ L(X). The operator T is said
to have the single valued extension property at λ0 ∈ C (abbreviated SVEP at λ0), if for
every open disc U of λ0, the only analytic function f :U → X which satisfies the equation
(λI − T )f (λ) = 0 for all λ ∈ U is the function f ≡ 0.
An operator T ∈ L(X) is said to have SVEP if T has SVEP at every point λ ∈ C.
Evidently, an operator T ∈ L(X) has SVEP at every point of the resolvent ρ(T ) :=
C \ σ(T ). Moreover, from the identity theorem for analytic function it easily follows that
T ∈ L(X) has SVEP at every point of the boundary ∂σ (T ) of the spectrum σ(T ). In
particular, T has SVEP at every isolated point of the spectrum.
Note that
p(λI − T ) < ∞ ⇒ T has SVEP at λ (4)
and dually
q(λI − T ) < ∞ ⇒ T ∗ has SVEP at λ,
see [5]. Furthermore,
σa(T ) does not cluster at λ ⇒ T has SVEP at λ (5)
and
σs(T ) does not cluster at λ ⇒ T ∗ has SVEP at λ,
see [6].
Let us consider the quasi-nilpotent part of T , i.e. is the set
H0(T ) :=
{
x ∈ X: lim
n→∞‖T
nx‖1/n = 0
}
.
It is easily seen that kerT n ⊆ H0(T ) for every n ∈ N, so N∞(T ) ⊆ H0(T ), where
N∞(T ) :=⋃∞n=1 ker(T n) denotes the hyper-kernel of T . Moreover, T is quasi-nilpotent
if and only if H0(T ) = X, see [1, Theorem 1.68].
For a bounded operator T ∈ L(X), the analytic core K(T ) is the set of all x ∈ X
such that there exists a constant c > 0 and a sequence of elements xn ∈ X such that
x0 = x,T xn = xn−1, and ‖xn‖  cn‖x‖ for all n ∈ N, see Vrbová [19] or Mbekhta [16].
Note that H0(T ) and K(T ) generally are not closed and
H0(λI − T ) closed ⇒ T has SVEP at λ,
see [3].
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Fredholm operators. These characterizations have been proved in [3,6], see also Chapter 3
in [1], in the more general framework of operators of Kato type and essentially semi-regular
operators.
Theorem 1.2. Let T ∈ L(X) and suppose that λ0I − T ∈ Φ±(X). Then the following
statements are equivalent:
(i) T has SVEP at λ0;
(ii) p(λ0I − T ) < ∞;
(iii) σa(T ) does not cluster at λ0;
(iv) H0(λ0I − T ) is closed;
(v) H0(λ0I − T ) is finite dimensional.
Dually, if λ0I − T ∈ Φ±(X) then the following statements are equivalent:
(vi) T ∗ has SVEP at λ0;
(vii) q(λ0I − T ) < ∞;
(viii) σs(T ) does not cluster at λ0;
(ix) K(λI − T ) is finite codimensional.
2. a-Browder’s theorem
Let write isoK for the set of all isolated points of K ⊆ C. For a bounded operator
T ∈ L(X) define
πa00(T ) :=
{
λ ∈ isoσa(T ): 0 < α(λI − T ) < ∞
}
and
pa00(T ) := σa(T ) \ σub(T ) =
{
λ ∈ σa(T ): λI − T ∈ B+(X)
}
.
Finally, let us consider the following set:
∆a(T ) := σa(T ) \ σwa(T ).
Since λI − T ∈ Wa(X) implies that (λI − T )(X) is closed, we can write
∆a(T ) =
{
λ ∈ C: λI − T ∈ Wa(X), 0 < α(λI − T )
}
.
It should be noted that the set ∆a(T ) may be empty. This is, for instance, the case of a right
shift on 
2(N), see next Corollary 2.10.
Lemma 2.1. For every T ∈ L(X) we have
(i) pa00(T ) ⊆ πa00(T ). In particular, every λ ∈ pa00(T ) is an isolated point of σa(T ).
(ii) pa00(T ) ⊆ ∆a(T ) ⊆ σa(T ).
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SVEP at λ this implies by Theorem 1.2 that λ is isolated in σa(T ). Furthermore,
0 < α(λI − T ) < ∞, since λI − T ∈ B+(X) has closed range and λ ∈ σa(T ). Therefore,
λ ∈ πa00(T ).
(ii) The inclusion pa00(T ) ⊆ ∆a(T ) is immediate, since B+(X) ⊆ Wa(X), λI − T has
closed range and λ ∈ σa(T ). The inclusion ∆a(T ) ⊆ σa(T ) is obvious. 
We shall say that T satisfies a-Browder’s theorem if
σwa(T ) = σub(T ),
or equivalently, by (1), if
accσa(T ) ⊆ σwa(T ).
We now establish a first simple characterization of operators satisfying a-Browder’s
theorem.
Theorem 2.2. For a bounded operator T ∈ L(X), a-Browder’s theorem holds for T if and
only if pa00(T ) = ∆a(T ). In particular, a-Browder’s theorem holds whenever ∆a(T ) = ∅.
Proof. Suppose that T satisfies a-Browder’s theorem. Then
∆a(T ) = σa(T ) \ σwa(T ) = σa(T ) \ σub(T ) = pa00(T ).
Conversely, suppose that pa00(T ) = ∆a(T ). Let λ /∈ σwa(T ). We show that λ /∈ σub(T ).
If λ /∈ accσa(T ) then by the equality (1) we have λ /∈ σub(T ). Consider the other case
λ ∈ accσa(T ). Since σa(T ) is closed then λ ∈ σa(T ) and (λI − T )(X) being closed it
must be 0 < α(λI − T ). Moreover, λI − T ∈ Wa(X) and hence λ ∈ ∆a(T ) = pa00(T ) =
σa(T ) \ σub(T ), thus λ /∈ σub(T ). Therefore we have σub(T ) ⊆ σwa(T ) and since the re-
verse inclusion is satisfied by every operator we then conclude that σub(T ) = σwa(T ), i.e.
T satisfies a-Browder’s theorem.
The last assertion is clear by Lemma 2.1, part (ii). 
We give now a precise description of operators satisfying a-Browder’s theorem in terms
of SVEP at certain sets.
Theorem 2.3. If T ∈ L(X) the following statements hold:
(i) T satisfies a-Browder’s theorem if and only if T has SVEP at every λ /∈ σwa(T ).
(ii) T ∗ satisfies a-Browder’s theorem if and only if T ∗ has SVEP at every λ /∈ σws(T ).
(iii) If T has SVEP at every λ /∈ σws(T ) then a-Browder’s theorem holds for T ∗.
(iv) If T ∗ has SVEP at every λ /∈ σwa(T ) then a-Browder’s theorem holds for T .
Proof. (i) Suppose that σub(T ) = σwa(T ). If λ /∈ σwa(T ) then λI − T ∈ B+(X) so
p(λI − T ) < ∞ and hence T has SVEP at λ. Conversely, if T has SVEP at every point
which is not in σwa(T ), then for every λ /∈ σwa(T ), λI − T ∈ Φ+(X) and the SVEP
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σub(T ) = σwa(T ).
(ii) Obvious, since σws(T ) = σwa(T ∗).
(iii) Suppose that T has SVEP at every point which does not belong to σws(T ). If
λ /∈ σwa(T ∗) = σws(T ) then λI − T ∈ Φ−(X) with ind(λI − T )  0. By Theorem 1.2
the SVEP of T at λ entails that p(λI − T ) < ∞ and hence by [1, Theorem 3.4] we
have ind(λI − T )  0. Therefore, ind(λI − T ) = 0, and since p(λI − T ) < ∞ we
conclude by [1, Theorem 3.4] that q(λI − T ) < ∞, so λ /∈ σlb(T ) = σub(T ∗). Thus
σub(T ∗) ⊆ σwa(T ∗) and since the reverse inclusion holds for every operator we conclude
that σub(T ∗) = σwa(T ∗).
(iv) If λ /∈ σwa(T ) then λI − T ∈ Wa(X) and hence ind(λI − T ) 0. Since λI − T ∈
Φ+(X) the SVEP of T ∗ at λ implies that q(λI − T ) < ∞ and hence by [1, Theorem 3.4]
we have ind(λI − T ) 0. Therefore ind(λI − T ) = 0, and since q(λI − T ) < ∞ it then
follows that also p(λI −T ) is finite, see [1, Theorem 3.4]. Consequently, λ /∈ σub(T ) from
which we conclude that σwa(T ) = σub(T ). 
Corollary 2.4. If either T or T ∗ has SVEP then a-Browder’s theorem holds for both T
and T ∗.
Example 2.5. The following example shows that the reverse of the assertions (iii) and (iv)
of Theorem 2.3 generally do not hold. Let 1  p ∞ be given, and let ω := (ωn) be a
bounded sequence of strictly positive real numbers. The corresponding unilateral weighted
right shift on 
p(N) is defined by
T x :=
∞∑
n=1
ωnxnen+1 for all x = (xn) ∈ 
p(N),
where (en) is the standard basis of 
p(N). In this case the spectral radius of T is given by
r(T ) = lim
n→∞ supk∈N
(ωk . . .ωk+n−1)1/n.
Define
i(T ) := lim
n→∞ infk∈N(ωk . . .ωk+n−1)
1/n
and
c(T ) := lim
n→∞ infk∈N(ω1 . . .ωn)
1/n.
We have i(T ) c(T ) r(T ), and as it has been observed by Shields [18] for every triple
of real number 0 i  c r it is possible to find a weighted right shift on 
p(N) such that
i(T ) = i, c(T ) = c, r(T ) = r.
Suppose now that 0 < i(T )  c(T )  r(T ). Every unilateral weighted right shift has
SVEP, since it has no eigenvalues, so T satisfies a-Browder’s theorem. On the other hand,
the dual T ∗ of T does not have SVEP at 0, see Theorem 2.88 of [1]. Moreover, by Theo-
rem 1.6.15 of [15] we have that
σa(T ) =
{
λ ∈ C: i(T ) |λ| r(T )},
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σa(T ) holds for every operator, we conclude that 0 /∈ σwa(T ). This example shows that the
assertion (iv) of Theorem 2.3 cannot be reversed.
To show that the converse of the assertion (iii) of Theorem 2.3 in general does not hold,
note first that the dual T ∗ of T is the unilateral weighted left shift on 
q(N) given by
T ∗x = (ωnxn+1) for all x = (xn) ∈ 
q(N),
where, as usual, 1/p+1/q = 1 and 
q(N) is canonically identified with the dual of 
p(N).
Now, let S := T ∗. Then S∗ = T has SVEP, so a-Browder’s theorem holds for S, whilst S
does not have SVEP at 0. On the other hand, 0 /∈ σwa(T ) = σws(T ∗) = σws(S).
Recall that the reduced minimum modulus of a non-zero operator T is defined by
γ (T ) := inf
x /∈kerT
‖T x‖
dist(x,kerT )
.
It is well known that T (X) is closed if and only if γ (T ) > 0, see, for instance, [1, Theo-
rem 1.13]. Given two closed linear subspaces M,N of a Banach space X define
δ(M,N) := sup{dist(u,N): u ∈ M, ‖u‖ = 1},
in the case M = {0}, otherwise we put δ({0},N) = 0 for any subspace N . The gap between
M and N is defined by
δˆ(M,N) := max{δ(M,N), δ(N,M)}.
The function δˆ is a metric on the set of all linear closed subspaces of X, see [14, §2,
Chapter IV] and the convergence Mn → M is obviously defined by δˆ(Mn,M) → 0 as
n → ∞.
Remark 2.6. In order to give some characterizations of operators satisfying a-Browder’s
theorem by means of the discontinuity of certain maps, we recall some facts from Fredholm
theory. Suppose that λ0 ∈ ∆a(T ). Then λ0I − T ∈ Φ+(X) with ind(λ0I − T )  0 and
0 < α(λ0I − T ). By the punctured neighborhood theorem [14, Theorem 5.31] there exists
ε > 0 such that λI − T ∈ Φ+(X), α(λI − T ) is constant for all 0 < |λ − λ0| < ε,
α(λI − T ) α(λ0I − T ) for all |λ − λ0| < ε
and
ind(λI − T ) = ind(λ0I − T ) for all |λ − λ0| < ε.
Note that λI − T has closed range for all |λ − λ0| < ε.
Following Gustafson [12] we say that the condition (λ) for T is satisfied at a point
µ ∈ C if for some positive integer n there exists an element x ∈ ker(µI − T ) such that
x /∈ (µI − T )n(X).
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(i) T satisfies a-Browder’s theorem;
(ii) ∆a(T ) ⊆ isoσa(T );
(iii) ∆a(T ) ⊆ ∂σa(T ), ∂σa(T ) the topological boundary of σa(T );
(iv) the mapping λ → ker(λI − T ) is not continuous at every λ ∈ ∆a(T ) in the gap
metric;
(v) the mapping λ → γ (λI − T ) is not continuous at every λ ∈ ∆a(T );
(vi) the mapping λ → (λI − T )(X) is not continuous at every λ ∈ ∆a(T ) in the gap
metric;
(vii) ∆a(T ) ⊆ σse(T );
(viii) ∆a(T ) ⊆ isoσse(T );
(ix) the condition (λ) is satisfied at every point of ∆a(T ).
Proof. The equivalences are obvious if ∆a(T ) = ∅, so we may suppose that ∆a(T ) is
non-empty.
(i) ⇔ (ii) By Theorem 2.2 if T satisfies a-Browder’s theorem then ∆a(T ) = pa00(T ), so
by Lemma 2.1, part (i), every λ ∈ ∆a(T ) is an isolated point of σa(T ).
Conversely, suppose that ∆a(T ) ⊆ isoσa(T ) and take λ ∈ ∆a(T ). Then T has SVEP
at λ, since λ is an isolated point of σa(T ), and being λI − T ∈ Φ+(X) the SVEP at λ is
equivalent to saying that p(λI − T ) < ∞, and hence λI − T ∈ B+(X). Therefore, λ ∈
pa00(T ), from which we conclude that ∆a(T ) = pa00(T ).
(ii) ⇒ (iii) Obvious.
(iii) ⇒ (ii) Suppose that the inclusion ∆a(T ) ⊆ ∂σa(T ) holds. Let λ0 ∈ ∆a(T ) be ar-
bitrary given. We show that T has SVEP at λ0. Let f :U → X be an analytic function
defined on an open disc U of λ0 which satisfies the equation (λI − T )f (λ) = 0 for all
λ ∈ U . Since λ0 ∈ ∂σa(T ) we can choose µ = λ0, µ ∈ U such that µ /∈ σa(T ). Consider an
open disc W of µ such that W ⊆ U . From the implication (5) we know that T has SVEP
at µ, so f (λ) = 0 for all λ ∈ W . The identity theorem for analytic functions then implies
that f (λ) = 0 for all λ ∈ U , hence T has SVEP at λ0. Finally, λ0I − T ∈ Φ+(X), since
λ0 ∈ ∆a(T ). The SVEP at λ0 then implies that σa(T ) does not cluster at λ0, and ∆a(T )
being a subset of σa(T ) we then conclude that λ0 ∈ isoσa(T ).
(ii) ⇒ (iv) Suppose that ∆a(T ) ⊆ isoσa(T ). For every λ0 ∈ ∆a(T ) then α(λ0I −T ) > 0
and since λ0 ∈ isoσa(T ) there exists an open disc D(λ0, ε) such that α(λI − T ) = 0 for all
λ ∈ D(λ0, ε) \ {λ0}. Therefore the mapping λ → ker(λI − T ) is not continuous at λ0.
(iv) ⇒ (ii) Let λ0 ∈ ∆a(T ) be arbitrary. As observed in Remark 2.6 there exists an open
disc D(λ0, ε) such that α(λI − T ) is constant as λ ranges on D(λ0, ε) \ {λ0}, λI − T ∈
Φ+(X) for all λ ∈ D(λ0, ε),
ind(λI − T ) = ind(λ0I − T ) for all λ ∈ D(λ0, ε)
and
0 α(λI − T ) α(λ0I − T ) for all λ ∈ D(λ0, ε).
Since the mapping λ → ker(λI − T ) is not continuous at λ0 it then follows that
0 α(λI − T ) < α(λ0I − T ) for all λ ∈ D(λ0, ε) \ {λ0}.
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λ1 ∈ D(λ0, ε)\ {λ0} such that α(λ1I −T ) > 0. From ind(λ1I −T ) = ind(λ0I −T ) 0 we
see that λ1I − T ∈ Wa(T ) and hence λ1 ∈ ∆a(T ). Repeating the same reasoning as above
we may choose a λ2 ∈ D(λ0, ε) \ {λ0, λ1} such that
0 < α(λ2I − T ) < α(λ1I − T )
and this is impossible since α(λI − T ) is constant for all λ ∈ D(λ0, ε) \ {λ0}. Therefore
α(λI −T ) = 0 for λ ∈ D(λ0, ε) \ {λ0} and since (λI −T )(X) is closed for all λ ∈ D(λ0, ε)
we can conclude that λ0 ∈ isoσa(T ), as desired.
(iv) ⇔ (v) ⇔ (vi) To show the equivalences of the assertions (iv)–(vi), observe first that
for every λ ∈ ∆a(T ) the range (λI − T )(X) is closed. The equivalences then follow from
Theorem 1.38 of [1].
(vi) ⇔ (vii) If λ0 ∈ ∆a(T ) then there exists an open disc D(λ0, ε) centered at λ0 such
that λI − T has closed range for all λ ∈ D(λ, ε). The equivalence (vi) ⇔ (vii) is then easily
follows from Theorem 1.38 of [1].
(viii) ⇒ (vii) Clear.
(vii) ⇒ (viii) Suppose that ∆a(T ) ⊆ σse(T ). If λ0 ∈ ∆a(T ) then λ0I − T ∈ Φ+(X) so
λ0I − T is essentially semi-regular, in particular of Kato type. By Theorem 1.44 of [1] then
there exists an open disc D(λ0, ε) such that λI − T is semi-regular for all λ ∈ D(λ0, ε) \
{λ0}. But λ0 ∈ σse(T ), so λ0 ∈ isoσse(T ).
(vi) ⇔ (ix) This equivalence follows from Theorem 1.5 of [1]. 
The equivalence (i) ⇔ (vii) of Theorem 2.7 has been established in [8] by using different
methods.
Remark 2.8. It should be noted that if T ∈ Φ+(X), by Theorem 1.58 of [1] the property
that T is not semi-regular may be expressed by saying that the jump j (T ) is greater than 0,
so
a-Browder’s theorem holds for T ⇔ j (λI − T ) > 0 for all λ ∈ ∆a(T ).
Corollary 2.9. Suppose that T ∗ has SVEP. Then ∆a(T ) ⊆ isoσ(T ).
Proof. Also here we can suppose that ∆a(T ) is non-empty. If T ∗ has SVEP then a-
Browder’s theorem holds for T , so by Theorem 2.7 and [15, Proposition 1.3.2] ∆a ⊆
isoσa(T ) = isoσ(T ). 
Corollary 2.10. Suppose that T ∈ L(X) has SVEP and isoσa(T ) = ∅. Then
σa(T ) = σwa(T ) = σse(T ). (6)
Analogously, if T ∗ has SVEP and isoσs(T ) = ∅, then
σs(T ) = σws(T ) = σse(T ). (7)
Proof. If T has SVEP then T satisfies a-Browder’s theorem. Since isoσa(T ) = ∅, by
Theorem 2.7 we have we have ∆a(T ) = σa(T ) \ σwa(T ) = ∅. Therefore σa(T ) = σwa(T )
and this set coincides with σse(T ), see [1, Chapter 2].
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entails that σa(T ∗) = σwa(T ∗) = σse(T ∗). From duality we then obtain that σs(T ) =
σws(T ) = σse(T ). 
The first part previous corollary applies to right weighted shifts: If r(T ) > 0 then
isoσa(T ) = ∅ so (6) holds, whilst if r(T ) = 0 then, trivially, σa(T ) = σwa(T ) =
σse(T ) = {0}. Of course, the equality (7) holds any left weighted shift. Corollary 2.10
also applies to non-invertible isometry, since for these operators we have i(T ) = r(T ) = 1
and σa(T ) = {λ ∈ C: |λ| = 1}.
We now give a further characterization of operators satisfying a-Browder’s theorem in
terms of the quasi-nilpotent part H0(λI − T ).
Theorem 2.11. For a bounded operator T ∈ L(X) the following statements are equivalent:
(i) a-Browder’s theorem holds for T ;
(ii) H0(λI − T ) is finite dimensional for every λ ∈ ∆a(T );
(iii) H0(λI − T ) is closed for every λ ∈ ∆a(T );
(iv) N∞(λI − T ) is finite dimensional for every λ ∈ ∆a(T );
(v) N∞(λI − T ) is closed for every λ ∈ ∆a(T ).
Proof. There is nothing to prove if ∆a(T ) = ∅. Suppose that ∆a(T ) = ∅.
(i) ⇔ (ii) Suppose that T satisfies a-Browder’s theorem. By Theorem 2.2 then
∆a(T ) = pa00(T ) = σa(T ) \ σub(T ).
If λ ∈ ∆a(T ) then λ is isolated in σa(T ) and hence T has SVEP at λ. We also have that
λI −T ∈ Φ+(X), so, from Theorem 1.2 we conclude that H0(λI −T ) is finite dimensional.
Conversely, suppose that H0(λI − T ) is finite dimensional for every λ ∈ ∆a(T ). To
show that T satisfies a-Browder’s theorem it suffices to prove that T has SVEP at every λ /∈
σwa(T ). Since T has SVEP at every λ /∈ σa(T ) we can suppose that λ ∈ σa(T ) \ σwa(T ) =
∆a(T ). Since λI − T ∈ Φ+(X) the SVEP at λ it then follows by Theorem 1.2.
(ii) ⇔ (iii) Since λI − T ∈ Φ+(X) for every λ ∈ ∆a(T ), the equivalence follows from
Theorem 1.2.
(ii) ⇒ (iv) Clear, since N∞(λI − T ) ⊆ H0(λI − T ).
(iv) ⇒ (i) Also here we prove that T has SVEP at every λ /∈ σwa(T ). We can suppose
that λ ∈ σa(T ) \ σwa(T ) = ∆a(T ), since the SVEP is satisfied at every point µ /∈ σa(T ).
By assumption N∞(λI − T ) is finite dimensional and from the inclusion ker(λI − T )n ⊆
ker(λI − T )n+1 ⊆ N∞(λI − T ), n ∈ N, it is evident that there exists p ∈ N such that
ker(λI − T )p = ker(λI − T )p+1. Hence p(λI − T ) < ∞, so by (4) T has SVEP at λ.
(iv) ⇒ (v) Obvious.
(v) ⇒ (i) As above it suffices to prove that p(λI − T ) < ∞ for every λ /∈ σwa(T ). We
use a standard argument from the well-known Baire theorem. Suppose that p(λI −T ) = ∞
and λ /∈ σwa(T ). By assumption N∞(λI − T ) =⋃∞n=1 kerT n is closed so it is of second
category in itself. Moreover, ker(λI − T )n =N∞(λI − T ) implies that ker(λI − T )n is
of the first category as subset of N∞(λI − T ) and hence also N∞(λI − T ) is of the
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Therefore p(λI − T ) < ∞ for every λ /∈ σwa(T ). 
Theorem 2.12. If K(λI − T ) is finite codimensional for all λ ∈ ∆a(T ) then a-Browder’s
theorem holds for T .
Proof. We show that T has SVEP at every λ /∈ σwa(T ). As in the proof of Theorem 2.11
we can suppose that λ ∈ σa(T ) \ σwa(T ) = ∆a(T ). By assumption K(λI − T ) is fi-
nite codimensional and hence, by Theorem 1.2, q(λI − T ) < ∞, from which it follows
that ind(λI − T )  0, see [1, Theorem 3.4]. On the other hand, λI − T ∈ Wa(X), so
ind(λI − T ) 0, from which we obtain that ind(λI − T ) = 0. Again by [1, Theorem 3.4]
we conclude that p(λI − T ) < ∞, and hence by (4) T has SVEP at λ. 
According to Rakocˇevic´ [17], a bounded operator T ∈ L(X) is said to satisfy a-Weyl’s
theorem if
∆a(T ) = σa(T ) \ σwa(T ) = πa00(T ). (8)
Many of the commonly considered classes of operators satisfy a-Weyl’s theorem, a sur-
vey on these classes may be found in [2], see also [7].
Theorem 2.13. If a bounded operator T ∈ L(X) satisfies a-Weyl’s theorem then
pa00(T ) = πa00(T ) = ∆a(T ).
Proof. Suppose that T satisfies a-Weyl’s theorem. By definition then ∆a(T ) = πa00(T ).
We show now the equality pa00(T ) = πa00(T ). It suffices to prove the inclusion πa00(T ) ⊆
pa00(T ). Let λ be an arbitrary point of π
a
00(T ). Since λ is isolated in σa(T ) then T has SVEP
at λ and from the equality πa00(T ) = σa(T )\σwa(T ) we know that λI −T ∈ Wa(X). Hence
λI − T ∈ Φ+(X) and the SVEP at λ by Corollary 2.7 of [3] implies that p(λI − T ) < ∞,
so λ ∈ pa00(T ). 
Comparing Theorems 2.2 and 2.13 it immediately follows that for an operator a-Weyl’s
theorem implies a-Browder’s theorem. It is not difficult to find an example of operator
satisfying a-Browder’s theorem but not a-Weyl’s theorem. For instance, if T ∈ L(
2) is
defined by
T (x0, x1, . . .) :=
(
1
2
x1,
1
3
x2, . . .
)
for all (xn) ∈ 
2,
then T is quasi-nilpotent, so has SVEP and consequently satisfies a-Browder’s theorem.
On the other hand T does not satisfy a-Weyl’s theorem, since σa(T ) = σwa(T ) = {0} and
πa00(T ) = {0}. Note that the condition ∆a(T ) = ∅ does not ensure that a-Weyl’s theorem
holds.
To describe the operators which satisfy a-Weyl’s theorem let us define
∆(T ) := ∆a(T ) ∪ πa (T ).00
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that a-Weyl’s theorem holds. In the following theorem we shall exclude the trivial case
∆(T ) = ∅.
Theorem 2.14. Let T ∈ L(X). Then the following statements are equivalent:
(i) T satisfies a-Weyl’s theorem;
(ii) T satisfies a-Browder’s theorem and pa00(T ) = πa00(T );
(iii) a-Browder’s theorem holds for T and (λI − T )(X) is closed for all λ ∈ πa00(T );
(iv) the map λ → γ (λI − T ) is not continuous at every λ ∈ ∆(T ).
Proof. (i) ⇔ (ii) The implication (i) ⇒ (ii) is clear, from Theorem 2.13. The implication
(ii) ⇒ (i) follows immediately from Theorem 2.2.
(i) ⇒ (iii) If T satisfies a-Weyl’s theorem then T obeys to a-Browder’s theorem. Fur-
thermore, πa00(T ) = pa00(T ) by Theorem 2.14, so λI − T ∈ B+(X) for all λ ∈ πa00(T ), and
hence (λ0I − T )(X) is closed.
(iii) ⇒ (i) The condition (λ0I − T )(X) closed for all λ ∈ πa00(T ) entails that for these
values of λ we have λI − T ∈ Φ+(X). Now, T has SVEP at every isolated point of σa(T ),
and in particular T has SVEP at every point of πa00(T ). By Theorem 1.2 it then follows that
p(λI − T ) < ∞ for all λ ∈ πa00(T ), from which we deduce that πa00(T ) = pa00(T ). Since
a-Browder’s theorem holds for T , by Theorem 2.14 it follows that a-Weyl’s theorem holds
for T .
(i) ⇒ (iv) By Theorem 2.13 we have that ∆(T ) = ∆a(T ) and T satisfies a-Browder’s
theorem, so by Theorem 2.7 the map λ → γ (λI −T ) is not continuous at every λ ∈ ∆(T ).
(iv) ⇒ (iii) Suppose that λ → γ (λI − T ) is not continuous at every λ ∈ ∆(T ) =
∆a(T ) ∪ πa00(T ). The discontinuity at the points of ∆a(T ) entails by Theorem 2.7 that
T satisfies a-Browder’s theorem. We show now that the discontinuity at a point λ0 of
πa00(T ) implies that (λ0I − T )(X) is closed. In fact, if λ0 ∈ πa00(T ) then λ0 ∈ isoσa(T )
and 0 < α(λ0I − T ) < ∞. Clearly, λI − T is injective in a punctured disc D centered
at λ0. Take 0 = x ∈ ker(λ0I − T ). If λ ∈ D then
γ (λI − T ) ‖(λI − T )x‖
dist(x,ker(λI − T )) =
‖(λI − T )x‖
‖x‖
= ‖(λI − T )x − (λ0I − T )x‖‖x‖ = |λ − λ0|.
From this estimate it follows that limλ→λ0 γ (λI −T ) = 0 = γ (λ0I −T ), so (λ0I −T )(X)
is closed. 
From Theorems 2.7 and 2.14 we see that a-Browder’s theorem and a-Weyl’s theorem
are equivalent to the discontinuity of the mapping λ → γ (λI − T ) at the points of two sets
∆a(T ) and ∆(T ), respectively, with ∆(T ) larger than ∆a(T ). Comparing Theorems 2.14
and 2.7 one might expect that the discontinuity of the mapping λ → ker(λI − T ) at every
λ ∈ ∆(T ) = ∆a(T )∪πa00(T ) is equivalent to a-Weyl’s theorem for T . This does not work.
In fact, by definition of πa00(T ) the map λ → ker(λI − T ) is not continuous at every λ ∈
πa (T ) for all operators T ∈ L(X), since every λ ∈ πa (T ) is an isolated point of σa(T ).00 00
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every λ ∈ ∆(T ) is equivalent to a-Browder’s theorem for T . Analogously, the inclusion
∆(T ) ⊆ σa(T ) is equivalent to a-Browder’s theorem for T , since the inclusion πa00(T ) ⊆
isoσa(T ) holds by definition of πa00(T ).
An operator T ∈ L(X) is said to be a-polaroid if every isolated point of σa(T ) is a pole
of the resolvent operator (λI − T )−1, or equivalently 0 < p(λI − T ) = q(λI − T ) < ∞,
see [13, Proposition 50.2].
Corollary 2.15. Suppose that T is a-polaroid. If either T or T ∗ has SVEP then a-Weyl’s
theorem holds for T .
Proof. The SVEP for T or T ∗ ensures that T satisfies a-Browder’s theorem so, by The-
orem 2.14, it suffices to prove that πa00(T ) = pa00(T ). If λ ∈ πa00(T ) then λ ∈ isoσa(T ),
and hence 0 < p(λI − T ) = q(λI − T ) < ∞. Since α(λI − T ) < ∞ it then follows by
Theorem 3.4 of [1] that β(λI − T ) < ∞ and hence λ ∈ pa00(T ). Consequently, πa00(T ) =
pa00(T ). 
The last corollary implies that a-Weyl’s theorem holds for every multiplier T ∈ M(A) of
a commutative semi-simple regular Tauberian Banach algebra, see Chapter 4 of [1]. Indeed,
by Theorems 5.54 and 4.36 of [1], T is a-polaroid, and has SVEP since p(λI −T ) 1 for
all λ ∈ C [1, Theorem 4.32].
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