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Abstract We show that any Appell sequence can be written in closed form as
a forward difference transformation of the identity. Such transformations are
actually multipliers in the abelian group of the Appell polynomials endowed
with the operation of binomial convolution. As a consequence, we obtain ex-
plicit expressions for higher order convolution identities referring to various
kinds of Appell polynomials in terms of the Stirling numbers. Applications of
the preceding results to generalized Bernoulli and Apostol-Euler polynomials
of real order are discussed in detail.
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1 Introduction
Given an arbitrary function f : R→ R, the usual kth forward difference of f
is defined as
∆kf(x) =
k∑
j=0
(
k
j
)
(−1)k−jf(x+ j), x ∈ R, k = 0, 1, 2, . . . .
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For any x ∈ R and n = 0, 1, 2, . . ., denote by Bn(x) and En(x) the classical
Bernoulli and Euler polynomials of degree n, respectively, and by In(x) = x
n.
The starting point of this work are the following well known explicit expres-
sions of such polynomials
Bn(x) =
n∑
k=0
(−1)k
k + 1
∆kIn(x), En(x) =
n∑
k=0
(−1)k
2k
∆kIn(x). (1)
Closed form expressions for other Appell polynomials, usually in terms of the
Stirling numbers of the second kind, are known in the literature. Among others,
we mention the explicit expressions for the generalized Bernoulli polynomials
of complex order (c.f. Todorov [21], Srivastava and Todorov [19], and Guo and
Qi [10]), the generalized Apostol-Bernoulli polynomials of integer order (c.f.
Luo and Srivastava [16]), the generalized Apostol-Euler polynomials of real
order (c.f. Luo [15]), and the generalized Apostol-Bernoulli and Apostol-Euler
polynomials of integer order (c.f. Kim et al. [13]).
The aim of this paper is twofold. In first place, to show that any Appell
sequence A(x) = (An(x))n≥0 can be written in closed form as
An(x) =
n∑
k=0
ak
k!
∆kIn(x), n = 0, 1, . . . , x ∈ R, (2)
where the sequence of real numbers a = (an)n≥0 is unique and, for this reason,
may be called the sequence associated to A(x). This is done in section 5. In a
recent paper, Boutiche et al. [6] define the generalized Stirling numbers Skn(x)
as
Skn(x) =
∆kIn(x)
k!
, n, k = 0, 1, . . . , k ≤ n, x ∈ R, (3)
and show that the generalized Bernoulli and Euler polynomials of complex
order can be written in terms of such numbers. In this respect, our results in
Section 5, particularly Theorem 2, appear as generalizations of the results in
[6].
Of course, the main problem is to give an explicit expression of the se-
quence a = (an)n≥0 as simple as possible. In this regard, we have included
three preliminary sections. Section 2 contains some basic results on binomial
convolutions of Appell sequences already shown in [3]. In Section 3, we intro-
duce the notion of forward difference transformation of an Appell sequence,
so that formula (2) states that any Appell sequence A(x) is a forward differ-
ence transformation of the identity. We have also included in Section 4 some
properties of the Stirling numbers, because the sequence a = (an)n≥0 may be
described in terms of them. Finally, applications of formula (2) to generalized
Bernoulli and Apostol-Euler polynomials of real order are given in Theorem 5
and Theorem 7 in sections 6 and 7, respectively.
In second place, to show that formula (2) can be used to obtain explicit
expression for general convolution identities referring to various kinds of Appell
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polynomials. More precisely, we give formulas in closed form for∑
j1+···+jm=n
n!
j1! · · · jm!
Aj1(x1) · · ·Ajm(xm), n,m = 1, . . . , (4)
whereA(x) are the Bernoulli or the Apostol-Euler polynomials (see Theorem 6,
Theorem 8, and Theorem 9 in sections 6 and 7).
In this respect, a classical identity of second order concerning the Bernoulli
polynomials, which goes back to No¨rlund [17], is the following
n∑
k=0
(
n
k
)
Bk(x)Bn−k(y) = −n(x+ y− 1)Bn−1(x+ y)− (n− 1)Bn(x+ y), (5)
where n = 1, 2, . . .. Since the pioneering work by Dilcher [8], many authors have
provided different expressions for the sums in (4). See, for instance, Wang [22],
Agoh and Dilcher [5], He and Araci [12], Wu and Pan [23], He [11], Dilcher
and Vignat [9], and the references therein. As it happens in (5), a common
feature of the identities for the sums in (4) usually found in the literature
is that the right-hand side of such identities contains the polynomials A(x)
themselves. This can be avoided in many usual cases, particularly, when A(x)
are the Bernoulli and the Apostol-Euler polynomials, as shown in Sections 6
and 7.
2 Binomial convolution of Appell sequences
Let N be the set of positive integers and N0 = N ∪ {0}. Unless otherwise
specified, we assume from now on that n ∈ N0, x ∈ R, and z ∈ C with |z| ≤ r,
where r > 0 may change from line to line. Denote by G the set of all real
sequences u = (un)n≥0 such that u0 6= 0 and
∞∑
n=0
|un|
rn
n!
<∞,
for some radius r > 0. If u ∈ G, we denote its generating function by
G(u, z) =
∞∑
n=0
un
zn
n!
.
If u,v ∈ G, the binomial convolution of u and v, denoted by u × v = ((u ×
v)n)n≥0, is defined as
(u× v)n =
n∑
k=0
(
n
k
)
ukvn−k. (6)
From a computational point of view, the interest of this definition relies on the
following characterization in terms of generating functions (c.f. [3, Proposition
2.1])
G(u × v, z) = G(u, z)G(v, z). (7)
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In addition (cf. [3, Corollary 2.2]), (G,×) is an abelian group with identity
element e = (en)n≥0, where e0 = 1 and en = 0, n ∈ N.
On the other hand, let A(x) = (An(x))n≥0 be a sequence of polynomials
such that A(0) ∈ G. Recall that A(x) is called an Appell sequence if one of the
following equivalent conditions is satisfied
A′n(x) = nAn−1(x), n ∈ N, (8)
An(x) =
n∑
k=0
(
n
k
)
Ak(0)x
n−k, (9)
or
G(A(x), z) = G(A(0), z)exz. (10)
Denote by A the set of all Appell sequences. The binomial convolution of
A(x), C(x) ∈ A, denoted by (A×C)(x) = ((A×C)n(x))n≥0, is defined as (cf.
[3, Section 3])
(A× C)(x) = A(0)× C(x) = A(x) × C(0) = A(0)× C(0)× I(x).
Equivalently, by
(A× C)n(x) =
n∑
k=0
(
n
k
)
Ak(0)Cn−k(x) =
n∑
k=0
(
n
k
)
Ck(0)An−k(x)
=
∑
j1+j2+j3=n
(
n
j1, j2, j3
)
Aj1 (0)Cj2(0)x
j3 ,
where(
n
j1, . . . , jm
)
=
n!
j1! · · · jm!
, n, j1, . . . , jm ∈ N0, j1+ · · ·+jm = n, m ∈ N,
is the multinomial coefficient. As shown in [3, Theorem 3.1] (A,×) is an abelian
group with identity element I(x). Also, (A × C)(x) is characterized by its
generating function
G((A× C)(x), z) = G(A(0), z)G(C(0), z)exz. (11)
The following easy lemma will be used in Sections 6 and 7.
Lemma 1 Let m ∈ N and let A(k)(x), k = 1, . . . ,m be Appell sequences. Let
xk ∈ R, k = 1, . . . ,m, with x1 + · · ·+ xm = x. Then,
A(1)(x1)× · · · ×A
(m)(xm) = (A
(1) × · · · ×A(m))(x). (12)
Proof By (7) and (11), both sides in (12) have the same generating function
given by
G(A(1)(0), z) · · ·G(A(m)(0), z)exz.
Therefore, the conclusion follows from (7) and (10). ⊓⊔
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3 The forward difference transformation
Let (Uj)j≥1 be a sequence of independent identically distributed random vari-
ables having the uniform distribution on [0, 1] and denote by
Sk = U1 + · · ·+ Uk, k ∈ N (S0 = 0). (13)
If f is k times differentiable, then the kth forward difference of f can be written
as (cf. [3, Lemma 7.2])
∆kf(x) = Ef (k)(x + Sk), k ∈ N0, (14)
where E stands for mathematical expectation. The following definition will
play an important role.
Definition 1 Let A(x) ∈ A and u ∈ G. We define the forward difference
transformation LuA(x) = (LuAn(x))n≥0 as
LuAn(x) =
n∑
k=0
uk
k!
∆kAn(x) =
n∑
k=0
(
n
k
)
ukEAn−k(x+ Sk). (15)
Observe that the second equality in (15) follows from (8) and (14), since
A
(k)
n (x) = n(n− 1) · · · (n− k + 1)An−k(x), k = 0, 1, . . . , n. This definition can
be restated in terms of generating functions as follows.
Theorem 1 Let A(x) ∈ A and u ∈ G. Then, LuA(x) is an Appell sequence
characterized by its generating function
G(LuA(x), z) = G(A(0), z)G(u, e
z − 1)exz. (16)
Proof Note that LuA0(0) = u0A0(0) 6= 0. Suppose that the radii of A(0) and
u are r > 0 and s > 0, respectively. Denote by ρ = min(r, t) > 0, where t is
the unique positive solution to the equation tet = s. Observe that
|G(u, ez − 1)| ≤ G(|u|, |z|e|z|) ≤ G(|u|, s) <∞, |z| ≤ t.
This means that formula (16) makes sense for |z| ≤ ρ. For |z| ≤ ρ, we have
G(LuA(x), z) =
∞∑
n=0
zn
n!
n∑
k=0
uk
k!
∆kAn(x) =
∞∑
k=0
uk
k!
∞∑
n=k
∆kAn(x)
zn
n!
=
∞∑
k=0
uk
k!
∆k
(
∞∑
n=0
An(x)
zn
n!
)
=
∞∑
k=0
uk
k!
∆kG(A(x), z),
(17)
because ∆kAn(x) = 0, 0 ≤ n < k. On the other hand, we have from (10)
∆kG(A(x), z) = G(A(0), z)exz(ez − 1)k, k ∈ N0.
This, together with (17), shows (16). In turn, formula (16) implies that
G(LuA(x), z) = G(LuA(0), z)e
xz,
which, by virtue of (10), shows the result. ⊓⊔
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Theorem 1 allows us to prove many identities for Appell sequences in a
very easy way, as shown in the following result.
Corollary 1 Let A(x), C(x) ∈ A and let u,v ∈ G. Then,
LuLv(A× C)(x) = LvLu(A× C)(x) = Lu×v(A× C)(x)
= (LuA× LvC)(x) = (LvA× LuC)(x).
Proof Using (11) and (16), it can be checked that the common generating
function of all Appell sequences under consideration is
G(A(0), z)G(C(0), z)G(u, ez − 1)G(v, ez − 1)exz.
Therefore, the result follows from (10). ⊓⊔
Corollary 2 Let u ∈ G. Then, the map Lu : A → A is biyective and L
−1
u =
Lv, where v is the inverse of u in (G,×).
Moreover, Lu is a multiplier, i.e.,
Lu(A× C)(x) = (A× LuC)(x) = (LuA× C)(x), A(x), C(x) ∈ A. (18)
Proof Suppose that LuA(x) = LuC(x). From (16), we see that G(A(0), z) =
G(C(0), z), which implies that A(0) = C(0) and, a fortiori, A(x) = C(x). On
the other hand, let A(x) ∈ A and let v be the inverse of u in (G,×). Choos-
ing C(x) = I(x) in Corollary 1, we see that Lu(LvA)(x) = Lv(LuA)(x) =
LeA(x) = A(x), thus showing that Lu is biyective.
Finally, statement (18) follows from Corollary 1 by choosing v = e. The
proof is complete. ⊓⊔
Fix u ∈ G. Setting C = I in Corollary 2, we see that
LuA(x) = (A× LuI)(x), A ∈ A.
In other words, the map Lu is determined by the (multiplier) element LuI(x).
4 Stirling numbers
Recall that the Stirling numbers of the first and second kind, respectively
denoted by s(n, k) and S(n, k), k = 0, 1, . . . , n, are defined by (see, for instance,
Abramowitz and Stegun [1, p. 824] or Roman [18, p. 60])
(x)n =
n∑
k=0
s(n, k)xk, xn =
n∑
k=0
S(n, k)(x)k, (19)
where (x)n = x(x − 1) · · · (x − n + 1). Equivalently, the Stirling numbers are
defined by their generating functions
logk(z + 1)
k!
=
∞∑
n=k
s(n, k)
zn
n!
,
(ez − 1)k
k!
=
∞∑
n=k
S(n, k)
zn
n!
, |z| < 1. (20)
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Theorem 1 suggests that the Stirling numbers play a fundamental role in
order to obtain explicit expressions for Appell sequences (see also Theorem 2
below and the examples in Sections 6 and 7). We start with a probabilis-
tic representation of such numbers which will be useful to deal with specific
examples.
Let (Tj)j≥1 be a sequence of independent identically distributed random
variables having the exponential density
ρ(θ) = e−θ, θ ≥ 0. (21)
We assume that (Tj)j≥1 and (Uj)j≥1, as given in (13), are mutually indepen-
dent. Denote by
S⋆k = U1T1 + · · ·+ UkTk, k ∈ N (S
⋆
0 = 0). (22)
Observe that
EUn1 =
1
n+ 1
, ET n1 = n!. (23)
The following auxiliary result is known.
Lemma 2 For any n ∈ N0 and k = 0, 1, . . . , n, we have
s(n, k) = (−1)n−k
(
n
k
)
E(S⋆k)
n−k, S(n, k) =
(
n
k
)
ESn−kk .
The probabilistic representations for s(n, k) and S(n, k) given in Lemma 2
are shown in [4] and [20], respectively. On the other hand, choosing f(x) =
In(x) in (14), we have from Lemma 2
S(n, k) =
∆kIn(0)
k!
, k = 0, 1, . . . , n. (24)
Let u and v be two real sequences defined by the equivalent equations (cf.
Comtet [7, p. 144])
un =
n∑
k=0
s(n, k)vk ⇔ vn =
n∑
k=0
S(n, k)uk. (25)
The following simple auxiliary result will be very useful.
Lemma 3 Let u and v be as in (25). Then, u ∈ G if and only if v ∈ G. In
such a case, we have
G(v, z) = G(u, ez − 1), G(u, z) = G(v, log(z + 1)). (26)
Proof Observe that u0 = v0 6= 0. Suppose that u ∈ G with radius r > 0. For
|ez − 1| ≤ r, we have from (20) and (25)
G(u, ez − 1) =
∞∑
k=0
uk
∞∑
n=k
S(n, k)
zn
n!
=
∞∑
n=0
zn
n!
n∑
k=0
S(n, k)uk = G(v, z).
The second equality in (26) is similarly shown. The proof is complete. ⊓⊔
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5 Main results
The following result characterizes Appell sequences in terms of forward differ-
ence transformations of the identity.
Theorem 2 A(x) ∈ A if and only if there exists a unique a ∈ G such that
A(x) = LaI(x). (27)
Such a ∈ G, called the sequence associated to A(x), is given by the equivalent
equations
an =
n∑
k=0
s(n, k)Ak(0) ⇔ An(0) =
n∑
k=0
S(n, k)ak. (28)
As a consequence, we have the explicit expressions
An(x) =
n∑
k=0
ak
k!
∆kIn(x) =
n∑
k=0
(
n
k
)
akE(x+ Sk)
n−k. (29)
Proof Let A(x) ∈ A. We pose the equation
G(A(x), z) = G(LaI(x), z).
From (10) and (16), this equation has the form
G(A(0), z) = G(a, ez − 1). (30)
Therefore, by (25) and Lemma 3, equation (30) has a unique solution a ∈ G
given by (28). Formula (29) readily follows from (27) and Definition 1. The
proof is complete. ⊓⊔
Dealing with specific examples, the interesting question is to find a closed
form expression of the associated sequence a. In this respect, the behaviour of
such associated sequences under certain transformations of Appell polynomials
is described in the following two results.
Theorem 3 Let A(x) and C(x) be Appell polynomials with associated se-
quences a and c, respectively. Then,
(a) (A× C)(x) has associated sequence a× c.
(b) The inverse of A(x) in (A,×) has the inverse of a in (G,×) as associated
sequence.
(c) For any b ∈ G, LbA(x) has associated sequence a× b.
Proof By (27) and Corollary 1, we have
(A× C)(x) = (LaI × LcI)(x) = La×cI(x),
which shows part (a). To show (b), let C(x) be the inverse of A(x) with
associated sequence c. Again by Corollary 1, we have
I(x) = (A× C)(x) = (LaI × LcI)(x) = La×cI(x),
which implies that a×c = e. Finally, part (c) follows from (27) and Corollary 1
with C = I. ⊓⊔
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Let Y be a random variable such that
Eer|Y | <∞, (31)
for some r > 0. In [3], we have considered the following transformation based
on expectations. Given A(x) ∈ A, we define the Appell sequence RY A(x) =
(RY An(x))n≥0 as
RY An(x) = EAn(x+ Y ) =
n∑
k=0
(
n
k
)
Ak(0)E(x+ Y )
n−k. (32)
The transformation RY : A → A is actually a multiplier (c.f. [3, Proposition
5.1]). The transformation of the identity I(x) is given by
RY I(x) = (E(x + Y )
n)n≥0. (33)
Observe that, for any A(x) ∈ A, we have from (32) and (33)
RYA(x) = (A×RY I)(x). (34)
It turns out (cf. [3, Proposition 5.1]) that RYA(x) is an Appell sequence char-
acterized by its generating function
G(RY A(x), z) = G(A(0), z)Ee
z(x+Y ). (35)
With these notations, we state the following.
Theorem 4 The Appell sequence RY I(x) has associated sequence y = (yn)n≥0
given by yn = E(Y )n. As a consequence,
RY In(x) = E(x + Y )
n =
n∑
k=0
E
(
Y
k
)
∆kIn(x). (36)
Moreover, if A(x) ∈ A has associated sequence a, then RY A(x) has asso-
ciated sequence a× y.
Proof Let z ∈ C with |ez − 1| < 1. Using the binomial expansion, we get
EezY = E(ez − 1 + 1)Y =
∞∑
n=0
E
(
Y
n
)
(ez − 1)n = G(y, ez − 1).
This implies, by virtue of Theorem 1 and (35), that RY I(x) and LyI(x) have
the same generating function. Therefore,RY I(x) = LyI(x), thus showing (36).
The final statement in Theorem 4 follows from Theorem 3(a) and (34). The
proof is complete. ⊓⊔
Remark 1 Choosing Y = y ∈ R in (36), we obtain
(x+ y)n =
n∑
k=0
(
y
k
)
∆kIn(x).
In view of (19) and (24), this formula can be seen as a generalization of the
classical identity defining the Stirling numbers S(n, k) of the second kind.
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6 Generalized Bernoulli polynomials of real order
Let Y be a random variable such that
rE|Y |er|Y | < 1, (37)
for some r > 0. Observe that condition (37) is more restrictive than condition
(31). Also, let (Yj)j≥1 be a sequence of independent copies of Y and denote
by
Wk = Y1 + · · ·+ Yk, k ∈ N, (W0 = 0).
In a recent paper (cf. [2]), we have shown that for any real t we have
(EezY )t = G(y(t), z), (38)
where y(t) = (yn(t))n≥0 ∈ G is given by
yn(t) =
n∑
k=0
(
t
k
)(
n− t
n− k
)
EWnk . (39)
Note that if t = m ∈ N, formula (39) takes on the simple form
yn(m) = EW
n
m. (40)
On the other hand, let t ∈ R. The generalized Bernoulli polynomials B(t;x)
of order t are defined by means of the generating function
G(B(t;x), z) =
(
z
ez − 1
)t
exz. (41)
For t = 1, B(x) := B(1;x) are the classical Bernoully polynomials. We give
the following closed form expression for B(t;x).
Theorem 5 Let t ∈ R. Then, B(t;x) has associated sequence b(t) = (bn(t))n≥0
given by
bn(t) =
n∑
k=0
(
t
k
)(
n−t
n−k
)
(
k+n
n
) s(k + n, k), (42)
s(n, k) being the Stirling numbers of the first kind.
In particular, for t = m ∈ N, we have
bn(m) =
s(m+ n,m)(
m+n
n
) . (43)
Proof Let U and T be two independent random variables such that U is uni-
formly distributed on [0, 1] and T has the exponential density given in (21).
Note that
Ee−zUT = E
1
1 + zU
=
log(1 + z)
z
, |z| < 1,
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thus implying that
Ee−(e
z−1)UT =
z
ez − 1
, |ez − 1| < 1. (44)
Assume that |ez − 1| < 1. Choosing Y = UT in (38) and (39) and taking into
account (41) and (44), we have
G(B(t;x), z) =
(
Ee−(e
z−1)UT
)t
exz = G(b(t), ez − 1)exz, (45)
where
bn(t) =
n∑
k=0
(
t
k
)(
n− t
n− k
)
E(−S⋆k)
n =
n∑
k=0
(
t
k
)(
n−t
n−k
)
(
k+n
n
) s(k + n, k), (46)
thanks to (22) and Lemma 2. Therefore, the first statement in Theorem 5
follows from Theorem 1, (45), and (46).
Finally, if t = m ∈ N, we have from (46) and Lemma 2
bn(m) = E(−S
⋆
m)
n =
s(m+ n,m)(
m+n
m
) . (47)
This shows (43) and completes the proof. ⊓⊔
The numbers (bn(m))n≥0 defined in (47) are called Daehee numbers of the
first kind of order m by Kim et al. [14]. A similar result to that in Theorem 5
can be found in the recent paper by Boutiche et al. [6].
Denote by
Hk =
k∑
j=1
1
j
, k ∈ N,
the kth harmonic number.
Theorem 6 Let m ∈ N and let x1, . . . , xm ∈ R with x1+ · · ·+xm = x. Then,
∑
j1+···+jm=n
(
n
j1, . . . , jm
)
Bj1(x1) · · ·Bjm(xm) = Bn(m;x)
=
n∑
k=0
s(m+ k,m)
k!
(
m+k
m
) ∆kIn(x).
(48)
In addition, we have for m = 2
n∑
k=0
(
n
k
)
Bk(x1)Bn−k(x2) = Bn(2;x) = 2
n∑
k=0
(−1)kHk+1
k + 2
∆kIn(x). (49)
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Proof As follows from (11) and (41), we see that
G(B(m;x), z) = G((
m
⌣
B × · · · ×B)(x), z), (50)
which implies, by virtue of Lemma 1, that
B(x1)× · · · ×B(xm) = (
m
⌣
B × · · · ×B)(x) = B(m;x).
This shows the first equality in (48). On the other hand, Theorem 5 states that
B(m;x) has associated sequence b(m) given by (47). Therefore, the second
equality in (48) follows from (29).
For m = 2, we have from (22), (23) and (47)
bn(2) = (−1)
n
E(U1T1 + U2T2)
n = (−1)n
n∑
j=0
(
n
j
)
EU j1ET
j
1EU
n−j
2 ET
n−j
2
= (−1)nn!
n∑
j=0
1
(j + 1)(n− j + 1)
=
(−1)nn!
n+ 2
2Hn+1.
As above, this shows the second equality in (49) and completes the proof. ⊓⊔
Setting m = 1 in (48), we obtain the explicit formula for the Bernoulli
polynomials B(x) mentioned in (1). Also, choosing x1 = · · · = xm = 0 in (48),
we obtain
∑
j1+···+jm=n
(
n
j1, · · · , jm
)
Bj1(0) · · ·Bjm(0) =
n∑
k=0
s(m+ k,m)S(n, k)(
m+k
m
) ,
as follows from (24). Higher order convolution identities for Bernoulli polyno-
mials were first given by Dilcher [8]. For degenerate Bernoulli polynomials and
for Apostol-Euler polynomials, we refer the reader to Wu and Pan [23] and
He and Araci [12], respectively. Wang [22], Agoh and Dilcher [5], He [11], and
Dilcher and Vignat [9], have obtained convolution identities with the multi-
nomial coefficients replaced by other coefficients. The distinctive feature of
Theorem 6 with respect to the aforementioned results is that the right-hand
sides in identities (48) and (49) do not contain the Bernoulli polynomials
themselves.
7 The generalized Apostol-Euler polynomials of real order
Let t ∈ R and 0 ≤ β ≤ 1. We consider the generalized Apostol-Euler polyno-
mials E(t, β;x) defined via their generating function as
G(E(t, β;x), z) =
exz
(1 + β(ez − 1))t
. (51)
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The Apostol-Euler polynomials and the classical Euler polynomials are de-
fined, respectively, as
E(β;x) = E(1, β;x), E(x) = E(1/2;x).
The particular form of the generating function in (51) leads us to an immediate
application of Theorems 1 and 2.
Theorem 7 Let t ∈ R and 0 ≤ β ≤ 1. Then, E(t, β;x) has associated se-
quence a(t) = (an(t))n≥0 given by
an(t) = (−t)nβ
n. (52)
Proof Suppose that |ez − 1| < 1/β. Using the binomial expansion in (51), we
see that
G(E(t, β;x), z) = G(a(t), ez − 1)exz,
where a(t) ∈ G is defined in (52). Thus, the conclusion follows from Theo-
rems 1 and 2. ⊓⊔
We mention that Theorem 7 has recently been obtained by Boutiche et al.
[6] for the generalized Euler polynomials E(t, 1/2;x) by using the generalized
Stirling numbers Skn(x) defined in (3).
Theorem 8 Let m ∈ N and x1, . . . , xm ∈ R with x1 + · · ·+ xm = x. Then,
∑
j1+···+jm=n
(
n
j1, . . . , jm
)
Ej1(β;x1) · · ·Ejm(β;xm)
= En(m,β;x) =
n∑
k=0
(
−m
k
)
βk∆kIn(x).
(53)
Proof It follows from (11) and (51) that
(
m
⌣
E(β; ·) × · · · × E(β; ·))(x) = E(m,β;x). (54)
By Lemma 1, this implies that
m
⌣
E(β;x1)× · · · × E(β;xm)= E(m,β;x).
which, in conjunction with Theorem 7, shows the result. ⊓⊔
Similar identities to that in Theorem 8 were obtained by Dilcher [8], He
and Araci [12], and Dilcher and Vignat [9](for degenerate Euler polynomials,
we refer the reader to Wu and Pan [23]). As in Theorem 6, note that the right-
hand side in formula (53) does not contain the Apostol-Euler polynomials.
Applying Theorem 8 with m = 1 and β = 1/2, we obtain the explicit
formula for the Euler polynomials stated in (1).
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Theorem 9 Let m, r ∈ N and let x1, . . . , xm+r ∈ R with x1+ · · ·+xm+r = x.
Then,
∑
j1+···+jm+r=n
(
n
j1, · · · , jm+r
)
Bj1(x1) · · ·Bjm(xm)Ejm+1 (β;xm+1) · · ·Ejm+r (β;xm+r)
= (Bn(m, ·)× E(r, β; ·)) (x) =
n∑
k=0
vk∆
kIn(x),
(55)
where
vk = m!
k∑
j=0
(
−r
j
)
βj
s(m+ k − j,m)
(m+ k − j)!
. (56)
Proof Using (50), (54) and Lemma 1, we see that
B(x1)× · · · ×B(xm)× E(β;xm+1)× · · · × E(β;xm+r)
= B(m,x1 + · · ·+ xm)× E(r, β;xm+1 + · · ·+ xm+r)
= (B(m; ·)× E(r, β; ·)) (x),
thus showing the first equality in (55). By Theorems 5 and 7, the Appell
sequences B(m;x) and E(r, β;x) have associated sequences b(m) and a(r)
defined in (43) and (52), respectively. We therefore have from Theorem 3(a)
(Bn(m; ·)× En(r, β; ·)) (x) =
n∑
k=0
(a(r) × b(m))k
k!
∆kIn(x). (57)
Again by (43) and (52), we have
1
k!
(a(r) × b(m))k =
1
k!
k∑
j=0
(
k
j
)
aj(r)bk−j(m) = vk,
as follows from (56). This, together with (57), shows the second equality in
(55) and concludes the proof. ⊓⊔
Wang [22] obtained analogous identities to that in Theorem 9 with the
multinomial coefficients replaced by other coefficients, whereas He and Araci
[12] considered sums of form (55) where the Bernoulli polynomials are replaced
by Apostol-Bernoulli polynomials. Finally, observe that the right-hand side in
(55) does not contain neither the polynomials Bn(x) nor En(β;x).
Acknowledgements The authors are partially supported by Research Projects DGA (E-
64), MTM2015-67006-P, and by FEDER funds.
Closed form expressions for Appell polynomials 15
References
1. Abramowitz, M., Stegun, I.A.: Handbook of Mathematical Functions with Formulas,
Graphs, and Mathematical Tables. Dover, New York (1992)
2. Adell, J.A., Lekuona, A.: Explicit expressions for a certain class of Apell polynomials.
A probabilistic approach. Submitted. arXiv:1711.02603v1[math.NT]
3. Adell, J.A., Lekuona, A.: Binomial convolution and transformations of Appell polyno-
mials. J. Math. Anal. Appl. 456(1), 16–33 (2017). DOI 10.1016/j.jmaa.2017.06.077.
URL http://dx.doi.org/10.1016/j.jmaa.2017.06.077
4. Adell, J.A., Lekuona, A.: Closed form expressions for the Stirling numbers of the first
kind. Integers 17, Paper No. A26, 4 (2017)
5. Agoh, T., Dilcher, K.: Higher-order convolutions for Bernoulli and Euler polynomials.
J. Math. Anal. Appl. 419(2), 1235–1247 (2014). DOI 10.1016/j.jmaa.2014.05.050. URL
http://dx.doi.org/10.1016/j.jmaa.2014.05.050
6. Boutiche, M.A., Rahmani, M., Srivastava, H.M.: Explicit formulas associated with some
families of generalized Bernoulli and Euler polynomials. Mediterr. J. Math. 14(2), Art.
89, 10 (2017). URL https://doi.org/10.1007/s00009-017-0891-0
7. Comtet, L.: Advanced Combinatorics, enlarged edn. D. Reidel Publishing Co., Dor-
drecht (1974). The art of finite and infinite expansions
8. Dilcher, K.: Sums of products of Bernoulli numbers. J. Num-
ber Theory 60(1), 23–41 (1996). DOI 10.1006/jnth.1996.0110. URL
http://dx.doi.org/10.1006/jnth.1996.0110
9. Dilcher, K., Vignat, C.: General convolution identities for Bernoulli and Euler polynomi-
als. J. Math. Anal. Appl. 435(2), 1478–1498 (2016). DOI 10.1016/j.jmaa.2015.11.006.
URL http://dx.doi.org/10.1016/j.jmaa.2015.11.006
10. Guo, B.N., Qi, F.: Some identities and an explicit formula for Bernoulli and Stirling
numbers. J. Comput. Appl. Math. 255, 568–579 (2014). DOI 10.1016/j.cam.2013.06.
020. URL http://dx.doi.org/10.1016/j.cam.2013.06.020
11. He, Y.: Summation formulae of products of the Apostol-Bernoulli and
Apostol-Euler polynomials. Ramanujan J. 43(2), 447–464 (2017). URL
https://doi.org/10.1007/s11139-017-9899-0
12. He, Y., Araci, S.: Sums of products of Apostol-Bernoulli and Apostol-Euler polynomials.
Adv. Difference Equ. pp. 2014:155, 13 (2014). DOI 10.1186/1687-1847-2014-155. URL
http://dx.doi.org/10.1186/1687-1847-2014-155
13. Kim, D.S., Kim, T., Dolgy, D.V., Rim, S.H.: Some new identities of Bernoulli,
Euler and Hermite polynomials arising from umbral calculus. Adv. Differ-
ence Equ. pp. 2013:73, 11 (2013). DOI 10.1186/1687-1847-2013-73. URL
http://dx.doi.org/10.1186/1687-1847-2013-73
14. Kim, D.S., Kim, T., Lee, S.H., Seo, J.J.: Higher-order Daehee numbers and
polynomials. Int. J. Math. Anal. (Ruse) 8(5-8), 273–283 (2014). URL
https://doi.org/10.12988/ijma.2014.4118
15. Luo, Q.M.: Apostol-Euler polynomials of higher order and Gaussian hypergeometric
functions. Taiwanese J. Math. 10(4), 917–925 (2006). DOI 10.11650/twjm/1500403883.
URL http://dx.doi.org/10.11650/twjm/1500403883
16. Luo, Q.M., Srivastava, H.M.: Some generalizations of the Apostol-Bernoulli and
Apostol-Euler polynomials. J. Math. Anal. Appl. 308(1), 290–302 (2005). DOI
10.1016/j.jmaa.2005.01.020. URL http://dx.doi.org/10.1016/j.jmaa.2005.01.020
17. No¨rlund, N.E.: Me´moire sur les polynomes de Bernoulli. Acta Math. 43(1), 121–196
(1922). DOI 10.1007/BF02401755. URL http://dx.doi.org/10.1007/BF02401755
18. Roman, S.: The Umbral Calculus, Pure and Applied Mathematics, vol. 111. Academic
Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York (1984)
19. Srivastava, H.M., Todorov, P.G.: An explicit formula for the generalized Bernoulli poly-
nomials. J. Math. Anal. Appl. 130(2), 509–513 (1988). DOI 10.1016/0022-247X(88)
90326-5. URL http://dx.doi.org/10.1016/0022-247X(88)90326-5
20. Sun, P.: Product of uniform distribution and Stirling numbers of the first kind. Acta
Math. Sin. (Engl. Ser.) 21(6), 1435–1442 (2005). DOI 10.1007/s10114-005-0631-4. URL
http://dx.doi.org/10.1007/s10114-005-0631-4
16 Jose´ A. Adell, Alberto Lekuona
21. Todorov, P.G.: Une formule simple explicite des nombres de Bernoulli ge´ne´ralise´s. C.
R. Acad. Sci. Paris Se´r. I Math. 301(13), 665–666 (1985)
22. Wang, W.: Some results on sums of products of Bernoulli polynomials and Euler poly-
nomials. Ramanujan J. 32(2), 159–184 (2013). DOI 10.1007/s11139-012-9447-x. URL
http://dx.doi.org/10.1007/s11139-012-9447-x
23. Wu, M., Pan, H.: Sums of products of the degenerate Euler numbers. Adv.
Difference Equ. p. 2014:40 (2014). DOI 10.1186/1687-1847-2014-40. URL
https://doi.org/10.1186/1687-1847-2014-40
