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Close-coupling calculations have been performed for
some core-excited quartet levels ^S, ^P of Na I, which
are metastable against autoionization. It is precisely for
this reason that they are of interest to atomic
spectroscopy and also in the construction of extreme
ultraviolet (xuv) lasers. Configuration interaction (Cl)
target wave functions are employed to represent the ground
state 2p63g 2s ^nd the excited quartet states arising
from the configurations 2p53s3p, 2p53s3d, 2p53s4d,
2p5(3p)3p2^ The resulting coupled integro
differential equations arising in the close-coupling
approximation are solved using the noniterative integral
method of Herny et al to obtain both the partial and
integral cross sections. The cross sections corresponding
to the transition 2p63s 2s 4p comparable in
magnitude, go through a maximum near threshold and then
monotonically decrease with increase in electron energy.
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The thecross sections are generally greater than
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Atomic data are required for various applications in
fusion research, lasers, astrophysics and plasmas.
In order to properly interpret information obtained
from spectral lines emitted from plasmas, accurate energy
levels, oscillator strengths and electron collision cross
sections are needed.
Atoms and ions are frequently excited to states which
in turn de-excite simultaneously by electron rather than
photon emission. This radiationless process known as
autoionization is energetically possible when an excited
state is degenerate in energy with a state in some
ionization continuum. The excitation of a single more
tightly bound inner-shell electron (core-excitation) gives
rise to discrete or quasi-discrete states that are embedded
in a continuum.
In general, doublet and quartet states of the alkalis
associated with the core-excited configurations are
energetically permitted to autoionize. The selection rules
on allowed autoionization process (in the L - S Coupling
approximation) permit most doublet states to autoionize
rapidly via the coulomb interaction.
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The quartet states are, however, metastable against
autoionization but in the heavier atoms these states
autoionize slowly (quasimetastable) via the weaker magnetic
interactions.
Recently Holmgren et al^ established a number of
core-excited levels in spectra obtained with a
hollow-cathode discharge. They identified the quartet
levels 2p53s3p, 2p53s3d and 2p53s4s. The population
stored in the lower level 2p53s3p was transferred by a
laser to each of the upper levels 2p53s3d, 2p53s4s, and
the resulting enhanced fluorescence was used as a
confirmation of the observed quartet levels. They also
proposed three possible extreme ultraviolet (xuv)
lasers-based on 2p53s3d ^^3/2, 2p53s3d ^^5/2
and 2p53s3d ^^5/2 states. All three required
population storage in the level 2p53s3p ^83/2/ and
the final state 2p63d ^03/2 the xuv transition.
o
A transfer wave length of 3140 A for the laser based on
2p53s3d ^03/2 had been predicted, but they could not
observe fluorescence at that wavelength.
On the theoretical side of the picture less data
exist. Severe computational difficulties arise for the
core-excited states in heavy alkalis due to rather large
spin-orbit interaction associated with the p-subshell
vacancy in these core-excited states.
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Spin-orbit coupling causes substantial mixing of doublet
and quartet levels, resulting in high autoionization.
However, Connerade et al^ have pointed out that it
appears from their photo absorption data that L - S
coupling may still be substantially valid for many
core-excited configurations of the Na atom.
Fischer^ has done calculations on energy levels and
lifetimes for some core-excited quartet levels in Na I.
The levels studied were 2p53s3p, 2p53s3d, 2p53s4s and
2p53p2. The calculations by Fischer^ have shown that
the level 2p53s(3p)3d ^05/2 has a high
autoionization rate of 2.0 x 10^^ explaining why
Holmgren et al^ could not observe the transition based on
that level. Fischer^ was also successful in predicting
the fine-structure splitting in the excited quartet levels
of Nal, but not successful in predicting the energy
separations.
In our present work, we have concentrated on the
transitions between the quartet levels arising from the
configurations 2p53s3p, 2p53s3d, 2p53s4d,
2p5(2p)3p2 a,nd the doublet 3s ground state. Our
purpose is to present theoretical data which determine the
appropriate behavior and magnitude of the excitation cross
sections for the quartet levels for the electron energy
range 3-15 Ryd..
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In chapter II we present the procedure. Chapter III





A close-coupling expansion is used in the determination
of electron-impact excitation cross sections for atomic
sodium. Below we summarize the relevant general theory
which follows closely on Seaton's^ treatment.
Assuming a non-relativistic Hamiltonian for an atom
with N electrons and nuclear charge Z is H(Z,H), then the









describes this N+1 system
H(Z,N+1) ¥ = E 'V (2-2)
d. Si
where E is the total energy of the system, and 'i' is the
Si
wave function for (N+1)-electron system. The Schroedinger
equation is to be solved subject to the boundary conditions
of an incoming wave in channel "a" and an outgoing wave in
all other open channels. An open channel is one which is
’
energetically accessible to the incident electron.
Otherwise, the channel is closed.
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The wave function is expanded in a set of N-electron
target wave functions Xi* The expansion coefficients 0^^
are functions of the coordinates of the scattered electron:
N+1
(2-3)
where the operator A antisymmetrizes the total wave
function and the symbol denotes the space and spin
coordinates of the n'th electron. We take i to denote all
the quantum numbers of the system.
In principle the set of functions Xi is complete, but
in practice a more general expansion is used. Let <I>j be an
(N + 1)-electron bound state function. Then in place of
equation (2-3), we write ;
a ^^Ntl) = i£i^i (""l ••• ^N)Qia<^N4.l)
jil ^^1 ••• ^N+i^
(2-4a)
where the functions 0. and coefficients C-; are to be
la J
determined. The functions $. have the same total orbital
3
angular and spin momenta and parity as '1' , and they
decrease exponentially at large radial distances. They are
referred to as correlation functions and they serve a dual
purpose. Some are included to remove a constraint on
the total wave function which occurs when orthogonality
of one-electron orbitals is imposed.
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One-electron functions (x) are used frequently to
construct Xi and <1)^ . Quantum mechanics guarantees the
orthogonality of system wave functions corresponding to
different electronic states. However, there are no such
principles which guarantee the orthogonality of
one-electron orbitals. Other <1)^ permit an improved
description of short-ranged electron correlation and should
lead to more rapid convergence of the expansion of equation
(2-4a). In a coupled angular momenta representation, we
may put:
0. (X) = Y,.m,.(r)6(ra .la) - P. (r) (2-5)
where is a spherical harmonic and a is a spin
coordinate and Pia(^) describes the radial part of the
scattered electron when the atom is in state i.
Approximate solutions to Eq. (2-2) can be obtained by using
a variational principle. We consider trial functions which
have a consistent asymptotic form, the radial part of which
maybe written as:
(r) ~ K. ^ [sin (f .+T . ) 6 . +cos (f.+T .) pt"
la ' r^°° 1 1 1 la i i^ia (2-6a)
P^ (r) ~ K.^[sin f.6. +cos f.K^ ]
la ' Tc^co 1 '• 1 la 1 la (2-6b)
where:
f. = K. - 1. TT/2+ri. log (2K. r) targF (1.+l-iri. ) (2-7)
1 ir 1 1^1 ^ 1 1
is the asymptotic phase of the regular Coulomb function.
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with n. = z
1
The phase is arbitrary and is
related to the reactance matrix element K la by:
K = [sinit cos Tp] [cost- sin xp]
-1 (2-8)
where x is a diagonal matrix with diagonal elements t^ .
Application of the variational principle to Eq. (2-2)
leads to an expression for the Kohn-corrected p- (or K-)
matrix which differs from the exact p- (or K-) matrix by





p3j3-( |h(z,n+i)-e| 'f^) (2-9a)
K
ab ab a H(Z,N+1)-e| 'F^) , if x^ = 0
(2-9b)
2.2 Close-Coupling (CC) Method
The close-coupling approximation results when the trial
wave functions given by (2-4a) are truncated at I target
states. In our case 1=4 for each symmetry (^S and
^P). It is a procedure which requires the solution of a
set of coupled integro-differential equations for the
radial functions Pi^ coefficients Cj.
The asymptotic form of the scattered radial function is
normally taken to be given by Eq. (2-6b).
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Application of the Kohn variational principle to Eq. (2-6b)
leads to:
(2-10)
with Cj being the solutions of:
I 2 3
Z [h.-kT)6. . ,+V. . ,+W. . ,]P. , + E U. .C.+Em, B, .=0 »
ii=l 1 1 ii' ii' ii' I'a j=i ij j Aa Ai (2-lla)
E (U.. , |P. , )+ E (H. .,-E6 . . ,)C.it=l' 31 ' 1 a' j'=i' 33' 3: D , = 0
(2-llb)
where
(B^. I P.^) = 0 (2-110
The quantities in (2-11) are as follows:














(iii) is a non-local exchange potential operator,
which has exponentially decreasing terms asymptotically.
(iv) The Uji* are known functions which involve matrix
elements of the Hamiltonian operator with the bound target
functions and the correlation terms.
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(v) ^^jj' known functions which involve matrix
elements of the Hamiltonian operator with the correlation
terms.
(vi) The y. are undetermined Lagrange multipliers,Id.
representing each orthogonality constraint of one-electron
orbitals.
2.3 Target Wave Functions and Oscillator Strengths
It has been shown that the accuracy of electron
collisional excitation cross section is very sensitive to
the representation of the target wave functions and the
strength of coupling between the various channels^. We
have used 4 CC approximation in which the doublet ground
state is coupled to the quartet excited states as shown in
Table 1. They have been selected because they form a group
of closely coupled states well isolated from the rest which
are at much higher energies. We construct the target wave
functions for Na such that the oscillator strengths for the
various optically allowed transitions calculated in the
dipole length (fL) and the dipole velocity (fy)
approximations are close to each other, and are consistent
with recommended values®. In addition, we require that
the energy splittings ( AE) be reasonably consistent with
the observed splittings^. Table II indicates that the
conditions are satisfied very well.
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For exact total wave functions fL = fv/ but when
approximate functions are used as in our case the two forms
often yield different results.
Hartree-Fork orbitals of dementi and Roetti^ were
used as a starting point for the Is, 2s, 2p and 3s
9
orbitals. Program CIVS of Hibbert is used to generate
the excited orbitals 3p, 3d, 4s, 4p, 4d, 5s and 5p
necessary for the construction of the
configuration-interaction (Cl) wave functions for all the
required states in the L-S coupling scheme CIV 3 is also
used to calculate the oscillator strengths. More accurate
3p and 3d orbitals from photoionization of excited Na^®
were used rather than the CIV 3 generated orbitals. The
present choice of 3p and 3d orbitals is dictated by the
fact that it was found that the CIV 3 generated 3p and 3d
orbitals were inadequate in their description of the
asymptotic region where the photoionization dipole matrix
elements were sensitive.
The wave functions are of the form
N
'l'(L S) = E C.<I>. (B. ,L S)
i=l ^ ^ ^ (2-4b)
where the single-configuration functions <J)^ are constructed
from one-electron orbitals. Each orbital consists of a
product of a spin function, a spherical harmonic, and a
radial function.
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The angular momenta are coupled in a manner prescribed by
( ) to give the total orbital and the spin angular
momenta L and S, respectively.
The radial functions of the orbital are given by
T, I \ 1 i -a-rP , (r) = r E a. r e inl' i=i 1 (2-13)
where n and 1 are the principal and orbital angular
momentum quantum numbers. The excited state orbitals were
constructed and the energy optimized one at a time using
CIVS such that they satisfied the orthogonality condition
/ P ,(r)P ,,(r)dr =6 ,
0 nl ' n'l nn'
1 < n' < n
(2-14)
In Table I, we give the states used in the calculation of
the collisional cross sections.
The oscillator strengths in length fj^ and velocity
fy forms are given, respectively by^
f









where the outer sum is over the Ml and M3 degeneracies
of the two states, and
13
= E(f) - E(i) ,
g(i) = (2L(i) + 1) (2s(i) + 1)
superscripts (i) and (f) refer to initial and final states
respectively, g is the statistical weight of the initial
state, N is the number of electrons, and E is the energy of
the state. In Table II the results are presented for fL
and fy. The largest oscillator strengths are for
transitions from s to p where the principal quantum number
for s and p is the same. We note that fL and fy differ
considerably for transitions with different principal
quantum numbers.
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Table I. Target State Wave Functions and Energies
State No. Configuration Weight Energy(a.u.)






































4 2p53p2 ;[ 1.00000 2p53p2] -160.31572
The inert core ls^2s^ has been omitted for conciseness




Table II. Energy splittings^, A E (a.u.) and
oscillator strengths, f in the length, fL and velocity,
fv approximations for Sodium. The figure in square
brackets is the power of 10 by which the number is
multiplied.
Transition E (a.u.) fL fv f
Theory Exp^
3s-3p 0.792[-l] 0.773[-l] 1.006 0.982 0.982
3s-4p 0.134 0.138 0.566[-1] 0.317[-1] 0.142 [-1]
3s-5p 0.179 0.270[-1] 0.366[-1]
3s-2p5 3s2 1.243 0.506[-1] 0.377[-1]
3s-2p5 3p2 1.572 0.919[-3] 0.528[-3]
3s-2p^ 4s2 1.714 0.443[-4] 0.148[-4]
4s-3p
4s-4p
0.370[-l] 0.400[-l] 0.219 0.109
0.181[-1] 0.206[-l] 1.266 1.258
5s-3p 0.722[-l] 0.402[-1] 0.176[-1]
5s-4p 0.171[-1] 0.598 0.212
5s-5p 0.275[-l] 2.083 1.970
The entries under column f are from Wiese et al®.
CHAPTER III
Results
3.1 Computation of Cross Sections
Some computer programs have been developed to solve the
close-coupling equations (2-11). A review of some of the
computational methods was presented by Burke and
Seaton^l.
In the early 1970's Seaton and colleagues developed two
sophisticated computer programs which allow many
configurations to be retained in the close-coupling
expansion and which include configuration-interactions in
the description of the target wave functions. One of these
programs which solve the integro-differential equations
(2-11) by a linear algebraic method is called
IMPACt12-14^ other program, which is much faster and
may be used when a weak coupling situation prevails is
based on a distorted wave approximation^2^ Burke, Robb
and colleagueshave developed a program RMATRX which
is based on the R-Matrix method of nuclear physics^^.
Henry and colleagues20~21 have developed a non-iterative
integral equation method (NIEM)20-21 which is based on
the work of Sams and Kouri22.
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The above methods have replaced standard numerical
techniques such as Numerov^^ or de Vogelaere^^ which
were used to solve coupled sets of integro-differential
equations^^"^^.
However, these standard methods and others are still used
for solution of a single (integro-) differential equation.
For example, Numerov^S is used to obtain the Green's
function required in NIEM, RMATRX uses the de Vogelaere
method24 to obtain numerical orbital functions necessary
to construct basis states, and IMPACT uses a Fox-Godwin
technique^^ or a fourth-order Runge-Kutta method^S in
the asymptotic region. The four methods for solving sets
of integro-differential equations have the following
advantages and disadvantages. Standard numerical
techniques were judged to be inadequate due to limitations
of speed. Programs IMPACT and RMATRX are particularly well
suited for those electron-atom problems in which the
excited states are well resolved. Otherwise, in IMPACT too
many mesh points have to be used and, in RMATRX, too many
basis functions have to be used to span the space. Program
NIEM does not suffer from this limitation, thus, it may be
more useful for calculations involving diffuse excited
state cases. However, in NEIM, each additional exchange
term or correlation function generates another
inhomogeneous equation which has to be solved.
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Thus, the computing time increases rapidly for NIEM.
Neither IMPACT nor RMATRX are hindered much by exchange or
correlation functions due to the fact that these programs
write exchange integrals in terms of known functions.
The coupled integro-differential equations which arise
in our close-coupling approximation were solved using
NIEM. In NIEM, the coupled integro-differential equations
and solutions are written in terms of Green's functions.
For orbital radial r £ 17.5 aQ, exchange contributions
are included and each exchange term yield an additional
inhomogeneous equation which has to be solved. The method
propagates solutions outward from the origin with only one
matrix inversion required at r = 17.5 ao to obtain a set
of coefficients. Beyond r = 11.5 a.Q, only a homogenous
solution of coupled integral equations is required.
In astrophysics, fusion and other applications a
quantity called the collision strength, (i,f) is
used extensively. It is related to the excitation cross
sections a(i ^ f) (measured in units of it ao^) by:
^(i,f) = W.K? a(i ^ f) (3-1)
1 1
where is the energy (in Rydbergs) of the incident
electron relative to the lower state i, and Wi is the
statical weight of the lower atomic state. For L-S
coupling, is given by [(2Si + 1) {2Li + 1)].
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We introduce the parameter X, the energy in threshold
units, defined by :
X = K? / AE.. =
1 if 4 / (Ef-E.) (3-2)
where Eff is the excitation energy (in Ryd.) for the
transition from the level with energy Ei to the level
with energy Ef.
In astrophysical or laboratory plasmas the quantity of
interest is the rate coefficient < va > , where v is the
electron velocity and the average is over a Maxwellian
distribution. The rate coefficient for de-excitation is
given by (Ej^ > Ef) ;
qfi(T^)







Y{f^i|T )=/ fl(i,f)exp[-AE. X|(KT^)]d[AE..X|(KT )]“ 0 IX © It © (3-4)
where kTg is in Ryd. and Tg is the electron
temperature.
3.2 Cross Sections
In Table III we present excitation cross sections
for the transitions from the target state No. 1 {3s ^s)
to the jth target state, where j = 1, 2, 3, 4. Table IV
gives the results for the corresponding transitions to the
states.
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We also present the plots of partial cross sections a. . as
11
a function of L in Figs. 1-4, and the plots of total cross
sections a as a function of energy in Figs. 5-6 for the
transitions to the states. Figs. 7-10 and Figs. 11-12
give the corresponding plots for the transitions to the
states.
The cross sections in Figs. 1-6 were obtained by
coupling the states 2p53s4s, 2p53s3d and 2p53s4d
together along with the ground state in a 4 CC
approximation. Those in Figs. 7-12 were obtained by
coupling together the states 2p53s3p, 2p53s4p and
2p^3p2 along with the ground state also in a 4 CC
approximation. j ^ Figs. 1-4 and Figs. 7-10,
where j = 1, 2, 3, 4 and a ( in Figs. 5-6 and
2
Figs. 11-12 represent short forms of units of ira^ )
and a (in units of tt / respectively and transitions
from the ground state.
In Figs. 1-4, we show the partial cross sections as a
function of L for the ^ transitions at 3.5 Ryd.,
5.5 Ryd. and 10.0 Ryd.. Figs. 2-3 show partial cross
sections which peak at about L = 3, whilst in Fig. 1, the
peak cross section occurs at L = 2. For all the energies
in Fig. 4, the largest partial cross section is at L = 0.
The 3.5 Ryd. and 5.5 Ryd. partial cross section curves have
minima at L = 2 and maxima at L = 0 and 3.
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The 10.0 Ryd. curve has minima at L = 1 and L= 3, whilst
the maxima occur at L = 0, 2 and 5. The peak value of the
partial cross sections diminishes with increasing L. At
higher energies the decrease in partial cross sections is
more gradual with increasing L.
In Figs. 5-6, we show the computed cross sections for
transitions. The cross section in Fig. 5
decreases with increase in incident electron energy; the
largest cross sections occur at very low incident electron
energies. Fig. 6 shows that the peak cross section occurs
near threshold, with the ‘^14 f '^13 and '^12 peaks
closer in this order.
In Figs. 7-10, partial cross sections are plotted as a
function of L for the ^3 4s transitions at 3.5 Ryd.,
5.5 Ryd. and 12.0 Ryd.. Fig. 7 shows that the peak cross
section occurs at L = 2 for all three energies, whilst in
fig. 10, the peak is at L = 2, except for the energy 12.0
Ryd., where it is at L = 3. The peak values of the partial
cross sections in Figs. 8-9 occur at L = 2, except for the
energy 3.5 Ryd.# where the peak is at L = 1. In all four
figures, the peak value of partial cross sections
diminishes with increasing energy. We note that at lower
energies the contributions from higher partial waves
decrease rapidly with increasing L. At higher energies the
decrease in partial cross sections is more gradual.
22
In Figs. 11-12, the cross section is inversely proportional
to the incident electron energy, and the largest cross
sections occur at very low energies.
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Table III. Cross Sections for the Transitions
2s ^
j is the cross section for the transition from the
target state No. 1 (3s 2s) to the jth target state, where
j = 1. 2, 3, 4.
Energy
( Ryd.)
^11 ^12 ^13 ‘^14
3.0 4.65751 2.7442E-05 1.8186E-05 1.1774E-05
3.5 4.27728 7.7982E-04 5.9861E-04 2.5037E-04
4.0 4.30942 7.7656E-04 5.8902E-04 1.2458E-04
4.5 3.86325 5.3144E-04 4.0467E-04 1.3284E-04
5.5 3.68143 3.2752E-04 1.8036E-04 7.4749E-04
6.0 3.56089 2.1892E-04 1.2573E-04 4.3699E-05
6.5 3.37162 2.0095E-04 1.1488E-04 5.0761E-05
7.5 3.19637 1.1471E-04 5.9386E-05 2.2854E-05
8.0 3.06302 9.9936E-05 4.9034E-05 2.2854E-05
8.5 2.96582 7.5010E-05 3.8141E-05 2.0860E-05
10.0 2.72396 4.6730E-05 2.1343E-05 1.3911E-05
12.5 2.24970 2.3659E-05 7.4469E-06 7.6881E-06
15.0 2.06012 1.2874E-05 4.9477E-06 4.3556E-06
Table IV Cross Sections for the Transitions











12.0 2.3755 • 1.8911E-05
15.0 2.0521 1.0248E-05




















Fig. 1 Partial cross sections as a function of L
2 4
for the transition S -»■ P at three collision energies.
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Fig. 2 Partial cross sections a^2 a function
2 4
of L for the transition S P at three collision
energies.
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Fig. 3 Partial cross sections ^ function of L
2 4 ■ .
for the transition S ->• P at three collision energies.
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Fig. 4 Partial cross sections 0^^ as a function of L
2 4for the transition S ->■ P at three collision energies.
a(Tia
2 4Fig. 5 Cross sections a as a function of Energy for the transition S P.
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2 4
the transition S P.
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Fig. 7 Partial cross sections a as a function of L
for the transition ->■ at three collision energies.
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Fig. 8 Partial cross sections as a function of L
2 4
for the transition S ^ S at three collision energies.
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Fig. 9 Partial cross sections a function of L
2 4 . .
for the transition S -»■ S at three collision energies.
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Fig. 10 Partial cross sections as a function of L
2 4
for the transition S -*■ S at three collision energies.
3 5 7 9 II
Energy (Ryd.)
2 4
for the transition S ->■ S.Fig.11 Cross sections o as a function of energy
a(ira
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Fig. 12 Cross sections cr as a function of Energy for the




The two factors having the greatest effect upon the
reliability of the calculated cross sections are the
accuracy of the target wave function and the number of
states included in the close-coupling expansion. Near
equality of the length and velocity forms of the optical
oscillator strengths is often a criterion for gauging
the accuracy of the target wave functions. Resonance
transitions have large oscillator strength values compar¬
ed to other transitions. We note that this criterion was
not achieved for certain transitions. Nevertheless, we
believe that the target wave functions we constructed and
employed to obtain the cross sections are sufficiently
accurate to give reliable results for the calculated
cross sections.
The ground state 2p®3s consisted of seven configu¬
rations composed of 2p®ns (n=3-5) and 2p53s np (n=3 and 4)
terms while the excited and states were derived
respectively from 2p53s3p, 2p53s4p and 2p53p2 terms and
2p53s4s/ 2p53s3d and 2p53s4d terms. The orbitals 3s/ 3p,
3d, 4s, 4p and 5p were generated such that the resonance
oscillator strengths in the length and velocity formula-
tions are almost the same and are consistent with the
accepted values. Apparently, these orbitals are not
sufficiently accurate to insure the equality of fL and fy
37
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for the innershell transitions: their f-values are none¬
theless small by comparison with the resonance values.
A test of the reliability of the calculated cross
sections is comparison with measurements.
At present only the measurement and calculation of
the energy levels of the quartets are available. It is
hoped that the present calculation will inspire the
measurement of cross sections for the and excita¬
tions. The addition of more configuration which include
higher orbitals may improve the equality of fj^ and fy.
However/ until measurements and other calculations are
performed for the cross sections such heavy computation
which is characteristic of such calculations may not be
warranted.
In conclusion/ we have used a four-state close¬
coupling approximation to obtain electron collision
cross sections for some core-excited quartet states
and in Na I. The L and energy dependence of some
cross sections for and ^P have also been studied. The
cross sections for the transition 2p®3s 4p
comparable in magnitude and go through a maximum near
threshold. As the electron energy increases/ these
cross sections decrease monotomically. The cross
sections are generally greater than the corresponding ^P
results in magnitude and generally follow the expected
behavior.
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