Abstract. In this work we firstly study some important properties of fractional calculus for interval-valued functions and introduce the concepts of upper and lower solutions for intervalvalued Caputo fractional differential equations. Then, we prove an existence result for intervalvalued Caputo fractional differential equations by use of the method of upper and lower solutions. Finally several examples will be presented to illustrate our abstract results.
INTRODUCTION
Let R.I / be the set of nonempty bounded, closed interval of R. The main purpose of this paper is to introduce and investigate the following interval-valued differential equation with fractional derivative operator of Caputo type ((IVCFDE), for short):
.I V CFDE/ C Dt x.t / D f .t; x.t //; t 2 J WD OE0; T ; x.0/ D x 0 ; (1.1)
where 0 <˛Ä 1, C Dt stands the Caputo fractional derivative for interval-valued functions (see Definition 14 below), x W J ! R.I / , f 2 C.J R.I /I R.I // and x 0 2 R.I /, which will be be specified in Section 4. Interval analysis was introduced as an attempt to handle interval (nonstatistical, non-probabilistic) uncertainty which appears in many mathematical or computer models of some deterministic realworld phenomena. The development has experienced a long historical time. The first celebrated monograph which mainly dealt with interval analysis was written by Moore [34] . With this monograph, it began a new era of applications to error analysis for digital computers and engineering problems. For more details, please, see [3, 12, 15, 25, 33, [35] [36] [37] and the references therein. Based on interval analysis, the concepts of integral and Hukuhara derivative (Hderivative, for short) for set functions were introduced by Aumann [5] and Hukuhara usual interval operations, i.e., well-known as Minkowski addition and scalar multiplication, are defined as follows
and
OE a L ; a U if > 0;
respectively. Particularly, when D 1, which has
So, the Minkowski difference can be written as
In fact, based on Minkowski addition and scalar multiplication, R.I / merely constructs a quasi-linear space (more detail ones can refer to Markov [33] and Schneider [40] ). For A D OEa L ; a U 2 R.I /, we define kAk WD maxfja L j; ja
Then, it is easily to get that k k is a norm of quasi-linear space R.I /, and therefore .R.I /; C; ; k k/ is a normed quasilinear space. At the same time, the HausdorffPompeiu distance H W R.I / R.I / ! R C WD OE0; 1/ will be defined by Indeed, it is obviously that the Hausdorff metric H is associated with the norm k k by kAk D H .A; f0g/. Moreover, it follows from Li, Ogura and Kreinovich in [17] , which knows that .R.I /; H / is a complete, locally compact and separable metric space. For any A 2 R.I /, it can be seen A C . A/ ¤ 0 in general, thus the opposite of A is not the inverse of A with respect to the Minkowski addition unless A D fag is a singleton. To partially overcome this situation, the Hukuhara difference (or H-difference see c.f. [10] ) has been introduced as a set C , for which is A « B D C if and only if A D B C C . The most important property of « is that A « A D f0g; 8A 2 R.I / and .A C B/ « B D A; 8A; B 2 R.I /. Despite, the H-difference is unique, but it does not always exist, for example A D OE1; 2; B D OE0; 4, it is impossible C D OE1; 2. In order to solve this problem, the generalized Hukuhara difference is proposed in recently.
Definition 1 ( [33, 41] ). The generalized Hukuhara difference (or gH-difference) of two intervals A D OEa L ; a U ; B D OEb L ; b U 2 R.I / is defined as follows
Hence, for any A; B; C 2 R.I /, it has
and H .A; B/ D kA « gH Bk. Now, we shall recall some properties of gH-difference.
Proposition 1 ( [32, 41] ). Let A; B; C; D 2 R.I /,˛;ˇ2 R and denote
Then the following results hold
The function f W OEa; b ! R.I /, which defined on OEa; b, is named to be an intervalvalued function, i.e., f .t / is a closed interval in R for each t 2 OEa; b and can also be written as f .t / D OEf L .t /; f U .t /, where f L and f U are two real valued functions defined on OEa; b which satisfied f L .t / Ä f U .t / for every t 2 OEa; b. In addition, an interval-valued function f is called to be w-monotone, if real valued function 
Thus f is continuous if and only if f L and f U are both continuous.
Definition 3 ([41]
). Let f; g W OEa; b ! R.I / be two interval-valued functions, then we define the interval-valued function f « gH g W OEa; b ! R.I / by
Remark 2. By above definitions, we know that if there exist lim
Besides, it is well-known that if f and g are two continuous interval-valued functions then f C g, f; 8 2 R and the single-valued function w.f .t // are continuous also (more details we can refer to [32] ).
Let C.OEa; bI R.I // be the set of continuous interval-valued functions from OEa; b into R.I /. Then C.OEa; bI R.I // is a complete metric space with respect to the metric
where f; g 2 C.OEa; bI R.I //. Definition 4 ( [32, 41] ). Let f W OEa; b ! R.I / be an interval-valued function and t 0 2 OEa; b. We define f 0 .t 0 / 2 R.I / (provided it exists) as
The f 0 .t 0 / is called the generalized Hukuhara derivative (gH-derivative, for short) of f at t 0 2 OEa; b. Also, we define the left gH-derivative f 0 .t 0 / 2 R.I / (provided it exists) as
and the right gH-derivative f
Saying that f is generalized Hukuhara differentiable (gH-differentiable, for short) on OEa; b if f 0 .t / 2 R.I / exists at each point t 2 OEa; b. At the end points of OEa; b only one sided gH-derivatives would be considered. The interval-valued function f 0 W OEa; b ! R.I / is then called the gH-derivative of f on OEa; b.
Next, let us recall some important properties about gH-differential of intervalvalued functions.
If the real valued functions f L and f U are both differential at t 2 OEa; b, then f is gH-differential at t 2 OEa; b and
Theorem 2 ( [32, 41] ). Let f W OEa; b ! R.I / be gH-differentiable on OEa; b. Then for all C 2 R.I / and for all 2 R, the interval-valued functions f C C , f « gH C and f are gH-differentiable on OEa; b, where H .f n .t /; f .t // D 0; for a.e. t 2 OEa; b:
Also, both f L and f U are measurable and Lebesgue integrable on OEa; b. Then, we defined the Lebesgue integral of f by 
Let AC.OEa; bI R.I // denote the set of all absolutely continuous interval-valued functions from OEa; b into R.I /. The following theorem gives us a necessary and sufficient condition for absolutely continuous interval-valued functions. 
FRACTIONAL CALCULUS FOR INTERVAL-VALUED FUNCTIONS AND PARTIAL ORDER RELATIONSHIP
In this section, we will discuss the properties of fractional calculus for intervalvalued functions. J will be denoted as J DW OE0; T .
Definition 9 ( [14, 39] ). Let 2 L 1 .J I R/. The Riemann-Liouville fractional integral of order˛> 0 for is defined by (provided it exists)
where is the well-known Gamma function.
In this paper, we denote
thus is, thus is,
Remark 4. In particular, when˛D 1 and 2 AC.J I R/, then it has
In the sequel, we denote L p .J I R.I // the set of all interval-valued functions f W J ! R.I / such that the real function t 7 ! kf .t /k belongs to L P .J I R/. In fact, we readily get from [17] that L p .J I R.I // is a complete metric space with respect to the metric H p defined by H p .f; g/ WD kf « gH gk p for any f; g 2 L p .J I R.I //, where
Now, the definition of Riemann-Liouville fractional integral for the interval-valued functions will be given.
that is,
Remark 5. In fact, operator It has good properties, such as (more details ones can refer to c.f. [28] thus is,
Remark 6. In this paper, we denote
˛f .s/ds; for all t 2 J:
Hence, it knows from [28] that if f 2 C.J I R.I //, then f 1 ˛i s absolutely continuous and
2 .0; 1, exists a.e. t 2 J . The interval-valued Caputo fractional derivative (or Caputo gH-fractional derivative) of order˛2 .0; 1 is defined by (provided it exists)
Next, the following partial ordering LU will be introduced (see, Inuiguchi and Kume in [11] ; Wu in [44, 45] ).
Also It can be written as A LU B if and only if
thus is,
(ii) We say that f LU g if and only if
In the sequel, A LU B also means B LU A. In fact, by the definition of LU , the following lemmas can be obtain 
Lemma 2. Let f; g 2 C.J; R.I // be two interval-valued functions with f LU g, i.e., f .t / LU g.t / for each t 2 J . Then, for each˛2 .0; 1 we get It f .t / LU It g.t /; for any t 2 J:
Proof. By the definition of It , it has
Besides, it is immediate from item (iv) of Lemma 1 that for each˛2 .0; 1 it concludes It f .t / LU It g.t /; 8t 2 J . Proof. For each˛2 .0; 1, which has
By the assumptions and Lemma 2, which deduce
i.e., for every˛2 .0; 1,
By the definition of Hukuhara difference, we obtain
It follows from (3.4) that
Which means that for each˛2 .0; 1 it has A « . 1/ It f .t / LU A « . 1/ It g.t /, 8t 2 J . Lemma 4. Let ff n g C.J I R.I // and g 2 C.J I R.I //. Assuming that ff n g satisfies f n LU g; 8n 2 N; and f n .t / converges to f .t / in R.I / for each t 2 J , then which has f LU g.
Proof. For each n 2 N, because of f n LU g then for all t 2 J we have
Due to for all t 2 J , f n .t / ! f .t / in R.I / as n ! 1, this implies
Thereby, it can easily get for each
That means f LU g. Now the concept of monotone sequences will be introduced.
Definition 16. Let ff n g be an interval-valued functions sequence. The sequence ff n g is said to be (i) nondecreasing sequence iff, f n LU f m ; for any m nI
(ii) nonincreasing sequence iff, f m LU f n ; for any m nI (iii) monotone sequence it is nondecreasing sequence or nonincreasing sequence.
Lemma 5. Let ff n g C.J I R.I // be a monotone sequence. If it has a subsequence which convergent to f 2 C.J I R.I //, then ff n g converges to f in C.J I R.I // and f n LU f if ff n g is nondecreasing;
f LU f n if ff n g is nonincreasing:
Proof. According to the hypothesises, assuming that there is a subsequence ff n k g of ff n g convergent to f . Then, for any > 0 there exists a k 0 2 N such that
Because ff n g is monotone. Hence, real valued function sequences ff L n .t /g and ff U n .t /g have the same monotonicity in R. However, using the condition of (3.5), we know that for each
Which means that f L .t / and f U .t / are supremum of ff L n .t /g and ff U n .t /g, respectively, provided ff n g is nondecreasing; however if ff n g is nonincreasing then f L .t / and f U .t / are both infremum of ff L n .t /g and ff U n .t /g (depending on the nondecreasing or nonincreasing character of the sequence, see [43] ). Besides, for any n 2 N we can find k 2 N such that
That implies for each n 2 N f n LU f if ff n g is nondecreasing;
On the other hand, for each m 2 N such that m > n k 0 (see (3.5)) we have
f LU f m LU f n k 0 if ff n g is nonincreasing:
So, it follows from (3.5) that
This concludes that ff n g converges to f in C.J I R.I //.
MAIN RESULTS
In this section, we shall investigate the existence of solutions for (IVCFDE) (1.1). To do so, the existence of solutions for interval-valued fractional integral equation (IVFIE, for short) will be considered firstly
by method of upper and lower solutions. In particularly, if x 2 C.J I R.I // is w-increasing then (4.1) can be written as (4.2). On the other hand, (4.1) also can be written as (4.3), when x 2 C.J I R.I // is wdecreasing.
Now the definition of upper and lower solutions for problem (4.1) will be given, which plays an essential role in this paper.
Definition 17. Let .x 1 ; x 1 / 2 C.J I R.I // C.J I R.I // and .x 2 ; x 2 / 2 C.J I R.I // C.J I R.I // be two pair given functions. It says that (i) x 1 and x 1 are upper and lower solutions of the type I for problem (4.1), respectively, if .s//ds are well-defined for each t 2 J . Definition 18. Let .x 1 ; x 1 / and .x 2 ; x 2 / be a pair of upper and lower solutions of the type I and type II for problem (4.1), respectively. The admissible sets U 1 and U 2 of solutions for problem (4.1) governed by .x 1 ; x 1 / and .x 2 ; x 2 / respectively, which are defined as U 1 WD x 2 C.J I R.I // W x 1 LU x LU x 1 and x is a type I solution of (4.1) ; U 2 WD x 2 C.J I R.I // W x 2 LU x LU x 2 and x is a type II solution of (4.1) :
Based on the partial ordering LU , we now consider the concepts of maximal and minimal solutions in admissible sets U 1 and U 2 .
Definition 19. Let admissible sets U 1 and U 2 be governed by .x 1 ; x 1 / and .x 2 ; x 2 /, respectively. It says that (i) x W J ! R.I / is a solution of (4.1) depended on .
, if
Then, we illustrate the existence of solutions for (4.1) delimited by a pair of upper and lower solutions. .A 1 / There exists a pair of upper and lower solutions .x 1 ; x 1 / of type I for problem (4.1) such that
.t / ! R.I / is nondecreasing for all t 2 J , i.e. for any A; B 2 R.I / with A LU B then f .t; A/ LU f .t; B/ for all t 2 J . .A 2 / There exists a pair of upper and lower solutions .x 2 ; x 2 / of type II for problem (4.1) such that
which is also the sequences satisfied Hence, obtain that for each t 2 J
.t s/˛ 1 f .s; y n 1 .s//ds;
Due to the nondecreasing property of f and y n 1 LU y n , then we apply Lemma 1 and Lemma 2 again to obtain by (4.5)
By the same arguments, one implies that y 0 LU´nC1 LU´n LU´0 , for each n D 0; 1; 2; .
To finish the proof of this claim, we need to show y n LU´n , for all n 2 N. The induction can also be used to prove this conclusion. When n D 0, it is obvious x 1 D y 0 LU´0 D x 1 thanks to .A 1 /. So, assuming that y n LU´n : (4.6)
Then, by the definitions of y nC1 and´n C1 , It has
Similarly, we obtain
because f is nondecreasing with respect to the second variable and (4.6). Consequently, the proof of claim finished.
Claim 2. fy n g and f´ng are relatively compact in C.J I R.I //.
By Claim 1 and the continuity of f , we know that fy n .t /g and f´n.t /g are both bounded in R.I / for each t 2 J . Then, it deduces that there exists a constant M f > 0 such that for each n 2 N and t 2 J H .f .t; y n .t //; f0g/ Ä M f ; H .f .t;´n.t //; f0g/ Ä M f :
For each n 2 N and 8t 2 J , we have the following estimate
which means that fy n g is uniformly bounded. In addition, for any t 1 ; t 2 2 J , without loss of generality we assume t 1 Ä t 2 , then calculate
This means that fy n g is equicontinuous in C.J I R.I //. Therefore, utilizing ArzelaAscoli Theorem (see [46] ) it concludes that fy n g is relatively compact in C.J I R.I //. Similarly, we can also get that f´ng is relatively compact in C.J I R.I //. By virtue of Claim 1 and Claim 2, it knows that fy n g and f´ng are monotone and relatively compact. Thereby, applying Lemma 5 that fy n g and f´ng are two Cauchy sequences, i.e., there exists continuous functions x L and x M such that fy n g and f´ng converge uniformly to x L and x M in C.J I R.I //, respectively. Hence, we readily obtain for each t 2 J
Also, according to Lemma 4 and Lemma 5, it has x 1 LU x L LU x M LU x 1 , i.e., x L ; x M 2 U 1 . Furthermore, we get that x L and x M are minimal and maximal solutions in U 1 , respectively. Assuming that x 2 U 1 then, it has
Since f is nondecreasing, then using the similar methods, we obtain y 1 LU x LU´1 . So, that inducts
Taking limits as n ! 1 into (4.8), one yields
That finishes the proof, when .A 1 / is satisfied. By the same arguments of the previous part, we assert that
Following the same trend above in addition to Lemma 3 to prove the theorem.
Theorem 5. Let f W J R.I / ! R.I / be a continuous interval-valued function. Then a w-monotone interval-valued function x 2 C.J I R.I // is a solution of (IVFIE) (4.1) then it also satisfies (IVCFDE) (1.1).
Proof. Let x 2 C.J I R.I // be a w-monotone solution of (IVFIE) (4.1), then it can be written as
By the continuity of f , we easily get that f L .t; x.t // and f U .t; x.t // are both continuous. Then, t 7 ! It f L .t; x.t // and t 7 ! It f U .t; x.t // are absolutely continuous on J , i.e., It f .t / is absolutely continuous by Proposition 2. Hence, it has x.0/ « gH x 0 D 0, thus is x.0/ D x 0 . Since x is w-monotone on J then it follows from [7, Lemma 1] that x.t / « gH x 0 is w-increasing on J . Therefore t 7 ! It f .t; x.t // is also w-increasing and It f .t; x.t // D OEIt f L .t; x.t //; It f U .t; x.t //; 8t 2 J: On the other hand, applying Theorem 2 it directly obtains that This means that x 2 C.J I R.I // is a solution of (IVCFDE) (1.1).
Now, we denote U as the solution set of (IVCFDE) (1.1).
Theorem 6. Assuming that the same hypothesises as in Theorem 4 hold. If, in addition, t 7 ! It f .t; x.t // is w-increasing, for each x 1 LU x LU x 1 (or x 2 LU x LU x 2 ). Then, it has U 1 Â U (or U 2 Â U ), thus is (IVCFDE) (1.1) has at least one w-monotone solution.
Proof. By the assumptions, if .A 1 / is satisfied, then we know that U 1 ¤ ¿. For any x 2 U 1 , thus is
Hence, it calculate
Therefore, x is w-increasing, because t 7 ! It f .t; x.t // is w-increasing, for each x 1 LU x LU x 1 . Consequently, applying Theorem 5 we conclude that x is also a solution of (IVCFDE) (1.1). This means U 1 Â U . Similarly, when .A 2 / holds, we also get that for each x 2 U 2 , x is w-decreasing. So, applying Theorem 5 again, it implies U 2 Â U .
NUMERICAL EXAMPLES
In this section, we mainly use foregoing analysis to present some simple examples to solve the interval-valued Caputo fractional differential equation. . In this probelm, we just discuss
By the form of f , we readily get f is continuous and nondecreasing in B 1 with respect to the second variable. Also, x 1 LU x 1 , this means that all conditions of .A 1 / in Theorem 4 are satisfied. So, it constructs the sequences fy n g and f´ng as follows
By Theorem 4, it knows that y n ! x L in C.OE0; 0:5I R.I // and´n ! x M in C.OE0; 0:5I R.I //. In fact, may calculate that
However, w.x.t // D 1 C t t 2 is w-increasing on OE0; 0:5 then by Theorem 5, we conclude that x is a solution of (5.1). Moreover, by applying the numerical scheme described in the previous processes, we obtain Fig. 1 and Table 1 .
Example 2. Consider the following interval-valued Caputo fractional differential equation 
We may verify that all condition of .A 2 / in Theorem 4 also hold. Consequently, it constructs the sequences fy n g and f´ng as follows It directly calculate that y n ! OEt; t 2 C 1 and´n ! OEt; t 2 C 1. So, x.t / D OEt; t 2 C 1 is a solution of (5.4). Besides, w.x.t // D 1 C t 2 t is w-decreasing, then applying Theorem 5 again to obtain that x is also a solution of (5.3). In addition, we also obtain Fig. 2 and Table 2 . 
