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Дано определение и найдена структура обратного оператора перехода метода наискорей-
шего спуска. Построено множество особых точек прямого оператора перехода. Показано, 
что оно представляет собой объединение счетного числа непустых попарно непересекаю-
щихся поверхностей класса гладкости C , получаемых из некоторых многогранников при 
помощи обратного оператора перехода. 
 
Ключевые слова: метод наискорейшего спуска, оператор перехода, асимптотическая ско-
рость сходимости, возвратные операторы, множество вырождающихся точек. 
 
REGARDING THE TRANSITION OPERATOR OF THE STEEPEST DESCENT 
 
P.F. Zhuk, A.A. Musina  
 
National Aviation University 
 
The definition and found of the reverse transition operator of steepest descent are presented. Sin-
gular set of the direct transition operator method is constructed. It's demonstrated that it is the un-
ion of countable number of non-empty disjoint surface by the C  smoothness class, which are 
derived from some of the polyhedra by means of the revers transition operator. 
 
Key words: method of steepest descent, the transition operator, rate of convergence, recurrent op-
erators, set of degenerating points.  
 
1. Введение 
 Метод наискорейшего спуска является одним из наиболее известных методов опти-
мизации и решения операторных уравнений. Он является также основой для многих ите-
рационных методов вариационного типа. Такие методы имеют нелинейные операторы 
переходов, а их скорость сходимости существенно зависит от начального приближения. 
 Несмотря на многочисленные публикации, посвященные этим методам (см., напр., 
[1-4]), зависимость их скорости сходимости от начального приближения математически 
изучена лишь в простейших случаях (так, например, скорость сходимости известного 
метода Barzilai-Borwein [5] удалось математически обосновать только в двумерном слу-
чае). Более того, трудности возникают уже при постановке задачи, поскольку под скоро-
стью сходимости итерационного процесса обычно понимают оценки нормы оператора 
перехода. 
 В [6-8] было показано, что метод наискорейшего спуска для линейных задач обла-
дает специфическим асимптотическим поведением, на основе которого может быть ес-
тественным образом определено понятие асимптотической скорости сходимости метода 
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как функции от начального приближения. Изучение этой функции представляется, на 
наш взгляд, весьма актуальным; например, интересны вопросы: 
 а) каковы области непрерывности и дифференцируемости асимптотической скоро-
сти сходимости? 
 b) какова структура множества начальных приближений с заданным значением 
асимптотической скорости сходимости? 
 c) существуют ли значения асимптотической скорости сходимости, для которых 
мера Лебега указанного в b) множества отлична от 0? 
 При решении указанных вопросов возникает необходимость в исследовании диф-
ференциальных свойств и особенностей прямых и обратных операторов перехода мето-
да наискорейшего спуска, чему и посвящена данная работа. 
 Для удобства изложения вводится понятие оператора перехода метода наискорей-
шего спуска в симплексной форме. Дано определение и найдена структура обратного 
оператора перехода метода. С помощью этого обратного оператора построено множест-
во особых точек прямого оператора перехода метода. Показано, что оно представляет 
собой объединение счетного числа непустых попарно непересекающихся поверхностей 
класса гладкости C , получаемых из некоторых многогранников при помощи обратного 
оператора перехода. 

 Отметим, что рассмотренные в данной статье вопросы ранее, по-видимому, не изу-
чались. 
 
2. Постановка задачи 
 Пусть  – конечномерное действительно гильбертовое пространство со скаляр-
ным произведением  и нормой 
H
( , )u v ( , )u u u , а  – линейный самосопря-
женный и положительно определенный оператор, спектр которого состоит только из 
простых собственных значений (последнее предположение не принципиально, но упро-
щает формулировку результатов). 
:A H H
 Метод наискорейшего спуска решения операторного уравнения , или, что 
тоже самое, минимизации квадратичного функционала 
Au f
, ) ( ,u u f( ) 0,5( )F u A u   в про-
странстве , задается рекуррентным соотношением H
       k=0,1,...,                                        (1.1) ( 1) ( ) ( ) ,k k ku u w
    k
H fгде  – произвольное начальное приближение, (0)u  k kw Au   – невязка на -й 
итерации, а итерационный параметр 
k
k  выбирается из условия минимума величины 
функционала  и равен ( 1) ( 1) ) ( 1)( ) 0.5( ) ( ,k k kF u Au u f u   ( 1, )k
 
2( )







.                                                                                                       (1.2) 
 Метод наискорейшего спуска обладает асимптотическим свойством (см. [8]): если 
первое приближение  не является точным решением  уравнения (1.1), то сущест-
вует последовательность 
(1)u *u
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    (0) ( 1) * ( ) *( ) ( ) ( ) / ( ) ( )k kk u F u F u F u F u    ,        0,1, ,k    
которая монотонно не убывает и сходится. Обозначим через  ее предел и опре-







(0 ) (1) *
, ,
( )






которую будем называть асимптотической скоростью сходимости метода наискорейше-
го спуска. 
 Основной задачей нашего исследования является изучение функции , в частно-
сти, структуры ее множества уровня (т.е. множества начальных приближений с задан-
ным значением асимптотической скорости сходимости). Оно опирается на инвариант-
ность функции V  относительно оператора перехода метода: , . 
При этом возникает необходимость в изучении свойств оператора перехода метода на-
искорейшего спуска, что и является основной задачей данной работы. 
V
0) )( ) (( ) (kV u V u 1,2,k  
 Используя формулы (1.1), (1.2), преобразуем оператор перехода к более удобному 
для исследования виду. Заметим, что , ( 1) ( ) ( )k k kw w Aw
    k (0) 1 (0)(u A w f 
k A
, следо-
вательно, достаточно рассмотреть оператор перехода E  
1 (0)( ))w f
, относительно которого 
инвариантна функция V w . Но функция V  однородна:  
 при ; поэтому достаточно рассмотреть оператор перехода для нормиро-
ванных невязок 
(0)( ) (V A   (0)( )V w 
(0)(V w  ) 0 
/kw kw
n
. Этот оператор отображает единичную сферу пространства  
в себя и может быть представлен в специальной симплексной форме. 
H
 Пусть , , i ie 1,2, , 1i  
1n 
1n
 – собственные значения в порядке возрастания и соот-
ветствующая им ортонормированная система собственных векторов оператора . Вы-




R  . 
 Обозначим через 1
1




S x x x x x i n

 
     
  
  стандартный сим-
плекс пространства nR , через 1 (1,0,...,0)S  , 2 (0,1,0,...,0)S  ,…, , 
 – его вершины, а через 
(0,...,0,1)nS 
1 (0,...,0)nS   1\{ ,...,S S S 1}nS   – симплекс S  без вершин. 
 Определим отображение :T S S   по формуле 
 x̂ Tx ,                                                                                                                          (1.3) 
где 1ˆ ˆ ˆ( ,..., ),nx x x  





















    , 
1( ,..., )nx x x , 1 11 ...n nx x x     T. Отображение , заданное формулой (1.3), расширим 
на весь симплекс S , полагая ,  i ni iSTS  1,2,..., 1  . 
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 Определенное таким образом отображение :T S S  будем называть оператором 
перехода метода наискорейшего спуска в симплексной форме. 
 Укажем связь этого оператора с итерационным процессом (1.1), (1.2). Пусть , 
 – последовательность невязок метода (1.1), (1.2), 
kw
0,1,...,k  ( 1) ( ) ,k kx Tx 
T
  – 




1n: \ 0R S   – 











  , 1,...,i n . Тогда, если , то (0)x (0)( )w 
    .                             (1.4) ( ) ( )( )k kx w  , 1, 2,...k 
 Соотношение (1.4) индуцирует функцию V на симплекс S ; при этом размерность 
пространства уменьшается на 1. Множество уровня асимптотической скорости на сим-
плексе S  инвариантно относительно оператора T; при его построении возникает необ-
ходимость в обращении оператора T. Определение и свойства обратного оператора T–1 
рассмотрены в п.2 данной работы. Оказывается, что на внутренности S симплекса S  
многозначное отображение T–1 распадается на n однозначных, бесконечно дифференци-
руемых ветвей 1jT
  без особых точек. Но оператор T , в отличие от операторов 1jT
 , име-
ет в S особые точки. Такими точками являются внутренние точки симплекса, которые 
оператор T преобразовывает в граничные точки симплекса (вырождающиеся точки). Они 
важны, поскольку являются также особыми точками асимптотической скорости метода 
(в них она может быть разрывной или недифференцируемой). Построению множества 
вырождающихся точек и изучению его свойств посвящен п.3 данной работы. Показано, 
что при n2 множество вырождающихся точек есть объединение счетного числа непус-
тых попарно непересекающихся (n–1)-мерных поверхностей класса гладкости C, полу-
чаемых из некоторых многогранников при помощи обратного оператора T–1. 
 
3. Возвратные операторы 
 В данном пункте рассматривается многозначный оператор T–1, обратный к опера-
тору . Пусть T 1( ,..., )ny y y  – произвольная точка симплекса S , 1 11 ...n ny y y     . 
По определению T–1y есть множество решений уравнения 
 .                                                                  (2.1) Tx y
 При 1{ ,..., }ny S S 1  решение (2.1), очевидно, единственно: x y  и . 
1 { }T y y 
 Пусть . Обозначим через 11 ... 1mi i n     1... mi iS  грань симплекса S  с вершина-
ми , через 
1
, ,iS  miS 1 1...i i 1
1
... , 0, 1,..., , 1
m m
m
i m i p p
p
S x x S S p m

            
  
  – 
внутренность этой грани, а через  – внутренность симплекса S S . 
 Предположим теперь, что 
1... mi i
y S S  . Пусть x  – произвольное решение урав-
нения (2.1). Исходя из определения оператора T , получаем систему равенств 
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 2( ( ) ) / ( )i i iy x x    x 1,..., 1i n,   .                         (2.2) 
m
Поскольку , то из (2.2) вытекает, что: 
1... mi i
y S
 1) при  справедливы соотношения 1{ ,..., }yi I i i 
 ,   ,   ,               (2.3) 0 ( ) ix  ix 
2( ) / ( ( ) )i i ix y x x   
 2) при  имеем yi I
 .                      (2.4) ( ( ) ) 0i ix x  
По определению ( )x  удовлетворяет уравнению 
 ,                                (2.5) 
1
1


















  . 








 ,                                                                                                               (2.6) 
которое назовем характеристическим. Это уравнение имеет, как нетрудно видеть, в точ-
ности  простых вещественных корней ( 1m )
[ 
1
 ,       .                                                                                (2.7) 
1
] ,
j jj i i
t

   1,..., 1j m
 Таким образом, множество  можно представить в виде 1T y












где  1 1 | ( )j jT y T y x x t     , . 1,..., 1j m 
 Зафиксируем j и определим строение множества  Возможны такие два случая: 1 .jT y

 1) ,          2) { ,  1,..., 1}j it i    n j pt   , где 1j ji p i   . 
 Рассмотрим первый случай. Обозначим 
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 ( ) 2( ) / ( )ji i jx y y t i  ,     ,     1,..., 1i n
1
( ) ( )
1








   ,    
 ( ) ( )j j 1,( ) ( ( ))i i nx y x y  ,      
( ) ( ) ( )( ) ( ) / ( )j j jx y x y y  .                                 (2.9) 
 Непосредственно проверяется, что 





i ix y S
( )( ( ))j jx y t  ,     
( ) ( )jTx y y .                  (2.10) 
 Следовательно, при  уравнение (2.1) имеет решение, соответствующее jt  j -му 
корню характеристического уравнения (2.6). Покажем, что оно единственно. 
 Предположим противное: существуют две различные точки 1, jx z T y
 . Так как 















   

 . 
Но тогда из (2.3) следует i ix z  для yi I  , т.е. x z  – противоречие. Таким образом, 
при  получаем равенство jt   1 ( jx ) ( )jT y y , где точка ( ) ( )jx y  определена по фор-
муле (2.9). 
 Во втором случае корню j pt    характеристического уравнения (2.6) соответству-
ет бесконечно много решений уравнения (2.1): 
 ( ) ( ) ( )( ) ( ) / ( )j j jx y x y y    ,      [0, [,                             (2.11) 
где  ( )( )
1,
( ) ( )jj i
i n














   , ( ) 2( ) / ( )j i j iix y y t   , 1, 1\{ }i n p  , 
( ) ( )jpx y   . 
 Непосредственно проверяется, что 
1 1
( )
... ...( ) ( ) j j m
j
i i pi ix x x y S    
( )( ( ))j
, , есть 




...0(0) ( ) m
j
i ix x y S  jx y t 
( ) ( )jTx y y,   для . [0, [
 Так же, как и в первом случае доказывается, что других решений, соответствую-
щих корню j pt   , уравнение (2.1) не имеет; следовательно, при  множество 




  ( ) ( ), [0,jx y [  , заданных фор-
мулой (2.11). 
 Сформулируем полученные результаты в виде теоремы. 
 Теорема 1. Пусть , а  – произвольная точка симплекса 1n  y S . Тогда, если iy S  
– одна из вершин симплекса S , то множество В противном случае 1 { }iT y S
  .  точка 
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y  является внутренней точкой некоторой грани 
1... mi i
S  симплекса S , множество 
{i1,...,im} содержит не менее 2 чисел, характеристическое уравнени (2.6) имеет в 





j i it    , 1,..., 1j m  , и множе-








  T y  1 ( ) ( )j  , если jT y x y корень jt  не является собственным 
значением оператора A  (  , 1,j it i    ..., 1n ), и  1jT y ( )j ( ), [x y 0, [   , если 
j pt    – собственное чки значение оператора A , а то
( ) ( )jx y , ( ) ( )jx y  вычис




ам (2.9), (2.11) соответственно. 
 Структура множества 1T y  сущест
формул
венно зависит от выбора  если 
y  принадлежит внутреннос  симплекса ти S S , то множество {1,..., 1}yI n 
венных корне
 и характе-
стическое уравнение (2.6) имеет в точности n  простых вещес й 




  .12)    (2
Тогда, в сил  1, имеем, что  1 ( ) ( ) ,  1,...,jx y S j n    , и jT y








.                                                                                       (2.13) 
Т S многозначное отображение T–1 распадается на n  одно-аки
значных ветвей, которые задаются операторами 1 :jT S S
  , 1,...,j n . 
 Под возвратными операторами будем понимать операторы 1jT







ничный оператор I, действующие на множестве S . Отметим, что множество ( )S S , 
т.е. 1( )jT S S
   – собственное подмножество множества S , поскольку сущест  вуют точки
x S о Tx S  (точка  такие, чт x  удовлетворяет этому ус овию тогда и только тогда, ко-
число 
л
гда ( )x  являетс собственным значением оператора A , т.е. 

я 
( ) 1ix i     ). Боле того, образы 1( )T S , 1,.., 1 ,..., n е j .,j n , множеств  попар-
 место 
 Теорема 2. Пусть 1n  , 
а S
но не . пересекаются Имеет
 1 1( )j jx T S  . Тогда 1( ( ))(T ( ))S ( ) |x 1,] [jT S  j j  , 
1,...,j n , а множества  1( )T S , 1,...,j nj  , 
кажем сначала
попарно не пересекаются. 
 Доказательство. П , что 1 1( ( )) ] , [о j j jT S

    , 1,...,j n .  Пусть 
1( )jx T S
 . Из формул (2.9), (2.10), (2.12) вытека 1[,j jyет, что ( )




1( ( )) ( ) ] , [поэтому 
( )j






      , что и требо
 Предположим 1( ) , 1,...,
валось показать. 
 теперь, что множества j n , могут попарноjT S  пересе-
каться, , например 1 1( ) ( )i jT S
     T S для некоторых i j . Тогда, очевидно, 
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1 1( )) ( ( )) ØjS T S
    и, в силу доказанн 1 1[ ] , [j j( iT
 ого выше, ] ,i i  
енности возвратных
     – проти-
воречие ■ 
 Рассмотрим далее  свойства и особ  опера-
м матрицы Якоби 1( , )
. 
 
торов. Для этого исследуе
дифференциальные
jJ y T
 , 1,...,j n , этих операторов в про-
извольной точке y S  (по определению 
, 1,
( , ) ( )i
j
F





    для произвольной диф-

), , (nx F x
  
))ференцируемой вектор-функции 1( ) ( (F x F  , где 1( , , )nx x x  ). 
 Теорема 3. П ь 1n  , 1уст jT
  – j -й , а 1( , )возвратный оператор jJ y T
  – его мат-
рица Якоби в точке y S . Тогда для любого 1,...,j n  и y S  справедливы утверж-
дения: 
 1. Оператор 1jT
  бесконечно дифференцируем на S , т.е. 1 ( , )
 2. 1
jT C S S
 . 
 Ранг матрицы ( , )jJ y T
  равен т.е. оператор n ,  1jT
  не имеет особых точек. 
 высших роизвод-
). 
 Доказательст . Покажем, что 1 1( , )jT C S S
   (существование  пво
ых дн оказывается аналогично Пусть 1jx T y
 . Исходя налитического задания 1jTиз а
  
(2 достаточно показать, что сущест рывны на S  производные /.9), вуют и непре j it y  , 
1,...,i n . Обозначим 
1 11 ...
1n




( ,..., , ) / ( )n i
i
y y t y t













    , / ( 1yто уравнение ( ,..., , ) 0ny t  , 
1( ,..., )
в силу теоремы о 
неявной фу относительно т.е. нкции, разрешимо t , j j nt t y y , причем /j it y    
/
iy t
C    ( )S , 1,...,i n  , что и требовалось доказ
 По определению 1
ать. 
jT
  – правый обратны  опера у T , т.е. TT 1j I
   
что он бес
нкции к про
й тор к оператор –
единичный оператор. ератора ует, -
конечно дифференциру на Поэтому, применяя теорему о фу -
 
алитического определения опИз ан
ем 
 T  
слож
след
ной  S . 
изведению 1jTT
 , имеем 1( , ) ( , ) ( , )jx T J y T J y I
  , где  J y S , 1jx T y
 . о (J y и-
ничная матрица, следовательн  матрица 1( , )
Н , )I  – ед
о, jJ y T
  невырожденная. ■ 
 
 Оператор T , в отличие от оператор






имеет в S  особые точки. Такими точ-
ами являются и только те внутренние симплекса которые оператор преоб-





 T  
 ( ,r x
к
разовывает в граничные точки симплекс )k  
матрицы Якоби ( , )kJ x T  оператора kT , 1 , в точке x . Положим ( , )x k   
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 ( ), 0,1,..., 1iT x i k     , где, по определению, 0T x x . Тогда, очевидно, либо 
( , )x k  , либо  1 ,..., mi i  . 
, 1k  , а точка 
( , )x k 
 Теорема 4. Пусть 1n  x S  – п ьная точка симплекса роизвол S , 
кроме вершин. Тогда ( ,r x k) n , если ( , )x k  , и ( ,r x k) n m  , если ( , )x k   
 1 ,...,i i   , причем в этом 
ассм
m





  1,..., mi i матрицы ( , )
kJ x T  – . 
x S , ( )x  . Тогда y Tx S   
для некоторого 
 и
номера 1,j n  имеем 1jx T y
 . В матрицасилу теоремы 3,  1( , jJ y T )
  
1 1 неособая, следовательно, неособой является и матрица ( ( ,J y T е. 
( ,
 Предположим тепе  
 ( , )J x T ))j , т.
1)r x n . 
рь, что x S , ( )x  . Без ограничения общности мо
тать, что 12... , 1p nx S  . Обозначим 
жно счи-
y Tx , /ij i jy x    . 
л В си у предыдущего случая, матрица Якоби 12... , 1( ,p nJ x , 1, ,) [ ]ij i j pT     сужения 




 неособая. Из аналитического определе-
ния оператора ует, что при  T  i p  о равенство 
 2
, если ,









поэтому матрица Якоби оператора на симплексе T   S  в точке x  равна 
1, 1 1,


























является неособой матрицей, т.е
 ( ,J x T




 теоремы вытекает из 
ых выше случаев и непосредственных ■ 
означим через границу симплекса
рассмотренн
 Об
 ( , )J x T . 
 S   S . Очевидно, что S S S   . , S S  
Точку x  будем называть вырождающейся уществует такое натуральное число 
( )k x , что ( ) 1k xT x S  , а ( )k xT x S ; если же для любого ,k
, если с
0,1,2   имеет место 
k xT S , то такую точку x  будем называть невырождающейся. 
 О начим через V  и U  множества всех вырождающихся и невырождающихся 
 соот Оче V U
боз
точек ветственно. в о, идн S   , V U  . Если x V , то ( ) 1( )k xT x   
74                               П.Ф. Жук, А.А. Мусина  
( )i x    – собственное значение оператора  A ; числа ( )k x  и ( )i x  будем называть со-
и ответственно номером индексом вырождения точки x . В этом случае множество 
 ( )( , ( )) i xx k x    непустое и, в си ы 4, лу теорем точка x  являетс бой т
При 
я осо очкой опера-
тора ( )k xT . x U  множество ( , )x k   д я любого урального k , следователь-
но, в силу теоремы 4, точка 
л  нат
x  не является особой точкой  для одного из операторов 
им образом, множество V  состоит из особых точек операторов kT , 






 , где kV  – особых точек оператора T , принадлежа-
х ости S  симплекса 
 ни









 опер 1. 









данн при  
 симплекса
ого пункта является







 V  помощи
  S  соответ-
ственно. Тогда ( )T S S   , TS S , TS S . 
 Доказательство. Дока  жем сначала равенство ( )T S S   . Пусть ( )y T S  . Тогда 
с твует точка ущес x S   кая то та , ч y Tx . Из определения оператора T  след ет у y S , 
т.е. ( )T S S   . нПредположим теперь, что екоторая точка y S . В силу теоремы 1, 
1 ØT y S  , поэтому существует точка x S  такая, что y Tx . Но тогда ( )y T S , 




Далее, пос :T S S , то TS S . Пусть y S . В еоремы 1, 1T yсилу т   , 
твует точка поэтому сущес x S  такая, что y Tx , следовательно, S TS , т.е. TS S . 
Дока ец, включение S TS . Пустьжем, након  точка y S . 
)




 : ( )T y   как (1)Tx y1y S . (1)x1 ак (yым о  , то y TS , что и -
лось доказать. ■ 
 требова
 Обозначим через V  множество V S V   . 




а и – ва ы ающ
.   Як  для лю-









( , )kJ x T  
б очки ой т x V  при ( )k k x  и невы лрож я дена д любой точки x U  и любого нату-
имеют

рального числа k . Кром го,  место соотношения V TV , U TU , е то V TV . 
 Доказательство. Если точка x V , то ( ) 1( )k xT  ( )i xx   
kx T
 . Поэтому при 
( )k k x  им ( , )x k в силу теоремы 4, матрица Якоби ( ,J  вырождена. 
 Предположим теперь, что 
еем   и,  )
x U . Тогда итерационная ов ос послед а н ть xтель , 
ледо о, чи ое множест
 с
Tx , 
… x ,… находится во множестве S. С ательн  { ( ), ( ),...,x Tx   




A . Но т огда ( , )x k   
1, 2,...   и, в силу теоремы 4, м ца Якоби ( , )kJ x T  невырождена для любого на -
рального числа k . 




y V . Подей вуем на нее  ст возвратным
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оператором 11T
 : 1 (1)1 ( )T y x y V
   . Так как (1)Tx ( )y y , то y TV , что и требовалось 
доказать. 
 Докажем теперь равен TUство U  . Предположим сначала, что точка y U . Тогда 
существует т а очк (1) 11( )x y T y
 , ко
( )
торая так еству U . Следова-
тельно, 
же принадлежит множ
(1)y Tx y TU  , т.е. U T U . Предположим теперь ка Тогда , что точ  y TU . 
y  для некоторого Tx x U , сле ьно, y Uдовател  , т.е. TU U . 
 Доказательство равенства V TV  аналогично. ■ 
 В след ме ука соб построения множества вырожда я точек 
мощи многознач  оператора 1T
ующей теоре зан спо ющихс
при по ного  . Д  мля произвольного ножества X S  обо-
значим через kT X  множество  | kx T x X . 
 Теорема 5. Пусть 1n  , S  – граница симплекса S , V  – множество вырождаю-







  ,    

\V V .                                 (3.1) S 
 Доказательство. Предположим, что точка x V . Тогда для некоторого k   
{0,1,...}  при  Sточка k надлежит T x   ; следовательно, ( )kx T S  , т.е. 
0
( )kV T S

  . 
k







   ■ 




1 2( ..S T S   
 уточ  множество V  с 
показывает структуру множест
ожества V , лишенное указа
.  (лемм разл т по
овательно помощью формул 1). Однако это раз-
ние не ва Ниже бу получено дизъюнктное 
ожен
 (2.9), (2.1
дет V . 
разложение мн нного недостатка. 
 Обозначим через  | (iV x V i i   , 2,3, ,i n)x   , множества вырождающихся то-
чек с заданными индексами вырождения. Эти м ожества непустые, попарно не пересе-









  ,   i jV V  ,   i j ,   iV   ,   2,3, ,i n  .              (3.2) 
 Зафиксируем и опишем структуру множества означим через i  iV . Об
k
iV   
 | ( )ix V k x   
i  и номером 
k о в жд хся анным множеств ыро ающи  точек с зад индексом вырождения
вырождения Очевидно,  
 i ,   
 










i iV V        при    1 2k k .                                                          (3.3) 
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Лемма 3. Пусть n  , 2  2,3, ,i  n  – индекс вырождения. Тогда имеют место 
равенства 
 ,   1k kV TV  1,2,...k i i .     (3.4) 
ательство. Действительно, пусть точка kiy V .  Доказ Тогда y S  и существует 
очка т (1) 11( )x y T
 . y По определению y  имеем 1T y Sk  , 1kT y( ) i   . 
( )x y 
Следов
но, Но тогда 
оч
усть теперь т вует така точка
атель-
 k(1) 1( )k kT x y T y S  , 
ка




т  1kiy TV
 , т.е. 1k ki iV TV
 . 
 П очка 1kiy TV
 . Тогда сущест я 1 , что  kix V y Tx . 
Так )как kT x S , ( kT x i   , то 
1kT y S  , 1( kT  ) iy   , след
k





 . ■ 
 Обозначим  1, 2, 
k
 ..., n , 
1
k  , k

1k
   . Для произво упоря -
а и
льного дочен
ного набор н 1дексов 1(J j ,..., )kj    положим 1
1 1...
kJ j j
T T T   , где S1 :jT S
  , 
1,...,j n  – возвратные операторы. Очевидно, что 1JT
  есть отображение S  в S  и
1






  единичный оператор. 
 1iV  i . Так как i S  , то для о набора ин
дексов
 любог -
  существует множество 1Ji J iT S
 J     . 
ма 4. Пусть 2n  ,  2,3,..., Лем i n  – индекс вырождения. Тогда имеют место 
i 2,...
равенства 
 k JV T     ,       1,k1
k
k  i i
J
.              (3.5) 
 Доказательство. Равенство 1k ki iV T





вытекает непосредственно из соотноше-
ия (3.4). Покажем, что
 Предположим сначала, что точка




 kx T  i  . Рассмотрим последовательность точек 
 (1)x Tx ,   (2) (1)x Tx ,   …,   ( ) ( 1)k kx Tx  .    (3.6) 
бозО начим ky T x . Так как ( )kx y , то ( 1)kx   удовлетворяет уравнению ( 1)kTx y  , 
следовательно, ( 1k ) 1x T y  . Поскольку iy S 
 
, то, в силу соотношения  










  именяя пр ие р дения к остальным равенств , S . Пр едыдущ ассуж ам в (3.6)
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имеем 
1








 , т.е. 1 JJ ix T y
   при некотором наборе ин -
k . 






 1( ,..., )kJ j j
редположим тепе о при  наборе инд    точка 
J
ix . Но тогда существует точка y i  такая, что J
1x T y . Поскольку 1k JT T
 I ,  то 
1
JT T T y y
  , следовательно, k k ix T y T
 k kx    . ■ 
разложение (3.5) 




Лемма 5. Пусть 
дизъюнктное. 
2,3,...,i n  – индекс вырождения. Тогда множества Ji , 
J , попарно не пересекаются. 
k k





Если  ). 
ок дом  индукции по . Пр
 1 2J Ji i   .           (3.7). 





математической 2 k  д и 1kk   
k mравенство из теоремы 2. Предположим, что оно справедливо (3.7) следует  при   и 
докажем его для . Пусть 1 1( ,..., )
( )( ) pp 1k m  p mJ j j  , 
( ) ( )
2 1( ,..., )
p p
p mJ j j  , 1, 2p . 
 Возможны такие два случая. 
 1) 1 2J J  . Т
) (2)
 
огда (11 1j j , 1 2
J J 




1 1p pJ J  
i ,       1, 2ppJT T ii j     ,              (3.8) 
и из 
 п
равенство (3.7) следует 
) 1 2J J  . Тогда по
теоремы 2. 








 1 2J Ji i    
 , т.к. в противном случае из (3.8) сл J Ji i 
 
1 2J J
i iT T       – про-
тиворечи м образом, равенство (3.7) доказано дляе. Таки  1k m  . ■ 
 Из шений (3.2), (3.3), (3.5) получаем ди азложение  
ждающихся точек: 
n









    ,                                                                                                     (3.9) 

где i i, по определению, 
J    при 0J 
 характеристику
. 
 уюДадим геометрическ  множеству Ji  при фиксированном наборе 
 сниндексов J  . Замет ачала, им что    1 | (i iV x V k )x 1 | ( ) ix S x      ; i    сле-
довательно, множество i  описывается системой ограничений 
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       1 1 1( ... ( )n n n n n         1 1)x x i 1 ... 1nx x,      ,   n ,  (
ут мерного многогранника. 
Рассмотрим подпространство
0jx  , 1,...,j  3.10) 
и представляет собой вн ренность непустого выпуклого (n–1)-
  1 | 0n n nR x x R  пространства nR  и об  означим  
через iG  проекцию области i  на 
1nR  . Из соотношений (3.10) вытекает, что область iG
задается системой ограничений 
 
 1 1 1 1 1 1( ) ... ( )n n n n ix x    ,   1 1... 1nx x t    ,    1n        
 0jx  , 1,..., 1j n  ,     
1n
,          (3.11) 
и представляет собой непустой выпуклый открытый в 
   1 1 1
1
/n i n p p n n
p
t x  

 
        
 

1nR   
1,...,x x
многогранник. Определим 
i мулой отображение :  форi iP G  1 1 1( ,..., ,0) ( , )i n nP x x t  , 
 биективное . 
гд
мулой (3.11).  – линейное
е t  задается фор-
Очевидно, Pi отображение
 Лемма 6. Пусть 2n  ,  2,3, ,i n   – индекс вырождения, J   – набор индек-
сов, а Ji J iF T
 позиция ото1P  – су енийпер браж  1JT
  и  Тогда сп P .i раведливы утвержде-
ния: 
 а) отображение JiF  уществляет
ствами
ос  взаимно однозначное соответствие между 
множе  и  iG
J
i ; 
 б) ( , )J JF C G i i i ; 
 в) для любой точки ix G  ранг матрицы Якоби ( , )
J
iJ x F  равен )
 Доказательство. Так как 
 ( 1n  . 
1k
JT T I
  , то 1 : JJ i iT
    – биекция, следовательно, 
J
iF  также является биекцией как  отображений. 
ует из включений i
 суперпозиции двух биективных
 Утверждение б) след i i ( , )P C G
   (т.к.  – линейное отобра-
жение) и  (теорема 3). 






 ( , )T C S S
ix G  и iy P x . Тогда ( , )
JJ x F   i
1( , ) ( , )J iJ y T J x P
 . Так как y S , то, в силу  3, ранг
 из определения





 ( , JJ y T
 iP : 
1
Матрицу вычисляем, исходя
)  равен n . 




. . ... .( , )























,   1, 2,..., 1p n  . 
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Ранг матрицы , очевидно, равен ) ( , )iJ x P  ( 1n  . Поскольку матрица невырож-
денная, то ранг
 1( , )JJ y T
  
 матрицы ( , )JiJ x F  равен матрицы , т.е
 Из леммы 6 следует, что множество
рангу  ( , )iJ x P . ( 1)n  . ■ 
 Ji  есть поверхность в пространстве 
nR . Оха-
рактеризуем ее размерность и гладкость. 
 Лемма 7. Пусть 2n  ,  2,3,...,i n  – индекс вырождения,  – набор индек-
ество стр
J 
 просов. Тогда множ  1Ji J iT
    представляет собой поверхность в анстве nR  
размерности 1n   и класс сти C . а гладко
 Доказательство. Возьмем произвольную точку (0) Jiy  . Обозначи через 
(0)( , )O y  окрестность точки (0)
м 
y  радиуса 0   в топологии симплекса S : 











 – норма вектора y . 
ажем, что при достаточно малом 0 Док  
( 1)n
 множество )( , )Ji O y  
(0  взаимно од-
нозначно проектируется на некоторую  -мерную област в одной из 
) мерных координатных плоскостей
 Действительно, поскольку отображение
ь, лежащую 
( 1n  - . 
 JiF  биективное (лемма 6), то существует 
ственная точедин ка (0) ix G  така , я что 
(0) (0)J
iy F x .  Рассмотрим матрицу Якоби 
(0( ) , )JiJ x F . Это прямоугольная матрица размера ( 1)n n   лу леммы 6, 
равен ( 1)n  . 
редположим, для определенности, 
и ее ранг, в си
 П что матрица, образованная первыми )( 1n   




p i py F x ,   1, 2,..., 1p n  ,        (3.12) 
где ,
J
i pF  – p -я компонента отображения 
J
iF , применима теорема об обратной функции. 
В этой теоремы на некоторойсилу   ( 1)n  -мерной окрестности определено об- O R  1n
ратное к (3.12) отображение ( )x f y . Уравнение J,n i n ( )y F f y , где y O , описывает 














  множество (0) )  ( ,O yJi  взаимно 
ост
( 1 -
обла 1nO R  ; следовательно, размерн ь поверхности Ji  равна 1n  . 
 Кроме того, поскольку ( , )J JF C   (лемма 6), то отображение ( )i iG

i f C O
 , а 
следовательно, ( )JF f C O  ,i n и 
J
i C
 . ■  
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ль  явл
 Теорема 6. Если то множество вырождающихся точек есть объедине-
ние с а  п
 Основным резу татом данного пункта яется 
четного числ опарно непересекающихся ( 1)n
2n  , 
непустых
 V  
 -мерных хностей 
класса гл  C , получаемых из многогранников 1iV , ,3,...,i n
 повер
адкости , 2 путем воздейст-
ия н торами. 
ство теоремы текает осредственно из дизъюнктного разложения 
вырождающихся точек леммы 7. 
не является дифференцируемым 
в а них возвратными опера
 Доказатель  вы неп
(3.9) множества  и  V
 Замечание. Множество вырождающихся точек V  
многообразием. 
 Обозначим через   меру Лебега на nR . Теорема 6 д нования предполагать, 
что лебегова мера ожества вырождающихся точек V  р . А именно, имеет 
место 
ает ос
 мн авна нулю
 Теорема 7. Если 1n  , то ( ) ( ) 0V V    . 
 Доказательство. Из определения ножества V м  следует, что оно является под-




1(ik x ,..., )nP x  от n  переменных. Так как ..., ) 0ik nP x x1( ,  , то, используя теорему Фубини, 
можно показать, что (Ф ) 0ik  . Поэтому  ) Ф 0ik,i k(V    . Но тогда 
( ) ( )S V     = ( ( )  V ) 0 . ■ S V
 Следствие. Множество невырождающихся точ  всюду плотно в симплексе ек U S . 
Действительно, \U S V . 
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