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LAMINATES MEET BURKHOLDER FUNCTIONS
NICHOLAS BOROS, LA´SZLO´ SZE´KELYHIDI JR., AND ALEXANDER VOLBERG
Abstract. Let R1 and R2 be the planar Riesz transforms. We compute the
Lp−operator norm of a quadratic perturbation of R21 −R
2
2 as∥∥∥( R21 −R22 , τ I
)∥∥∥
Lp(C,C)→Lp(C,C2)
= ((p∗ − 1)2 + τ 2)
1
2 ,
for 1 < p < 2 and τ 2 ≤ p∗ − 1 or 2 ≤ p < ∞ and τ ∈ R. To obtain the lower
bound estimate of, what we are calling a quadratic perturbation of R21 −R
2
2, we
discuss a new approach of constructing laminates (a special type of probability
measure on matrices) to approximate the Riesz transforms.
1. Introduction
Determining the exact Lp−operator norm of a singular integral is a difficult
task to accomplish in general. Classically, the Hilbert transform’s operator norm
was determined by Pichorides [23]. More recently, the real and imaginary parts of
the Ahlfors–Beurling operator were determined by Nazarov,Volberg [22] and Geiss,
Montgomery-Smith, Saksman [15]. Considering the full Alhfors–Beurling operator,
the lower bound was determined as p∗−1 by Lehto [19], or a new proof of this fact in
[9]. On the other hand the upper bound has been quite a bit more difficult. Iwaniec
conjectured in [16] that the upper bound is p∗ − 1. However, attempts at getting
the conjectured upper bound of p∗ − 1 have been unsuccessful so far. The works
of Ban˜uelos,Wang [4], Nazarov, Volberg [22], Ban˜uelos, Me´ndez-Herna´ndez [2],
Dragicˇevic`, Volberg [13], Ban˜uelos, Janakiraman [3], and Borichev, Janakiraman,
Volberg [5] have progressively gotten closer to p∗−1 as the upper bound, but no one
has yet achieved it. We note that all of these upper bound estimates crucially rely
on Burkholder’s estimates [11] of the martingale transform. Burkholder’s estimates
of the martingale transform even play a crucial part in determining the sharp lower
bounds of the real and imaginary parts of the Alhfors-Beurling operator as seen
in Geiss, Montgomery-Smith, Saksman [15]. Also, in [15] it becomes clear that if
one can determine the Lp−operator norm of some perturbation of the martingale
transform then one can use it to determine the Lp−operator norm of the same
1
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perturbation of the real or imaginary part of the Alhfors-Beurling operator. In [6],
[7] and [8] the Lp−operator norm was computed for a “quadratic perturbation” of
the martingale transform using the Bellman function technique, which is similar to
how Burkholder originally did, for τ = 0, in [11]. By “quadratic perturbation”, we
are referring to the quantity (Y 2+τ2X2)
1
2 , where τ ∈ R is small, X is a martingale
and Y is the corresponding martingale transform.
We claim that our operator∥∥∥( R21 −R22 , τI )∥∥∥
Lp(C,C)→Lp(C,C2)
,
represents a simpler model of the difficulties encountered by treating the Ahlfors–
Beurling transform. An extra interesting feature of this operator is that there it
breaks the symmetry between p ∈ (1, 2) and p ∈ (2,∞). Another interesting feature
is that it is simpler to treat than a seemingly simpler perturbation R21 −R
2
2 + τI,
whose norm in Lp is horrendously difficult to find. The last assertion deserves a
small elaboration. Burkholder found the norm in Lp of the martingale transform,
where the family of transforming multipliers ǫI run over [−1, 1]. Nobody knows
how (and it seems very difficult) to find the norm of the martingale transform,
where the family of transforming multipliers ǫI run over [−0.9, 1.1]. That would
be the norm in Lp of R21 − R
2
2 + 0.1 I = 1.1R
2
1 − 0.9R
2
2. However, if one writes
the perturbation in the form we did this above, the problem immediately becomes
much more treatable, and we manage to find the precise formula for the norm for
a wide range of p’s and τ ’s.
The method of Bourgain [10], for the Hilbert transform, which was later general-
ized for a large class of Fourier multiplier operators by Geiss, Montgomery-Smith,
Saksman [15], is to discretize the operator and generalize it to a higher dimen-
sional setting. This operator in the higher dimensional setting will turn out to
have the same operator norm and it naturally connects with discrete martingales,
if done in a careful and clever way. At the end, one has the operator norm of
the singular integral bounded below by the operator norm of the martingale trans-
form, which Burkholder found in [11]. This approach can be used for estimating∥∥∥( R21 −R22 , τI )∥∥∥
Lp→Lp
from below as well, see [9]. However, we will present an
entirely different approach to the problem.
Rather than working with estimates on the martingale transform, we only need
to consider the “Burkholder-type” functions that were used to find those sharp es-
timates on the martingale transform. More specifically, we analyze the behavior of
3the “Burkholder-type” functions, U and v found in [6], [7] and [8] (and reiterated in
Definition 11 and Theorem 13), associated with determining the Lp−operator norm
of the quadratic perturbation of the martingale transform. Using the fact that U
is the least bi-concave majorant of v (in the appropriately chosen coordinates), in
addition to some of the ways in which the two functions interact will allow us to
construct an appropriate sequence of laminates, which approximate the push for-
ward of the 2−dimensional Lebesgue measure by the Hessian of a smooth function
with compact support. Once the appropriate sequence of laminates is constructed,
we are finished since the norm of the Reisz transforms can be approximated by
certain fractions of the partial derivatives of smooth functions. The beauty of this
method is that it quickly gets us the sharp lower bound constant with very easy
calculations. This lower bound argument is discussed in Section 2.
The use of laminates for obtaining lower bounds on Lp-estimates has been first
recognized by D. Faraco. In [14] he introduced the so-called staircase laminates.
These have also been used in refined versions of convex integration in [1] in order
to construct special quasiregular mappings with extremal integrability properties.
Staircase laminates also proved useful in several other problems, see for instance
[12].
In the current note we will use a continuous, rather than a discrete laminate.
More importantly, in contrast to the techniques used in [14, 1, 12] we will construct
the laminate indirectly using duality. The advantage is essentially computational,
we very quickly obtain the sharp lower bounds. Indeed, the lower bound follows
from the following inequality
f(1, 1) ≤
1
(1− k)
∫ ∞
1
[f(kt, t) + f(t, kt)]t−pk
dt
t
,
where k ∈ (−1, 1) and pk =
2
1−k , and valid for all biconvex functions f : R
2 → R
with f(x) = o(|x|pk) as |x| → ∞ (see Section 2.3).
The “Burkholder–type” functions U and v also play a crucial role in obtaining
the sharp upper bound estimate as well. With the “Burkholder–type” functions we
are able to extend sharp estimates of (Y 2+τ2X2)
1
2 , obtained in [6], [7] and [8], from
the discrete martingale setting to the continuous martingale setting. The use of
“heat martingales”, as in [2] and [3], will allow us to connect the Riesz transforms to
the continuous martingales estimate, without picking up any additional constants.
This upper bound argument is presented in Section 4.
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2. Lower Bound Estimate
2.1. Laminates and gradients.
We denote by Rm×n the space of real m × n matrices and by Rn×nsym the set of
real n× n symmetric matrices.
Definition 1. We say that a function f : Rm×n → R is rank-one convex, if t 7→
f(A+ tB) is convex for all A,B ∈ Rm×n with rank B = 1.
Let P(Rm×n) denote the set of all compactly supported probability measures on
R
m×n. For ν ∈ P we denote by ν =
∫
Rm×n
Xdν(X) the center of mass or barycenter
of ν.
Definition 2. A measure ν ∈ P is called a laminate, denoted ν ∈ L, if
f(ν) ≤
∫
Rm×n
fdν (2.1)
for all rank-one convex functions f . The set of laminates with barycenter 0 is
denoted by L0(R
m×n).
Laminates play an important role in several landmark applications of convex
integration for producing unexpected counterexamples, see for instance [21, 18, 1,
24, 12]. For our purposes the case of 2 × 2 symmetric matrices is of relevance,
therefore in the following we restrict attention to this case. The key point is that
laminates can be viewed as probability measures recording the gradient distribution
of maps, see Corollary 7 below. This is by now a very standard technique. For
the convenience of the reader we provide the main steps of the argument. Detailed
proofs of these statements can be found for example in [21, 17, 24].
Definition 3. Given a set U ⊂ R2×2 we call PL(U) the set of prelaminates gen-
erated in U . This is the smallest class of probability measures on R2×2 which
• contains all measures of the form λδA + (1 − λ)δB with λ ∈ [0, 1] and
rank(A−B) = 1;
• is closed under splitting in the following sense: if λδA+(1−λ)ν˜ belongs to
PL(U) for some ν˜ ∈ P(R2×2) and µ also belongs to PL(U) with µ = A,
then also λµ+ (1− λ)ν˜ belongs to PL(U).
The order of a prelaminate denotes the number of splittings required to obtain
the measure from a Dirac measure.
5Example 4. The measure
1
4
δdiag(1,1) +
1
4
δdiag(−1,1) +
1
2
δdiag(0,−1),
where
diag(x, y) :=
(
x 0
0 y
)
,
is a second order prelaminate with barycenter 0.
It is clear from the definition that PL(U) consists of atomic measures. Also,
from a repeated application of Jensen’s inequality it follows that PL ⊂ L. The
following two results are standard (see [1, 17, 21, 24]).
Lemma 5. Let ν =
∑N
i=1 λiδAi ∈ PL(R
2×2
sym) with ν = 0. Moreover, let 0 <
r < 12 min |Ai − Aj | and δ > 0. For any bounded domain Ω ⊂ R
2 there exists
u ∈W 2,∞0 (Ω) such that ‖u‖C1 < δ and for all i = 1 . . . N∣∣{x ∈ Ω : |D2u(x)−Ai| < r}∣∣ = λi|Ω|.
Lemma 6. Let K ⊂ R2×2sym be a compact convex set and ν ∈ L(R
2×2
sym) with supp ν ⊂
K. For any relatively open set U ⊂ R2×2sym with K ⊂⊂ U there exists a sequence
νj ∈ PL(U) of prelaminates with νj = ν and νj
∗
⇀ ν.
By combining Lemmas 5 and 6 and using a simple mollification, we obtain the
following statement, linking laminates supported on symmetric matrices with sec-
ond derivatives of functions.
Corollary 7. Let ν ∈ L0(R
2×2
sym). Then there exists a sequence uj ∈ C
∞
c (B1(0))
with uniformly bounded second derivatives, such that∫
B1(0)
φ(D2uj(x)) dx →
∫
R
2×2
sym
φdν
for all continuous φ : R2×2sym → R.
2.2. Laminates and lower bounds.
Let τ ∈ R be fixed. Our goal is to find
sup
ϕ∈S(R2)
∥∥∥((R21ϕ−R22ϕ)2 + τ2(R21ϕ+R22ϕ)2)1/2∥∥∥
p
‖R21ϕ+R
2
2ϕ‖p
, (2.2)
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for the planar Riesz transforms R1 and R2, where S(R
2) is the Schwartz class.
We can rework the Riesz transforms acting on ϕ into the second derivative of a
function u ∈ S(R2) in the following way.
R2iϕ =
(
−
ξ2i
|ξ|2
ϕ̂
)∨
= ∂2i u,
where “̂” denotes the Fourier transform, “∨” denotes the inverse Fourier transform
and −∆u = ϕ. So (2.2) is equivalent to
sup
u∈S(R2)
∫
|(∂211u− ∂
2
22u)
2 + τ2(∂211u+ ∂
2
22u)
2|
p
2∫
|∂211u+ ∂
2
22u|
p
. (2.3)
Let Aij denote, as usual, the ij-entry of a matrix A and put
φ1(A) = |(A11 −A22)
2 + τ2(A11 +A22)
2|
p
2 ,
φ2(A) = |A11 +A22|
p .
(2.4)
Using a standard cut-off argument we can write replace S(R2) with C∞c (R
2) and
write (2.3) as
sup
u∈C∞c (R
2)
∫
φ1(D
2u)dx∫
φ2(D2u)dx
. (2.5)
From Corollary 7 we deduce that
sup
u∈C∞c (R
2)
∫
φ1(D
2u) dx∫
φ2(D2u) dx
≥ sup
ν∈L0(R
2×2
sym)
∫
φ1 dν∫
φ2 dν
. (2.6)
We remark in passing that, whether for arbitrary continuous functions φ1, φ2 one
has equality above, is directly related to the celebrated conjecture of Morrey con-
cerning rank-one and quasiconvexity in R2×2sym, see for instance [20].
Our goal is therefore to prove the following
Theorem 8. For any 1 < p <∞ and τ ∈ R there exists a sequence νN ∈ L0(R
2×2
sym)
such that ∫
φ1dνN∫
φ2dνN
→ ((p∗ − 1)2 + τ2)
p
2 .
72.3. Proof of Theorem 8.
A function f(x, y) of two variables is said to be biconvex if the functions x 7→
f(x, y) and y 7→ f(x, y) are convex for all x, y. We start with the following inequal-
ity for biconvex functions in the plane.
Lemma 9. Let k ∈ (−1, 1) and N > 1. For every f ∈ C(R2) biconvex we have
f(1, 1) ≤
1
1− k
∫ N
1
(
f(kt, t) + f(t, kt)
)
t
−
2
1−k
dt
t
+ f(N,N)N
−
2
1−k . (2.7)
Proof. By a standard regularization argument it suffices to show the inequality for
f ∈ C1(R2) biconvex. The biconvexity implies the following elementary inequali-
ties:
f(t, t) ≤ λǫf(t, t+ ǫ) + (1− λǫ)f(t, kt), (2.8)
f(t, t+ ǫ) ≤ µǫf(t+ ǫ, t+ ǫ) + (1− µǫ)f(k(t+ ǫ), t+ ǫ), (2.9)
where
λǫ = 1−
ǫ
t(1− k) + ǫ
µǫ = 1−
ǫ
t(1− k) + ǫ(1− k)
.
Combining (2.8) and (2.9) and observing that λǫ, µǫ = 1− ǫt(1−k) + o(ǫ), we obtain
f
(
t+ ǫ, t+ ǫ
)
− f(t, t)
ǫ
−
2
t(1− k)
f(t+ ǫ, t+ ǫ) ≥
−
1
t(1− k)
(
f(k(t+ ǫ), t+ ǫ) + f(t, kt)
)
+ o(1).
(2.10)
Letting ǫ→ 0+ this yields
−
∂
∂t
f(t, t) +
2
t(1− k)
f(t, t) ≤
1
t(1− k)
(
f(kt, t) + f(t, kt)
)
Multiplying both sides by t
−
2
1−k and integrating, we obtain (2.7) as required. 
The method of obtaining continuous laminates by integrating a differential in-
equality as above is due to Kirchheim, and appeared first in the context of separate
convexity in R3 in [18].
Next, for 1 < p <∞ let
k = 1−
2
p
,
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so that p = 21−k . We need to differentiate between the cases 1 < p ≤ 2 and
2 < p <∞.
The case 1 < p ≤ 2.
Let µN ∈ P(R
2×2) be defined by the RHS of (2.7), more precisely∫
f dµN :=
1
1− k
∫ N
1
[
f
(
diag(kt, t)
)
+ f
(
diag(t, kt)
)]
t−p
dt
t
+
f
(
diag(N,N)
)
Np
for f ∈ C(R2×2). Then µN is a probability with barycenter µN = diag(1, 1).
Moreover, observe that if f is rank-one convex, then (x, y) 7→ f(diag(x, y)) is
biconvex. Therefore, using Lemma 9 we see that µN is a laminate. Then, combining
with the measure from Example 4 (c.f. splitting procedure from Definition 3) we
conclude that the measure
νN :=
1
4
µN +
1
4
δdiag(−1,1) +
1
2
δdiag(0,−1)
is a laminate with barycenter νN = 0. We claim that this sequence of laminates
has the desired properties for Theorem 8. To this end we calculate∫
φ1 dµN = p|(1− k)
2 + τ2(1 + k)2|p/2 logN + 2p,∫
φ2 dµN = p(1 + k)
p logN.
In particular we see that as N →∞∫
φ1 dνN∫
φ2 dνN
→
|(1− k)2 + τ2(1 + k)2|p/2
(1 + k)p
=
[(
1− k
1 + k
)2
+ τ2
]p
=
[(
1
p− 1
)2
+ τ2
]p
= [(p∗ − 1)2 + τ2]p.
The case 2 < p <∞.
Let µ˜N ∈ P(R
2×2) be defined by∫
f dµ˜N :=
1
1− k
∫ N
1
[
f
(
diag(−kt, t)
)
+f
(
diag(−t, kt)
)]
t−p
dt
t
+
f
(
diag(−N,N)
)
Np
for f ∈ C(R2×2). Then µ˜N is a probability with barycenter µ˜N = diag(−1, 1).
Moreover, as before, we see that if f is rank-one convex, then (x, y) 7→ f(diag(−x, y))
9is biconvex. Therefore µ˜N is again a laminate, hence also
ν˜N :=
1
4
µ˜N +
1
4
δdiag(1,1) +
1
2
δdiag(0,−1)
is a laminate with barycenter 0. Repeating the calculations above, we obtain∫
φ1 dν˜N∫
φ2 dν˜N
−→
N→∞
|(1 + k)2 + τ2(1− k)2|p/2
(1− k)p
=
[(
1 + k
1− k
)2
+ τ2
]p
= [(p − 1)2 + τ2]p = [(p∗ − 1)2 + τ2]p.
3. Comparison with Burkholder functions
Now we will discuss the “Burkholder-type” functions introduced in [6], [7] and
[8]. Let p∗− 1 := max
{
p− 1, 1p−1
}
and x := (x1, x2) denote a point in R
2. We will
denote the coordinates y := (y1, y2) ∈ R
2, as the rotation of x by pi4 , that is
y1 =
x1 + x2
2
, y2 =
x1 − x2
2
.
Definition 10. We say that a function f := f(x1, x2) is zigzag concave if it is
bi-concave in the y − variables.
Definition 11. Let v(x1, x2) := vp,τ (x1, x2) = (τ
2|x1|
2 + |x2|
2)
p
2 − ((p∗ − 1)2 +
τ2)
p
2 |x1|
p and u(x1, x2) := up,τ (x1, x2) = αp(|x1| + |x2|)
p−1[|x2| − (p
∗ − 1)|x1|],
where αp = p(1−
1
p∗)
p−1
(
1 + τ
2
(p∗−1)2
) p−2
2
. For 1 < p < 2, we define
U(x1, x2) := Up,τ (x1, x2) =
{
v(x1, x2) : |x2| ≥ (p
∗ − 1)|x1|
u(x1, x2) : |x2| ≤ (p
∗ − 1)|x1|,
and for 2 < p <∞,
U(x1, x2) := Up,τ (x1, x2) =
{
u(x1, x2) : |x2| ≥ (p
∗ − 1)|x1|
v(x1, x2) : |x2| ≤ (p
∗ − 1)|x1|.
Definition 12. Denote cM := inf {c : vc has a zigzag concave majorant and U is such that U(0, 0) = 0} .
Now we will see the key relationship between the “Burkholder–type” functions
U and v.
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Theorem 13. 1. cM ≥ ((p
∗ − 1)2 + τ2)
p
2 , for all 1 < p <∞ and all τ ∈ R.
2. cM = ((p
∗−1)2+τ2)
p
2 , for 1 < p < 2 and τ2 ≤ p∗−1 or 2 ≤ p <∞ and τ ∈ R.
3. If 1 < p < 2 and τ is sufficiently large then cM > ((p
∗ − 1)2 + τ2)
p
2 .
Proof. 1) By way of contradiction, suppose that there is such a c˜ ∈ [0, ((p∗ −
1)2 + τ2)
p
2 ) that vc˜ has a zigzag concave majorant. Then following the upper
bound estimate in Section 4, Theorem 28 would have c˜ as the upper bound of our
quadratic perturbation. However, this is impossible because of Theorem 8.
2) In [6] and [8] it is shown for 1 < p < 2 and τ2 ≤ p∗ − 1 or 2 ≤ p < ∞ and
τ ∈ R that for c = ((p∗− 1)2+ τ2)
p
2 , vc has a zigzag concave majorant. This proves
that cM ≤ ((p
∗ − 1)2 + τ2)
p
2 . Combining with 1) we get equality.
3) For 1 < p < 2 and τ ∈ R sufficiently large, U is no longer zigzag concave,
while still being a majorant of vc, with c = ((p
∗ − 1)2 + τ2)
p
2 . We know that if τ
is sufficiently large and 1 < p < 2, the least c0 for which vc0 has a zigzag concave
majorant must satisfy c0 > ((p
∗ − 1)2 + τ2)
p
2 . See [8], Remark 27. The condition
τ2 ≤ p∗ − 1 is a sufficient condition for U to be the zigzag concave majorant, but
not necessary. 
3.1. Analyzing the “Burkholder-type” functions U and v.
We will use the y−coordinates, unless otherwise stated, from this point on. In
the y−coordinates,
U˜(y1, y2) := U(y1 − y2, y1 + y2) = U(x1, x2),
and it takes the following form. For 2 ≤ p <∞,
U˜(y) =
{
u˜(y), p−2p y1 ≤ y2 ≤
p
p−2y1
v˜(y), otherwise,
and for 1 < p < 2,
U˜(y) =
{
v˜(y), 2−pp y1 ≤ y2 ≤
p
2−py1
u˜(y), otherwise,
(3.1)
where
u˜(y1, y2) := u(y1 − y2, y1 + y2) = u(x1, x2), v˜(y1, y2) := v(y1 − y2, y1 + y2) = v(x1, x2).
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We will fix 2 ≤ p <∞, as the dual range of p values is handled similarly. Denote
k :=
p
p− 2
, (3.2)
then p = 2kk−1 and p− 1 =
k+1
k−1 . Also denote
Lk := {y2 = ky1} and L 1
k
:=
{
y2 =
1
k
y1
}
. (3.3)
Observe that in the cone
C1 = {y1 ≤ y2 ≤ ky1},
U˜ is linear if we fix y2. Also, U˜ is linear if we fix y1 in the cone
C2 = {
1
k
y1 ≤ y2 ≤ y1}.
Consequently, U˜ is almost linear in the “T-shape” graph, which we will denote as
T , with vertices{
(
1
k
(y1 + h), y1 + h), (y1, y1 + h), (y1 + h, y1 + h), (y1,
1
k
y1)
}
.
The only portion where U˜ is not linear is on the segment from (y1, y1) to (y1, y1+h).
It is very small in comparison with the graph T.
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 
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(a) U˜ is linear moving along lines such as
ℓ1 and ℓ2.
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✁
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k
y1 y1 + h
1
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L1/k
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y2
y1
(b) The “T-shaped” graph T.
Figure 1. Splitting between u and v˜ in y1 × y2−plane.
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By Theorem 13, U˜ ≥ v˜ in R2. But, on Lk and L 1
k
, U˜ = v˜. Also, observe that
U˜(0, 0) = v˜(0, 0) and v˜ ≥ 0 on C1 and C2 (this is easy to see in x−coordinates).
We will summarize these important facts, so that we can later refer to them.
Proposition 14. (1) v˜ ≥ 0 on C1 and C2
(2) v˜(0, 0) = U˜(0, 0)
(3) U˜ = v˜ on Lk and L 1
k
.
(4) U˜ is nearly linear on T.
3.2. Why the laminate sequence νN worked in Theorem 8.
Let φ1(y1, y2) := (|y1 − y2|
2 + τ2|y1 + y2|
2)
p
2 , φ2(y1, y2) := |y1 + y2|
p.
Definition 15. Let cL := sup
{ ∫
φ1dν∫
φ2dν
: ν ∈ L0
}
.
Theorem 16. cM ≥ cL.
Proof. By the definition of cL, there exists a laminate ν ∈ L with barycenter 0,
such that
∫
φ1dν∫
φ2dν
> cL − ε. This is equivalent to∫
[φ1 − (cL − ε)φ2]dν > 0. (3.4)
We will now show that φ1 − (cL − ε)φ2 does not have a biconcave majorant. By
changing the variables back to x1, x2 we see that this means that vcL−ε(x1, x2)
would not have a zigzag concave majorant, thus proving that cL − ε ≤ cM. By
way of contradiction, suppose that b := cL − ε, and that φ1 − bφ2 ≤ U, which is
biconcave. Then by (3.4),
0 <
∫
(φ1 − bφ2)dν ≤
∫
Udν ≤ U(ν) = U(0, 0) = 0.
This gives a contradiction and we are finished with the proof. 
Definition 17. We denote (p, τ) ∈ T , if 1 < p < 2 and τ2 ≤ p∗ − 1 or 2 ≤ p <∞
and τ ∈ R.
Let us compose vc(x1, x2) with the change of variables
x1 = y1 + y2
x2 = y1 − y2.
We get the function called
v˜c(y1, y2) := (|y1 − y2|
2 + τ2|y1 + y2|
2)
p
2 − c|y1 + y2|
p.
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Recall that similarly U˜(y1, y2) := U(y1 + y2, y1 − y2) = U(x1, x2).
Let us introduce the following notation:
Definition 18. cB := ((p
∗ − 1)2 + τ2)
p
2 .
Here B stands for Burkholder. Recall Definition 12 and let us also denote
Definition 19. cN :=
∥∥∥(R21 −R22, τI)∥∥∥Lp(C,C)→Lp(C,C2).
Remark 20. For (p, τ) ∈ T , cL = cM = cB.
This follows immediately from Theorems 8, 13 and 16.
Moreover, we saw that for all p, τ
cL ≤ cN .
This is Corollary 7 essentially.
In Section 4 we are proving that
cN ≤ cM .
We wish to discuss the set Ω of pairs (p, τ), for which cL = cM. This set of pairs
contains T introduced above, but we do not know exactly the whole Ω. By what
we have just said if (p, τ) ∈ Ω then the norm of our operator is cL, and we also
know that for such pairs the sharp estimate from above for the norm is obtainable
by means of finding the least c for which vc has a zigzag concave majorant.
Now we want to see what kind of restriction the equality cL = cM imposes a
priori.
Conjecture 21. If p, τ are such that cL = cM then there exists a sequence of
laminates {νN} with barycenter 0, such that
∫
U˜cMdνN increases to 0.
Remark 22. In fact, this is exactly what happens on T . Namely, if νN =
1
4µN +
1
4δ(−1,1) +
1
2δ(0,−1) and (p, τ) ∈ T then
−O(1) ≤
∫
U˜cMdνN ≤ 0.
If (p, τ) is not in T , but cL = cM then we get something interesting. By the
definition of cL, there exists some νN with barycenter 0, and such that
∫
φ1dνN∫
φ2dνN
≥
cM −
1
N . Then we get
−
1
N
≤
∫
(φ1 − cMφ2)dνN∫
φ2dνN
≤
∫
U˜cMdνN∫
φ2dνN
≤ 0.
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Therefore, ∣∣∣∣∫ U˜cMdνN ∣∣∣∣ = o(∫ φ2dνN) . (3.5)
For (3.5) it would be sufficient to have∣∣∣∣∫ U˜cMdνN ∣∣∣∣ = O (1) .
Remembering that
∫
U˜cMdνN ≤ 0 we can write this as
−c ≤
∫
U˜cMdνN ≤ 0.
This was exactly the case for (p, τ) ∈ T with νN =
1
4µN +
1
4δ(−1,1) +
1
2δ(0,−1). The
reason for that was because
µN = (1, 1) and
∫
U˜cMdµN = U˜cM(1, 1) (3.6)
For any w biconcave and µ with barycenter (1, 1) we have
∫
wdµ ≤ w(1, 1). But in
(3.6) we have the case when the equality is attained. To understand better the case
when the equality can be attained when integrating a biconcave function against
a laminate, let us consider first a simpler question when equality is attained in
integrating the usual concave function against a usual probability measure.
If w is concave, then
∫
wdµ ≤ w(1, 1) is true for any probability measure µ.
There are only two ways to get equality (i.e.
∫
wdµ = w(1, 1)): 1) if µ is a delta
measure at (1, 1) or 2) if w is linear on the convex hull of the support of measure
µ (degenerate concave).
Coming back to the attained equality in (3.6), for biconcave U˜cM , we see that
(3.6) happened also exactly because the Burkholder function U˜cM , is not only
biconcave on the cones C1 ∪ C2, but degenerate biconcave, meaning that C1 ∪ C2
is foliated by curves on which one of the concavities degenerates into linearity. We
may conjecture that the same geometric picture happens for those (p, τ) outside of
T , for which cL = cM, but we do not know how to prove this.
To summarize, we have the following.
• For all p and τ, cM ≥ cN ≥ cL ≥ ((p
∗ − 1)2 + τ2)
p
2 =: cB(p, τ). All four
constants coincide at least for (p, τ) ∈ T .
• For all p ∈ (1, 2), there exists a τ0 such that for all |τ | > τ0, cM > cB(p, τ)
(by [7] Remark 27).
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• (p, τ) such that cL = cM holds for all (p, τ) ∈ T , but may also be true
outside of T .
• By a modification of [7], Remark 27, one can prove that for all p ∈ (1, 2),
there exits τ0 such that, for all |τ | ≥ τ0, cN > cB(p, τ).
• We of course expect that always cN = cL.
4. Upper Bound Estimate
4.1. Background information and notation. We will use similar notation, es-
timates and reasoning developed in [2] and [3]. Let Bt = (Zt, T − t) denote space-
time Brownian motion starting at (0, T ) ∈ R3+ := R
2×(0,∞), where Zt is standard
Brownian motion in the plane. There is a pseudo-probability measure P T associ-
ated with the process and we will denote ET as the corresponding expectation.
For φ ∈ C∞c (C), we denote Uφ(z, t), as the heat extension to the upper half
space, in other words Uφ is the solution to{
∂tUφ −
1
2∆Uφ , R
3
+
Uφ = φ, R
2.
By Itoˆ’s formula we get the relation,
Uφ(Bt)− Uφ(B0) =
∫ t
0
∇Uφ(Bs) · dZs, (4.1)
which is a martingale. For a 2× 2 matrix A we denote
(A ∗ Uφ)t :=
∫ t
0
A∇Uφ(Bs) · dZs
as a martingale transform. Throughout Section 4 we will refer to the matrices
A1 =
(
1 0
0 0
)
, A2 =
(
0 0
0 1
)
, I =
(
1 0
0 1
)
.
If we rewrite (4.1) in the form Xt = X
t
1 + iX
t
2 = (I ∗ φ)t =
∫ t
0 ∇Uφ(Bs) · dZs, then
its martingale transform will be denoted as Yt = Y
t
1 + iY
t
2 = ((A1 − A2) ∗ φ)t =∫ t
0 (A1 −A2)∇Uφ(Bs) · dZs. The quadratic variation of Xi and Yi are
〈Xi〉t =
∫ t
0
|∇Uφi(Bs)|
2ds =
∫ t
0
∣∣∣∣∣
(
∂xUφi(Bs)
−∂yUφi(Bs)
)∣∣∣∣∣
2
ds = 〈Yi〉t, for i = 1, 2.
Then, 〈X〉t = 〈X1〉t + 〈X2〉t = 〈Y1〉t + 〈Y2〉t = 〈Y 〉t.
Definition 23. A process H is called differentially subordinate to a process K, if
d
dt〈H〉t ≤
d
dt〈K〉t.
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We have computed that Y is differentially subordinate to X. Note that Y is the
continuous version of the martingale transform (the discrete version of Burkholder’s
martingale transform is
∑n
k=1 dk →
∑n
k=1 εkdk, where εk ∈ {±1} and {dk}k is a
martingale difference sequence and n ∈ Z+), since Y is differentially subordinate
to X.
4.2. Extending the martingale estimate to continuous time martingales.
Theorem 24. Let X and Y be two complex-valued martingales, such that Y is
the martingale transform of X (in other words ddx〈X〉t ≤
d
dx〈Y 〉t) then ‖τ
2|X|2 +
|Y |2‖p ≤ ((p
∗ − 1)2 + τ2)
1
2 ‖X‖p, with the best possible constant for 1 < p < 2 and
τ2 ≤ p∗ − 1 or 2 ≤ p <∞ and τ ∈ R.
This was basically shown in [6], [7] and [8], but we will give the idea of the proof.
The proof here only requires the same modification to continuous time martingales
as was done in [3], for τ = 0. Let
u(x, y) = p
(
1−
1
p∗
)p−1(
1 +
τ2
(p∗ − 1)2
)p−2
(|y| − (p∗ − 1)|x|)(|x| + |y|)p−1 and
v(x, y) = (τ2|x|2 + |y|2)
p
2 − ((p∗ − 1)2 + τ2)
1
2 |x|p.
It was shown in Theorem 13 that v ≤ u. The key properties of u and v, that will
be used, are:
(1) v(x, y) ≤ u(x, y)
(2) For all x, y, h, k ∈ C, if |x||y| 6= 0 then
〈huxx(x, y), h〉 + 2〈huxy(x, y), k〉 + 〈kuyy(x, y), k〉 = −cp,τ (A+B + C),
where cp,τ > 0 is a constant only depending on τ and p and
A = p(p− 1)(|h|2 − |k|2)(|x| + |y|)p−2, B = p(p− 2)[|k|2 − (y′, k)2]|y|−1(|x|+|y|)
p−1
,
C = p(p− 1)(p − 2)[(x′, h) + (y′, k)]2|x|(|x|+ |y|)p−3,
where x′ = x/|x|, y′ = y/|y|.
(3) u(x, y) ≤ 0 if |y| ≤ |x|.
Since u here only differs from the one in [3] by a multiple of
(
1 + τ
2
(p∗−1)2
)p−2
, then
the rest of the argument follows in an identical way which we briefly outline.
By Itoˆ’s formula,
u(Xt, Yt) = u(X0, Y0) +
∫ t
0
〈ux(Xs, Ys), dXs〉+
∫ t
0
〈uy(Xs, Ys), dYs〉+
It
2
,
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where It contains the second order terms. We can assume, without loss of gener-
ality that |Y0| ≤ |X0|, so that when we take expectation of u(Xt, Yt), we obtain
Eu(Xt, Yt) ≤ E(It/2). Using property (2) above, in the martingale setting, one can
obtain It ≤ −cp,τ
∫ t
0 (|Xs|+ |Ys|)
p−2d(〈X〉s − 〈Y 〉s) ≤ 0, since B,C ≥ 0 and using
the differential subordinate assumption. Therefore, Ev(Xt, Yt) ≤ 0 by property (1)
above.
4.3. Connecting the martingales to the Riesz transforms.
Now we choose Xt := (I ∗Uφ)t and Yt := ((A1−A2)∗Uφ)t to obtain the following
corollary of Theorem 24.
Corollary 25. If 1 < p < 2 and τ2 ≤ p∗ − 1 or 2 ≤ p <∞ and τ ∈ R then
‖τ2|(I ∗ Uφ)t|
2 + |((A1 −A2) ∗ Uφ)t|
2‖p ≤ ((p
∗ − 1)2 + τ2)
1
2 ‖(I ∗ Uφ)t‖p.
Proposition 26. For all φ ∈ C∞c and all p ∈ (1,∞), limT→∞ ‖(I ∗Uφ)T ‖p ≤ ‖φ‖p.
This result was proven in [2].
Now we will connect the martingalesXt and Yt with the planar Riesz transforms,R1
and R2, in the following way.
Proposition 27. For all φ ∈ C∞c (C),
lim
T→∞
∫
C
[|ET (YT |BT = z)|
2 + τ2|ET (XT |BT = z)|
2]
p
2 dz
=
∫
C
[|(R1 −R
2
2)φ|
2 + τ2|(R1 +R
2
2)φ|
2]
p
2 dz.
This result follows almost immediately from the fact that, for all ψ, φ ∈ C∞c (C),
lim
T→∞
∫
C
ψET [YT |BT = z]dz =
∫
C
ψ(R21 −R
2
2)φdz and (4.2)
lim
T→∞
∫
C
ψET [XT |BT = z]dz =
∫
C
ψ(R21 +R
2
2)φdz, (4.3)
by [2]. By (4.2) and (4.3) we obtain that for all ψ, φ ∈ C∞c (C),
lim
T→∞
∫
C
ψ[|ET (YT |BT = z)|
2 + τ2|ET (XT |BT = z)|
2]
1
2dz
=
∫
C
ψ[|(R1 −R
2
2)φ|
2 + τ2|(R1 +R
2
2)φ|
2]
1
2 dz.
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4.4. Main Result.
Theorem 28. For 1 < p < 2 and τ2 ≤ p∗ − 1 or 2 ≤ p < ∞ and τ ∈ R we have
the following estimate,
‖[|(R21 −R
2
2)f |
2 + τ2|f |2]
1
2 ‖p ≤ ((p
∗ − 1)2 + τ2)
1
2 ‖f‖p
Let Ez0,T correspond to Brownian motion starting at (z0, T ) ∈ R
3
+. Let φ ≥ 0
and 1p +
1
q = 1. Then
∫
C
(|(R21 −R
2
2)φ|
2 + τ2|φ|2)
1
2ψ(z)dz
=
∫
C
lim
T→∞
∫
C
(|E(z0,T )(YT |BT = z)|
2 + τ2|E(z0,T )(XT |BT = z)|
2)
1
2 dz0ψ(z)dz
= lim
T→∞
∫
C
∫
C
(|E(z0,T )(YTψ(ZT )|BT = z)|
2 + τ2|E(z0,T )(XTψ(ZT )|BT = z)|
2)
1
2dzdz0
≤ lim
T→∞
∫
C
E
(z0,T )
∣∣∣∣∣
(
YTψ(ZT )
τXTψ(ZT )
)∣∣∣∣∣ dz0
≤
(
lim
T→∞
∫
C
E
(z0,T )
∣∣∣∣∣
(
YT
τXT
)∣∣∣∣∣
p
dz0
) 1
p (
lim
T→∞
∫
C
E
(z0,T )|φ(ZT )|
qdz0
) 1
q
=
(
lim
T→∞
∫
C
E
(z0,T )
∣∣∣∣∣
(
YT
τXT
)∣∣∣∣∣
p
dz0
) 1
p
‖ψ‖Lq ,
where the last equality is by Proposition 26. By linearity we have this result for
any ψ ∈ Lq. Therefore, by duality
(∫
C
(|(R21 −R
2
2)φ|
2 + τ2|φ|2)
p
2
) 1
p
≤
(
lim
T→∞
∫
C
E
(z0,T )
∣∣∣∣∣
(
YT
τXT
)∣∣∣∣∣
p
dz0
) 1
p
= ( lim
T→∞
E
T [(|YT |+ τ
2|XT |
2)
p
2 ])
1
p ≤ ((p∗ − 1)2 + τ2)
1
2 lim
T→∞
(E|XT |
p)
1
p
= ((p∗ − 1)2 + τ2)
1
2 ‖φ‖Lp ,
where the last inequality is due to Theorem 24 and the last equality is by Propo-
sition 27.
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Corollary 29. For 1 < p < 2 and τ2 ≤ p∗ − 1 or 2 ≤ p <∞ and τ ∈ R,∥∥∥( 2R1R2 , τI )∥∥∥
Lp(C,C)→Lp(C,C2)
=
∥∥∥( R21 −R22 , τI )∥∥∥
Lp(C,C)→Lp(C,C2)
= ((p∗ − 1)2 + τ2)
1
2 .
Since R21 − R
2
2 and 2R1R2 are just rotations of one another by π/4 then we
have the equality of the two operator norms. The lower bound was computed as
((p∗ − 1)2 + τ2)
1
2 in Theorem 8 (or by another technique in [9]). The upper bound
was just computed as the same, giving the desired result.
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