Completeness and Non-Completeness Results with Respect to Read-Once Projections  by Bollig, Beate & Wegener, Ingo
File: DISTL2 271001 . By:CV . Date:23:04:98 . Time:09:58 LOP8M. V8.B. Page 01:01
Codes: 4407 Signs: 2589 . Length: 58 pic 2 pts, 245 mm
Information and Computation  IC2710
Information and Computation 143, 2433 (1998)
Completeness and Non-Completeness Results
with Respect to Read-Once Projections
Beate Bollig* and Ingo Wegener*
FB Informatik, LS II, University of Dortmund, 44221 Dortmund, Germany
E-mail: [bollig, wegener]ls2.informatik.uni-dortmund.de
Several models of restricted branching programs or binary decision diagrams
have a lot of applications in hardware verification. These models are
investigated here from a complexity theoretical viewpoint. Because of
depth restrictions projections are not suitable as reduction type and have
to be restricted to read-once projections. Several types of polynomial-size
binary decision diagrams have complete problems with respect to polynomial
read-once projections. On the contrary it can be proved that the classes of
polynomial-size decision trees and polynomial-size read-once branching
programs or free binary decision diagrams do not have such complete
problems. ] 1998 Academic Press
1. INTRODUCTION
The distribution of the faulty Pentium division circuit has underlined the fact that
circuit designs should be verified. It has to be proved formally that the new circuit
meets the specification. The problem is to decide whether a circuit has the same
inputoutput behavior as another circuit or some other formal specification of a
Boolean function. This problem is for all typically used types of specification coNP-
complete. This holds even if we consider the specification of a specific function f of
polynomial circuit size, since it is no problem to hide difficult problems in circuits
for simple functions. Hence, approaches to solve the verification problem are heuristic,
i.e., they are often efficient and sometimes they use too much time or space.
Nowadays, circuit verification is performed most often and quite often successfully
with the following approach. Let C and C$ be circuits and we have to check whether
C#C$, i.e., whether C and C$ have the same inputoutput behavior. Now another type
of representation for Boolean functions is chosen; C is transformed into an equivalent
representation R and C$ is transformed into an equivalent representation R$. Afterward
it is checked whether R#R$. Since this approach does not prove NP=P, either R and
R$ may be exponentially larger than C and C$ or the test whether R#R$ is still coNP-
complete. Nevertheless, the approach may have good properties. So R and R$ can
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be computed often in reasonable time and an algorithm checking whether R#R$
may often be much more efficient than the best known algorithm checking directly
whether C#C$.
The representations of Boolean functions used for this approach are restricted
branching programs (see Bryant (1992) and Wegener (1994) for surveys). In
applications binary decision diagrams (BDDs) is used as a synonym for branching
programs. In Section 2 the most important BDD variants are presented. In order
to build up a complexity theory for these variants one needs an appropriate
reduction type. It turns out that even projections are too general in this context.
Hence, read-once projections are introduced in Section 3. This reduction type has
been used implicitly before. The main issue of the paper is whether the class of poly-
nomial-size BDDs of some type has complete problems with respect to polynomial
read-once projections. In Section 4 complete problems are presented for several
classes. Usually it is not possible to prove that complexity classes do not have a
complete problem with respect to some type of reduction. Hence, the most important
results are the results of Section 5 where it is shown that the classes of polynomial-size
decision trees and of polynomial-size read-once branching programs (also known as
free BDDs) do not have a complete problem with respect to polynomial read-once
projections.
2. RESTRICTED BINARY DECISION DIAGRAMS
Here we present all computation models discussed in this paper. They all are
restrictions of the well-known concept known as a branching program in theory
and a binary decision diagram in applications.
Definition 2.1. A binary decision diagram (BDD) or branching program (BP)
is a directed acyclic graph with one source. Each sink is labeled by a Boolean
constant and each other node by a Boolean variable from [x1 , ..., xn]. These nodes
have two outgoing edges one labeled 0 and the other 1. The BDD represents the
Boolean function f: [0, 1]n  [0, 1] defined in the following way. An input a # [0, 1]n
activates all edges consistent with a, i.e., the edges labeled ai which leave nodes labeled xi .
The value of the sink reached by the unique path which starts at the source and is
activated by a is defined as f (a).
General BDDs are not used for verification, since no good heuristic is known to
check directly whether two BDDs represent the same function.
Definition 2.2. (i) A free BDD (FBDD or read-once branching program) is
a BDD where each path contains for each variable xi at most one node labeled xi .
(ii) An ordered BDD (OBDD) is an FBDD, where the orderings of
variables on all paths are consistent with one ordering.
(iii) A k-OBDD consists of k layers of OBDDs respecting the same ordering.
(iv) A k-IBDD consists of k layers of OBDDs respecting perhaps different
orderings.
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(v) A BDT (binary decision tree) is a BDD where the underlying graph is
a tree.
(vi) An ODT (ordered decision tree) is an OBDD where the underlying
graph is a tree.
The size of a BDD G is the number of its nodes and is denoted by |G |.
OBDDs, introduced by Bryant (1986) are the most popular representation for
formal circuit verification. Gergov and Meinel (1994) and Sieling and Wegener (1995)
independently have shown how FBDDs can be used for verification. In k-OBDDs and
k-IBDDs the condition that variables are tested only once is relaxed. For k-OBDDs
and constant k the test whether two decision diagrams represent the same function can
be performed in polynomial time which is coNP-complete already for 2-IBDDs. On the
other hand k-IBDDs allow a more compact representation of many functions but the
equality test is based only on heuristic algorithms. Bollig et al. (1994) presented
results on the representational power of these types of BDDs and Jain et al. (1992)
have performed and described successful experiments.
Binary decision trees are not used for verification but are extensively studied in
the literature. Therefore, we extend our considerations to BDTs and ODTs. It
should be obvious that each BDT can be simulated by a free BDT without increasing
the size. Hence, we do not have to distinguish BDTs and free BDTs.
3. READ-ONCE PROJECTIONS
A lot of reduction concepts have been introduced for various types of problems.
Projections and monotone projections intensively investigated by Skyum and Valiant
(1985) are perhaps the most restricted ones.
Definition 3.1. The function f =( fn), more precisely the sequence of functions,
is a (polynomial) projection of g=(gn), fproj g, if
fn(x1 , ..., xn)= gp(n)( y1 , ..., yp(n))
for some polynomially bounded function p and yj # [x1 , x 1 , ..., xn , x n , 0, 1]. The
number of j such that yj # [xi , x i ] is called the multiplicity of xi . The projection is
monotone, fmp g, if yj # [x1 , ..., xn , 0, 1]. The projection is read-once, frop g, if
the multiplicity of each xi is bounded by 1.
In the rest of this paper a projection always means a polynomial projection.
A reduction concept ‘‘’’ is useful for a representation type T only if fg implies
that f has a polynomial-size T-representation if g has a polynomial-size T-represen-
tation. Therefore, projections are adequate for circuits, formulas, and general binary
decision diagrams. But there are examples (see Bollig and Wegener (1996)) where
fproj g, g has polynomial OBDD (FBDD, k-OBDD, k-IBDD) size but f has
exponential OBDD (FBDD, k-OBDD, k-IBDD) size, respectively. But it is easy to
see that read-once projections have all desirable properties.
Proposition 3.2. The reduction concept rop is reflexive and transitive. If
frop g and g has polynomial OBDD (FBDD, k-OBDD, k-IBDD, BDT, ODT) size
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s(n), then f has polynomial OBDD (FBDD, k-OBDD, k-IBDD, BDT, ODT) size
s(p(n)), respectively.
One might be afraid that read-once projections are too restrictive to lead to meaning-
ful results. This is not the case. Read-once projections have been used implicitly quite
often. The famous result of Ladner (1975) that the circuit value problem (and many
related problems) is log space complete for P is based on read-once projections.
Many more well-known polynomial-time reductions (e.g., from Garey and Johnson’s
monograph (1979)) are read-once projections or can be changed easily to become read-
once projections. One simple example is the reduction between CLIQUE and IP
(independent set) and vice versa where it is sufficient to complement the graph.
Already the usual reductions between IP and VC (vertex cover) are not read-once
projections, since k (the size of the required independent set) has to be replaced by
n&k (the size of the required vertex cover). Either we may change the coding of
the problem and use unary numbers for k and n&k or we ensure with dummy nodes
that n is a power of 2. Then k is a read-once projection of n&k. The problems
CLIQUE, IP, and VC are closely related. Therefore, we mention an example of a
read-once projection between ‘‘quite different’’ problems namely CLIQUErop SAT.
Skyum and Valiant (1985) presented a complicated projection to prove CLIQUE
proj SAT. Based on this projection it is easy but tedious to obtain the result
CLIQUErop SAT. More examples of read-once projections can be found in Bollig
and Wegener (1996).
These considerations imply that results on structural properties of the complexity
classes P-OBDD, P-FBDD, P-k-OBDD, P-k-IBDD, P-BDT, and P-ODT should
be based on read-once projections. Here, e.g., P-OBDD denotes the class of all
sequences f=( fn) of Boolean functions representable by polynomial-size OBDDs.
4. COMPLETE PROBLEMS
In order to describe complete problems for classes of polynomial-size restricted
BDDs we take a look at Ladner’s (1975) proof that the circuit value problem is log
space complete for P. The circuit value problem is a structurally defined problem
which includes the problems of P or Ppoly by construction. Here we have to work
a little bit harder to construct complete problems for three complexity classes.
Theorem 4.1. The complexity classes P-OBDD, P-k-OBDD, and P-k-IBDD have
complete problems with respect to monotone read-once projections.
Proof. We start with the class P-OBDD. The width of an OBDD is the largest
number of nodes labeled by the same variable. Our aim is to construct the complete
problem f=( fn) in such a way that each function gm on mn variables represent-
able by an OBDD of width wn is a monotone read-once projection of fn . We
define fn on N=n(2n W log nX+1) variables by an OBDD of size O(n3). This is
sufficient, since for g # P-OBDD the OBDD width of gn is bounded by a polyno-
mial p(n). Hence, gn is a monotone read-once projection of fmax[n, p(n)] . The variables
of fn are divided into n ‘‘true’’ variables x1 , ..., xn and 2n2 W log nX control variables
ci, j, k , 1in, 1 j2n, 1kW log nX . The function fn is defined by its OBDD
27READ-ONCE PROJECTIONS
File: 643J 271005 . By:XX . Date:21:04:98 . Time:09:20 LOP8M. V8.B. Page 01:01
Codes: 2453 Signs: 1927 . Length: 52 pic 10 pts, 222 mm
consisting of n layers of depth 2n W log nX+1 each. The first level of the i th layer
contains n nodes and is labeled by xi . There are 2n edges leaving these n nodes. For
each edge we have reserved W log nX levels, the control variables ci, j, } are exclusively
used on the W log nX levels for the j th edge leaving the xi level. These levels build
a binary tree with n leaves. These leaves are identified with the n nodes of the xi+1
level. The last layer can be even smaller. We only need trees with two leaves, which
have to be identified with two sinks. The size bound O(n3) follows from construc-
tion. In Fig. 1 the connection between two x levels is illustrated for n=4. The four
leaves of each subtree have to be identified with v1 , v2 , v3 , and v4 .
We show that each OBDD G* on mn variables whose width is bounded by n
is ‘‘contained’’ in the OBDD Gn for fn . We only need the last m layers of Gn . The
true variables xn&m+1 , ..., xn are identified with the m variables of G* using the
same ordering as in G*. We still have to organize the connection between the levels
labeled by the true variables. If in G* the j th edge leaving the i th level reaches the
l th node on the next level, we can organize this in Gn by replacing the control
variables for the j th edge leaving the xn&m+i level by appropriate constants.
Almost the same construction can be used for k-OBDDs. In the different layers
we use the same variables but different control variables.
For k-IBDDs we use the same construction with nk tentatively true variables and
a suitable number of control variables. According to the actual variable ordering
used in the different layers we will choose the n actually true variables. The layers
for the tentatively but not actually true variables are replaced by constants in such
a way that the j th node on the first level of the layer is identified with the j th node
FIG. 1. A detail of the OBDD G4 representing f4 .
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on the first level of the next layer. We still have to prove that we can realize with
nk variables xi(1), ..., i(k) , 1i( j)n for 1 jk, all variable orderings in the different
layers. In the l th layer we choose an ordering such that xi(1), ..., i(k) precedes xj(1), ..., j(k)
if i(l )< j(l). If a k-IBDD uses the variable orderings ?1 , ..., ?k in the different layers we
choose the variables x?1 (1), ?2(1), ..., ?n(1) , ..., x?1(n), ?2 (n), ..., ?n (n) as actually true variables.
These variables are ordered in the l th layer according to ?l . Hence, our k-IBDD
contains a ‘‘copy’’ of each k-IBDD on n variables whose width is bounded by n. K
5. COMPLETENESSNEGATIVE RESULTS
Proofs that natural complexity classes do not contain any complete problem with
respect to a natural reduction concept are interesting, since they are quite rare. It
has to be proved that for each problem in the complexity class there exist problems
in the complexity class which cannot be reduced to the given problem.
In the following we present two results of the described type. The first one treats
decision trees. Since paths in trees cannot be recombined, trees intuitively do not
have enough structure to allow complete problems. A complete problem has to
‘‘contain’’ in some sense all other problems of the complexity class. The second
result treats FBDDs. The proof for FBDDs is technically more involved.
Theorem 5.1. The complexity classes P-BDT and P-ODT do not have complete
problems with respect to read-once projections.
Proof. We describe a class C of sequences f=( fn) of Boolean functions of
polynomial ODT size with the following property. Let T=(Tn) be a sequence of
polynomial-size binary decision trees representing g=(gn) where gn is defined on n
variables. Then there exists some f # C which is not a read-once projection of g.
This proves both statements of the theorem.
The class C contains all f=( fn) where fn : [0, 1]n  [0, 1] and | f &1n (1)|n. The
number of those fn is larger than ( 2
n
n )=2
3(n2). Each fn can be represented by an
ODT of size O(n2) with respect to each variable ordering. The inner nodes of a
decision tree with the same distance from the root are reached by disjoint sets of
inputs. If there are at least n+1 inner nodes on the same level, at least one node
is reached only by inputs leading to the output 0. Such a node can be replaced by
a 0-leaf. Hence, each of the n levels contains at most n inner nodes.
We count the number of functions fn which are read-once projections of some gm
where mM=2o(n). We use the fact that the large number of syntactically different
read-once projections originates in the large number of replacements of variables by
constants. Then we show that these replacements do not lead to many different
functions fn . Let y1 , ..., ym be the variables of gm . For a read-once projection we
have to choose n$n variables out of [ y1 , ..., ym] as variables which are mapped
to literals of fn and to choose the one-to-one mapping between the chosen n$
y-variables and [x1 , x 1 , ..., xn , x n] such that the multiplicity of each xi is bounded
by 1. In a second step we have to choose how we replace the remaining m&n$
variables by constants. The number of possibilities in the first step is bounded by
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:
0n$n
:
1mM \
m
n$+ nn$2n$ :0n$n :1mM (2nm)
n$
M(n+1)(2nM )n=2O(n log M )=2o(n2).
We fix one of these possibilities and prove that the different replacements of variables
by constants lead to 2o(n
2) different functions fn (although the number of these replace-
ments equals 2m&n$). This will finish our proof, since we have proved that we can
choose a sequence f=( fn) which is not a read-once projection of g=(gn).
Let p be an increasing polynomial such that the number of 1-leaves of Tm is
bounded by p(m). Let T*m be the binary decision tree which we obtain after we have
replaced the chosen y-variables by x-literals. For a 1-leaf l of T*m the inputs reaching
l can be described as monomial ml , i.e., conjunction over some y-variables which will
be replaced by constants and some x-literals. If the y-variables are replaced by
constants, ml can become the constant 0 or its submonomial ml* consisting of all
its x-literals. A function fn where | f &1n (1)|n can be obtained from T*m by replacing
the y-variables by constants only if fn is the disjunction of at most n monomials ml*.
Hence, the number of functions fn which we may obtain this way is bounded by
:
0rn \
p(m)
r +(n+1) p(m)n=2O(n log M )=2o(n 2).
As seen above this finishes the proof. K
Trees of polynomial size only contain polynomially many paths while directed
acyclic graphs of polynomial size may contain exponentially many paths. For this
reason the result for FBDDs is harder to prove.
Theorem 5.2. The complexity class P-FBDD does not have complete problems
with respect to read-once projections.
Proof. We describe a class C of sequences f=( fn) of Boolean functions of
polynomial FBDD size with the following property. Let G=(Gn) be a sequence of
polynomial-size FBDDs representing g=(gn) where gn is defined on n variables.
Then there exists some f # C which is not a read-once projection of g. We assume
that each variable is tested on each path of Gn , since this increases the size of Gn
at most by a factor of n+1.
The class C is based on the function ‘‘inner product’’
IPn(x)=x1 x2 x3x4 } } } xn&1xn
which is the  -sum of n2 monomials of length 2 depending on different variables.
Obviously, this function has linear OBDD size for each variable ordering testing
each pair (x2i&1, x2i ) of variables immediately one after the other.
Before we define the class C we investigate FBDDs for IPn . Let Hn be an FBDD
representing IPn and testing each variable on each path. Then we can define the cut
through Hn consisting of all nodes v such that on each path from the source of Hn
to v exactly n2 x-variables have been tested before reaching v. By our assumptions
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on Hn on all paths to v the same set A(v) of variables has been tested. We call x2i
the partner of x2i&1 and vice versa. A variable is called an A(v)-singleton if it is
contained in A(v) but its partner is not in A(v). Let s(v) be the number of singletons
in A(v). How many of the 2n2 paths from the source of Hn to the cut may reach
v? Each path to v corresponds to an assignment of the variables in A(v) and to a
subfunction of IPn on the variables outside of A(v). Since we are working with
FBDDs the subfunctions for all the paths to v are equal. Let us consider a
monomial x2i&1x2i of IPn . If both variables belong to A(v), then it is replaced by
0 or 1. If w.l.o.g. only x2i&1 belongs to A(v), it is replaced by 0 or x2i . Hence, IPn
has 2s(v)+1 (resp., 2s(v), if s(v)=n2) subfunctions on the variables outside of A(v).
Let us choose one of these subfunctions. In order to obtain this subfunction the
singletons have to be replaced in a unique way. This implies that each subfunction
belongs to at most 2n2&s(v) assignments of the variables in A(v). Altogether at most
2n2&s(v) paths from the source of Hn to the cut may reach v. If S(n) is the size of
Hn , then some node v* on the cut is reached by at least 2n2S(n) paths. Hence,
2n2&s(v*)2n2S(n) or s(v*)=O(log S(n)) for at least one node v* on the cut of Hn .
For a permutation ? on [1, ..., n] we denote by IP?n the function IPn(x?(1) , ..., x?(n)).
For permutations ?0 , ..., ?n&1 on [1, ..., n] the function IP?0 , ..., ?n&1n is defined on
N=n+Wlog nX variables c0 , ..., cWlog nX&1, x1 , ..., xn . If the control vector
(cWlog nX&1 , ..., c0) is the binary representation of i, the function IP?0 , ..., ?n&1n realizes IP
?i
n
on the x-variables, if in&1, and 0 otherwise. The class C consists of all f =( fN)
where fN equals some IP?0 , ..., ?n&1n . Each fN can be realized by an FBDD of size
O(N2). The FBDD starts with a complete binary tree determining the value of the
control vector. At the leaf where the control vector represents i we use the variable
ordering ?i to represent IP?in in linear size.
In order to determine the number of different functions IP?n we consider the
following experiment. In the beginning x1 , ..., xn are free. Then we choose the free
variable with the smallest index and choose another arbitrary free variable as its
partner. The chosen variables are no longer free. The process is repeated n2 times.
Hence, the number of different functions IP?n equals
d(n)= ‘
1in2
(2i&1)=23(n log n).
The number of different functions fN equals (d(n))n=23(n
2 log n).
We count the number of functions fN which are read-once projections of some gm
where mM=2o(N ). For this reason we fix one of the 2o(N2) possibilities how to
choose m, the y-variables, i.e., the variables of gm which are replaced by x- and
c-literals, and how they are replaced by x- and c-literals. The estimation of the
number of these possibilities follows similarly to the proof of Theorem 5.1. Let
G*m be the FBDD which we obtain from Gm by replacing the chosen y-variables by
x- and c-literals.
Now we estimate how many functions, fN , can be realized if we replace the
y-variables still contained in G*m by constants. For this purpose we first estimate
the number of different functions IP?n which can be realized if we replace in
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G*m the y-variables and the c-variables by constants. We prove that this number is
bounded by d(n)2&0(N ). This implies that the number of functions fN=IP?0 , ..., ?n&1n
obtainable from G*m is bounded by (d(n) 2
&0(N ))n=(d(n))n 2&0(N2). Altogether
only (d(n))n 2&0(N2) 2o(N2 ) of the (d(n))n functions fN are read-once projections of
some gm where mM=2o(N ) and we have proved the theorem.
We still have to estimate the number of different functions IP?n obtainable from
G*m by a replacement of the y- and c-variables by constants. Let p be an increasing
polynomial such that the size of Gm and, therefore, also the size of the cut of G*m
with respect to the x-variables, is bounded by p(m). We know from our general
considerations on IPn that if for some ? at least one setting of y- and c-variables
leads to IP?n , then for at least one node on the cut of G*m the number s of singletons
has to be bounded by O(log p(m))=O(log M )=o(N ).
We fix a node v on the cut of G*m . Let w.l.o.g. A(v)=[x1 , ..., xn2]. In order to
estimate the fraction of functions IP?n with at least n10 A(v)-singletons from below
we choose a random function IP?n with the experiment described for the calculation
of d(n). As long as the free variable with the smallest index is contained in A(v) we
have chosen at least as many variables in A(v) (at least one for each pair) as
outside of A(v). Hence, the probability of producing a singleton is at least 12.
Moreover, the number of trials is at least n4. The expected number of successes of
n4 trials with a success probability of at least 12 each is at least n8. Clearly,
replacing the process by independent trials of probability 12 does not decrease the
probability of at least n10 successes. By simple calculations or Chernoff’s bounds
it follows that the probability of obtaining at least n10 singletons is at least
1&2&0(n). Hence, only a fraction of 2&0(n)=2&0(N ) of the functions IP?n has less
than n10 A(v)-singletons. Considering all p(m)=2o(N ) nodes on the cut it follows
that a fraction of p(m) 2&0(N )=2&0(N ) of the functions IP?n has less than n10
A(v)-singletons for some node v on the cut. A function IP?0 , ..., ?n&1n can be obtained
from G*m by a replacement of the y-variables by constants only if each IP
?i
n can be
obtained from G*m by a replacement of the y- and c-variables by constants. Hence,
the fraction of functions IP?0 , ..., ?n&1n obtainable from G*m is bounded by 2
&0(nN ). As
we have seen before this finishes the proof of the theorem. K
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