ABSTRACT This paper considers blind deconvolution problem that to recover unknown signals f and g from their convolution signal. Non-convex optimization approach is an efficient method to get the solution, but it is a challenge to find the exact solution for a non-convex optimization problem. Existing work provides a full gradient descent (GD) method converging to the global minimum from a proper initialization. However, GD algorithm is not computationally efficient. In this paper, we design the first stochastic gradient descent (SGD) algorithm that converges linearly to the exact solution. We also design a Kaczmarz algorithm which adapts the step size of SGD algorithm. It also has the linear convergence and is more computationally efficient. Finally, we analyze the global geometry of the objective function. Although the function is nonconvex, its expectation has a good geometry that every local minimum is also a global optimal point. Our numerical experiments demonstrate that both SGD and Kaczmarz algorithms are more computationally efficient and can converge to the global minimum even without a proper initialization.
I. INTRODUCTION
This paper studies the blind deconvolution problem, which requires to recover two linear signal vectors from the measurements of their convolution. More specifically, we consider the problem of recovering unknown f , g ∈ C n based on the circular convolution measurementsŷ given as followŝ
where n is a Gaussian noise vector. Generally, there can be multiple pairs of signals (f , g) satisfying (1) and hence the problem is not well-defined. In order to pose the problem properly, prior constraints on the signals such as subspace and sparsity are typically introduced so that there can be unique recovery of the signals (up to a certain transformation).
Various approaches have been developed to solve this problem. Recently, a convex optimization approach was proposed in [1] . It lifts the problem from recovering two vectors to recovering a rank-one matrix. The rank objective function is relaxed into its convex relaxation nuclear norm. Then the The associate editor coordinating the review of this manuscript and approving it for publication was Md. Asaduzzaman. rank-one matrix is recovered by solving a convex optimization problem. Such an approach was subsequently adopted by various studies in [2] - [5] .
Though such a convex optimization approach yields guaranteed recovery of the signals (under certain constraints), the corresponding algorithm can run very slowly due to the lifting procedure, particularly when the signals have high dimensions. Such a challenge motives the recently non-convex optimization approach to solve the problem in [5] , [6] . More specifically, the problem (1) can be shown to be equivalent to the following problem in the DFT domain y = (Bh) (Ax) + e (2) where e is also a complex Gaussian random noise, B and A are complex matrix to project f , h in to subspaces. Then the following non-convex loss function is adopted, whose minimizer yields the true signals. where e l is the l-th element of e and A l is a linear projector defined in Section II-A. Then [6] developed an algorithm that initializes the signals based on the spectral method and then adopts the first-order gradient descent (which we refer to as GD-BD) update for the two signals. Reference [6] further showed that such an algorithm guarantees to recover the true signals with high probablity under certain sample complexity condition.
It can be seen that at each gradient descent update step in the algorithm in [6] , the gradient for each component function (corresponding to each l) in (3) need to be computed. Such an update is not computationally efficient. Thus, the goal of this paper is to design and analyze the type of stochastic gradient descent algorithms to improve the computational efficiency. The idea is to randomly select only one sample (one sample in the frequency domain in this case) and use the gradient based on such a sample for one update. In this way, the algorithm computational cost of each iteration is significantly reduced, and the overall convergence of this algorithm can also be improved.
Analyzing the global geometry of the non-convex function is interesting. We compute the gradient of the expectation of (3) with wirtinger derivatives in [7] . The expectation has no poor local minima.
A. OUR CONTRIBUTIONS
This paper explores two popular stochastic algorithms: the stochastic algorithm with fixed step size (which we refer to as SGD-BD) and the randomized Kaczmarz method with adaptive step size (which we refer to as Kaczmarz-BD), and analyzes the performance guarantee as well as the convergence rate of the two algorithms. We summarize our main results as follows.
• We design the first SGD-BD algorithm for the blind deconvolution problem, and we show that such an algorithm converges linearly to the pair of the true signals on expectation under a proper initialization based on spectral method, under the same sample complexity that Xiaodong Li guarantees the convergence of the full gradient descent algorithm in [6] . We further show that such an algorithm is robust to noise corruption and converges linearly to the neighborhood of the true signals up to the noise level.
• We design and analyze the Kaczmarz-BD, which adapts the step size at each iteration based on the strength of signals, and establish the linear convergence of Kaczmarz-BD to the true signal under the same sample complexity.
• We analyze the global geometry of the objective function of blind deconvolution and prove that its expectation has no poor local minima.
• Numerically, we demonstrate that both SGD-BD and Kaczmarz-BD both outperform GD-BD in terms of the number of iterations and time cost. Although the two stochastic algorithms perform equally well, SGD-BD depends critically on the choice of the fixed step size, which is not very easy to tune in practice, whereas Kaczmarz-BD has better tolerance of the step size parameters due to the adaptivity of the step size in the algorithm. We also domonstrate that numerically the algorithms converge to the global optimal point even without the proper initialization.
B. RELATED WORK 1) BLIND DECONVOLUTION
Various approach has been developed to solve the problem of blind deconvolution [1] - [6] . This paper follows the line of the non-convex optimization approach and further develop the stochastic gradient algorithm to improve computational efficiency. References [8] , [9] analyze the global geometry of blind deconvolution with sphere-constrain. They prove the blind deconvolution problem has no poor local minima with that constrain. References [10] , [11] also study the geometry of deconvolution problem but with short and sparse constrain. However, our analysis on global geometry is not based on this sphere-constrain.
2) NON-CONVEX OPTIMIZATION APPROACH FOR HIGH DIMENSIONAL ESTIMATION
Non-convex approaches have been developed for solving various high-dimensional signal estimation problems by minimizing non-convex loss functions via first-order gradient algorithms. A partial list of these studies include phase retrieval [7] , [12] - [14] ; matrix completion [15] - [22] ; low-rank matrix recovery [23] - [28] ; robust PCA [29] ; robust tensor decomposition [30] ; dictionary learning [31] , [32] ; community detection [33] and phase synchronization [34] .
3) SGD ALGORITHMS FOR NON-CONVEX HIGH DIMENSIONAL ESTIMATION
Stochastic algorithms have also been proposed to improve the computational efficiency of the non-convex optimization approach to solving high dimensional estimation problems. In particular, in [35] , [36] , SGD algorithms are proposed to solve the phase retrieval problem, and in [21] , an SGD algorithm was proposed to solve an online matrix completion problem.
4) KACZMARZ ALGROTHIMS
The Kaczmarz method was originally developed for solving systems of linear equations [37] . The randomized Kaczmarz method for the least-squares problem is established to converge at a linear rate [38] , [39] . In [40] , [41] , it was adapted to solve the phase retrieval problem, and [35] characterized the convergence guarantee of Kaczmarz method.
C. NOTATION
Bold capital letters denote matrices and bold lowercase denote vectors. The conjugate transpose of a matrix A is denoted by A H . l 2 norm and infinity norm of a vector a are denoted by a and a ∞ . The Frobenius norm of a matrix A is denoted by A F . The real part of a complex matrix A is denoted by Re(A).
II. FORMULATION AND PRELIMINARY

A. PROBLEM FORMULATION
We consider the circular convolution structurê
Usually, g is the signal of interest, f is the convolution kernel and n is a Gaussian noise vector. Assume f , g,ŷ ∈ C L . Asŷ is given, but f and g are unknown, the question is how to recover the true f and g. We denote the truth as f * and g * .
Reference [1] , [6] have shown that if the two vectors f and g are members of known subspaces, with some constraint about the dimensions of the two subspaces and dimension of y, the matrix f × g H can be recovered without error.
The following derivation is as [6] . In many application, f is assumed to be compactly supported. Therefore, let f satisfies
It means only the first K entries of f are nonzero and h ∈ C K is the non-zero part. For the vector of interest, we assume g = Cx for a known matrix C ∈ C L×N . In our analysis later C is assumed to be complex Gaussian random matrix. In practical problems, C can be some certain matrix. For example, C containing wavelet subspace has an excellent performance in image processing. Finally, we assume the complex Gaussian noise n ∼ N (0,
, where σ is a parameter to control the signal to noise ratio (SNR).
It is more convenient to process the circular convolution model in the Fourier domain. Let F be the L × L normalized discrete Fourier transform (DFT) matrix,
where denotes pointwise product. Let B be the first K columns of F, leading to Ff = Bh with (6). We also let A = FC, so A is also a Gaussian random matrix. Rewrite Fn as e. Therefor, (7) becomes
where e ∼ N (0,
is also a complex Gaussian random noise. We choose A to be a complex Gaussian random matrix, such that
Clearly, recovering f and g fromŷ is equivalent to recovering h and x from y. So our goal is to recover the ground truth h * and x * based on y, A and B. Notice that, if (h * , x * ) is a solution to (8), so is (αh * , α −1 x * ) for any α = 0. Therefor without loss of generality, we assume that h * = x * :
. A square lost function is employed as following,
where e l is the l-th element of e. Define
so (11) is a highly non-convex function. Usually, it is hard to find the optimal point of such function. Reference [6] has generate a GD-BD algorithm and proved it can solve the optimal point with high probability. In the following, we will generate a SGD-BD algorithm to accelerate that of [6] and prove the non-convex function has a good global geometry.
B. PRELIMINARY
Reference [6] generates a two-step algorithm to deal with problem (11) . The first step is to initialize (h 0 , x 0 ) in a basin of attraction. The second step is using GD-BD to find the optimal point. The basin of attraction is introduced in II-B1 and the initialization algorithm is in II-B2. Rest of this subsection are some proposition used in this paper.
1) BASIN OF ATTRACTION
The basin of attraction is the union of three neighborhood sets around the optimal point (h * , x * ).
In the first neighborhood, the norm of h and x are bounded:
which avoids such case that h x is bounded but h → 0 and x → ∞.
In the second neighborhood, the incoherence between b l and h is bound:
And define µ h as
In the last neighborhood, (h, x) need to be near (h * , x * ):
where ε ∈ (1, 1 15 ].
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Obviously, decreasing (11) tends to constrain (h, x) inside N d * . In order to constrain that all the iterates inside N d * ∩N µ , a penalty is added to (11) :
where G(h, x) is as following,
where
. (21) 2
) INITIALIZATION
The adjoint operator of A l is given by
where z ∈ C L and z l is the l-th element. Then, EA * l (y) = h * x H * hence the largest singular value and corresponding vectors of A * (y) is a reasonable guess of d * and (h * , x * ). As the descent algorithm is expected to start with a point belongs to (h 0 , x 0 ) ∈ N d * ∩N µ ∩N ε , the initialization algorithm is as Algorithm 1. 
Algorithm 1 Initialization via Spectral
subject to
The following lemma shows that algorithm gives a good initialization in the basin of attraction.
Lemma 1 (Theorem 3.2 in [6]): The initialization obtained via Algorithm 1 satisfies
and
holds with probability at least 1 − L −γ if the number of measurements satisfies
Here ε is any predetermined constant in (0, 1 15 ], and C γ is a constant only linearly depending on γ with γ 1.
3) SIMPLE KACZMARZ METHOD FOR LEAST SQUARE PROBLEM
The simple Kaczmarz method is first designed by [37] to solve the linear model y = Ax. The iterations of Kaczmarz is as following,
where r is a index such that y r is the r-th element in y and a r is the r-th column of A T . Every iteration of Kaczmarz method is to project x t onto the hyperplane a T x = y r to obtain x t+1 .
III. OPTIMIZATION ALGORITHM
In section II-B2, we compute a proper initialization (h 0 , x 0 ). In this section, we generate two algorithms to compute the optimal point from the proper initialization.
A. WIRTINGER DERIVATIVE
Our objective function (18) is a function of complex variables. Wirtinger derivatives are utilized to compute the gradient. The form we using here is similar to section 6 in [7] . As (18) is a function with real value, we need only consider
B. STOCHASTIC GRADIENT DESCENT ALGORITHM Our SGD-BD algorithm is shown in algorithm 2. From (h 0 , x 0 ), we sample a random l to compute the gradient and update (h, x 0 ). This iteration is repeated until the convergence. Some constrains are required for the algorithm to get the convergence as the following assumption. Select a random l from 1, . . . , L and compute
. 6 : end for 7: return Final (h, x) .
Theorem 1 analyzes the result of algorithm 2 with assumption 1. We denote u = (h, x) for convenience.
Theorem 1: For u t satisfying assumption 1 and
with η ω 2MLC L , the following one step contraction holds with probability at least
where C γ is a constant depending on γ linearly and
, which is the optimal step size in theory. Then,
with high probability for some c 1 > 0. This theorem concludes the performance of one step update in algorithm 2. The convergence rate is in (0, 1) with a property M and C L . Theorem 1 relies on assumption 1. However, it is costly to check if a point (u t ) satisfies assumption 1, and it is difficult to make sure every (u t ) satisfying the assumption. In our experiment, We find that with a property initialization, almost all iterations belong to the basin of attraction. One reason maybe that allf l -s share a same minimizer withF. The descent off l may lead to the descent ofF. The penalty terms also promote the iteration staying in the basin of attraction.
The final convergence result is analyzed in the following proposition.
Proposition 1: Consider a sequence {(h n , x n )} satisfying assumption 1 generated by algorithm 2 with some step size η
the sequence has a linear convergence to an optimal point (h * , x * ) with probability at least
, and there holds
σ d * and e 2σ d * with high probability.
Usually, we do not expect the linear convergence of SGD with fix step size. Keys of linear convergence in this problem is interpret as following.
Ignoring the noise, lemma 3 shows
and in proof of lemma 6, we have
So the variance of ∇f l is proportional to hx
The variance of ∇f l (h, x) is bounded. As (h, x) is approaching to the optimal point, the variance is decreasing to 0. This is the reason that theorem 1 holds with a good η for SGD.
The proof of theorem 1 and proposition 1 and some necessary lemmas are in the rest of the subsection.
Lemma 2:
2 L, the following rip condition holds on an event E 1 with probability at least
For proof, see lemma 5.14 in [6] .
Lemma 3: ConsideringF in (18) , with c = e 2 + 1700 A * (e) 2 and ω = d 0 5000 it holds such that
For proof, see lemma 5.19 in [6] .
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Lemma 4: For any
with with probability at least 1 − L −γ on an event E 2 and 
on an event E 3 with probability at least 1 − L −γ .
There holds e 2σ d * with probability at least 1 − exp (−L). For prove, see lemma 5.21 in [6] .
Lemma 6: ConsideringF in (18) , with c = e 2 + 1700 A * (e) 2 , ω = d 0 5000 and some M > 0, it holds such that
on an event E 4 with probability at least
Proof:
For
It is easy to prove {max l a l 12N } in event E 4 with probability at least 1 − L exp(−6N ).
For E 2,l , consider when
L|b H l h| 2 8dµ 2 1, E 2,l = 0 and G(h, x) = 0. Then, we only care that
For E 3,l ,
Similarly,
. Then, it is easy to prove
Combining (58) and lemma 6 result in the following inequality:
Proof of Theorem 1: Proof: With u t s satisfying assumption 1 generated by algorithm 2, apply lemma 4 for u t and u t+1 . It is enough to prove the following,
Take the expectation over l:
It is easy to prove ωη − 4MLC L η 2 < L for any η > 0, and
. Then the noise in last two terms is bounded by (
, which is the optimal step size. (68) is
2σ d * with probability
with high probability for some c 1 > 0.
Proof of Proposition 1:
Proof: Apply (69) for t from 0 to t and there holds
Clearly, function values of the sequence generated by algorithm 2 converge geometrically to the optimal value. In the following, we prove the convergence of the sequence.
Notice G(u) 0 for any u. Then,
(73) It holds from (72) to (73) because lemma 2. Equivalently,
E hx
where inequality (78) holds because lemma 2. Denote d t = h t x t and assume h * = x * . We conclude that
which is similar to sin (x k , x * ).
C. KACZMARZ METHOD
Consider the convolution model without noise:
which is a bilinear function over h and x. Fixing h and x respectively, we get a linear form as following,
Define n t,l,h = b l a H l x t and n t,l,x = a l b H l h t , which denoted by n in the following for simple. Then, the Kaczmarz iteration is
Naturally, the Kaczmarz method is similar to stochastic gradient method with dynamic step size. For the model VOLUME 7, 2019 with noise, we can also compute the optimal point with the dynamic step size for (18) and prove the convergence.
Extending the method for (18) and modifying the n into α n + β for α, β > 0, Algorithm 3 is generated. We apply 1 α n +β instead of 1 n just to give a lower bound of the step size. It is easy to prove there holds
in event E 2 with probability at least 1 − L exp(−6N ).
Algorithm 3 Kaczmarz algorithm for bilinear
Require: y, complex random matrix A, part of DFT matrix B, µ > 0, η. Ensure: 1: Compute the initialization (h 0 , x 0 ) with Algorithm 1.
2: for t = 1, 2, . . . , do 3: select a random l from 1, . . . , L and compute
Theorem 2 analyzes the one step update of algorithm 3. 
the following one step contraction holds with probability at least
Set β 5000d * and α is bounded, then
P ∈ (0, 1) and Q P is larger than but closed to 1. Analyzing the step size 1 α n +β , α and β are used to balance the fix step size and dynamic step size. In theorem 2, we set a large β just to prove the contraction. If β is too large or α is near 0, algorithm 3 is equivalent to algorithm 2.
Step size is expected to be varying with n , so α should not be very small. β is to constrain the step size not too large, in case of n is near 0. For L large enough, we suggest β 10.
References [37] and [40] have interpret Kaczmarz method as projection the variable into a hyperplane. We can also interpret it as a stochastic gradient descent process. When updating h, n l,h measures the incoherence of a l and x. If n l,h is large, it mean a l and x have large coherence, then we set a little step size.
Proposition 2: Consider a sequence {(h n , x n )} satisfying assumption 1 generated by algorithm 2, setting β 5000d * and α bounded, with
) and A * (e) σ d * e 2σ d * with high probability. Kaczmarz-DB in algorithm 3 also has a linear convergence to the global optimal point. The proofs of theorem 2 and proposition 2 are in the rest of this subsection.
Proof of Theorem 2:
Proof: For u t satisfying 1 generated by algorithm 3, apply lemma (4) and there holds
Take the expectation over l, then we have the following,
And
2MC L β 2 . P ∈ (0, 1) and Q P is larger than but closed to 1.
Proof of Proposition 2:
Proof: Apply theorem 2 for every u t , u t+1 generated by algorithm 3. Then function value is bounded as following,
Therefore,
A * (e) (107)
Set β 5000d * and α is bounded. P ∈ (0, 1) and Q P is larger than but closed to 1. Let Q P < 2, then there holds
Immediately, with d t = h t x t and h * = x * , we conclude that
IV. GEOMETRY STRUCTURE
As the objective function is a highly non-convex optimization problem, we initialize the variable in a neighborhood with good structure to compute the global minimum point in last section. In this section, we consider the original lost function (11) without noise and study the global geometry of F. Consider the expectation as following, 
A. MEASUREMENTS REQUIREMENT
In this experiment, we are interested in how many measurements are necessary to recover the signal and convolution kernal. We compare SGD-BD(algorithm 2), Kaczmarz-BD(algorithm 3), and GD-BD in [6] . In our experiment, h and x are all complex Gaussian vectors with
Three algorithms are compared when L/(K +N ) increases from 1 to 2. For one L, the test is repeated 50 times to compute the success rate. One test is successful only if it obtains (h, x) such that
The result is shown in Fig. 1 . It is shown that SGD-BD and Kaczmarz-BD do not need more measurements than GD-BD to make a good recovery. When L is small, such that the measurements are not enough to recover the signal, and recovering is harder for Kaczmarz-BD and SGD-BD than GD-BD. On inadequate measurements, losing part of the rare information, SGD-BD is more likely to pick the wrong direction. Kaczmarz-BD is a little better than SGD-BD with low L because when it computes the incoherence to decide the step size, more structure information of the function is used, but it is still not better than GD-BD. When L is large enough, Kaczmarz-BD and SGD-BD are more confident to recover signal successfully. With overmuch measurements, it is easy for SGD-BD to pick a good direction randomly. For the condition that GD-BD can not make good recovery, SGD-BD and Kaczmarz-BD can select the right directions and converge to the optimal points.
B. CONVERGE RATE
This experiment is to compare the computationally efficiency of SGD-BD, Kaczmarz-BD and GD-BD. h and x are also complex Gaussian vectors. L pick value from {500, 1000, 1500} and other parameters are the same with experiment V-A. We set the step size for SGD as
. For Kaczmarz-BD algorithm, α and β take value as {(3, 10), (2, 8) , (2, 6)} respectively. 50 tests are done for one K and take the average number of the iterations before convergence to compare their speed. We set these large L because in some practical problems, measurements are enough to do blind deconvolution, but computation is costly because of the large data. That is the motivation to consider SGD-BD to accelerate the algorithm. The convergence criteria here is
In one iteration of SGD-BD, ∇f l is computed. So L iterations in SGD-BD is equivalent to computing a full gradient ∇(F). We compare {No. of iterations}/L of SGD-BD and Kaczmarz-BD with {No. of iterations} of GD in table 1. Obviously, SGD-BD and Kaczmarz-BD are all much faster than GD-BD. Larger L increases the acceleration. When L = 500, GD-BD computes quadruple full gradients as that of Kaczmarz-BD. When L = 1500, it becomes 10 times. Together with experiment 1, these two experiments demonstrate that SGD-BD and Kaczmarz-BD are better than GD-BD with a large enough L, considering both convergence speed and success rate of recovery.
C. WITHOUT INITIALIZATION
This experiment analyzes how the proper initialization from algorithm 1 influences the convergence of algorithm 2. The experiment setting is similar to subsection V-A. The only different is that we do not use the initialization from algorithm 1, but sample (h 0 , x 0 ) with normal distribution. We compare the Kaczmarz-BD with or without initialization via sepctral method in algorithm 1. The result is shown in Fig. 2 . It is demonstrated that the algorithm converges to the true solution even without a proper initialization. It is reasonable that recovering the true signals from a random initialization is harder than from a proper initialization. But larger L, which means more convoluted single samples, helps to recover f and g. In our experiment, when L/(N + K ) > 1.8, we can always find the true solution.
D. THE BASIN OF ATTRACTION
This experiment is to study if the iterations stay in the basin of attraction.
We only test SGD-BD in this section. K = N = 50, L ∈ [150, 170, 190, 210, 250, 300], ρ = d 2 100 and µ = 6 √ L/(K + N )/ log L. We check if the point (u t ) in the basin of attraction in every iteration. One important result is that once a point is in the basin of attraction, all the points after that iteration are in the basin. Then, for every L, we repeat the test 50 times to count the number that the initialization is in the basin of attraction, and count the number of iterations that the generated points are out of the basin.
The result is in table 2. The second line counts the average number of iterations out of the basin of attraction before the convergence over the 50 tests. The third line counts the number of initializations that in the basin of attraction. A good initialization means all generated points will be in the basin. It is shown that if L is large enough, the initialization falls in the basin of attraction with good probability. Even if the initialization is out of the basin, the generated points may go into the basin after several iterations. If a point generated in the basin of attraction, the iterations after that will not go out of the basin almost.
VI. CONCLUSION
In this paper, we design the first SGD and Kaczmarz based algorithm for the blind deconvolution problem. They are all robust to noise corruption and converges linearly to the neighborhood of the true signals. We also show the expected objective function has no poor local minima. Experiments show that our SGD-BD and Kaczmarz-BD are more computationally efficient than the GD-BD and the algorithm can usually converge to the true signals even without a proper initialization. In the future, we will study the general global geometry of the blind deconvolution problem.
