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ВВЕДЕНИЕ 
 
 Предлагаемый курс лекций входит в программу образовательного 
стандарта РД РБ 02100.5.046-98 по специальности «Экономическая 
кибернетика» для студентов математического факультета Гомельского 
государственного университета имени Франциска Скорины и является 
продолжением одноименной первой части курса лекций. 
 Настоящий лекционный материал по дисциплине «Методы чис-
ленного анализа» призван облегчить студентами изучение теоретиче-
ских сведений и способствовать эффективному применению практиче-
ских навыков в области вычислительной математики. 
 Курс лекций содержит 6 тем. В первой теме рассматриваются 
классические методы численного решения задачи Коши для обыкно-
венных дифференциальных уравнений. Во второй теме излагаются 
конечно-разностные и вариационные методы решения краевых задач 
для обыкновенных дифференциальных уравнений. Третья тема посвя-
щена решению дифференциальных уравнений в частных производных, 
методам построения и основным понятиям теории разностных схем. В 
последующих темах рассматриваются разностные схемы для основных 
уравнений математической физики и схемы их численной реализации. 
Уделено достаточное внимание вопросам применимости рассматрива-
емых разностных схем. 
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Тема 1 МЕТОДЫ ЧИСЛЕННОГО РЕШЕНИЯ 
ОБЫКНОВЕННЫХ ДИФФЕРЕНЦИАЛЬНЫХ 
УРАВНЕНИЙ 
Лекция 1 О методах решения задачи Коши 
 
1 Общие замечания. Постановка задачи. 
2 О методах решения дифференциальных уравнений. 
3 Решение с помощью степенных рядов. 
 
1 Общие замечания. Постановка задачи 
 Простейшим дифференциальным уравнением является уравнение 
первого порядка 
),( yxfy .      (1.1) 
Основная задача, относящаяся к этому уравнению, есть задача Коши: 
найти решение уравнения (1.1) 
)(xyy ,  (1.2) 
удовлетворяющее начальному 
условию 
00 )( yxy ,   (1.3) 
т.е. найти интегральную кри-
вую )(xyy , проходящую 
через заданную точку 
0 0 0( , )M x y  (Рисунок 1.1). 
            Рисунок 1.1 – Интегральная кривая 
 
 Известна следующая теорема существования и единственности 
решения: 
 если правая часть ),( yxf  непрерывна в области R, определяемой 
неравенствами axx 0 , byy 0 ,то существует, по меньшей ме-
ре, одно решение (1.2), определенное в некоторой окрестности 
hxx 0 , где 0h . Это решение единственно, если в R выполнены 
условия Гельдера yyNyxfyxf ),(),( , где N – постоянная Гель-
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дера, зависящая в общем случае от a и b. Если )(xf  имеет ограничен-
ную производную ),( yxf y  в R, то можно положить ),(max yxfN y
 
при Ryx ),( . 
 Для дифференциального уравнения n -го порядка  
),...,,,( )1()( nn yyyxfy  
задача Коши состоит в нахождении решения, удовлетворяющего 
начальным условиям 00 )( yxy , 00 )( yxy , … , 
)1(
00
)1( )(
nn yxy , 
где 
)1(
0000 ,...,,,
n
yyyx  – заданные числа. 
 В приложениях часто встречаются системы обыкновенных диффе-
ренциальных уравнений. Ограничимся рассмотрением нормальной 
системы n -го обыкновенных дифференциальных уравнений 
),...,,(
................................
),...,,(
1
11
1
nn
n
n
yyxf
dx
dy
yyxf
dx
dy
,     (1.4) 
где х – независимая переменная, nyy ,...,1  – искомые функции. 
 Воспользовавшись векторными обозначениями 
n
n
n f
f
f
dx
dy
dx
dy
dx
dy
y
y
y 
1
1
1
,,... , 
cистему (1.4) запишем в виде 
),( yxf
dx
dy
.      (1.5) 
Под решением системы (1.5) понимается любая совокупность функций 
nyyy ,...,1 , где )(,...),(11 xyxy nn , которая, будучи под-
ставлена в систему (1.5), обращает все уравнения этой системы в тож-
дество. Так как система дифференциальных уравнений имеет беско-
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нечное множество решений, то для выделения одного конкретного ре-
шения )(xyy , кроме уравнения, нужны дополнительные условия. В 
простейшем случае задаются начальные условия 
00)( yxy ,      (1.6) 
что приводит к задаче Коши: найти решение )(xyy  системы диффе-
ренциальных уравнений (1.5), удовлетворяющее заданным начальным 
условиям (1.6). Геометрически это значит, что требуется отыскать ин-
тегральную кривую L, проходящую через заданную точку 
),...,,( )0()0(100 nyyxM  пространства 
1nR . 
 
 2 О методах решения дифференциальных уравнений 
 В курсах по дифференциальным уравнениям изучаются методы, 
позволяющие выразить решение дифференциального уравнения через 
элементарные функции, либо представить его при помощи квадратур 
от элементарных функций. Эти методы называют точными. Классы 
уравнений, для которых применимы точные методы, сравнительно уз-
ки и охватывают только малую часть возникающих на практике задач. 
Указанное обстоятельство привело к созданию большого числа мето-
дов приближенного решения дифференциальных уравнений. Прибли-
женные методы в зависимости от формы, в которой они представляют 
решение, можно разделить на две группы: 1) аналитические методы, 
дающие приближенное решение дифференциального уравнения в виде 
аналитического выражения; 2) графические методы, дающие прибли-
жѐнное решение в виде графика; 3) численные методы, дающие при-
ближенное решение в виде таблицы. Численные методы не позволяют 
найти общее решение уравнения (1.1) или системы уравнений (1.5). С 
их помощью можно найти лишь решение начальных или краевых за-
дач. Численные методы применимы к задачам, имеющим единственное 
решение (корректно поставленным задачам). В некоторых случаях 
условий корректности может оказаться недостаточно. Надо чтобы за-
дача была хорошо обусловлена (устойчива), т.е. чтобы малые измене-
ния в задании исходных данных приводили к достаточно малым изме-
нениям искомого решения. 
 
 3 Решение с помощью степенных рядов 
 Постановка задачи: найти решение (1.2) дифференциального урав-
нения (1.1), удовлетворяющее начальным условиям (1.3). 
 9 
 
 Пусть правая часть ),( yxf  уравнения (1.2) является аналитиче-
ской функцией в начальной точке ),( 00 yx , т.е. в некоторой окрестно-
сти этой точки может быть разложена в степенной ряд вида 
0,
00 )()(),(
lk
lk
kl yyxxcyxf , 
где klс  – постоянные коэффициенты. Тогда существует единственное 
решение )(xyy  дифференциального уравнения (1.1), удовлетворя-
ющее начальному условию (1.3), причем это решение является анали-
тическим в точке 0x  и, следовательно, может быть представлено в виде 
ряда Тейлора 
0 0
0
( ) ( ) , ( , )
m
k
m k
k
y x c x x x x h m , (1.7) 
где 0,...),2,1,0()(
!
1
0
)( hkxy
k
c kk .  
 Коэффициенты ...,,...,, 10 nccс  определяются следующим образом 
),()(,)( 0001000 yxfxycyxyс . 
Остальные коэффициенты ,...)3,2(kck могут быть найдены шаг за 
шагом путем последовательного дифференцирования данного диффе-
ренциального уравнения (1.1). Например, дифференцируя по х обе ча-
сти этого уравнения и используя правило дифференцирования сложной 
функции, будем иметь 
yyxfyxfy yx ),(),( . 
Отсюда находим 
0000002 ),(),(
2
1
)(
2
1
yyxfyxfxyc yx
. 
 Изложенный способ нахождения решения дифференциального 
уравнения методом степенных рядов легко обобщается на случай про-
извольного дифференциального уравнения n – го порядка и на случай 
систем дифференциальных уравнений. 
 Пусть, например, имеем дифференциальное уравнение второго 
порядка 
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),,( yyxfy       (1.8) 
с начальными условиями 
0000 )(,)( yxyyxy .     (1.9) 
Предполагая, что функция ),,( yyxf  аналитическая в начальной точке 
),,( 000 yyx , будем искать решение задачи Коши (1.8) – (1.9) в виде ря-
да Тейлора 
m
k
k
k
m xx
k
y
xy
0
0
)(
0 )(
!
)( .    (1.10) 
Здесь 00 , yy  известны из (1.9). Из (1.8) получаем ),,( 0000 yyxfy . 
Дифференцируя последовательно уравнение (1.8) по х согласно прави-
лу дифференцирования сложной функции и полагая 0xx , для второй 
производной будем иметь 
 
000000000000 ),,(),,(),,( yyyxfyyyxfyyxfy yyx  
и так далее, пока не будет определено достаточное число коэффициен-
тов в ряду (1.10). 
 Для значений х близких к 0x , метод рядов (1.7), (1.10) при доста-
точно больших m  дает обычно хорошее приближение к точному ре-
шению )(xy  соответствующей задачи. Однако, с увеличением рассто-
яния 0xx  погрешность приближенного равенства )()( xyxy m , во-
обще говоря, возрастает по абсолютной величине, и формулы (1.7) или 
(1.10) становятся вовсе неприемлемыми, когда точка х выходит из об-
ласти сходимости соответствующего ряда Тейлора. 
 Предпочтительными в таких случаях будут, например, численные 
методы решения задачи Коши, позволяющие в некоторых попарно 
близких друг другу фиксированных точках Xxxxx N...210  
последовательно находить значения ),...,2,1()( Nkxyy kk  при-
ближенного решения. Сходимость методов подобного типа не так 
жестко связана с длиной отрезка Xx, , и такие методы чаще берут в 
основу стандартных программ для ЭВМ. 
 
Вопросы для самоконтроля 
1 В чем заключается задача Коши для дифференциального уравнения? 
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2 В чем заключается задача Коши для системы уравнений? 
3 Какие методы решения дифференциальных уравнений Вы знаете? 
4 В чем смысл метода степенных рядов? 
5 Как определяются коэффиценты в методе степенных рядов? 
 
Лекция 2 Одношаговые методы решения задачи Коши 
 
1 Метод Эйлера. 
2 Модификации метода Эйлера. 
3 Метод Рунге-Кутта. 
 
 1 Метод Эйлера 
 Рассмотрим задачу Коши 
bxayxfy ),,(      (1.11) 
0)( yay .      (1.12) 
На отрезке ba,  выберем ко-
нечное множество точек 
),...,1,0( Nixi , (Рисунок 1.2) 
причем будем считать, что 
bxxxa N...10 . Иско-
мую интегральную кривую 
)(xyy , приходящую через 
точку ),( 000 yxM  приближенно 
заменим ломаной ...210 MMM  с 
вершинами ),( iii yxM , звенья 
которой 1iiMM  прямолиней-
ны между прямыми ixx  
 
Рисунок 1.2 – Геометрическое        
построение ломанной Эйлера 
и 1ixx  и имеют подъем ),(
1
ii
i
ii yxf
h
yy
. Таким образом, звенья 
1iiMM  ломаной Эйлера в каждой вершине iM  имеют направление 
),( iii yxfy , совпадающее с направлением интегральной кривой 
уравнения (1.11), проходящей через точки iM . 
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 В методе Эйлера (метод ломаных) приближенное значение 
)( ii xyy  вычисляется по формуле 
1,...,2,1,0),,(1 Niyxfhyy iiiii ,   (1.13) 
где iii xxh 1 . 
 Для оценки точности полученного приближенного значения на 
практике пользуются двойным пересчетом: расчет на отрезке 1, ii xx  
повторяют с шагом 2/ih  и погрешность более точного решения *y  
(при шаге 2/ih ) оценивают по формуле 
iiii yyxyy *)(* . 
 Метод Эйлера легко распространяется и на системы дифференци-
альных уравнений. Приближенное решение задачи Коши для системы 
0
0
( )( , , )
, , .
( )( , , )
y a yy f x y z
a x b
z a zz g x y z
 
Вычисляется последовательно по следующим формулам 
1
1
( , , )
( , , ) , 0,1,2,..., 1.
i i i i i i
i i i i i i
y y h f x y z
z z h g x y z i N
 
 Метод Эйлера является простейшим численным методом интегри-
рования дифференциальных уравнений. К его недостаткам относится 
малая точность и систематическое накопление ошибок. 
 
 2 Модификации метода Эйлера 
 Рассмотрим дифференциальное уравнение (1.11) с начальным 
условием (1.12). На отрезке ba,  зададим конечное множество точек 
)1,...,1,0(,...),,...,1,0( 110 NixxhbxxxaNix iiiNi . 
Согласно методу Эйлера будем иметь 
1 , ( , ).i i i i i i iy y h f f f x y     (1.14) 
 Более точным, в отличие от метода Эйлера, является усовершен-
ствованный метод ломаных, при котором сначала вычисляют про-
межуточные значения 
 13 
 
2
,
2
2
1
2
1
i
i
i
i
i
i
f
yy
h
xx  
и находят значение поля интегральных кривых в средней точке 
),(
2
1
2
1
ii
yx , то есть ),(
2
1
2
1
2
1
iii
yxff , а затем полагают 
2
11
i
iii fhyy .      (1.15) 
 Другой модификацией метода Эйлера является усовершенство-
ванный метод Эйлера-Коши, при котором сначала определяется 
«грубое приближение» решения iiii fhyy 1
~ , исходя из которого, 
находится направление поля интегральных кривых )~,(
~
111 iii yxff . 
Затем приближенно полагают 
2
~
1
1
ii
iii
ff
hyy .     (1.16) 
 Остаточные члены первого (1.15) и второго (1.16) улучшенных 
методов Эйлера на каждом шаге имеют порядок )( 3hO . Оценка по-
грешности может быть получена с помощью двойного пересчета: рас-
чет повторяют с шагом 2/ih  и погрешность более точного решения 
*y  (при шаге 2/ih ) оценивают приближенно по формуле 
iiii yyxyy *
3
1
)(* , 
где )(xy  – точное решение дифференциального уравнения. 
 Усовершенствованный метод Эйлера-Коши можно еще более 
уточнить, применяя итерационную обработку каждого значения iy . 
А именно, исходя из грубого приближения 
),()0( 1 iiiii yxfhyy  
строим итерационный процесс 
),...2,1(),(),(
2
)1(
1
)(
1 kyxfyxf
h
yy kiiii
i
i
k
i . 
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Итерации продолжают до тех пор, пока в пределах требуемой точности 
два последовательных приближения )1( 1
k
iy  и 
)(
1
k
iy  не совпадут. После 
чего )( 1
k
iy  принимают за приближенное значение )( 1ixy . Если же ал-
горитм уточнения после трех – четырех итераций не приводит к совпа-
дению требуемого числа десятичных знаков, то следует уменьшить 
шаг вычислений ih . 
 Метод Эйлера и его модификации являются простейшими пред-
ставителями конечно-разностных методов (шаговых методов) и явля-
ются одношаговыми. 
 
 3 Метод Рунге-Кутта 
 Рассмотрим задачу Коши для обыкновенного дифференциального 
уравнения (1.11) с начальным условием (1.12). Выбирая шаг 
N
ab
h , 
на отрезке ba,  введем сетку ihxxi 0 , ,...2,1,0),( ixyy ii . Вы-
числим числа 
)
2
,
2
(),,(
)(
1)(
2
)(
1
i
ii
i
ii
i Ky
h
xhfKyxhfK , 
),(),
2
,
2
( )(3
)(
4
)(
2)(
3
i
ii
i
i
ii
i KyhxhfK
K
y
h
xhfK . 
 Согласно обычному методу Рунге-Кутта последовательные при-
ближенные значения )( ii xyy  искомой функции у определяются по 
формуле 
iii yyy 1 ,      (1.17) 
где )(4
)(
3
)(
2
)(
1 22
2
1 iiii
i KKKKy , ,...2,1,0i . 
 Погрешность этого метода на каждом шаге есть величина порядка 
5h , если )5(),( Cyxf , а на всем отрезке Xx ,0  порядок точности 
равен 4h . Имеются также формулы типа Рунге-Кутта с иными поряд-
ками точности. 
 Заметим, что шаг расчета можно менять при переходе от одной 
точки к другой. Для контроля правильности выбора шага h  рекомен-
дуется вычислять дробь 
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)(
2
)(
1
)(
3
)(
2
ii
ii
KK
KK
. 
Величина  не должна превышать нескольких сотых. В противном 
случае шаг h  следует уменьшить. 
 Оценка погрешности метода очень затруднительна. Грубую оценку 
можно получить с помощью двойного просчета по формуле 
iiii yyxyy *
15
1
)(* , 
где )( ixy  – значение точного решения в точке ix , а *iy  и iy  – при-
ближенные значения, полученные с шагом 
2
h
 и h . 
 Заметим, что для начала вычислений по методу Рунге-Кутта не 
нужно строить начальный отрезок. 
 При вычислении приближенного решения задачи (1.11) – (1.12) по 
формуле (1.17) удобно пользоваться схемой, приведенной в таблице 
1.1. 
Таблица 1.1 – Схема метода Рунге-Кутта 
 
i  
x y ),( yxhfK  y  
0 
0x  
2
0
h
x  
 
2
0
h
x  
 
hx0  
0y  
2
)0(
1
0
K
y  
2
)0(
2
0
K
y  
)0(
30 Ky  
)0(
1K  
 
)0(
2K  
 
)0(
3K  
 
)0(
4K  
)0(
1K  
 
)0(
22K  
 
)0(
32K  
 
)0(
4K  
    
0...
6
1
y  
1 
1x  
… 
001 yyy  
… 
… 
… 
… 
… 
 
 Метод Рунге-Кутта применим также и для систем обыкновенных 
дифференциальных уравнений. В этом случае в приведенных выше 
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формулах величины 1
)0(
4
)0(
3
)0(
2
)0(
10 ,,,,,,,,, yKKKKyyyfy ii  являются 
векторами, а hxxx i ,,, 0  – скалярными величинами. 
Вопросы для самоконтроля 
1 В чем смысл одношаговых методов решения задачи Коши? 
2 Приведите схему решения задачи Коши методом Эйлера. 
3 В чем заключаются модификации метода Эйлера? 
4 Алгоритм решения задачи Коши методом Рунге-Кутта. 
5 Как осуществляется контроль правильности выбора шага? 
 
Лекция 3 Многошаговые методы решения задачи Коши 
 
1 Замечания об оценке погрешности. 
2 Принцип Рунге. 
3 Метод Адамса. 
 
 1 Замечания об оценке погрешности 
 Основная цель приближенных вычислений заключается в нахож-
дении нужного результата с заданной степенью точности. Для этого, 
прежде всего, необходимо, чтобы все произведенные выкладки не со-
держали принципиальных и арифметических ошибок. Последнее об-
стоятельство особенно важно подчеркнуть для численных методов ре-
шения дифференциальных уравнений, где схемы вычислений доста-
точно сложны и малейшая ошибка безнадежно портит дальнейшую 
работу. Гарантией правильности решения может служить: 
 1 Проверка выполнения условий задачи (например, для дифферен-
циального уравнения найденное приближенное решение можно под-
ставить в это уравнение или эквивалентное ему и проверить расхожде-
ние правой и левой частей). 
 2 Двойной пересчет, по возможности, другими методами или дру-
гим вычислителем. 
 3 Применение более грубой схемы и более качественный анализ 
задачи. 
 Если известен алгоритм нахождения точного решения задачи, то 
других ошибок, кроме вычислительных, не имеется. Если же для 
нахождения решения приходится пользоваться приближенным мето-
дом, то приходится считаться также и с погрешностью приближенного 
решения. Отметим, что оценка погрешности приближенного решения 
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необходима, так как в противном случае полученный формально пра-
вильный результат может иметь чисто иллюзорное значение. 
 Пусть очередное значение 1iy  точного решения разложено по 
степени h  в ряд Тейлора 
...2)(2
)(
1
)(
01 hahaay
iii
i , 
где ,...2,1,0,
!
1 )()( py
p
a pi
i
p . 
Пусть разложено в ряд и приближенное решение *~ 1iy  
...*~ 2)(2
)(
1
)(
01 hbhbby
iii
i   . 
Если для всех i  выполнены равенства )()( ip
i
p ab  при mp ,...,1,0 , при-
чем )( 1
)(
1
i
m
i
m ab  для некоторых i , то число m  называют порядком 
точности приближенного метода. При этом погрешность метода на 
каждом шаге имеет порядок )( 1mhO . 
 Если число m  определено, то для грубой оценки погрешности ме-
тода можно применять принцип Рунге. 
 
 2 Принцип Рунге 
 Пусть на каждом шаге h  допущена погрешность пропорциональ-
ная )1(1 mhm , и n2  – общее число шагов в вычислениях. Тогда, 
предполагая, что погрешность вычислений на каждом шаге одна и та 
же, равная 1mAh , приблизительно получим 
1
22 2
~ m
nn nAhyy .       (1.18) 
Здесь А – неизвестная константа. 
 Согласно Рунге, производим тем же методом вторичный пересчет 
искомого решения у с двойным шагом hH 2 . Тогда в силу нашего 
предположения будет допущена погрешность 
1
2 )2(2
~ m
nn hAyY ,         (1.19) 
где ),...,2,1,0(
~
niYi  – соответствующие значения в точках 
Hixi 0  результата, полученного применением данного прибли-
женного метода с шагом hH 2 . Из формул (1.18) и (1.19) получим 
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111
2 2
~
2~ mmn
m
n nAhYnAhy . 
Откуда 
2
1
.
2 (2 1)
n n
m m
Y y
A
n h
 
И, следовательно, 
12
~~
~ 2
22 m
nn
nn
yY
yy .        (1.20) 
Таким образом, приближенно можно положить 
12
~~
~ 2
2 m
nn
n
yY
E . 
 Заметим, что формулу (1.20), пренебрегая текущей погрешностью, 
иногда используют для оценки полной погрешности решения, прибли-
женно полагая 
12
~~
~ 2
22 m
nn
nn
yY
yy , 
где )
~
,...,
~
,
~
,
~
,(~
~
12102 nnn YYYYxyY . 
 
 3 Метод Адамса 
 Ранее были рассмотрены лишь одношаговые методы решения за-
дач с начальными условиями. У этих методов есть существенный не-
достаток: при их построении предполагается привлекать информацию 
о решаемой задаче только на отрезке длиной в один шаг, поэтому по-
добная информация на каждом этапе процесса должна быть, вообще 
говоря, получена заново, что предполагает большую трудоемкость со-
ответствующих вычислительных правил. Отказавшись от требования 
одношаговости, можно вычислительные методы строить так, чтобы 
часть полученной информации могла быть использована повторно на 
нескольких соседних шагах вычислительного процесса. Таким много-
шаговым методом является метод Адамса. Этот метод разработан 
Адамсом в 1855 году по просьбе известного английского артиллериста 
Башфорта, занимавшегося внешней баллистикой. Впоследствии этот 
метод был забыт и вновь открыт в начале века норвежским математи-
ком Шрермером. 
 Рассмотрим задачу Коши для обыкновенного дифференциального 
уравнения (1.11) с начальным условием (1.12). Пусть ,...)2,1,0(ixi  – 
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система равноотстоящих значений с шагом h  и )( ii xyy . Очевидно, 
что 
1i
i
x
x
i dxyy .         (1.21) 
В силу второй интерполяционной формулы Ньютона 
02
2
1
!
)1)...(1(
...
!2
)1(
)( y
n
nqqq
y
qq
yqyxy nnnn , 
где nx xq
h
, с точностью до разностей четвертого порядка получаем 
3
3
2
2
1
!3
)2)(1(
!2
)1(
iiii y
qqq
y
qq
yqyy , (1.22) 
где 
h
xx
q i . Подставляя выражение y  в формулу (1.21) и учитывая, 
что dqhdx , будем иметь 
dqy
qqq
y
qq
yqyhy iiiii
1
0
3
3
23
2
2
2
1
6
23
2
)
. 
Отсюда, после интегрирования, получаем экстраполяционную фор-
мулу Адамса 
3
3
2
2
1
8
3
12
5
2
1
iiiii yhyhyhyhy .  (1.23) 
 Для начала процесса нужны четыре начальные значения 
3210 ,,, yyyy  – так называемый начальный отрезок, который опреде-
ляют, исходя из начального условия (1.12), каким-нибудь численным 
методом (например, методом Эйлера, методом Рунге-Кутта, разложе-
нием в ряд Тейлора). Например, воспользуемся разложением в ряд 
)3,2,1(,...)(
2
)()( 20000 iih
y
ihyyihxyyi . 
Зная эти значения, из уравнения (1.11) можно найти значения произ-
водных 3210 ,,, yyyy  и составить таблицу конечных разностей 
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)(),(),(),(),(),( 0
3
1
2
0
2
210 yhyhyhyhyhyh . (1.24) 
Дальнейшие значения ,...)5,4(iyi  искомого решения можно шаг за 
шагом вычислять по формуле Адамса (1.23), пополняя, по мере необ-
ходимости, таблицу разностей (1.24). 
 Для контроля вычислений рекомендуется, определив первое при-
ближение для iy  по формуле 
3
3
2
2
1
)1(
8
3
12
5
2
1
iiiii yhyhyhyhy , 
вычислить )1(1 iii yyy  и подсчитать конечные разности 
)(),(),( 2
3
1
2
iii hyhyhy ,    (1.25) 
а затем найти второе приближение по более точной формуле (интер-
поляционной формуле Адамса) 
2
3
1
2)2(
24
1
12
1
2
1
iiiii yhyhyhyhy .  (1.26) 
Если )1(iy  и 
)2(
iy  отличаются лишь на несколько единиц последнего 
сохраняемого десятичного разряда, то можно положить )2(ii yy , а 
затем, найдя iii yyy 1 , перевычислить конечные разности (1.25). 
После этого следует снова найти )2(iy  по формуле (1.26). Поэтому шаг 
h  должен быть таким, чтобы этот пересчет был излишним. На практи-
ке шаг выбирают столь малым, чтобы можно было пренебречь членом 
2
3
24
1
iyh  в формуле (1.26). 
 Если же расхождение )1(iy  и 
)2(
iy  значительно, то следует 
уменьшить шаг h . Обычно его уменьшают в два раза. 
 Для работы на ЭВМ формулы Адамса удобнее применять в другой 
форме, выражая 1iy  не через yh , а непосредственно через величины 
yh . Учитывая, что 
11 iii yyy  
212
2 2 iiii yyyy  
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3213
3 33 iiiii yyyyy , 
после приведения подобных членов будем иметь 
– для экстраполяционной формулы Адамса 
3211 9375955
24
iiiiii yyyy
h
yy ,  (1.23*) 
– для интерполяционной формулы Адамса 
2111 5199
24
iiiiii yyyy
h
yy ,     (1.26*) 
причем hxx ii 1 . 
 Метод Адамса легко распространяется на системы дифференци-
альных уравнений и дифференциальные уравнения n -го порядка. 
Пусть, например, дана система 
),,(
),,(
zyxgz
zyxfy
. 
Тогда, применяя экстраполяционную формулу Адамса (1.23), получим 
3
3
2
2
1
8
3
12
5
2
1
iiiii yhyhyhyhy , 
3
3
2
2
1
8
3
12
5
2
1
iiiii zhzhzhzhz , 
где ),,(),,,( iiiiiiii zyxghzhzyxfhyh . 
 Окончательно будем иметь 
iii
iii
zzz
yyy
1
1
. 
 
Вопросы для самоконтроля 
1 В чем смысл мношаговых методов решения задачи Коши? 
2 Для чего используется принцип Рунге? 
3 Приведите схему решения задачи Коши методом Адамса. 
4 В чем состоит различие между интерполяционной и экстраполяцион-
ной формулами Адамса7 
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5 Каковы формулы метода Адамса для систем дифференциальных 
уравнений? 
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Тема 2 КРАЕВЫЕ ЗАДАЧИ ДЛЯ ОБЫКНОВЕННЫХ 
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
Лекция 1 Конечно-разностные методы решения задачи Коши 
 
1 Постановка задачи. 
2 Метод конечных разностей. 
3 Метод прогонки. 
4 Метод конечных разностей для нелинейных дифференциальных 
уравнений второго порядка. 
 
 1 Постановка задачи 
 Рассмотрим дифференциальное уравнение n -го порядка  
)2(0),...,,,( )( nyyyxF n .    (2.1) 
Краевая задача для уравнения (2.1) заключается в следующем: найти 
решение )(xyy  уравнения (2.1), для которого значения его произ-
водных ),...,2,1,0()()()( ii
ss
i sxyy  в заданной системе точек 
ixx  )2,,..,2,1( kki  удовлетворяют n  независимым между со-
бой краевым условиям, в общем случае, нелинейным 
),..,2,1(0),...,,,...,,...,,(
)()(
111
1 nmyyyyyyV kmm kkkm .   (2.2) 
Без ограничения общности, считаем, что 1nim . 
 Краевая задача (2.1) – (2.2) часто встречается в приложениях. 
 
Пример 1. Простейшая двухто-
чечная краевая задача состоит в 
нахождении функции )(xyy , 
удовлетворяющей дифференци-
альному уравнению второго по-
рядка ),,( yyxfy  и принима-
ющую при ax  и bx  ( ba ) 
заданные значения 
BbyAay )(,)( . 
Рисунок 2.1 – Двухточечная  кра-
евая задача 
x 
A 
B 
a b 
M 
N 
0 
y 
y=y(x) 
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 Геометрически это означает, что требуется найти интегральную 
кривую этого дифференциального уравнения, проходящую через за-
данные точки ),( AaM  и ),( BbN . 
 Заметим, что краевые условия могут быть и смешанными. 
Общая краевая задача (2.1) – (2.2) может 
 а) не иметь решений; 
 б) иметь единственное решение; 
 в) иметь более одного решения. 
 
Пример 2. Краевая задача 
0yy  0)()0( yy  имеет 
бесконечное множество решений 
вида xcy Sin , где с – произволь-
ная постоянная (Рисунок 2.2).  Кра-
евая задача 0yy , 
1)(,0)0( byy при b0  
имеет единственное решение 
b
x
yb
sin
sin
, а при b  совсем не 
имеет решений. 
 
 
Рисунок 2.2 – Неоднозначность 
решения краевой задачи 
 
 Аналогично ставятся краевые задачи для систем дифференциаль-
ных уравнений. 
Будем предполагать, что решение краевой задачи существует и оно 
единственно. Наша цель будет заключаться в нахождении этого реше-
ния. 
 Если дифференциальное уравнение и краевое условие линейны, то 
такая краевая задача называется линейной.  
 Рассмотрим линейное дифференциальное уравнение второго по-
рядка 
)()()( xfyxqyxpy ,    (2.3) 
где )(),(),( xfxqxp  – известные непрерывные на ba,  функции, с кра-
евыми условиями 
Bbyby
Aayay
)()(
)()(
10
10
,       (2.4) 
M(π,1) 
b x π 
N(b,1) yb 
0 
y 
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где BA,,,,, 1010  – заданные постоянные, причем 010  и 
010 . Эта задача является двухточечной. 
 Линейная краевая задача состоит в нахождении функции 
)(xyy , удовлетворяющей дифференциальному уравнению (2.3) и 
линейно независимым краевым условиям (2.4). Линейная краевая зада-
ча называется однородной, если 0)(xf  для bxa  и 0BA ; в 
противном случае краевая задача (2.3) – (2.4) называется неоднород-
ной. 
 Однородная краевая задача (2.3) – (2.4) всегда имеет тривиальное 
решение 0)(xy . Однако во многих случаях представляют интерес 
нетривиальные решения этой задачи, которые существуют не всегда. 
Поэтому в дифференциальное уравнение (2.3) и в краевые условия 
(2.4) вводят параметр , варьируя который можно добиться, чтобы 
при некоторых его значениях соответствующая краевая задача имела 
нетривиальные решения. Эти исключительные значения параметра  
называются собственными значениями, а отвечающие им нетриви-
альные решения – собственными функциями задачи. 
 Методы приближенного решения поставленных краевых задач 
можно разбить на две группы: разностные методы и аналитические 
методы. 
 
 2 Метод конечных разностей (МКР) 
 Рассмотрим линейное дифференциальное уравнение второго по-
рядка (2.3) с линейными краевыми условиями (2.4). 
 Одним из наиболее простых методов решения этой краевой задачи 
является метод конечных разностей, т.е. сведение ее к системе конеч-
но-разностных уравнений. 
 Для этого разобьем отрезок ba,  на n  равных частей длины 
n
ab
h . Получим, что ),,...,1,0(0 niihxxi bxax n,0 . 
 Введем обозначения 
)(),(),( iiiiii xyyxyyxyy , 
)( ii xpp , )( ii xqq , )( ii xff . 
 Заменяя производные в задаче (2.3) – (2.4) симметричными конеч-
но-разностными отношениями для внутренних точек ix , получим 
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)1,...,2,1(
2
,
2 2
1111 ni
h
yyy
y
h
yy
y iiii
ii
i . (2.5) 
Для концевых точек ax  и bx , положим 
h
yy
y
h
yy
y nnn
101
0 , .        (2.6) 
(2.6) – есть аппроксимация на границах на двухточечном шаб-
лоне. 
Погрешность такой замены составляет в этом случае )(hO . Однако, 
если функция )(xyy достаточно гладкая, то можно положить 
)2(
2
43
,
2
34 21012
0 n
h
yyy
y
h
yyy
y nnnn . (2.7) 
(2.7) – есть аппроксимация на границах на трехточечном шаблоне. 
 Действительно, полагая )( 01 hxyy  и )2( 02 hxyy , и приме-
няя формулу Тейлора, получим 
...
!3!2
0
3
0
2
001 y
h
y
h
yhyy , 
...
!3
)2(
!2
)2(
2 0
3
0
2
001 y
h
y
h
yhyy . 
Умножая первое равенство на 4, и складывая результат со вторым ра-
венством, будем иметь 
)(
2
34 2
0
012 hOy
h
yyy
. 
Аналогично показывается справедливость второй формулы из (2.7). 
 Таким образом, используя формулы (2.5) и (2.7), краевая задача 
(2.3) – (2.4) запишется в виде 
)1,...,2,1(
2
2 11
2
11 nifyq
h
yy
p
h
yyy
iii
ii
i
iii ,    (2.8) 
 27 
 
B
h
yyy
y
A
h
yyy
y
nnn
n
2
43
2
34
21
10
012
100
.   (2.9) 
Если же воспользоваться формулами (2.6), то вместо (2.9) краевые 
условия примут вид 
B
h
yy
y
A
h
yy
y
nn
n
1
10
01
100
.     (2.10) 
 Равенства (2.8) – (2.9) или (2.8) – (2.10) дают линейную систему 
1n  уравнений с 1n  неизвестными nyyyy ,...,,, 210 . Решив эту си-
стему, если это возможно, получим таблицу значений искомой функ-
ции )(xyy . 
 При больших значениях n  непосредственное решение системы 
(2.8) – (2.9) становится затруднительным. В этом случае решение крае-
вой задачи целесообразно заменить решением двух задач Коши. Тогда 
vcuy , где u находится как решение задачи Коши 
01 )(,)(,0)()( auauuxquxpu , 
а v  – как решение задачи Коши 
0
0
1
1
( ) ( ) 0, ( ) , ( ) 0, 0
( ) 0, ( ) , 0.
A
v p x v q x v v a v a если
A
или v a v a если
 
Постоянная с в силу краевых условий (2.4) имеет значение 
)()(
)()(
10
10
bubu
bvbvB
c . 
Далее эти задачи Коши решаются методом конечных разностей. 
 
 3 Метод прогонки 
При применении  метода конечных разностей к краевым задачам 
для дифференциальных уравнений второго порядка получается «трѐх-
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членная система» линейных алгебраических уравнений, каждое из ко-
торых содержит три соседних неизвестных. Для решения такой систе-
мы разработан специальный метод – прогонки. 
 Рассмотрим систему трехточечных уравнений 
.,
1,1,
0,
1
________
11
01000
nifybya
nifycybya
ifycyb
nnnnn
iiiiiii
             (2.11) 
Предположим, что коэффициенты отличны от нуля. Матрица этой си-
стемы является трехдиагональной и имеет вид 
NN
NNN
NNN
ba
cba
cba
cba
cba
cb
000000
00000
00000
00000
00000
000000
111
222
222
111
00







  
 Пусть мы хотим применить к системе (2.11) метод Гаусса: из пер-
вого уравнения 
.
0
0
1
0
0
0
b
f
y
b
c
y  
Обозначим  
.,
0
0
1
0
0
1
b
f
b
c       (2.12) 
Тогда 
.1110 yy          (2.13) 
       
Запишем уравнение при 1i  
.1211101 fycybya  
Подставим вместо 
0y  его значение из (2.13) 
.)( 121111111 fycybya  
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Выражая 
1y через 2y  
,)( 2221111211111 yyafycyab  
где 
111
111
2
111
1
2 ,
ab
af
ab
c  и т.д. продолжая процесс получим  
,111 iiii yy      (2.14) 
где  
.1,1,0,,
________
11 niab
ab
af
ab
c
iii
iii
iii
i
iii
i
i
   (2.15) 
Если взять выражение (2.14) для значения 1ni  и добавить послед-
нее уравнение системы (2.11), то получим систему из 2-х уравнений 
относительно 
1ny и ny  
nnnnn
nnnn
fybya
yy
1
1 . 
Разрешая их относительно 
ny , получим 
1n
nnn
nnn
n
ab
af
y      (2.16) 
Описанный метод решения систем линейных алгебраических 
уравнений с трехдиагональной матрицей называется методом правой 
прогонки. Все вычисления как бы «прогоняются» два раза. Сначала 
вычисляются коэффициенты 
k
 и 
k
 – вспомогательные числа, кото-
рые называются прогоночными коэффициентами. Для  этого исполь-
зуются формулы (2.12), (2.15) в порядке возрастания индекса i . При 
этом для вычисления значений 
1
 и 
1
 используется краевое условие 
на левом конце. Эти формулы описывают прямой ход метода прогон-
ки. Формулы (2.14) и (2.16) – реализуют обратный ход. На первом 
шаге обратного хода происходит согласование полученных чисел 
n
,  
n
с краевым условием на правом конце отрезка, после чего последова-
тельно получаются значения искомой функции 
iy  в порядке убывания 
индекса i. 
 30 
 
Для решения системы (2.11) необходимо выполнить 15n  опера-
ций умножения и деления. Алгоритм метода правой прогонки будет 
корректен, если в формулах (2.15) отличны от нуля значения 
iii ab . 
Кроме того, если все 
k
 по модулю больше единицы, то может про-
изойти сильное увеличение погрешности, и, если n достаточно велико, 
то полученное реальное решение будет значительно отличаться от ис-
комого решения. Если погрешность вычислений )~( kkk yyy  не 
возрастает в процессе решения системы (2.11), то метод прогонки 
устойчив. 
 
 4 МКР для нелинейных дифференциальных уравнений второго 
порядка 
 Рассмотрим следующую нелинейную краевую задачу. Пусть дано 
нелинейное дифференциальное уравнение 
),,( yyxfy           (2.17) 
и линейные краевые условия (2.4) 
Bbyby
Aayay
)()(
)()(
10
10
.            (2.18) 
(Более общий случай рассмотрен в книге [6]). 
 Разобьем отрезок ba,  системой равноотстоящих узлов 
),...,1,0(0 niihxxi , где 
( )b a
h
n
. В задаче (2.17) – (2.18) заме-
ним производные y  и y  соответствующими конечно-разностными 
эквивалентами. Имеем следующую разностную задачу 
)1,...,2,1(),
2
,,(
2 11
2
11 ni
h
yy
yxf
h
yyy ii
ii
iii  
B
h
yy
yA
h
yy
y nnn
1
10
01
100 , .  (2.19) 
Равенства (2.19) представляют собой систему 1n  уравнения с 1n  
неизвестными ),...,1,0( niyi . 
 Обозначим через 
h
yy
yy 011000 )(  и 
h
yy
yy nnnn
1
10)( . 
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Решение системы (2.19) обычно находят методом итераций 
),
2
,,(
2 )( 1
)(
1)(
2
)1(
1
)1()1(
1
h
yy
yxf
h
yyy ki
k
ik
ii
k
i
k
i
k
i  
ByAy kn
k )(,)( )1()1(0 .          (2.20) 
Здесь k  – номер итерации. Заметим, что на каждом шаге итераций 
приходиться решать систему линейных алгебраических уравнений. Но 
используя специальный вид этой системы [1] запишем ее решение в 
явном виде 
1
1
)(2
00110
)1( )(])([
n
j
k
jji
k
i fghAB
i
BAabA
h
y ,(2.21) 
причем 
])([
1
011000 ab
h
 
и 
1 1
0 0 0
1 1
0 0 0
1
( )( ) ( )
1
( )( ) ( ).
ji
j i n j i
h h
g
i j n j i
h h
 
Заметим, что в правой части (2.21) только )(kjf  зависят от номера ите-
рации k . 
 Таким образом, решение задачи (2.17) – (2.18) или, что тоже, (2.20) 
свелось к достаточно простой итерационной схеме. 
 
Вопросы для самоконтроля 
1 Сформулируйте постановку краевой задачи. 
2 Что известно об однозначности решения краевой задачи? 
3 Линейная краевая задача. 
4 В чем заключается смысл метода конечных разностей? 
5 Приведите схему вычислительного процесса в методе прогонки. 
6 В чем заключается метод конечных разностей для нелинейной зада-
чи? 
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Лекция 2 Решение краевых задач для обыкновенных           
дифференциальных уравнений методом минимизации невязок 
 
1 Постановка задачи. 
2 Метод коллокации. 
3 Метод наименьших квадратов. 
4 Метод Галеркина. 
 
 1 Постановка задачи 
 Решение ряда задач физики и механики иногда удобнее (выгоднее) 
находить в аналитической форме. Этим свойством обладают методы 
коллокации, Галеркина, моментов, наименьших квадратов и др. По 
универсальности и простоте реализации упомянутые методы часто 
уступают методу сеток. Однако они имеют и определенное преимуще-
ство перед последним, поскольку позволяют находить решение в ана-
литическом виде. 
 Найти решение )(xyy , удовлетворяющее линейному дифферен-
циальному уравнению 
)()()()( xfyxqyxpyyL              (2.22) 
и линейным краевым условиям 
Bbybyy
Aayayy
b
a
)()()(
)()()(
10
10
,          (2.23) 
причем 0,0 1010 . 
 
 2 Метод коллокации 
 Выберем некоторую совокупность линейно независимых (базис-
ных) функций 
)(),...,(),( 10 xuxuxu n .                   (2.24) 
Причем )(0 xu  удовлетворяют линейным краевым условиям (2.23) 
BuAu ba )(,)( 00 , 
а остальные ),...,2,1()( nixui , удовлетворяют соответствующим од-
нородным краевым условиям 
0)(,0)( ibia uu . 
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 Решение задачи (2.22) – (2.23) ищется в виде линейной комбина-
ции базисных функций 
n
i
ii xucxuy
1
0 )()( ,        (2.25) 
где постоянные iс требуется определить. Функция (2.25) удовлетворяет 
краевым условиям (2.23). В самом деле, в силу линейности краевых 
условий имеем 
n
i
i
n
i
iaiaa AcAucuy
11
0 0)()()( . 
Аналогично проверяется выполнимость второго условия из (2.23). 
 Подставляя (2.25) в (2.22) получим следующую невязку 
n
i
iin uLcxfuLxfyLcccxR
1
021 )()()()()(),...,,,( . 
Если при некотором выборе коэффициентов iс  невязка 
0),...,,,( 21 ncccxR  
при любых ],[ bax , то функция y  из (2.25) является точным реше-
нием краевой задачи (2.22) – (2.23). 
 Однако такой выбор коэффициентов iс  бывает достаточно редким. 
Поэтому ограничиваются тем, что требуют, чтобы функция 
),...,,,( 21 ncccxR  обращалась в ноль в заданной достаточно густой си-
стеме точек nxxx ,...,, 21  из ],[ ba , называемой точками коллокации. В 
качестве таких точек можно взять, например, равноотстоящие точки 
отрезка ],[ ba . Таким образом, в этих точках дифференциальное урав-
нение будет удовлетворено точно. В результате получается система 
линейных уравнений 
0),...,,,(
.......................
0),...,,,(
21
211
nn
n
cccxR
cccxR
.     (2.26) 
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В случае совместности системы (2.26) находят ее коэффициенты iс  
),...,2,1( ni , подставляя которые в (2.25) находят решение )(xyy  в 
аналитическом виде. 
 3 Метод наименьших квадратов 
 Рассмотрим краевую задачу (2.22) – (2.23). Придерживаясь обозна-
чений предыдущего пункта, полагаем 
n
i
ii xucxuy
1
0 )()( ,     (2.27) 
где функции )(xuu ii  таковы, что 
.0,0
,0,
)()(
,0,0
,0,
)()(
10
10
iпри
iприB
byby
iпри
iприA
ayay
 
 Подставляя выражение (2.27) в дифференциальное уравнение 
(2.22), получаем невязку 
n
i
iin uLcxfuLcccxR
1
021 )()()(),...,,,( ,  (2.28) 
которая должна быть при bxa  как можно меньше по абсолютной 
величине. Поэтому требуем, чтобы 
2
1 2( , , ,..., ) min.
b
n
a
J R x c c c dx          (2.29) 
(интегральный метод наименьших квадратов). 
 Для минимума интеграла J необходимо выполнение условий 
b
a nn
b
a
b
a
dx
c
R
R
c
J
dx
c
R
R
c
J
dx
c
R
R
c
J
.0
2
1
..............................
,0
2
1
,0
2
1
22
11
     (2.30) 
 35 
 
В результате получается система линейных уравнений относительно 
коэффициентов nccc ,...,, 21 , из которой они и определяются. 
 Если вместо интеграла (2.29) можно искать минимум конечной 
суммы (точечный метод наименьших квадратов) 
N
i
niN cccxRJ
1
21
2 ),...,,,( , 
где Nxxx ,...,, 21  – некоторая достаточно густая система точек отрезка 
],[ ba . Обычно для простоты выбирают равноотстоящие точки. 
 При применении точечного метода наименьших квадратов следует 
полагать nN , т.е. число точек ),...,2,1(, Nixi  должно быть больше 
числа параметров ),...,2,1(, njc j . В случае, если nN , параметры 
jc  можно определить из системы уравнений 
),...,2,1(0),...,,,( 21 nicccxR ni , 
т.е. мы приходим к методу коллокации. 
 
 4 Метод Галеркина 
 Метод Галеркина основан на одной теореме из теории общих ря-
дов Фурье. 
 Теорема. Пусть )(xun  – полная система функций с ненулевой 
нормой, ортогональных на отрезке ],[ ba . Если непрерывная функция 
)(xf  ортогональна на отрезке ],[ ba  ко всем функциям )(xun , т.е. 
b
a
n ndxxuxf ,...)2,1,0(0)()( ,    (2.31) 
то 0)(xf  при bxa . 
 Доказательство. Рассмотрим ряд Фурье функции )(xf  относи-
тельно заданной системы ортогональных функций 
0
)()(
n
nn xucxf . 
Как известно, коэффициенты Фурье nc  определяются по формуле 
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b
a
n
n
n dxxuxf
u
c )()(
1
2
, где 0)(2
2
b
a
nn dxxuu . 
В силу условия (2.31) имеем 
,...)2,1,0(0 icn .     (2.32) 
Для полной системы )(xun  по отношению к любой непрерывной 
функции )(xf  выполнено равенство полноты 
0
222 )(
n
nn
b
a
cudxxf .      (2.33) 
Отсюда, учитывая равенство (2.32), имеем 
0)(2
b
a
dxxf , 
и, следовательно, 0)(xf  при bxa . 
 Замечание. Из формулы (2.33) вытекает, что если непрерывная 
функция )(xf  ортогональна к конечной системе функций ),(),( 10 xuxu  
)(),...,(2 xuxu N  (т.е. 0...210 Ncccc ), то 
1
222 )(
Nn
nn
b
a
cudxxf  
при N достаточно большом. В этом случае функция )(xf  в среднем на 
отрезке ],[ ba  будет сколь угодно мала. При дополнительных ограни-
чениях отсюда следует, что )(xf  также мал на отрезке bxa . 
 Применим теперь метод Галеркина к линейной краевой задаче 
)()()()( xfyxqyxpyyL     (2.34) 
с линейными краевыми условиями 
Bbyby
Aayay
)()(
)()(
10
10
,        (2.35) 
причем 0,0 1010 . 
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 Выберем конечную систему базисных функций )(xui  
),...,1,0( ni , удовлетворяющих следующим условиям: 
 1 Система является ортогональной, т.е. 
b
a
ji dxxuxu ,0)()(  при ji  и 
b
a
i dxxu 0)(
2 . 
 2 Система является полной, т.е. не существует никакой другой от-
личной от нуля функции, ортогональной ко всем функциям )(xui . 
 3 Из конечной системы базисных функций позаботимся, чтобы 
функция )(0 xu  удовлетворяла неоднородным краевым условиям 
Buu
Auu
0100
0100
, 
а функции )(xui  ),...,2,1( ni  удовлетворяли бы однородным крае-
вым условиям 
          ),...,2,1(,
0
0
10
10
ni
uu
uu
ii
ii
. 
 Решение краевой задачи (2.34) – (2.35) будем искать, как обычно, в 
виде 
n
i
ii xucxuy
1
0 )()( .      (2.36) 
При нашем подборе базисных функций )(xui  функция y , определяе-
мая формулой (2.36), удовлетворяет краевым условиям (2.35) при лю-
бом выборе коэффициентов ic . Выражение (2.36) подставим в диффе-
ренциальное уравнение (2.34), что дает невязку 
)()()(),...,,,(
1
021 xfuLcuLcccxR
n
i
iin . 
 Для точного решения y  нашей краевой задачи функция 0R , 
поэтому для получения приближенного решения, близкого к точному, 
выгодно так подобрать коэффициенты ic  так, чтобы функция R  была 
в каком-то смысле мала. 
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 Согласно методу Галеркина требуем, чтобы невязка R  была орто-
гональна к базисным функциям )(xui  ),...,2,1( ni , что при достаточно 
большом числе этих функций, в силу приведенного выше замечания, 
обеспечивает малость невязки в среднем. 
 Насколько это приближенное решение близко к точному, в общем 
случае вопрос остается открытым. Таким образом, для определения 
коэффициентов ic  ),...,2,1( ni  приходим к системе линейных уравне-
ний 
b
a
nn
b
a
n
b
a
n
dxcccxRxu
dxcccxRxu
dxcccxRxu
0),...,,,()(
.................................
0),...,,,()(
0),...,,,()(
21
212
211
 
или 
b
a
k
n
i
b
a
iki dxuLxfxudxuLxuc )]()()[()()( 0
1
, 
где nk ,...,2,1 . 
 Решение этой системы ic  ),...,2,1( ni  затем подставим в (2.36), 
получая решение )(xy  исходной задачи в аналитическом виде. 
 
Вопросы для самоконтроля 
1 Постановка линейной краевой задачи для дифференциального урав-
нения второго порядка. 
2 Схема метода коллокации. 
3 Точечный и интегральный метод наименьших квадратов. 
4 Вычислительная схема метода Галеркина. 
 
Лекция 3 Вариационные методы решения краевых для    
обыкновенных дифференциальных уравнений 
 
1 Вариационная задача. 
2 Сведение краевой задачи для ОДУ к вариационной задаче. 
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3 Идея метода Ритца. 
4 Метод Ритца для простейшей краевой задачи. 
 
 
 1 Вариационная задача 
 Приведем сначала некоторые понятия о функционале и операторе 
из функционального анализа. 
 Определение 1. Пусть дан некоторый класс (множество) функций 
)(xyK , где х – независимая переменная ( ),...,,( 21 nxxxx ). Гово-
рят, что переменная величина )]([ xyJJ  есть функционал от функ-
ции )(xy  (функция от функции), если каждой функции Kxy )(  по 
заданному закону ставится в соответствие определенное число J . 
 Класс функций )(xyK , для которых определен функционал, 
называется областью определения функционала, а сами функции назы-
ваются допустимыми. 
 Определение 2. Множество функций )(xyK  называется ли-
нейным, если для каждых функций Ku  и Kv  сумма их Kvu , 
а также Ku  (  – любая постоянная). 
 Определение 3. Функционал )]([ xyJJ  называется линейным, 
если он определен на линейном множестве функций Kxy )(  и для 
любой пары допустимых функций u  и v  справедливо равенство 
][][][ uJuJuuJ , 
где  и  – произвольные постоянные. 
 Определение 4. На множестве )(xyK  определен оператор L , 
если каждой функции Kxy )(  по некоторому закону соответствует 
одна и только одна функция )(xzz . 
 Это соответствие между функциями символически записывается 
следующим образом: 
Lyz  или )(yLz . 
Множество K  функций )(xyy , на котором определен данный опе-
ратор L , называется областью задания этого оператора, а функции 
Kxy )(  называются допустимыми. 
 Определение 5. Оператор L  называется линейным, если он опре-
делен на линейном множестве и для любой пары допустимых функций 
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u  и v  их линейная комбинация vu  (  и  – произвольные по-
стоянные) является также допустимой функцией, причем выполнены 
условия  1) LuuL )( ;  2) LvLuvuL )( . 
 
Отсюда вытекает, что   LvLuvuL )(   при любых постоян-
ных  и . 
 Пусть K  есть множество функций u , определенных, действи-
тельных и непрерывных в области . Если Ku  и Kv , то число 
uvdvu ),(  
называется скалярным произведением функций u  и v . Очевидно, 
что ),(),( uvvu . 
 Определение 6. Пусть линейный оператор L  определен на линей-
ном множестве функций u , заданных и непрерывных в области , и 
его значения Lu  представляют собой функции, также определенные и 
непрерывные в . Тогда линейный оператор L  называется симмет-
ричным, если для любых допустимых функций u  и v  справедливо 
соотношение 
uLvdvLud , 
т.е. ),(),( LvuvLu . 
 Если для любой допустимой функции u  имеет место неравенство 
0),( uLu , причем 0),( uLu  тогда и только тогда, когда 0u , то 
оператор L  называется положительным. 
 Пусть дан функционал 
)]([ xyJJ ,           (2.37) 
определенный на некотором множестве )(xyK . Задача об отыска-
нии экстремумов функционала (2.37) называется вариационной зада-
чей: требуется найти функцию Kxyy )(  такую, что для всех допу-
стимых функций )(xyy , достаточно близких к функции )(xy , имеет 
место неравенство ][][ yJyJ  в случае минимума или неравенство 
][][ yJyJ  в случае максимума. 
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 Приведем основные теоремы вариационного метода решения крае-
вых задач. 
 Теорема 1. Пусть L  симметричный линейный оператор, опреде-
ленный и положительный в классе K . Тогда операторное уравнение 
)(PfLy  при наличии краевого условия 0][yR  в классе K  не мо-
жет иметь двух решений. 
 Теорема 2. Пусть L  симметричный линейный оператор, опреде-
ленный и положительный в классе K , а ][yF  – функционал вида 
ydfLyyfyLyyF )2(),(2),(][ , 
где )(Pff  – правая часть исходного операторного уравнения. 
 Если краевая задача )(PfLy  с однородными граничными усло-
виями 0][yR  имеет решение y , то это решение дает минимум 
функционалу ][yF . 
 
 2 Сведение линейной краевой задачи для обыкновенного   
дифференциального уравнения второго порядка к вариационной 
задаче 
 Рассмотрим обыкновенное дифференциальное уравнение 
)()()( xTyxQyxPy     (2.38) 
с линейными краевыми условиями 
Bbyby
Aayay
)()(
)()(
1
1
,    (2.39) 
где функции )(),( xQxP  и )(xT  непрерывны на отрезке ],[ ba  и 
0,0 11 . 
 Приведем уравнение (2.38) к так называемому самосопряженному 
виду. Для этого умножим все его члены на положительный множитель 
x
a
dxxP
exp
)(
)( , 
после чего получим 
)()()()()()()( xTxpyxQxpyxPxpyxp .  (2.40) 
Так как  
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)()()()(
)(
xPxpxPexp
x
a
dxxP
, 
то уравнение (2.40) можно записать в виде 
)()(])([ xfyxqyxp
dx
d
,       (2.41) 
где )()()(),()()(,0)( xTxpxfxQxpxqxp . 
 Дифференциальное уравнение второго порядка вида (2.41) называ-
ется самосопряженным. Вводя линейный оператор 
yxqyxp
dx
d
Ly )(])([ ,    (2.42) 
получим 
)(xfLy ,             (2.43) 
где )(),(),( xqxpxp  и )(xf  непрерывны на отрезке ],[ ba . 
 Предположим сначала, что краевые условия (2.39) являются одно-
родными 
0)()(
0)()(
1
1
byby
ayay
.    (2.44) 
Без нарушения общности рассуждений можно предполагать, что 
01  и 01 . 
 В этом случае оператор L  является самосопряженным (симмет-
ричным) в классе функций )(xyK , непрерывных на отрезке ],[ ba  
вместе со своими первыми и вторыми производными и удовлетворяю-
щих  на концах отрезка ],[ ba  однородным краевым условиям (2.44). 
Оператор L  является положительным, если 
0)(,0)( xqxp , 01 , 01  и 0,0 .        (2.45) 
 Таким образом, краевая задача (2.43) – (2.44) при выполнении 
условий (2.45), согласно теореме 2 из п.1, равносильна задаче о мини-
муме функционала 
),(2),(][ yfyLyyF         (2.46) 
в классе функций K . 
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 Интегрируя по частям первый член в формуле (2.42), получим 
b
a
b
a dxyxqyxpyyxpyLy ])()([)(),(
22 . 
Учитывая последнее равенство функционал (2.46) примет вид 
2 2
[ ] ( ) ( ) ( ) ( ) ( ) ( )
[ ( ) ( ) 2 ( ) ] .
b
a
F y p a y a y a p b y b y b
p x y q x y f x y dx
      (2.47) 
В частности, если 01  и 01 , то получим 
2 2
1 1
2 2
[ ] ( ) ( ) ( ) ( )
[ ( ) ( ) 2 ( ) ] .
b
a
F y p a y a p b y b
p x y q x y f x y dx
 
 Аналогичные выражения получаем для других случаев. 
 Рассмотрим теперь краевую задачу (2.43) с неоднородными крае-
выми условиями (2.39) в предположении, что выполнены неравенства 
(2.45). Проделывая определенные выкладки, эта краевая задача эквива-
лентна вариационной задаче для функционала 
b
a
dxyxfyxqyxp
bybBy
bp
ayaAy
ap
yF
])(2)()([
)]()(2[
)(
)]()(2[
)(
][
22
2
1
2
1
 (2.48) 
в классе функций, удовлетворяющих заданным краевым условиям 
(2.39). 
 Замечание. 
 1 Если 01  и 01 , то за ][yF  можно принять функционал 
b
a
dxyxfyxqyxpbybBy
bp
yF ])(2)()([)]()(2[
)(
][ 222
1
. 
 2 Если 01  и 01 , то за ][yF  можно принять функционал 
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b
a
dxyxfyxqyxpyF ])(2)()([][ 22 . 
 
 
 3 Идея метода Ритца 
 Метод Ритца служит для приближенного решения вариационной 
задачи. 
 Для простоты рассмотрим этот метод для функционала вида 
),(2),(][ ufuLuuF ,    (2.49) 
определенного на некотором линейном множестве }{uK , где L  – 
положительный линейный оператор и f  – заданная непрерывная 
функция. Пусть функции класса K  удовлетворяют линейным краевым 
условиям 
)(][ PuR ,     (2.50) 
где R  известный линейный функционал и  заданная постоянная ве-
личина или функция. 
 Построим последовательность достаточно гладких линейно неза-
висимых функций )(),...,(),( 10 PuPuPu n , где )(0 Pu  удовлетворяет не-
однородным краевым условиям 
)(][ 0 PuR ,      (2.51) 
а ),...,2.1()( niPui  – однородным краевым условиям 
),...,2,1(0][ niuR i .     (2.52) 
 Составим линейную комбинацию 
n
i
iin PucPucccPu
1
021 )()(),...,,;( .           (2.53) 
Так как )(0][][
1
0 PcuRuR
n
i
i , то Ku  при любых постоянных 
nccc ,...,, 21 . 
 Приближенное решение вариационной задачи (2.49) – (2.50) будем 
искать в виде (2.53). Для этого подставим (2.53) в функционал (2.49). 
Тогда получим 
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),...,,(][ 21 ncccGuF ,     (2.54) 
где G  – известная функция, зависящая от n  переменных nccc ,...,, 21 . 
Подберем nccc ,...,, 21  таким образом, чтобы ][uF  было минимальным. 
Это дает систему уравнений 
0,...,0,0
21 nc
G
c
G
c
G
, 
из которой определяются nccc ,...,, 21  в формуле (2.53). 
 Таким образом, вариационная задача (2.49) – (2.50) приближенно 
сводится к задаче об отыскании экстремума функции ),...,,( 21 ncccG  
многих переменных. Точность решения, вообще говоря, возрастает при 
увеличении числа переменных функции G . 
 
 4 Метод Ритца для простейшей краевой задачи 
 Пусть дано линейное дифференциальное уравнение 
)()(])([ xfyxqyxp
dx
d
    (2.55) 
с краевыми условиями 
BbyAay )(,)( ,    (2.56) 
где ],[)(),(),( baCxfxqxp , причем 0)(xp  при bxa . 
Согласно замечанию 2 пункта 2 краевая задача (2.55) – (2.56) при из-
вестных условиях эквивалентна вариационной задаче для функционала 
b
a
dxyxfyxqyxpyF ])(2)()([][ 22     (2.57) 
на множестве функций ],[)2( baCy , удовлетворяющих краевым усло-
виям (2.55). 
 Для решения вариационной задачи (2.56) – (2.57) применим метод 
Ритца. Выберем систему линейно независимых функций 
)(,...),(),(),( 210 xuxuxuxu n  
таких, что Aau )(0 , Bbu )(0 , а остальные функции )0()( ixui  
удовлетворяют однородным краевым условиям: 0)()( buau ii  
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),...,2,1( ni . Решение вариационной задачи будем искать в виде ли-
нейной комбинации 
n
i
ii xucxuxy
1
0 )()()( ,     (2.58) 
где ),...,2,1( nici  – некоторые постоянные. Функция (2.58) удовле-
творяет заданным краевым условиям (2.56). 
 Коэффициенты nccc ,...,, 21  подберем так, чтобы функция )(xy  да-
вала экстремум функционалу (2.57). Подставляя выражение (2.58) в 
формулу (2.57), получаем 
)...,,,(])()()[(2
])()()[(])()()[(][
21
1
0
2
1
0
2
1
0
n
n
i
ii
b
a
n
i
ii
n
i
ii
cccdxxucxuxf
xucxuxqxucxuxpyF
, 
где )...,,,( 21 nccc  – квадратичная функция переменных nccc ,...,, 21 . 
Как известно, для того чтобы дифференцируемая функция 
)...,,,( 21 nccc  при некоторых значениях nccc ,...,, 21  имела экстремум, 
необходимо соблюдение для этих значений следующих условий 
0,...,0,0
21 nccc
.                (2.59) 
Система (2.59) является линейной относительно искомых коэффициен-
тов nccc ,...,, 21 , причем число уравнений равно числу неизвестных. 
Составив систему (2.59) и решив ее, если это возможно, найдем коэф-
фициенты nccc ,...,, 21 , после чего решение вариационной задачи, а, 
следовательно, и решение исходной краевой задачи дается формулой 
(2.58). Заметим, что точность решения в большой степени зависит от 
удачного подбора линейно независимых функций и возрастает с уве-
личением их числа. 
 
Вопросы для самоконтроля 
1 Постановка вариационной задачи. 
2 Линейный оператор и его свойства. 
3 Основные теоремы вариационного метода решения краевых задач. 
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4 Сведение краевой задачи для ОДУ к вариационной задаче. 
5 Сформулируйте основные положения метода Ритца. 
6 Приведите вычислительную схему метода Ритца для простейшей 
краевой задачи. 
7 В каком виде вариационные методы позволяют получить решение 
задачи? 
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u=u(x,y) 
0 
х 
y 
u 
Тема 3 ПРИБЛИЖЕННОЕ РЕШЕНИЕ 
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ С 
ЧАСТНЫМИ ПРОИЗВОДНЫМИ 
Лекция 1 Краевые задачи для уравнений в частных производных 
 
1 Классификация дифференциальных уравнений с частными производ-
ными  второго порядка с двумя независимыми переменными. 
2 Задача коши. 
3 Краевые задачи для уравнений в частных производных. 
 
 1 Классификация дифференциальных уравнений с частными 
производными  второго порядка с двумя независимыми перемен-
ными 
 Дифференциальные уравнения с частными производными имеют 
широкое применение в математической физике, гидродинамике, аку-
стике т.д. В большинстве случаев эти уравнения в явном виде не ре-
шаются. Поэтому широкое распространение получили методы при-
ближенного решения таких уравнений, в частности, метод сеток. 
 В общем случае дифференциальные уравнения с частными произ-
водными второго порядка с двумя независимыми переменными имеют 
вид 
0),,,,,,( , yyxyxxyx uuuuuuyxF ,    (3.1) 
где yx,  – переменные, u  – искомая функция, yyxyxxyx uuuuu ,,, ,  – пер- 
вые и вторые частные производ-
ные по x  и y . Решением уравне-
ния (3.1) называется функция 
),( yxuu , обращающая это 
уравнение в тождество. График 
решения представляет собой ин-
тегральную поверхность в соот-
ветствующем пространстве (Ри-
сунок 3.1). 
 
Рисунок 3.1 – Интегральная     
поверхность 
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 Уравнение (3.1) называется линейным, если оно первой степени 
относительно искомой функции и всех ее производных и не содержит 
их произведений, т.е. если это уравнение может быть записано в виде 
 
),(),(),(),(
),(),(2),(][
2
22
2
2
yxfuyxg
y
u
yxl
x
u
yxd
y
u
yxc
yx
u
yxb
x
u
yxauL .         (3.2) 
Если коэффициенты gldcba ,,,,,  не зависят от x  и y , то уравнение 
(3.2) является линейным дифференциальным уравнением с постоян-
ными коэффициентами. 
 Построение разностных схем метода сеток в случае уравнений с 
частными производными зависит от типа уравнений и вида граничных 
условий. Поэтому сделаем несколько замечаний о классификации 
уравнений (3.2). 
 Пусть 2),( Ryx , а  – граница области . Говорят, что в 
области  задано дифференциальное уравнение в частных производ-
ных второго порядка для функции ),( yxuu , если для любой точки из 
 имеет место соотношение (3.2), в котором ),...,(),,( yxbyxa  – коэф-
фициенты, ),( yxf  – свободный член уравнения, которые определены 
в области . 
 Пусть ),(),(),(2 yxcyxayxbD . Тогда уравнение (3.2) называют 
эллиптическим, параболическим или гиперболическим в области 
, если соответственно выполняются условия: 
0),(,0),(,0),( yxDyxDyxD  
для любой точки ),( yx . Если ),( yxD  в области  не сохраняет 
постоянного знака, то имеем так называемый смешанный тип. 
 С линейным  дифференциальным уравнением (3.2) связано обык-
новенное дифференциальное уравнение 
0))(,(),(2))(,( 22 dxyxcdxdyyxbdyyxa , 
называемое характеристическим уравнением. Его решения называ-
ются характеристиками уравнения (3.2). 
 Для уравнения (3.2) гиперболического типа существуют два се-
мейства характеристик  
 50 
 
1),( Cyx  
и 
2),( Cyx . 
Проводя в уравнении (3.2) преобра-
зование координат 
),( yx , ),( yx , 
т.е. принимая параметры этих се-
мейств за новые криволинейные 
координаты, будем иметь канониче-
ский вид уравнения гиперболиче-
ского типа 
 
Рисунок 3.2 – Семейство      
характеристик 
),(),(),(),( fuuuu . 
 Уравнение (3.2) параболического типа имеет одно семейство ха-
рактеристик 
Cyx ),( . 
И в результате преобразования ),( yx , y  уравнение парабо-
лического типа приводится к каноническому виду 
),(),(),(),( fuuuu . 
 Если уравнение (3.2) эллиптического типа, то оно допускает два 
семейства комплексных характеристик 
21 ),(),(,),(),( CyxiyxCyxiyx . 
Проводя преобразования ),( yx , ),( yx , получим канониче-
ский вид уравнения эллиптического типа 
),(),(),(),( fuuuuu . 
 Построение и исследование разностных схем непосредственно для 
уравнения (3.2) связано с большими техническими трудностями. По-
этому будем рассматривать некоторые его частные случаи: 
 1 Уравнение Пуассона (уравнение эллиптического типа) 
),(
2
2
2
2
yxf
y
u
x
u
u . 
0 
х 
y 
=  
=  
=  
=  
=  
=  
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При 0),( yxf  имеем уравнение Лапласа. 
 2 Уравнение теплопроводности   (уравнение параболического 
типа) 
),(
2
2
txf
x
u
t
u
. 
 3 Волновое уравнение (уравнение гиперболического типа) 
),(
2
2
2
2
yxf
y
u
x
u
. 
 2 Задача Коши 
 Дифференциальные уравнения в частных производных имеют в 
общем случае бесконечное множество решений. Поэтому для одно-
значной разрешимости необходимо на искомое решение налагать до-
полнительные условия, которые состоят из начальных и краевых (гра-
ничных) условий. При этом условия, относящиеся к начальному мо-
менту времени, называются начальными, а условия, относящиеся к 
фиксированным значениям координат (обычно это координаты гра-
ничных точек) – краевыми. 
 Пусть дано линейное дифференциальное уравнение 
),(][ yxfuL ,       (3.3) 
где 
uyxg
y
u
yxl
x
u
yxd
y
u
yxc
yx
u
yxb
x
u
yxauL ),(),(),(),(),(2),(][
2
22
2
2
 Нахождение решения ),( yxuu  уравнения (3.3), удовлетворяю-
щего начальным условиям 
)(),(),(),( 00 xyxuxyxu y
,    (3.4) 
называется задачей Коши, а сами условия – начальными данными 
Коши. 
 Геометрическая интерпретация задачи Коши достаточно проста: 
требуется найти интегральную поверхность ),( yxuu  уравнения (3.3), 
проходящую через данную пространственную кривую 
)(,0 xuyy  
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и касающуюся в точках ),,( 0 uyxM  этой кривой заданной системы 
векторов a

, расположенных в плоскостях constx  и составляющих с 
осью Oy  угол , определяемый равенством )(xtg (Рисунок 3.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 3.3 – Геометрическая интерпретация задачи Коши 
 
Если же рассматривать y  как 
время, то задача Коши имеет 
следующую механическую 
трактовку: в начальный момент 
времени 0yy  заданы форма 
плоской линии ),( 0yxu  и 
распределение скоростей ее 
точек ),( 0yx
y
u
. Предпо-
лагая, что каждая точка 
),( uxM  линии движется па-
раллельно оси Ou , причем  
 
 
 
 
 
 
 
 
 
 
 
Рисунок 3.4 – Механическая         
интерпретация задачи Коши 
  
дифференциальный закон дается уравнением (3.3), требуется опреде-
лить форму линии для последующих моментов времени 0yy (Рису-
нок 3.4). 
M(x,y) 
0 
х 
y 
u=u(x,y) 
u=φ(x,y0) 
х 
u=u(x,y) 
0 
х 
y 
u 
х 
a 
β 
M 
Г 
y0 
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 Можно ставить общую задачу Коши: найти решение ),( yxuu  
дифференциального уравнения (3.3), удовлетворяющее граничным 
условиям 
),(),,( yx
x
u
yxu . 
Далее, вместо производной 
xu  можно задавать производную yu , или 
нормальную производную ),cos(),cos( yn
y
u
xn
x
u
n
u
. 
 Задача Коши обычно ставится для уравнений параболического 
и гиперболического типов. 
 Пусть данные Коши для урав-
нения (3.3) заданы на отрезке 
bxa , а решение ),( yxuu  
этого уравнения нужно определить 
в полуполосе (Рисунок 3.5) 
}0,{ ybxaK . Тогда для 
однозначности этого решения 
необходимо дополнительно задать 
условия на прямых ax  и bx , 
что приводит к смешанной задаче.   Рисунок 3.5 – Полуполоса 
 
 Достаточно общей задачей этого типа является нахождение в по-
луполосе K  решения ),( yxuu  дифференциального уравнения (3.3), 
удовлетворяющего начальным и граничным условиям 
)0,()()0,(),()0,( ybxaxxuxxu y
,    (3.5) 
)(),(),(
)(),(),(
10
10
yybuybu
yyauyau
x
x ,       (3.6) 
причем y0,0,0 1010 . 
 Решение смешанной задачи имеет практическую ценность лишь в 
том случае, если небольшие ошибки в начальных и краевых условиях 
не могут привести к большим отклонениям соответствующего реше-
ния. В этом случае говорят, что смешанная задача поставлена коррект-
но, или непрерывно зависит от начальных и краевых условий. 
0 
К 
х 
y 
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 Для уравнения эллиптического типа задача Коши не ставится, т.к. 
является некорректной, т.е. ничтожно малые изменения начальных 
данных могут повлечь существенное изменение решения. 
 
 3 Краевые задачи для уравнений в частных производных 
 Пусть 
),(][ yxfcubuauuuL yx
,    (3.7) 
где fcba ,,,  – непрерывные функции от ),( yx . 
Первая краевая задача.  
На контуре , ограничива-
ющим область  (Рисунок 3.6), 
задана непрерывная функция 
),()( yxP . Требуется найти 
функцию ),()( yxuPu , удовле-
творяющую внутри  уравнению 
(3.7) и принимающую на границе 
заданные значения )(P  
PPfPuL ),()]([ , 
PPPu ),()( . 
 
Рисунок 3.6 – Область  
 
 Вторая краевая задача.  
 На контуре , ограничивающим область (Рисунок 3.6), задана 
непрерывная функция )(P . Требуется найти функцию ),()( yxuPu , 
удовлетворяющую внутри  уравнению (3.7), нормальная производ-
ная которой на  принимает заданные значения )(P , т.е. требуется 
чтобы 
PPfPuL ),()]([ , 
PP
n
Pu
),(
)(
, 
где n

 – вектор внешней нормали.      
  
 
 
0 х 
y 
         P 
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 Третья краевая задача. 
 На контуре , ограничивающим область  (Рисунок 3.6), задана 
непрерывная функция ),()( yxP . Требуется найти функцию 
),()( yxuPu такую, чтобы  
PPfPuL ),()]([ , 
PP
n
Pu
Pu ),(
)(
)( 10 , 
где 010 . 
 Если область  ограниченная, то соответствующая краевая задача 
называется внутренней, в противном случае – внешней. 
 Для уравнения Лапласа 0u  первая краевая задача называется 
задачей Дирихле, вторая – задачей Неймана, третья – смешанной 
краевой задачей. 
 
Вопросы для самоконтроля 
1 Классификация дифференциальных уравнений с частными производ-
ными  второго порядка с двумя независимыми переменными. 
2 Какие типы уравнений Вы знаете? 
3 Когда ставится задача Коши. 
4 Сформулируйте задачу Коши для уравнений гиперболического и па-
радолического типов. 
5 Краевые задачи для уравнений в частных производных. 
6 Как называются краевые задачи для уравнения Лапласа? 
 
Лекция 2 Сходимость разностных схем 
 
1 О сходимости разностных схем. 
2 Аппроксимация разностных схем. 
3 Порядок аппроксимации. 
 
 1 О сходимости разностных схем 
 Пусть требуется приближенно вычислить решение u  некоторой 
краевой задачи 
fLu ,       (3.8) 
поставленной в области  с границей . 
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 Для решения поставленной задачи (3.8) следует выбрать дискрет-
ное множество точек h  (сетку), принадлежащее ; ввести ли-
нейное нормированное пространство hU  функций, определенных на 
сетке h ; установить соответствие между решением u  и функцией 
hh Uu][ , которую будем считать искомой таблицей решения u . Для 
приближенного отыскания таблицы hu][ , которую условились считать 
точным решением задачи (3.8), необходимо на основе задачи (3.8) со-
ставить систему разностных уравнений (разностную схему) 
)()( hh
h fuL       (3.9) 
относительно функций )(hu  из hU , чтобы имела место сходимость 
0][ )(
hU
h
h uu      (3.10) 
при 0h . Причем, в линейных пространствах hU  и hF  заранее 
должны быть введены соответственно сеточные нормы 
hU
 и 
hF
, 
которые являются сеточными аналогами норм 
U
 и 
F
 в исходных 
пространствах U  и F . 
 Если для решения разностной краевой задачи (3.9) выполнено не-
равенство 
k
U
h
h Chuu
h
)(][ , 
то говорят, что сходимость имеет порядок k  относительно h . 
 Задачу построения сходящейся разностной схемы (3.9) разбивают 
на две подзадачи: 
 1 Построение разностной схемы, аппроксимирующей исходную 
дифференциальную задачу (3.8). 
 2 Проверка устойчивости разностной схемы (3.9). 
 
 2 Аппроксимация разностных схем 
 Пусть в пространстве hF  уже введена норма. Разностная задача 
(3.9) аппроксимирует задачу (3.8) на решении u , если в равенстве 
)()(][ hhhh ffuL  
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невязка )(hf , возникающая при подстановке решения исходной диф-
ференциальной задачи hu][  в разностную краевую задачу (3.9), стре-
мится к нулю при 0h  
0][ )()(
hh F
h
hh
F
h fuLf . 
Если  
k
F
h Chf
h
)( , 
где C  не зависит от h , то аппроксимация имеет порядок k  относи-
тельно h . 
 Пример. Построим для следующей задачи Коши 
xxxu
Ttxtx
x
u
t
u
),()0,(
0,),,(
    (3.11) 
одну из аппроксимирующих ее разностных схем. 
 Задача (3.11) запишется в форме (3.8), если положить 
.),(
0,),,(
,
),0,(
0,,
xx
Ttxtx
f
xxu
Ttx
x
u
t
u
Lu
 В качестве сетки h  используем совокупность точек пересечения 
прямых 
][,...,1,0,...2,1,0,,
T
nmntmhx , 
где 0,0h  – некоторые числа. 
 Будем считать, что шаг 
 связан с шагом h  зависи-
мостью rh , где constr , 
так что сетка h  зависит 
только от одного параметра 
h . Искомой сеточной функ-
цией является таблица  
)},({][ nmhuu h  значений 
решения ),( txu  задачи (3.11) 
в точках сетки h (Рисунок 3.7).   Рисунок 3.7 – Сетка h  
0 х 
t 
t=n   
x=mh 
T 
h 
τ 
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 Построим аппроксимирующую задачу. Значение сеточной 
функции )(hu  в точке ),(),( nmhtx nm  сетки h  обозначим через 
n
mu . Схему (3.9) получим, приблизив производные tu  и xu  разностны-
ми отношениями 
h
txuthxu
u
txutxu
u txxtxt
),(),(
,
),(),(
,,
, 
где ntmhx , . Тогда схема (3.9) будет иметь вид 
 
1][,...,1,0,...;1,0),(
),(
0
1
1
T
nmmhu
nmh
h
uuuu
m
n
m
n
m
n
m
n
m
.  (3.12) 
Оператор hL  и правая часть 
)(hf  для системы (3.12) определяются 
следующим образом 
1][,...,1,0),(
,...2,1,0),,(
, )(
0
1
1
)( T
nmh
mnmh
f
u
h
uuuu
uL h
m
n
m
n
m
n
m
n
m
h
h . 
Разностное уравнение из системы (3.12) можно разрешить относитель-
но 1nmu . Получаем 
rhnmhruuru nm
n
m
n
m ),,()1( 1
1 .  (3.13) 
 Таким образом, зная значения ,...1,0, munm  решения 
)(hu  в 
точках сетки при nt , можно вычислить значения 1nmu  в точках 
сетки )1(nt . Напомним, что значения сеточной функции на пер-
вом слое заданы. 
 Выясним порядок аппроксимации, которым обладает разностная 
схема (3.12). В качестве пространства hF  возьмем линейное простран-
ство всех пар ограниченных функций 
m
n
mhg )( , определив норму в 
нем следующим образом 
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m
m
n
m
nmF
h
h
g maxmax
,
)( . 
 Предположим, что решение ),( txu  задачи (3.11) имеет ограничен-
ные вторые производные. Тогда, применяя формулу Тейлора, получим 
2
2
2
2
),(
2
),(),(),(
),(
2
),(),(),(
t
txuh
t
txutxutxu
x
txuh
x
txu
h
txuthxu
nmnmnmnm
nmnmnmnm
, (3.14) 
где  и  – некоторые числа, зависящие от nm,  и h  и удовлетворя-
ющие неравенствам 0,0 h . 
 С помощью формул (3.14) выражение 
 
)0,(
),(),(),(),(
][
m
nmnmnmnm
hh
xu
h
txuthxutxutxu
uL , 
можно переписать в виде 
0)0,(
),(
2
),(
2][ 2
2
2
2
,
m
nmnm
tx
hh
xu
x
txuh
t
txu
x
u
t
u
uL nm , 
или 
)()(][ hhhh ffuL , 
где 
0
),(
2
),(
2 2
2
2
2
)(
x
txuh
t
txu
f
nmnm
h . 
Следовательно 
h
x
u
Sup
r
t
u
Supf
hF
h
2
1
2 2
2
2
2
)(
. 
 Таким образом, рассматриваемая разностная схема (3.12) имеет 
первый порядок аппроксимации относительно h  на решении ),( txu , 
обладающим ограниченными вторыми производными. 
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Вопросы для самоконтроля 
1 О сходимости разностных схем. 
2 Аппроксимация разностных схем. 
3 Приведите пример задачи Коши. 
4 Постройте соответствующую ей аппроксимирующую задачу. 
5 Что понимается под порядком аппроксимации? 
 
Лекция 3 Устойчивость разностных схем 
 
1 Определение устойчивости разностных схем. 
2 Связь аппроксимация и устойчивости разностных схем со сходимо-
стью. 
3 Принцип максимума для исследования устойчивости разностных 
схем. 
 
 1 Определение устойчивости разностных схем 
 Разностная краевая задача (3.9) называется устойчивой, если суще-
ствуют числа 0  и 00h  такие, что при любом 0hh  и любом 
)(hf  из hF , удовлетворяющим неравенству 
hF
hf )( , 
следующая разностная краевая задача 
)()()( hhh
h ffzL  
имеет одно и только одно решение, причем выполняется условие 
hh F
h
U
hh fCuz )()()( , 
где C  – некоторая постоянная, не зависящая от h . 
 Определение устойчивости разностной схемы можно дать и сле-
дующим образом: разностная краевая задача (3.9) устойчива, если су-
ществует 00h  такое, что при 0hh  и любом h
h Ff )(  она одно-
значно разрешима, причем 
hh F
h
U
h fCu )()( , 
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где C  – некоторая постоянная, не зависящая от h  и от )(hf . 
 Свойство устойчивости разностной схемы можно трактовать, как 
равномерную относительно h  зависимость решения разностной схемы 
от входных данных. 
 
 2 Связь аппроксимация и устойчивости разностных схем со 
сходимостью 
 Связь аппроксимации и устойчивости разностной схемы со сходи-
мостью определяется следующей теоремой: 
 Теорема. Пусть разностная схема )()( hhh fuL  аппроксимирует 
задачу fLu  на решении ),( yxu  с порядком 0s  относительно h  и 
устойчива. Тогда эта схема будет сходящейся, и порядок ее сходимо-
сти будет совпадать с порядком аппроксимации, т.е. справедлива оцен-
ка 
hh
s
U
h
h uyxuChuyxu
h
][),(;),( )( ,   (3.15) 
где C  – постоянная, не зависящая от h . 
 Доказательство. По определению аппроксимации имеем 
s
F
h hCf
h
1
)( , где )()( ][ hhh
h fuLf . 
 Введем обозначение )(][),( hhh uuyx . Тогда в силу линейности 
разностного оператора hL  для ),( yxh  имеют место равенства 
)()()( ][][),( hhhh
h
hhhhh ffuLuLuLyxL . 
Отсюда, используя определение устойчивости, получим 
ss
F
h
Uh
ChhCMfMyx
hh
)(),( 1
)(
, 
где 1MCC . Таким образом, справедливость оценки (3.15) доказана. 
 
 3 Принцип максимума для исследования устойчивости раз-
ностных схем 
 Покажем, что разностная схема (3.12)  
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1][,...,1,0,...;1,0),(
),(
0
1
1
T
nmmhu
nmh
h
uuuu
m
n
m
n
m
n
m
n
m
 
устойчива при 1r . Норму 
hU
 определим равенством 
n
m
mn
n
m
nmU
h uSupuSupu
h
max
,
)( . 
Норму в пространстве hF  введем следующим образом: если h
h Fg )( , 
и  
1][,...,1,0,
,...2,1,0,
)(
T
n
m
g
m
n
m
h , 
то 
]maxmax[maxmaxmax
,
)(
m
m
n
m
mn
m
m
n
m
nmF
h
h
g . 
 Разностную задачу 
1][,...,1,0,...;1,0,0
1
1
T
nmu
h
uuuu
mm
n
m
n
m
n
m
n
m
n
m
,     (3.16) 
которая отличается от задачи (3.12) только тем, что nm  и m  произ-
вольные правые части, вообще говоря, не совпадающие с ),( nmh  и 
)(mh , перепишем в форме 
mm
n
m
n
m
n
m
n
m
u
ruuru
0
1
1 )1(
.       (3.17) 
Поскольку 1r , то 01 r . В этом случае справедлива оценка 
n
m
m
n
m
n
m
n
m
n
m
n
m
n
m uuuuurrruur max),max(),max()1()1( 111 . 
Используя эту оценку, из (3.17) получим 
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n
m
nm
n
m
m
n
m
m
n
m
m
n
m uuu
,
1 maxmaxmaxmax .   (3.18) 
В случае 0nm  из неравенства (3.18) следует, что 
n
m
m
umax  не возрас-
тает с ростом n . Отмеченное свойство разностной схемы принято 
называть принципом максимума. Так как неравенство (3.18) справед-
ливо для произвольного m , то получим 
n
m
nm
n
m
m
n
m
m
uu
,
1 maxmaxmax . 
Аналогичным образом получаем 
n
m
nm
m
m
m
m
n
m
nm
n
m
m
n
m
m
uu
uu
,
01
,
1
maxmaxmax
........................................
,maxmaxmax
. 
После почленного сложения этих неравенств и приведения подобных 
членов будем иметь 
n
m
nm
m
m
n
m
m
nuu
,
01 max)1(maxmax . 
Отсюда непосредственно следует 
hhh F
h
F
h
F
hn
m
nm
m
m
n
m
m
fTfTfTu )()()(
,
1 )1(maxmaxmax . 
Доказанное неравенство 
hF
hn
m
m
fTu )(1 )1(max  
имеет место для всех n . Поэтому оно остается справедливым, если 
вместо 1max nm
m
u  записать 
hU
hn
m
mn
uu )(maxmax . Таким образом, 
окончательно имеем 
hh F
h
U
h fTu )()( )1( .    (3.19) 
Неравенство (3.19) означает устойчивость разностной схемы (3.12). 
 Не следует думать, что одна только аппроксимация дифференци-
альной краевой задачи (3.8) разностной краевой задачей (3.9) обеспе-
чивает устойчивость и, следовательно,  сходимость (3.10). Так, напри-
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мер, в случае 1r  разностная задача (3.12)  по-прежнему аппроксими-
рует задачу (3.11), но указанная аппроксимация не является устойчи-
вой, а, следовательно, и сходящейся. 
 Общие замечания при использовании разностных схем: 
1 Вначале указывается правило выбора сетки. Чаще всего сетка 
выбирается прямоугольной и равномерной. 
2 Потом указывается и строится конкретно одна или несколько 
разностных схем. Проверяется условие аппроксимации разностных 
схем и устанавливается порядок аппроксимации. 
3 Доказывается устойчивость построенных разностных схем. Это 
наиболее важный и сложный вопрос. Если разностные схемы обладают 
аппроксимацией и устойчивостью, то сходимость следует из приве-
денной выше теоремы. 
4 Рассматривается вопрос численного решения разностных схем. В 
случае линейных схем это будет система линейных алгебраических 
уравнений, возникающих в методе сеток, разработаны и разрабатыва-
ются специальные методы решении, учитывающие особенности реша-
емых задач. 
 
Вопросы для самоконтроля 
1 Какая разностная схема называется устойчивой? 
2 Укажите связь аппроксимации и устойчивости разностных схем со 
сходимостью. 
3 Что понимается под принципом максимума для исследования устой-
чивости разностных схем. 
 
Лекция 4 Построение аппроксимирующих разностных схем 
 
1 Замена производных разностными отношениями. 
2 Простейшие разностные схемы. 
3 Метод неопределенных коэффициентов построения аппроксимиру-
ющих разностных схем. 
 
 1 Замена производных разностными отношениями 
 Простейший прием построения разностных краевых задач, аппрок-
симирующих дифференциальные задачи, состоит в замене производ-
ных соответствующими разностными отношениями. Для обыкновен-
ных дифференциальных уравнений их можно записать следующим 
образом 
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)()(
2
)()()(
zOzf
z
z
zfzzf
dz
zdf
,     (3.20) 
)()(
2
)()()(
zOzf
z
z
zzfzf
dz
zdf
,      (3.21) 
2
2
)()(
!3
)(
2
)()()(
zOzf
z
z
zzfzzf
dz
zdf
, (3.22) 
2)4(
2
22
2
)()(
12
)()()(2)()(
zOzf
z
z
zzfzfzzf
dz
zfd
,(3.23) 
где в квадратных скобках записаны остаточные члены этих формул. 
Указанные формулы могут быть получены из разложения функции в 
ряд Тейлора 
))(()(
!3
)(
)(
!2
)(
)()()( 3
32
zOzf
z
zf
z
zfzzfzzf , 
))(()(
!3
)(
)(
!2
)(
)()()( 3
32
zOzf
z
zf
z
zfzzfzzf . 
 Формулы (3.20) – (3.23) вместе с выражениями остаточных членов 
можно использовать и при замене частных производных разностными 
отношениями. Например, 
)(),(
2
),(),(),(
tOtxu
t
t
txuttxu
t
txu
tt
 
или 
)(),(
2
),(),(),(
xOtxu
x
x
txutxxu
x
txu
xx
. 
 
 2 Простейшие разностные схемы 
 Пример. Рассмотрим задачу Коши, что и раньше. 
xxxu
Ttxtx
x
u
t
u
),()0,(
0,),,(
.  (3.24) 
Для аппроксимации этой дифференциальной задачи построим три 
разностные схемы. Во всех этих схемах используем сетку h , обра-
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зованную точками пересечения прямых mhx , nt , попавшими в 
полосу  Tt0 . Будем считать также, что rh , где r  – некоторая 
положительная постоянная. 
 Простейшая из разностных схем с использованием формулы 
(3.20), аппроксимирующих задачу (3.24) имеет вид 
)()( hh
h fuL  
или 
)(
),(
0
1
1
)(
mhu
nmh
h
uuuu
uL
m
n
m
n
m
n
m
n
m
h
h . 
 Для этой схемы невязка )(hf , возникающая при подстановке ре-
шения hu][  дифференциальной задачи в левую часть разностной зада-
чи 
)()(][ hhhh ffuL , 
выражается формулой 
0
)(
22 ,
)( hOu
h
u
f
nm
xxtth
. 
Нормой элемента )(hf  пространства hF  будем считать максимум всех 
компонент элемента h
h Ff )( . Тогда 
)(),()()( hOhrhOhOf
hF
h
, 
т.е. получаем первый порядок аппроксимации. 
 Вторая  разностная схема получается при использовании формулы 
(3.21) для замены 
xu  
h
thxutxu
x
txu ),(),(),(
. 
После замены производных в (3.24) получим следующую разностную 
схему 
)(
),(
0
1
1
)(
mhu
nmh
h
uuuu
uL
m
n
m
n
m
n
m
n
m
h
h .  (3.26) 
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Здесь невязка имеет вид 
0
)(
22 ,
)( hOu
h
u
f
nm
xxtth  
и )()( hOf
hF
h , т.е. снова порядок аппроксимации равен единице. 
Вторая разностная схема незначительно отличается от первой. Однако 
она неустойчива при любом constr
h
 и, следовательно, непригод-
на для счета. 
 Третья разностная схема 
)(
),(2
0
1
111
)(
mhu
nmh
h
uu
uu
u
uL
m
n
m
n
m
n
m
n
mn
m
h
h  
получается при замене производных разностными отношениями по 
следующим приближенным формулам 
2
),(),(
),(
thxuthxu
txu
ut
, 
h
txuthxu
ux
),(),( . 
Используя ряд Тейлора для достаточно гладкого решения ),( txu  зада-
чи (3.24) будем иметь 
),(
),(),(2
),(),(
),(
tx
h
txuthxu
thxuthxu
txu
 
tx
ttxx hOuu
r
h
,
2 )(
22
. 
Тогда невязка )(hf  определяется следующим образом 
 68 
 
0
)(
22
2
)( hOu
r
h
u
f xxtth
. 
Откуда )()( hOf
hF
h  т.е. разностная схема опять имеет первый по-
рядок аппроксимации по h . 
 Рассмотрим теперь случай, когда связь между шагами сетки зада-
ется не формулой rh , а формулой 2rh , предписывающей уско-
ренное измельчение шага  по сравнению с h . В этом случае 
),(
)(
2
1
][
2
,
nmhu
hOu
r
uu
uL
nm tx
xxxt
hh
. 
Эта формула получается после применения формулы Тейлора к 
),( nm thxu  и ),( nm txu . Отсюда видно, рассматриваемая разност-
ная схема аппроксимирует задачу 
)()0,(
),(
2
1
2
2
xxu
tx
x
u
rx
u
t
u
, 
а не задачу Коши (3.24). 
 Таким образом, одна и та же разностная схема в случае различной 
связи )(h  может аппроксимировать при 0h  различные диффе-
ренциальные задачи. Такого рода разностные схемы называют негиб-
кими. 
 Для облегчения записи разностной схемы ее обычно принято сопо-
ставлять с картинкой, на которой изображено взаимное расположение 
точек сетки (шаблон), значения решения в которых связывает разност-
ное уравнение при некоторых фиксированных значениях m  и n . Для 
приведенных выше трех схем эти шаблоны следующие 
 
 
Рисунок 3.6 – Шаблоны 
m-1,n m+1,n 
m,n+1 m,n+1 m,n+1 
m,n m,n m-1,n m+1,n m,n 
I II III 
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 3 Метод неопределенных коэффициентов построения аппрок-
симирующих разностных схем 
 Более общий способ построения разностных схем состоит в том, 
что приближается не каждая производная в отдельности, а сразу весь 
дифференциальный оператор. Разъясним этот способ на примере сле-
дующей задачи Коши (3.24). Как и раньше считаем rh  и возьмем 
сначала шаблон I. Если положить 
xt uuu , то ранее получали 
),(1
1
)( nmh
h
uuuu
u
n
m
n
m
n
m
n
mh
h  
или  
),(
11
1
1)( nmhu
r
u
h
r
uu nm
n
m
n
m
h
h .     (3.27) 
Запишем последнее равенство с неопределенными коэффициентами 
),(121
1
0
)( nmhuauauau nm
n
m
n
m
h
h .  (3.28) 
Постараемся подобрать коэффициенты так, чтобы имело место равен-
ство 
)()(][ hOuuu
nt
mhxxt
nt
mhxhh
 
или 
)(][ hOuu
nt
mhx
nt
mhxhh .       (3.29) 
По формуле Тейлора имеем 
)(),(),())1(,( 2Onmhunmhunmhu t , 
)(),(),(),)1(( 2hOnmhuhnmhunhmu x . 
Подставив эти выражения в правую часть равенства 
),)1((),())1(,(][ 210 nhmuanmhuanmhuau
nt
mhxhh  
получим 
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a
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nt
mhxhh
.  (3.30) 
 Поскольку нашей целью является подбор коэффициентов 
210 ,, aaa , чтобы выполнялось условие аппроксимации (3.29), то есте-
ственно предварительно так сгруппировать слагаемые в правой части 
равенства (3.30), чтобы выделился член u . Тогда остальные слагае-
мые образуют остаточный член аппроксимации, который должен быть 
мал. Чтобы выделить член u , можно заменить в правой части равен-
ства (3.30) производные 
tu  или xu  соответственно по одной из формул 
xt uuu  или uuu tx . 
Воспользуемся первой из них. Тогда равенство (3.30) примет вид 
),(
),(
)(
),()(][
2
2
22
020
2100
hahraO
x
nmhu
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nmhuaaaurhau
nt
mhx
nt
mhxhh
.    (3.31) 
 Среди всех гладких функций ),( txu  можно указать такие, для ко-
торых 
xuu,  и tu  в любой заранее заданной фиксированной точке при-
нимают любые независимые друг от друга значения. Следовательно, и 
значения 
xuu,  и ),( txuuu xt  также можно считать независи-
мыми друг от друга. В виду этого из равенства (3.31) следует, что для 
выполнения  при любой правой части ),( tx  задачи (3.27) условий 
аппроксимации (3.29) необходимо, чтобы выполнялись равенства 
),(1 10 hOrha  
),(0)( 2210 hOaaa      (3.32) 
),(0)( 320 hOhara  
где )(),(),( 321 hOhOhO  – какие-нибудь произвольные величины по-
рядка h . Положим их равными нулю. Тогда получающаяся система 
будет иметь единственное решение 
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111
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11
210 , 
которое приводит к уже известной схеме (3.26). 
 Таким образом, дополнительно узнали, что среди разностных схем 
вида 
)(
),(
0
121
1
0)(
mhu
nmhuauaua
uL
m
n
m
n
m
n
mh
h  
она является единственной, аппроксимирующей рассматриваемую за-
дачу Коши. Если бы мы не пренебрегли величинами )(hO  в системе 
(3.32), то получили бы следующее решение 
)(1
1
,)(
11
,)(
11
210 hO
h
ahO
r
r
h
ahO
rh
a . 
Поэтому в дальнейшем будем пренебрегать величинами )(hO . 
 Пусть теперь имеем шаблон III. 
Посмотрим теперь, как можно строить разностные схемы для задачи 
Коши (3.24) 
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h .      (3.33) 
Как и раньше, считаем rh , constr  и  
),(13121
1
0
)( nmhuauauauau nm
n
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m
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h . 
Воспользуемся формулой Тейлора 
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2
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, 
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Получим 
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),()( 22023 nmhuhranmhhuaa ttx
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. 
 Выделим в правой части этого равенства член 
xt uuu , для 
чего воспользуемся тождеством 
xt uuu . Имеем 
nt
mhxx
nt
mhx
nt
mhx
nt
mhxhh huaarauaaaaurhau )()(][ 23032100
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0 hahahraOuhaauhra
nt
mhxxx
nt
mhxtt
. 
 Для выполнения условия аппроксимации (3.29) необходимо, чтобы 
числа 3210 ,,, aaaa  удовлетворяли системе, которая учитывая замеча-
ния о малых величинах, имеет вид 
,10rha  
,03210 aaaa          (3.34) 
0)( 230 haara . 
Если имеют место равенства (3.34), то оператор hh u][  принимает вид 
),,()(
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mhxhh
 
 Система (3.34) имеет семейство решений, зависящее от одного 
параметра. Если решение системы (3.34) имеет вид 
h
aa
h
r
a
rh
a
1
,0,
1
,
1
3210 , 
то получаем схему (3.27). Если же решением являются значения 
h
a
h
a
rh
a
rh
a
2
1
,
2
1
,
1
,
1
3210 , 
то соответствующая ему схема будет 
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2
0
11
1
)(
mhu
nmh
h
uuuu
uL
m
n
m
n
m
n
m
n
m
h
h . 
 Выбрав какое-либо решение системы (3.34), надо его подставить в 
остаточный член и убедиться, что он мал. Для двух приведенных ре-
шений подстановка чисел 3210 ,,, aaaa  дает остаточные члены 
),,(
2
)(
2
3
3
3
2
33
02
22
32
2
222
0 hahahraO
x
uhaa
t
uhra
 
первого порядка относительно h . Таким образом, установили, что 
нельзя построить разностную схему вида (3.33), которая аппроксими-
рует задачу (3.24) с порядком 2h . Для увеличения порядка аппрокси-
мации пришлось бы увеличить число точек разностной сетки, исполь-
зуемых в конструируемой схеме. 
 Отметим, однако, что существуют специальные методы позволя-
ющие строить разностную схему с аппроксимацией порядка 2h , ис-
пользующую только четыре указанные точки разностной сетки. 
 Замечание о других приемах построения разностных схем. При 
построении разностных схем, аппроксимирующие нестационарные 
задачи, может быть использована схема пересчета. Существует прием, 
который основан на использовании записи дифференциального урав-
нения, для которого строится разностная схема, в форме «интегрально-
го закона сохранения». Необходимость в использовании этого приема 
возникает при расчете так называемых обобщенных решений. Такие 
разностные схемы называются дивергентными или консервативными. 
Наконец, существует прием, который основан на использовании той 
или иной вариационной постановки дифференциальной краевой зада-
чи, решение которой надо вычислить. Этот прием часто называют ме-
тодом конечных элементов, а возникающие разностные схемы – вариа-
ционно-разностными или проекционно-разностными схемами. Этот 
прием позволяет строить разностные схемы на нерегулярных сетках, 
более мелких там, где решение меняется более часто. 
 
Вопросы для самоконтроля 
1 Замена производных разностными отношениями. 
2 Как определяется порядок аппроксимации? 
3 Простейшие разностные схемы. 
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4 Порядок аппроксимации построенных разностных схем. 
5 Что такое шаблоны? 
6 Метод неопределенных коэффициентов построения аппроксимиру-
ющих разностных схем. 
7 Какие другие приемы построения аппроксимирующих разностных 
схем Вы знаете? 
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Тема 4 РАЗНОСТНЫЕ СХЕМЫ ДЛЯ УРАВНЕНИЙ 
ПАРАБОЛИЧЕСКОГО ТИПА 
Лекция 1 Решение задачи Коши для уравнения теплопровод-
ности 
 
1 Решение задачи Коши. 
2 О порядке аппроксимации разностных схем. 
3 Об устойчивости двухслойных разностных схем. 
4 Наилучшая расчетная формула. 
 
 1 Решение задачи Коши 
 Рассмотрим задачу Коши для уравнения теплопроводности 
0,),,(
2
2
txtx
x
u
t
u
   (4.1) 
с условием на прямой 0t  
)()0,( xxu .       (4.2) 
Здесь ),( txuu  – температура и t  – время. 
 Необходимо найти функцию ),( txuu  удовлетворяющую (4.1) – 
(4.2). Будем считать, что задача (4.1) – (4.2) имеет в верхней полуплос-
кости единственное решение ),( txu , непрерывное вместе со своими 
производными 2,1,)( ju jt  и 4,3,2,1,
)( ku kx . Запишем задачу (4.1) – 
(4.2) в виде 
fLu ,              (4.3) 
где 
0,
2
2
xu
x
u
t
u
Lu ,     
)(
),(
x
tx
f . 
Будем считать, что ],0[ Tt . 
 Выберем прямоугольную сетку и заменим область  
сеточной областью  
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0,0,,...,1,0,...,2,1,0;,: h
T
nmntmhx nmh . 
Заменим задачу (4.3) разностной схемой )()( hhh fuL . Обозначим че-
рез ),(][
, nmx
txuu
ntm
 точное значение решения задачи (4.3) в узле 
),( nm tx , через 
n
mu  – соответственно приближенное сеточное значение. 
Имеем 
)0,(
][ ),(),(
m
txxxtxt
h
xu
uu
uL nmnm ,     )(
),(
),(
m
nm
tx
x
tx
f
nm
. 
Для замены выражений 
),( nm txt
u  и ),( nm txxxu
 разностными отношени-
ями воспользуемся формулами численного дифференцирования. Полу-
чим 
),(
1
),(
2
),(),(
nmnm txtt
nmnm
txt u
txutxu
u , 
),(
2
2
11
),( 4
12
),(),(2),(
nmnm txx
nmnmnm
txxx u
h
h
txutxutxu
u . 
 Приведем наиболее употребляемые для параболических уравнений 
шаблоны (Рисунок 4.1). 
 
 
Рисунок 4.1 – Явный двухслойный 
шаблон 
 Неявный двухслойный 
шаблон 
 
 Рассмотрим явный двухслойный шаблон. Тогда 
 
)0,(
)(
),(),(2),(),(),(
][ 2
111
m
mn
nmnmnmnmnm
h
xu
hr
h
txutxutxutxutxu
uL  
m-1,n m+1,n 
m,n+1 
m,n 
m+1,n+1 
m,n 
m-1,n+1 m,n+1 
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где  
),(
2
),( 4
122
)(
nmnm txxtxttmn
u
h
uhr . 
Обозначая 
)(
),()(
m
nmh
x
tx
f , имеем следующую разностную схему 
)()( hh
h fuL ,      (4.4) 
где 
N
T
nu
m
h
uuuuu
uL
m
n
m
n
m
n
m
n
m
n
m
h
h
,...,1,0,
,...2,1,0,
2
0
2
11
1
)( .       (4.5) 
Если же воспользоваться неявной разностной схемой, то оператор hL  
примет вид 
N
T
nu
m
h
uuuuu
uL
m
n
m
n
m
n
m
n
m
n
m
h
h
,...,1,0,
,...2,1,0,
2
0
2
1
1
11
1
1
)( . (4.6) 
Учитывая вышеизложенное, можно записать 
)()(][ hhhh ffuL , 
где 
0
)()( hrf
mnh . 
 
 2 О порядке аппроксимации разностных схем 
 Выясним порядок аппроксимации разностных схем (4.4) – (4.5) и 
(4.4) – (4.6). В качестве hF  возьмем линейное множество всех пар 
ограниченных функций 
m
n
mhg )( . Норму в hF  определим по прави-
лу 
m
m
n
m
nmF
h
h
g maxmax
,
)( . 
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Заметим, что если max  не достигается, то вместо него будем брать 
sup . 
Пусть srh  где sr,  – некоторые положительные числа. Предполо-
жим, что имеют место оценки 
1max Mutt ,   2
)4(
4max Mux
. 
Тогда имеем 
s
s
nm
nmF
h hM
h
M
r
hrf
h
2
2
1,
,
)(
122
)(max .      (4.7) 
Для параболических уравнений, как увидим далее, в случае схемы 
(4.4)– (4.5) можно взять 2s , а в случае схемы (4.4) – (4.6) – 1s . 
 Таким образом, из (4.7) следует, что разностные схемы (4.4) – (4.5) 
и (4.4) – (4.6) аппроксимируют задачу (4.3) на решении ),( txu  с по-
грешностью порядка )( 2hO . 
 Разностная схема (4.4) – (4.5) позволяет по значениям решения на 
нулевом слое 0mu  вычислять значения на первом слое 
1
mu . Потом по 
значениям 1mu  вычисляются значения 
2
mu  и т.д. В силу таких вычисли-
тельных свойств разностную схему (4.4) – (4.5) называют явной. 
 Разностная схема (4.4) – (4.6) упомянутыми выше свойствами не 
обладает, так как для вычисления значения на первом слое 
,...,,,,..., 12
1
1
1
0
1
1
1
2 uuuuu  необходимо решать бесконечную систему ли-
нейных уравнений. По этой причине разностную схему (4.4) – (4.6) 
называют неявной. 
 
 3 Об устойчивости двухслойных разностных схем 
 Определим норму в пространстве hU  следующим образом 
n
m
nmU
h uu
h ,
)( max . 
Рассмотрим явную разностную схему (4.4) – (4.5). Выясним, при каких 
значениях r , 2rh , возможна устойчивость рассматриваемой схемы. 
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 Для доказательства устойчивости надо показать, что разностная 
схема однозначно разрешима и при любых 
m
n
mhg )( , h
h Fg )(  име-
ет место оценка 
hh F
h
U
h gMz )()( , 
где M  – постоянная не зависящая от h  и )(hg  и 
)()( hh
h gzL .       (4.8) 
 Так как разностная схема (4.4) – (4.5).явная, то ее однозначная раз-
решимость очевидна. Перепишем (4.8) в виде 
mm
n
m
n
m
n
m
n
m
n
m zzrzzrz
0
11
1 ,)21()( . (4.9) 
Пусть выполнено условие 021 r  или  
2
1
2h
r .      (4.10) 
Тогда из (4.9) имеем 
n
m
nm
n
m
m
n
m
m
n
m
m
n
m
m
zrzzrz
,
1 maxmax)21()maxmax(max  
или 
n
m
nm
n
m
m
n
m
m
zz
,
1 maxmaxmax .    (4.11) 
Из (4.11) следует, что при 0nm  
1max nm
m
z  не превосходит nm
m
zmax , 
т.е. nm
m
zmax  не возрастает с ростом n . Это свойство однородной раз-
ностной схемы (4.4) называют принципом максимума. Как и ранее, 
пусть 
T
N
T
n ,1,...,1,0 . Тогда 
n
m
nm
n
m
m
N
m
m
zz
,
1 maxmaxmax , 
…………………………. 
n
m
nm
m
m
m
m
zz
,
01 maxmaxmax . 
Просуммировав эти неравенства, получим 
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hF
hn
m
nm
m
m
n
m
nm
m
m
n
m
nm
m
m
N
m
m
gMNT
TNz
)(
,
,,
)maxmax(,1max
maxmaxmaxmaxmax
. 
Так как это неравенство верно для любого n , то имеем 
hF
hn
m
nm
gMz )(
,
max  или 
hh F
h
U
h gMz )()( . 
 Таким образом, разностная схема (4.4) – (4.5) при выполнении 
условия (4.10) устойчива. Отметим, что условие (4.10) налагает жест-
кие ограничения на выбор . Это приводит к тому, что если мы хоти 
сохранить устойчивость, то при вычислениях по схеме (4.4) – (4.5) шаг 
 приходиться брать достаточно малым. 
 Замечание. Для уравнения теплопроводности с переменными ко-
эффициентами 
0,,0),(),,(),(
2
2
txtxatx
x
u
txa
t
u
 
достаточное условие (4.10) приняло бы вид 
),(
2 ),(max2
1
tx
txah
r . 
 Пусть теперь оператор hL  задает неявную разностную схему (4.6). 
Тогда перепишем разностную схему (4.4) – (4.6) в виде 
)(),,()21()( 0111
1
1 mmnm
n
m
n
m
n
m
n
m xutxuuruur . 
Это есть бесконечная система линейных алгебраических уравнений 
относительно неизвестных ),...,1,0(,...,,,,..., 12
1
1
1
0
1
1
1
2 Nnuuuuu
nnnnn . 
Решение таких систем является сложной и трудоемкой задачей. По-
этому разностные схемы (4.4) – (4.6) неудобны для задач Коши на бес-
конечных отрезках. Однако, если отрезок оси x  конечен, т.е. bxa , 
а на границах ax  и bx  заданы некоторые ограничения на реше-
ние ),( txu , то разностные схемы вида (4.4) – (4.6) оказываются весьма 
эффективными. В частности, как будет показано ниже, такие схемы 
являются абсолютно устойчивыми, т.е. устойчивы при любом 
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0
2h
r . В этом случае указанную систему можно решать, напри-
мер, методом прогонки. 
 Отметим, что из аппроксимации )( 2hO  и устойчивости раз-
ностной схемы (4.4) – (4.5) следует ее сходимость. 
 
 4 Наилучшая расчетная формула 
 Получим наилучшую расчетную формулу для явной разностной 
схемы (4.4) – (4.5). Запишем оператор hh uL ][  в разложениях соответ-
ствующих функций в ряды Тейлора, учитывая, что 2rh  
)(
1
!4!3!2
2
!4!3!2
!3
)(
!2
)(1
][
4
2,
4
,
3
,
2
,,
,,
4
,
3
,
2
,,
,,
32
,
22
2
,,
4
4
hO
h
u
h
u
h
u
h
huu
uu
h
u
h
u
h
huu
uu
rh
u
rh
rhuu
r
uL
nmxnmxxxnmxxnmxnm
nmnmxnmxxxnmxxnmxnm
nmnmtttnmttnmtnmhh
 
После приведения подобных членов будем иметь 
)(
12
1
2
)(][ 4,
2
, 4 hOuu
r
huuuL nmxttnmxxthh
.       (4.12) 
Так как ),( txu  является решением однородной задачи 
xxt uu , то 
4xtt
uu . Подставляя эти равенства в (4.12) получаем 
)(
12
1
2
][ 42 4 hOu
r
huL
xhh
. 
Выберем r  так, чтобы 0
12
1
2
r
. Отсюда следует, что 
6
1
r . При 
этом погрешность будет )( 4hO , в то время как для других 
2
1
r  – 
)( 2hO . Таким образом, наилучшая расчетная формула имеет вид 
n
m
n
m
n
m
n
m uuuu 11
1 4
6
1
. 
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Вопросы для самоконтроля 
1 Задача Коши и шаблоны для ее аппроксимации. 
2 Порядок аппроксимации явных и неявных разностных схем. 
3 Устойчивость двухслойных разностных схем. Принцип максимума. 
4 Получите наилучшую явную расчетную формулу. 
 
Лекция 2 Решение смешанных граничных задач 
 
1 Решение смешанной задачи. 
2 Необходимое спектральное условие устойчивости Неймана. 
3 Разностные схемы расщепления. 
 
 1 Решение смешанной задачи 
 Пусть требуется определить функцию ),( txu , которая в области 
Ttx 0,10  удовлетворяет уравнению 
),(
2
2
tx
x
u
t
u
      (4.13) 
с начальными и краевыми условиями 
)()0,( xxu ,    10 x ,         (4.14) 
).()()(
),()()(
1111
0000
tutut
tutut
xx
xx         (4.15) 
Функции )(),(),(),(),,( tttxtx iii  – известны, причем 
)1,0(0)()( 22 itt ii . Кроме того будем считать, что задача 
(4.13)-(4.15) имеет единственное решение, непрерывное вместе со сво-
ими производными )4,3,2,1(,, )( ... luuu
l
xxttt
 в области . 
 В области  введем прямоугольную сетку 
)1(,0,0
1
,,...,1,0,,...,1,0;, NTN
M
hNnMmntmhx nmh
 
 Аппроксимируем граничные условия (4.15) 
1
)1(
00),(
01
),( ,
2
),(),(
)1(
00
xxxu
h
h
txutxu
u
nn txxx
nn
txx
, 
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MMMtxxx
nMnM
txx xxxu
h
h
txutxu
u
nMnM
)1(
1),(
1
),( ,
2
),(),(
)1(
. 
Тогда при ntt  краевые условия (4.15) перепишутся в виде 
,
2
),(
),(),(
),(
0
000
01
0 )1(
0 ntxxx
n
nnn
nn
n u
h
txu
h
txutxu  
),(
1
11
1
1 )1(
2
),(
),(),(
nM txxx
n
nnMn
nMnM
n u
h
txu
h
txutxu , (4.16) 
где )1,0()(),(),( ittt niinniinniin . 
 Отбрасываем в (4.16) члены, имеющие первый порядок относи-
тельно h , получаем сеточные граничные условия 
n
n
Mn
n
M
n
M
n
n
n
n
nn
n
u
h
uu
u
h
uu
11
1
1
000
01
0
.    (4.17) 
 Построим явную и неявную разностные схемы 
)()( hh
h fuL ,      (4.18) 
аппроксимирующие задачу (4.13 – (4.15) с погрешностью порядка 
)( 2hO . На явном шаблоне получаем следующую явную разностную 
схему 
n
Mn
n
M
n
M
n
n
n
nn
n
m
n
m
n
m
n
m
n
m
n
m
h
h
u
h
uu
Nnu
h
uu
Mmu
NnMm
h
uuuuu
uL
1
1
1
00
01
0
0
2
11
1
)(
1,...,1,0,
,...,1,0,
1,0;1,0,
2
.(4.19) 
Правая часть )(hf  из (4.18) определяется следующим образом 
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1,1
1,0
)(
1,0,
,0,
1,0;1,0,
n
n
m
n
m
h
Nn
Mm
NnMm
f . 
 На неявном шаблоне получаем следующую неявную разностную 
схему 
1
11
1
1
1
11
1
010
1
0
1
1
10
0
2
1
1
11
1
1
)(
1,0,
,0,
1,0;1,0,
2
n
Mn
n
M
n
M
n
n
n
nn
n
m
n
m
n
m
n
m
n
m
n
m
h
h
u
h
uu
Nnu
h
uu
Mmu
NnMm
h
uuuuu
uL .(4.20) 
Правая часть для оператора (4.20) определяется также как и для опера-
тора (4.19). 
 Явная разностная схема (4.18) – (4.19) устойчива при 
2
2h
, а 
неявная схема (4.18) – (4.20) устойчива при любых соотношениях ша-
гов  и h . Кроме того явная и неявная разностные схемы аппрокси-
мируют исходную задачу (4.13) – (4.15) с порядком )( 2hO , а, зна-
чит, являющиеся сходящимися: явная схема – при 
2
1
2h
r , а неяв-
ная при любом 0
2h
r . Неявная разностная схема приводит к си-
стеме линейных алгебраических уравнений с трехдиагональной матри-
цей, которая может быть решена методам прогонки. 
 
 2 Необходимое спектральное условие устойчивости Неймана 
 Для многих задач несложным путем могут быть указаны необхо-
димые условия устойчивости. Такие условия позволяют отбрасывать те 
схемы, для которых они не выполняются и не проводить для этих схем 
доказательств устойчивости. 
 Вывод этого условия дадим на примере следующей задачи Коши 
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constaTtxtx
x
u
a
t
u
,0,),,(
2
2
2
    (4.21) 
с условием  
)()0,( xxu . 
 Как и ранее, запишем две разностные схемы 
)()( hh
h fuL           (4.22) 
явную 
1,0,
,...;1,0,
2
0
2
112
1
)(
Nnu
m
h
uuu
a
uu
uL
m
n
m
n
m
n
m
n
m
n
m
h
h ,  (4.23) 
)(
),()(
m
nmh
x
tx
f ; 
неявную 
1,0,
,...;1,0,
12
0
2
1
1
1
12
1
)(
Nnu
m
h
uuu
a
uu
uL
m
n
m
n
m
n
m
n
m
n
m
h
h .   (4.24) 
 Из выше изложенного следует, что явная и неявная схемы аппрок-
симируют задачу (4.21) с погрешностью )( 2hO . Остановимся на 
устойчивости. 
 Пусть схема (4.22) – (4.23) устойчива. Тогда по определению 
устойчивости существует такое 00h , что для любого 0hh  и любо-
го h
h Ff )(  выполняется условие 
hh F
h
U
h fMu )()( , 
где M  – постоянная, не зависящая от h  и )(hf . Так как )(hf  есть лю-
бой элемент из hF  и 
m
n
mhf )( . Так что, в частности, может быть 
),( nm
n
m tx  и )( mm x , и, следовательно, 
)(hf  будет совпадать с 
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правой частью (4.22) – (4.23). Из определения норм последнее неравен-
ство перепишем в виде 
)maxmax(max
,,
m
m
n
m
nm
n
m
nm
Mu . 
Поскольку это неравенство имеет место для любых h
h Ff )( , поло-
жим 
m
hf
0)( . Тогда оно примет вид 
NnuMu m
m
n
m
nm
,...,1,0,maxmax 0
,
,   (4.25) 
так как здесь nmu  является решением  разностной схемы со специаль-
ной правой частью 
m
hh
h fuL
0)()( .      (4.26) 
 Говорят, что разностная схема (4.22) – (4.23) устойчива по 
начальным данным, если для нее имеет место оценка (4.25). 
 Оценка (4.25) должна иметь место при некоторых частных значе-
ниях 0mu . Положим  
mi
mm eu
0 ,      (4.27) 
где  – некоторый численный параметр, . 
 Выпишем решение задачи (4.26) при условии (4.27). Это можно 
сделать, используя метод разделения переменных. Положим 
minт
m eu .      (4.28) 
 Подберем здесь численный параметр  так, чтобы выполнялось 
однородное разностное уравнение из схемы (4.26). Подставляя это зна-
чение nmu  в однородное уравнение, будем иметь 
0
2
2
)1()1(
2
1
h
eee
a
ee minminminminmin
. 
Сокращая на mine  и преобразовывая оставшуюся часть, получим 
0
21
2
2
1
h
ee
a
ini
. 
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Учитывая, что  
2
2222 ,
2
sin4)(2
h
reeee
ii
ii  
имеем 
2
sin41 22ra .      (4.29) 
На основании (4.28) можно записать 
Nnu nnm
nm
,...,1,0,max
,
, 
так как 1mie . Из этого неравенства видно, что его правая часть мо-
жет быть ограниченной при любых сколь угодно больших значениях 
n , например, в случае, когда 
C1 ,       (4.30) 
где C  – постоянная, не зависящая от . Действительно, 
CT
T
Nnn eCCC )1()1()1( . 
Их формулы (4.29) следует, что неравенство (4.30) будет выполняться 
при 
22
1
a
r . 
Условие (4.30) называют необходимым спектральным условием 
устойчивости Неймана. Для схемы (4.22) – (4.23) это условие будет 
выполняться только для 
22
1
a
r , т.е. при 
2
2
2a
h
. 
 После соответствующих вычислений для неявной разностной схе-
мы (4.22) – (4.24) выражение для  будет иметь вид 
2
sin41
1
22ra
. 
Из этого выражения видно, что для разностной схемы (4.22) – (4.24) 
необходимое спектральное условие Неймана будет выполняться при 
любых значениях 0r . 
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 3 Разностные схемы расщепления 
 В тех случаях, когда число пространственных переменных в зада-
чах теплопроводности больше или равно двум, сильно возрастает объ-
ем вычислительной работы, которую необходимо выполнить при чис-
ленной реализации разностных схем. Схемы, которые наряду со свой-
ством устойчивости обладают и свойством минимальности объема вы-
числений, называются схемами расщепления. 
 Рассмотрим следующую задачу Коши 
 
,0,,,
2
2
2
2
Ttyx
y
u
x
u
t
u
     ),()0,,( yxyxu .  (4.31) 
 
Обозначим 
yyxx uuAu . Выберем квадратную сетку по пространству 
с шагом 0h  по направлению x  и y ; по времени t  – шаг , причем 
)1(NTN . Таким образом, координаты некоторого узла 
),,( pnm tyx  будут определяться формулами 
 
Npnmptnhymhx pnm ,...,1,0,...;2,1,0,;,, . 
 
Предположим, что нам известно решение задачи (4.31) в момент вре-
мени ptt , т.е. известны значения функции 
p
p utyxu ),,( . 
 Поставим задачу: Найти значение 1pu  через pu  и значение опе-
ратора А. Воспользовавшись формулой Тейлора, запишем 
)(),,()()(),,(
!1
),,(
)(
),,(
!1
),,(),,(),,(
22
2
1
OtyxuAIOtyxAutyxu
O
t
tyxu
tyxutyxutyxu
ppp
p
ppp
.  (4.32) 
Здесь I – единичный оператор. Положим 
2
2
1
x
A  и 
2
2
2
y
A , тогда 
оператор 21 AAA . Наряду с задачей (4.31) рассмотрим две вспомо-
гательные задачи ( yx, ) 
,, 12
2
pp ttt
x
v
t
v
     ),,(),,( pp tyxutyxv ,  (4.33) 
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,, 12
2
pp ttt
y
w
t
w
     ),,(),,( 1pp tyxvtyxw . (4.34) 
 Задачи (4.33) и (4.34) являются одномерными и их можно решать 
последовательно, сначала задачу (4.33) (найдем ),,( 1ptyxv ), затем 
задачу (4.34) (найдем ),,( 1ptyxw ). Установим связь между значения-
ми ),,( 1ptyxu  и значениями ),,( 1ptyxw . Учитывая зависимости 
(4.32) – (4.34), имеем 
)(),,()(),,( 211 OtyxuAItyxv pp , 
).(),,(
)(),,()()(),,()()(
)(),,()()(),,()(),,(
2
1
22
12
2
12
2
21
Otyxu
OtyxuAIOtyxuAIAI
OtyxvAIOtyxwAItyxw
p
pp
ppp
 
 Таким образом, отыскание решения двумерной задачи (4.31) заме-
нили последовательным нахождением решений одномерных задач 
(4.33) и (4.34), причем решения ),,( 1ptyxu  и ),,( 1ptyxw  будут отли-
чаться на величину )( 2O . 
 Построим схемы расщепления для задачи (4.31), заменяя задачи 
(4.33) и (4.34) подходящими разностными аппроксимациями. 
 Возьмем два явных двухслойных шаблона следующих видов 
 
 
Рисунок 4.2 – Явные двухслойные шаблоны 
 
Теперь разностные схемы для (4.33) и (4.34) запишутся 
m,n+1,p m,n-1,p 
y 
m,n,p+1 
t 
x 
m,n,p 
m+1,n,p 
m,n,p 
m-1,n,p 
m,n,p+1 
xm=mh 
x 
t 
y 
tp=ph 
yn=nh 
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p
mn
p
mn
p
mnxx
p
mn
p
mn uvv
vv
),(
1
,   (4.35) 
где 
1,...,1,0,...;2,1,0,,
2
)(
2
,1,1
Npnm
h
vvv
v
p
nm
p
mn
p
nmp
mnxx . 
1
1
),( pmn
p
mn
p
mnyy
p
mn
p
mn vww
ww ,   (4.36) 
где 
1,...,1,0,...;2,1,0,,
2
)(
2
1,1,
Npnm
h
www
w
p
nm
p
mn
p
nmp
mnyy
. 
Формулы (4.35) и (4.36) в совокупности образуют численную разност-
ную схему расщепления задачи (4.31). 
 
 Численная реализация этой схемы осуществляется так. При 
0p  значения 0mnu  – известны, поэтому в (4.35) при 0p  имеем 
),(00 nmmnmn yxuv . Значение 
1p
mnv  при 0p  вычисляем по явной 
формуле 
)(),( 01 mnxxnmmn vyxv . 
Полагая в (4.36) 0p , вычисляем значение 1mnw  по формуле 
)( 111 mnyymnmn vvw . 
Таким образом, вычислим все значения 1mnw  ( ,...2,1,0,nm ) на пер-
вом временном слое. Далее, полагая 11 mnmn wu , получаем приближен-
ное решение задачи (4.31) на первом временном слое. И далее, по 1mnu  
находим 2mnu  и т.д. Для устойчивости вычислений схемы (4.35) и (4.36) 
требуют жестких ограничений на шаг : 
2
2h
. 
 Рассмотрим теперь два следующих неявных шаблона 
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Рисунок 4.3 – Неявные двухслойные шаблоны 
 
Согласно этим шаблонам задачи (4.33) и (4.34) запишутся 
p
mn
p
mn
p
mnxx
p
mn
p
mn uvv
vv
),( 1
1
,        (4.37) 
11
1
),( pmn
p
mn
p
mnyy
p
mn
p
mn vww
ww .       (4.38) 
Формулы (4.37) – (4.38) в совокупности образуют неявную разностную 
схему расщепления для задачи (4.31).  
 Численная реализация этой схемы осуществляется следующим 
образом. Полагая в (4.37) 0p  вычисляем значения 1mnv  как решение 
системы линейных алгебраических уравнений 
,...2,1,0,),,()( 11 nmyxvv nmmnxxmn . 
Так как ),(00 nmmnmn yxuv , то полагая 0p  в (4.38) вычисляем 
значение 1mnw  как решение системы линейных алгебраических уравне-
ний 
,...2,1,0,,)( 111 nmvww mnmnxxmn , 
где 1mnv  уже вычислено на первом этапе. Затем полагаем 
11
mnmn wu . 
Далее по аналогии вычисляем 2mnu , 
3
mnu  и т.д. Для решения приведен-
ных систем линейных алгебраических уравнений можно применить 
метод прогонки. 
x m,n,p 
m,n,p+1 
t 
m,n+1,p+1 m,n-1,p+1 
y 
yn=nh 
m+1,n,p+1 
m,n,p+1 
m-1,n,p+1 
x 
t 
m,n,p 
xm=mh 
y 
tp=ph 
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 Разностные схемы (4.37) и (4.38) устойчивы, а значит и сходящие-
ся при любом  и h . 
Вопросы для самоконтроля 
1 Постановка смешанной задачи. 
2 Разностная схема смешанной задачи. 
3 Необходимое спектральное условие устойчивости Неймана для явной 
и неявной разностной схемы. 
4 Разностные схемы расщепления. Постановка задачи. 
5 Численная реализация для явного шаблона. 
6 Численная реализация для неявного шаблона 
 
Лекция 3 Экономичные разностные схемы 
 
1 Постановка задачи. 
2 Построение экономичных разностных схем. 
3 Метод прогонки. 
 
 1 Постановка задачи 
 Рассмотрим следующую смешанную краевую задачу 
,0,1,0,
2
2
2
2
Ttyx
y
u
x
u
t
u        (4.39) 
),()0,,( yxyxu ,     0),,( tyxu , 
где  – боковые грани прямоугольного параллелепипеда 
}0,1,0{ Ttyx . Предположим, что задача (4.39) имеет 
единственное решение ),,( tyxu , непрерывное в  со своими 
производными )2,1()( iuit , )4,3(,
)()( kuu ky
k
x
. 
 В рассматриваемой области  введем такую сетку, что  
),,(),,( pnhmhtyx pnm
, 
)1(;,...,1,0;0;
1
;,...,1,0, NTNNp
M
hMnm . 
 Выберем следующие шаблоны 
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 явный        неявный 
 
Рисунок 4.4 – Явный и неявный шаблоны 
 
Запишем для задачи (4.39) явную и неявную разностные схемы 
)()( hh
h fuL .      (4.40) 
 Явная разностная схема запишется 
h
p
mn
mn
p
mnyy
p
mnxx
p
mn
p
mn
h
h
pnhmhu
Mnmu
NpMnmuu
uu
uL
))1(,,(,
,0,,
1,0;1,0,),()(
1
0
1
)(
,(4.41) 
где h  – узлы сетки, принадлежащие . 
 Правая часть для разностного оператора )(hf  запишется в виде 
0
),(
0
)(
nm
h yxf . 
 Неявная разностная схема имеет вид 
y 
x 
m,n,p+1 
m,n,p m,n+1,p 
m-1,n,p 
m,n-1,p 
m+1,n,p 
t 
m,n,p+1 
x 
m+1,n,p+1 m,n,p 
t 
m,n-1,p+1 
m-1,n,p+1 
m,n+1,p+1 
y 
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h
p
mn
mn
p
mnyy
p
mnxx
p
mn
p
mn
h
h
pnhmhu
Mnmu
NpMnmuu
uu
uL
))1(,,(,
,0,,
1,0;1,0,),()(
1
0
11
1
)(
.(4.42) 
 Разностные схемы (4.40) – (4.42) аппроксимируют задачу (4.39) с 
погрешностью )( 2hO . С помощью принципа максимума можно 
показать, что явная схема (4.40) – (4.41) устойчива при 
4
2h
, в то 
время как схема (4.40) – (4.42) устойчива при любых значениях 
0
2h
r . 
 При использовании явной разностной схемы для перехода от уже 
известного значения решения },...,1,0,,{ Mnmuu kmn
k , 
NNk ,...,1,0  к неизвестному }{ 11 kmn
k uu  требуется проделать 
арифметические действия в количестве, пропорциональном числу 
2)1(M  неизвестных значений }{ 1kmnu . В этом смысле явная схема не 
улучшаемая. Разностные схемы, в которых число арифметических дей-
ствий для перехода от ku  к }{ 11 kmn
k uu  пропорционально числу не-
известных значений, называются экономичными. Явная схема, бу-
дучи экономичной, устойчива лишь при жестком ограничении
4
2h
 
на шаг  сетки. Неявная разностная схема (4.40) – (4.42) является аб-
солютно устойчивой, но она не является экономичной. Для определе-
ния неизвестных }{ 1pmnu  приходится решать сложную систему линей-
ных алгебраических уравнений. Для решения такой системы необхо-
димо произвести арифметические действия в количестве, пропорцио-
нальном не первой степени числа неизвестных, как в экономичных 
схемах, а третьей, если пользоваться каким-либо методом исключения 
неизвестных. 
 
 2 Построение экономичных разностных схем 
 Построим разностную схему, которая является экономичной и без-
условно устойчивой, т.е. соединяющей достоинства явной и неявной 
разностной схемы. 
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 Для этого проведем расщепление многомерной задачи (4.39) в це-
почку одномерных задач 
,
2
2
y
u
t
v      ),,(~),,( 1pp tyxutyxu ,     0u  (4.43) 
,
~~
2
2
x
u
t
u      )0,,()0,,(~ yxuyxu ,     0~u .  (4.44) 
 Для решения одномерной задачи (4.43) на неявном шаблоне (Рису-
нок 4.5) 
 
 
 
 
 
 
 
 
Рисунок 4.5 – Неявный шаблон 
построим разностную схему вида 
)()( hh
h fuL ,      (4.45) 
где 
h
p
mn
p
mn
p
mnyy
p
mn
p
mn
h
h
pnhmhu
NpMnmu
NpMnmu
uu
uL
))1(,,(,
1,0;,0,,
1,0;1,0,),(
1
1
1
)(
. 
Правая часть для этого оператора определяется следующим образом 
0
~
0
1)( p
mn
h uf . 
 Для определения сеточной функции 1~ pmnu  на неявном шаблоне 
(Рисунок 4.6) 
x m,n,
p 
m,n,p
+1 
t 
m,n+1,p
+1 
m,n-
1,p+1 
y 
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Рисунок 4.6 – Неявный шаблон 
строим вспомогательную разностную схему, которая аппроксимирует 
дифференциальную задачу (4.44) 
h
p
mn
nmmnmn
p
mnxx
p
mn
p
mn
pnhmhu
Mnmyxuu
NpMnmu
uu
))1(,,(,0~
,0,,),(~
1,0;1,0,),~(
~
1
00
1
1
.    (4.46) 
 Разностная схема (4.45) аппроксимирует задачу (4.39) с погрешно-
стью )( 2hO , устойчива и экономична. 
 Остановимся на реализации разностной схемы (4.45).  
Положим в (4.46) 0p , получим 
1,...,2,1,
~~2~~
2
1
,1
11
,1
01
Mm
h
uuuuu nmmnnmmnmn    (4.47) 
0~10nu , 0
~1
Mnu  – граничные значения, 1,...,2,1 Mn . 
 Формулы (4.47) представляют собой при фиксированном n  ли-
нейную граничную задачу для разностного уравнения второго порядка. 
Для решения этой задачи применим метод прогонки. 
 
 3 Метод прогонки 
 Пусть n  – фиксировано. Представим (4.47) в виде 
0,0~,0~
1,...,2,1,~~)21(~
2
11
0
1
,1
11
,1
h
ruu
Mmururur
Mnn
mnnmmnnm
.    (4.48) 
yn=nh 
m+1,n,p+1 
m,n,p+1 
m-1,n,p+1 
x 
t 
m,n,p 
xm=mh 
y 
tp=ph 
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 Пусть )0(~1 Mkukn  – искомое решение задачи (4.48). Предпо-
ложим, что между двумя соседними значениями этого решения суще-
ствует связь 
1,...,1,0,~~ 1 ,1
1 Miuu inniinin ,   (4.49) 
где inin ,  – некоторые числовые коэффициенты. При 0i  опреде-
лим nn 00 ,  таким образом, чтобы выполнялось граничное условие на 
левой границе 0~10nu . Для этого положим  
00n ,       (4.50) 
00n .       (4.51) 
Возьмем 1mi . Значение 1~inu  из (4.49) подставим в (4.48) и выпол-
ним элементарные преобразования. Получим 
nm
nmmn
mn
nm
mn
rr
r
u
rr
r
u
,1
,11
,1
1
)21(
~
)21(
~ .  (4.52) 
Выберем inin ,  так, чтобы выражение (4.49) при mi  и (4.52) сов-
падали. Это дает следующие формулы 
nm
mn
rr
r
,1)21(
,     (4.53) 
nm
mnnm
mn
rr
r
,1
,1
)21(
.     (4.54) 
 Теперь по методу разностной прогонки можно вычислить 11
~
nu , 
1
2
~
nu ,…,
1
,1
~
nMu , а именно 
 1 По формулам (4.50), (4.53) и (4.51), (4.54) при 1,...,2,1 Mm  
последовательно вычисляются коэффициенты nMnn 121 ,...,,  и 
nMnn 121 ,...,,  – этот процесс называют прямым ходом метода 
прогонки. 
 2 Учитывая, что 0~1Mnu , по формуле (4.49) вычисляются искомые 
значения 11
~
nu , 
1
2
~
nu ,…,
1
,1
~
nMu  при 0,1,...,2,1 MMi  – это обратный 
ход метода прогонки. 
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 Нетрудно видеть, что 10 mn  и потому метод прогонки устой-
чив к ошибкам округления. 
 Указанные вычисления необходимо проделать для каждого значе-
ния n , т.е. необходимо вычислять 
1,12111 ,...,, M ,   1,12111 ,...,, M ,   
1
1,1
1
1,2
1
1,1
~,...,~,~ uuu MM , 
2,12212 ,...,, M ,   2,12212 ,...,, M ,   
1
2,1
1
2,2
1
2,1
~,...,~,~ uuu MM , 
и так далее до 1Mn . 
 Так как для дальнейших вычислений требуются только значе-
ния 1~mnu , то их следует хранить в памяти ЭВМ. 
Рассмотрим теперь решение задачи (4.45). Положив 0p , получим 
2
1
1,
11
1,
11 2~
h
uuuuu nmmnnmmnmn    (4.55) 
01 0mu , 0
1
mMu , 1,...,2,1, Mnm . 
Пусть m  – фиксировано. Тогда задачу (4.55) можно записать в следу-
ющем виде: 
0,0,0
1,...,2,1,~)21(
2
11
0
11
1,
11
1,
h
ruu
Mnuruurru
mMm
mnnmmnnm
.   (4.56) 
 Метод прогонки для решения задачи (4.55) полностью аналогичен 
методу прогонки для задачи (4.48). Поэтому укажем только порядок 
вычислений 
 1 По формулам  
0,
)21(
0
1,
m
nm
mn
rr
r
, 
0,
)21(
~
0
1,
1
1,
m
nm
mnnm
mn
rr
ur
 
вычисляются прогоночные коэффициенты 1,21 ,...,, Mmmm  и 
1,21 ,...,, Mmmm . 
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 2 Приближенные значения 1mnu  на первом слое вычисляются по 
формулам 
0,1,...,2,1,0, 11 1,
1 MMiuuu mMmiimmimi . 
 Вычисления в 1) и 2) необходимо проделать для каждого m , 
11 Mm , т.е. необходимо вычислить 
1,11211 ,...,, M ;   1,11211 ,...,, M ,   
1
1,1
1
12
1
11 ,...,, Muuu , 
1,22221 ,...,, M ;   1,22221 ,...,, M ,   
1
1,2
1
22
1
21 ,...,, Muuu , 
……………………………………………………….. 
1,11,1 ,..., MMM ;   1,11,1 ,..., MMM ,   
1
1,1
1
1,1 ,..., MMM uu . 
 Отметим, что как при вычислении таблиц 1~,, mnmnmn u , так и при 
вычислении таблиц 1,, mnmnmn u  необходимо выполнять число ариф-
метических операций, которое пропорционально 2)1(M , т.е. пропор-
ционально числу неизвестных 1mnu . Поэтому схема (4.45) является эко-
номичной. 
 Далее, при вычислении 2~mnu  поступаем так же, как и при вычисле-
нии 1~mnu  только mnmnu
0  заменяем на 1mnu ; при вычислении 
2
mnu  пра-
вую часть 1~mnu  заменяем на 
2~
mnu  и т.д., пока не получим таблицу зна-
чений pmnu  для NpMnm ,...,2,1;1,...,2.1, . 
 В заключение рассмотрения параболического случая отметим, что 
существуют и другие разностные схемы содержащие, отличные от рас-
смотренных, шаблоны. 
 
Вопросы для самоконтроля 
1 Постановка смешанной задачи. 
2 Шаблоны для явной и неявной разностной схемы. 
3 Построение экономичных разностных схем. 
4 Как проводится расщепление многомерной задачи? 
5 Схема решения задачи методом разностной прогонки. 
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Тема 5 РАЗНОСТНЫЕ СХЕМЫ ДЛЯ УРАВНЕНИЙ 
ЭЛЛИПТИЧЕСКОГО ТИПА 
Лекция 1 Краевые задачи для уравнений эллиптического типа 
 
1 Постановка краевых задач. 
2 Единственность решения задачи Дирихле. 
3 Построение разностных аппроксимаций для уравнений. 
 
 1 Постановка краевых задач 
 Исследование стационарных процессов различной физической 
природы (колебания, теплопроводность и др.) часто приводят к урав-
нениям эллиптического типа 
),(][ yxfcubuauuuL yx ,   (5.1) 
где fcba ,,,  – непрерывные функции от yx, . Для этих уравнений 
обычно ставятся лишь краевые задачи, так как задача Коши для них 
может быть некорректной. 
 В лекции 1 темы 3 были приведены наиболее часто встречающиеся 
краевые задачи. Остановимся на первой краевой задаче: найти функ-
цию )(Pu , удовлетворяющую внутри области  уравнению (3.1) и 
принимающую на границе области значение )(P , т.е. 
PPfPuL ),()]([ , 
PPPu ),()( . 
Здесь  граница области . 
 Для уравнения Лапласа 0u  первая краевая задача называется 
задачей Дирихле, вторая – задачей Неймана и третья – смешанной 
краевой задачей. 
 
 2 Единственность решения задачи Дирихле 
 Определение. Функция ),( yxu , имеющая непрерывные частные 
производные второго порядка в области  и удовлетворяющая внутри 
области уравнению Лапласа, называется гармонической функцией. 
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 Сформулируем задачу Дирихле: найти функцию, непрерывную в 
данной замкнутой области , гармоническую в области  и 
принимающую на ее границе  непрерывные заданные значения. 
 Единственность решения задачи Дирихле и ее непрерывная зави-
симость от краевых условий (корректность краевой задачи) вытекает 
из следующих свойств гармонических функций. 
 Свойство 1 (принцип максимума). Гармоническая в ограниченной 
области функция, непрерывная в замкнутой области , не 
может принимать внутри этой области значений больших, чем макси-
мум ее значений на границе , и меньших, чем минимум ее значений 
на . 
 Свойство 2 (единственность задачи Дирихле). Задача Дирихле для 
замкнутой и ограниченной области может иметь лишь единственное 
решение. 
 Доказательство. Допустим, что две функции ),(1 yxu  и ),(2 yxu , 
гармонические в области , совпадают всюду на ее границе. Рассмот-
рим функцию ),(),(),( 21 yxuyxuyxu . Функция ),( yxu  – гармони-
ческая функция, обращающаяся в нуль на границе. По свойству 1 эта 
функция не может принимать внутри  значений больше или меньше 
нуля, следовательно, 0),( yxu  внутри  и ),(),( 21 yxuyxu . 
 Замечание. Из свойства 2 не следует, что задача Дирихле для 
ограниченной и замкнутой области  имеет решение; это свойство 
лишь утверждает, что если существует решение задачи Дирихле для 
области , то оно единственно. 
 Свойство 3 (корректность задачи Дирихле). Решение задачи Ди-
рихле для ограниченной и замкнутой области непрерывно зависит от 
граничных данных. 
 Доказательство. Допустим, что функции ),(1 yxu  и ),(2 yxu  явля-
ются решениями задачи Дирихле, соответственно принимающие на 
границе значения ),(1 yx  и ),(2 yx . 
 Пусть всюду на границе  выполнено неравенство 
),(),( 21 yxyx , 
где  – произвольное малое положительное число. Рассмотрим гармо-
ническую функцию ),(),(),( 21 yxuyxuyxu . На границе  эта 
функция принимает значение ),(),(),( 21 yxyxyx . Так как 
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),( yx  на , то по свойству 1 имеем ),( yxu  при 
),( yx , т.е. ),(),( 21 yxuyxu  или 
),(),( 21 yxuyxu . 
Таким образом, требование корректности для задачи Дирихле выпол-
нено. 
 
 3 Построение разностных аппроксимаций для уравнений 
 Пусть область  ограничена простой кусочно-гладкой линией 
. Построим разностную аппроксимацию для уравнения Пуассона 
),(
2
2
2
2
yxf
y
u
x
u
u .    (5.2) 
 Выберем прямоугольную сетку, в которой координаты узла 
),( nm yx  определяются ,...2,1,0, mmhxm , 
,...2,1,0, nnlyn , 0,0 lh . К сеточной области h  отнесем 
все узлы, принадлежащие  (Рисунок 5.1).  
 Возьмем следующий пятиточечный шаблон – крест (Рисунок 5.2). 
 
 
 Рисунок 5.1 – Область h  Рисунок 5.2 – Трехслойный 
пятиточечный шаблон крест 
 
 Пользуясь расположением точек в этом шаблоне, разобьем узлы 
области на две категории: внутренние и граничные. 
 Узел ),( nm  будем считать внутренним, если он сам и четыре со-
седних точки шаблона принадлежат области h . Множество таких 
y 
x 
h m,n 
m,n+1 
m,n-1 
m+1,n m-1,n 
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узлов обозначим через 0h . Остальные узлы назовем граничными и 
их множество обозначим через h . Таким образом, hрh
0 . 
 Заметим, что разбиение узлов области h  на внутренние и внеш-
ние зависит от того какой шаблон выбран для аппроксимации диффе-
ренциального уравнения. 
 Пусть узел 0),( hnm . Замену дифференциального уравнения 
(5.2) разностным будем осуществлять только во внутренних узлах. 
Имеем 
),()()( ,, nmyxyyyxxx yxfuu nmnm
. 
Воспользовавшись формулой Тейлора, после некоторых преобразова-
ний, получим 
),(
12
),(),(2),(
12
),(),(2),(
),(4
42
2
11
),(4
42
2
11
)1(
)1(
nmyx
nmnmnm
yx
nmnmnm
yxf
y
ul
l
yxuyxuyxu
x
uh
h
yxuyxuyxu
nm
nm
,(5.3) 
где 0),( hnm , 1
)1(
1 mmm xxx , 1
)1(
1 nnn yyy . 
 Пусть функции 
4
4
4
4 ),(
,
),(
y
yxu
x
yxu
 ограничены по абсолютной 
величине в области , тогда при достаточно малых h  l  можно пре-
небречь членами, содержащими 2h  и 2l , получим искомое разностное 
уравнение 
)()( hh
h fuL ,      (5.4) 
где 
0
2
1,,1,
2
,1,,1)( ),(,
22
h
nmnmnmnmnmnmh
h nm
l
uuu
h
uuu
uL , 
),()( nm
h yxff . 
Здесь через nmu ,  обозначено приближенное сеточное значение реше-
ния ),( yxu  уравнения (5.2), т.е. ),(, nmnm yxuu . 
 В силу определения аппроксимации из (5.3) и (5.4) получаем 
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)()(][ hhhh ffuL ,         (5.5) 
где  0
),(4
42
),(4
42
)( ),(,
1212
)1()1( hyxyx
h nm
y
ul
x
uh
f
nmnm
. 
Следовательно, при сделанных выше предположениях относительно 
четвертых производных по x  и y , имеет место оценка 
2)( Mhf
hF
h ,      (5.6) 
где норма понимается как и ранее, M  – постоянная не зависящая от h , 
и считаем, что 0,hl . 
 Оценка (5.6) означает, что разностное уравнение (5.4) аппроксими-
рует дифференциальное уравнение (5.2) на решении ),( yxu  с погреш-
ностью порядка )( 2hO . 
 Замечание. Для уравнения Лапласа ( в (5.2) 0),( yxf ) разност-
ное уравнение (5.4) принимает вид 
)(
4
1
1,1,,1,1, nmnmnmnmnm uuuuu , 
где lh  и ),( 11 nm yx  – расчетные точки из области 
0
h . 
 Теперь рассмотрим случай, когда эллиптическое уравнение имеет 
вид 
),(2 yxfcubuau yyxyxx ,     (5.7) 
причем cba ,,  – постоянные величины и 02 acb . 
 Для замены дифференциального уравнения разностным, выберем 
следующий девятиточечный шаблон – решетка (Рисунок 5.3). 
 
m+1,n+1 m-1,n+1 
m+1,n-1 m-1,n-1 
m,n+1 
m,n 
m,n-1 
m+1,n m-1,n 
y 
x 
h
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Рисунок 5.3 – Шаблон решетка   Рисунок 5.4 – Область h  
 Используя этот шаблон, выделим в области h  (Рисунок 5.4) 
множество внутренних узлов 0h  и множество граничных узлов h . 
Будем считать узел ),( nm  внутренним, если этот узел и восемь сосед-
них с ним узлов, содержащихся в шаблоне, принадлежат h . Остав-
шиеся узлы области h  отнесем к граничным и их множество обо-
значим через h . 
 Запишем разностные выражения для замены  смешанной произ-
водной 
xyu
 через центральные разности 
)(
2
)( 2
),(),(
),(),(
2 11
hO
h
y
u
y
u
y
u
xyx
u nmnm
nmnm
yxyx
yxyx  
)(
2
),(),(
2
1 21111 lO
l
yxuyxu
h
nmnm  
)(
2
),(),( 21111 lO
l
yxuyxu nmnm  
)(
4
),(),(),(),( 2211111111 lhO
hl
yxuyxuyxuyxu nmnmnmnm . 
Будем полагать, что const
h
l
. Теперь, аналогично тому, как было по-
строено разностное уравнение (5.4), построим для уравнения (5.7) раз-
ностное уравнение, обладающее аппроксимацией порядка )( 22 lhO .  
 Имеем 
.),(),,(
2
4
2
2
0
2
1,,1,
1,11,11,11,1
2
,1,,1
hnm
nmnmnm
nmnmnmnmnmnmnm
nmyxf
l
uuu
c
hl
uuuu
b
h
uuu
a
 
 
Вопросы для самоконтроля 
1 Постановка краевых задач для уравнений эллиптического типа. 
2 Постановка задачи Дирихле. Свойства гармонических функций. 
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3 Единственность решения задачи Дирихле. 
4 Сетка и множества точек. 
5 Разностная аппроксимация на явном шаблоне. 
6 Разностная аппроксимация на неявном шаблоне. 
 
Лекция 2 Аппроксимация граничных условий 
 
1 Виды граничных условий. 
2 Точность вычислений. 
3 Процесс усреднения Либмана. 
 
 1 Виды граничных условий 
 Для уравнений эллиптического типа могут ставиться на границе 
 области  следующие граничные условия 
 1 Первого рода:  yyu ),( .   (5.8) 
 2 Второго рода:  yy
n
u
),( ,    (5.9) 
здесь n – внешняя нормаль. 
 3 Третьего рода: )(),(),( yuyx
n
u
yx ,   (5.10) 
где ,,  – известные функции. 
 Рассмотрим замену граничных 
условий (5.8), (5.9) разностными 
условиями. Отметим, что эти усло-
вия заменяются разностными усло-
виями на множестве граничных 
узлов h . 
 Пусть ),( nm  – некоторый узел 
из h  – узел В. ),1( nm  – внут-
ренний узел,  ближайший к B  по 
направлению x  – узел A . Буквой M     Рисунок 5.5 – Граничные точки 
 обозначим точку контура , 
 ближайшую к B  по направлению оси x . Аналогично можно посту-
пать и в том случае, когда ближайшая к B  точка будет лежать в 
направлении оси y (Рисунок 5.5). 
y 
x 
l 
h 
(m,n) 
M B A 

h0 
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 Координаты этих точек таковы: ),( nm yxM  ( h0 ), 
),( nm yxB , ),( 1 nm yxA . Тогда согласно (5.8) можно положить 
)(Mumn        (5.11) 
для узлов hnm ),( . 
 
 2 Точность вычислений 
 Определим погрешность этой формулы. 
mmmyxxnmnm
xxxuyxuyxuM
nm
)1(
),(
,
!1
),(),()( )1( . 
Откуда 
),( )1(!1
),()(),(
nm yxxmnnmnm
uuyxuMyxu . 
Теперь видно, что погрешность формулы (5.11) будет иметь первый 
порядок относительно h , если предположить, что kh , 0k  – по-
стоянная величина. Если точки M  и B  совпадают, то формула (5.11) 
будет точной. 
 
 3 Процесс усреднения Либмана 
 Точность вычисления mnu  при hnm ),(  можно повысить, если 
воспользоваться еще значением ),( yxu  в точке A (процесс Либмана).  
 Имеем 
)
~
(
2
)(
!2!1
)(),()(
BxxBxnm
uuBuyxuMu ,  (5.12) 
где точка B
~
 лежит между точками M  и B , 
)
~
(
2
)(
!2!1
)(),()(
AxxBxnm
u
h
u
h
BuyhxuAu ,  (5.13) 
где точка A
~
 лежит между точками A  и B . Исключив из (5.12) 
)(Bxu
 
с помощью формулы (5.13), получим 
)(
)()(
)( 2hO
h
AuMh
Bu . 
 108 
 
Отбросив величину )( 2hO , получим разностное граничное условие, 
аппроксимирующее граничное условие (5.8) в узле hnm ),(  с по-
грешностью порядка )( 2hO  
h
AuMh
Bu
)()(
)( .     (5.14) 
Формулы вида  (5.11), (5.14) 
могут быть записаны для лю-
бого узла hnm ),( . 
 Обратимся теперь к задаче 
(5.9). Рассмотрим граничный 
узел B  с координатами 
),( nm yx , M  – ближайшая к B  
точка контура , A  – внут-
ренний узел с координатами 
),( 1 nm yx , C  – граничный 
узел с координатами ),( 1nm yx  
и n

 – внешняя нормаль к  в точке          Рисунок 5.6 – Граничные 
точки 
M . Далее ),(),,( OynnOx

. 
Легко видеть, что 
2
. Заменим граничное условие (5.9) раз-
ностным в граничном узле B . По определению, имеем 
sincoscoscos
y
u
x
u
y
u
x
u
n
u
. 
Предположим, что в точке B  направление нормали n

 сохраняется 
таким же, как в точке M . Поскольку расстояние между точками M  и 
B  есть величина порядка )(hO , то это предположение связано с вне-
сением погрешности того же порядка )(hO . Значит 
)()( BM
n
u
n
u
. 
Поэтому будем иметь 
)()(sin
),(),(
cos
),(),( 11 MlhO
l
yxuyxu
h
yxuyxu nmnmnmnm
Отбрасывая погрешность, получим сеточное уравнение 
n 
0 
n 
h
y 
(m,n-1) C 
(m-1,n) 
A 
x 
l 
h 
(m,n) 
M B 

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)(sincos
1,,1
M
l
uu
h
uu nmmnnmnm .  (5.15) 
Формула (5.15) – искомое разностное уравнение, аппроксимирующее в 
узле hnm ),(  граничное условие (5.9) с погрешностью порядка 
)( lhO . Выражения (5.15) должны быть записаны для всех граничных 
узлов hnm ),( , после чего будут получены разностные граничные 
условия, аппроксимирующие граничное условие (5.9). 
 Как видим, процесс замены граничных условий разностными мо-
жет оказаться громоздкой и сложной задачей, особенно если контур 
 имеет непростую форму. 
 Замена граничных условий вида (5.10) может быть осуществлена с 
помощью формул вида (5.11), (5.14), (5.15). 
 Вопросы сходимости и устойчивости разностных схем для уравне-
ний эллиптического типа рассмотрим на примере задачи Дирихле для 
уравнения Пуассона. 
 
Вопросы для самоконтроля 
1 Характеризуйте виды граничных условий. 
2 Как определяется точность вычислений. 
3 Зачем применяется процесс усреднения Либмана. 
 
Лекция 3 Разностная схема для задачи Дирихле 
 
1 Построение разностной схемы задачи Дирихле для уравнения Пуас-
сона. 
2 Об устойчивости разностной схемы. 
3 Метод матричной прогонки. 
 
 1 Построение разностной схемы задачи Дирихле для уравнения 
Пуассона 
 Пусть в области }0,0{ byax  задано уравнение Пуас-
сона 
),(
2
2
2
2
yxf
y
u
x
u
,         (5.16) 
а на границе  этой области – условие Дирихле 
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)(Mu ,      (5.17) 
где  – известная функция, точка M . Будем считать, что задача 
(5.16), (5.17) имеет единственное решение ),( yxu  в области 
 и это решение имеет непрерывные производные 
4
4
4
4
,
y
u
x
u
. 
 Введем в области  прямоугольную сетку. К множеству внутрен-
них узлов h  относятся все узлы, лежащие в , а к множеству гра-
ничных узлов h  относятся все узлы, лежащие на границе  обла-
сти  (Рисунок 5.7). 
 
 
 
 
  
 
 
 
 
 
 
 
 
Рисунок 5.7 – Область h  
    
 Для аппроксимации уравнения (5.16) выберем пятиточечный шаб-
лон – крест (Рисунок 5.2). 
 Замену дифференциального уравнения разностным уравнением 
будем осуществлять только во внутренних узлах сетки. В результате 
получим 
),(),(),( nmyxyyyxxx yxfuu nmnm
. 
Используя формулу Тейлора, после некоторых преобразований, будем 
иметь 
),(2
22
2
11
)1(
12
),(),(2),(
nm yx
nmnmnm
x
uh
h
yxuyxuyxu
 
b 
a 

h
y 
x 
h
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),(
12
),(),(2),(
),(2
22
2
11
)1( nmyx
nmnmnm yxf
y
ul
l
yxuyxuyxu
nm
, 
где 0),( hnm , 1
)1(
1 mmm xxx , 1
)1(
1 nnn yyy . 
Пусть функции 
4
4 ),(
x
yxu
 и 
4
4 ),(
y
yxu
 ограничены по абсолютной ве-
личине в области . Тогда при достаточно малых h  и l  можно пре-
небречь членами, содержащими 2h  и 2l . В результате получаем сле-
дующее разностное уравнение 
)()(][ hhhh ffuL ,     (5.18) 
где  
0
),(4
42
),(4
42
)) ),(,
1212
)1()1( hyxyx
h nm
y
ul
x
uh
f
nmnm
. 
Условие на границе (5.17) аппроксимируется точно 
hnmmn nlmhyxu ),(),,( . 
 В результате получаем разностную схему, аппроксимирующую 
задачу (5.16), (5.17) с погрешностью порядка )( 22 lhO  
)()( hh
h fuL ,      (5.19) 
где 
0
2
1,,1,
2
,1,,1)( ),(,
22
h
nmnmnmnmnmnmh
h nm
l
uuu
h
uuu
uL , 
),()( nm
h yxff . 
 Разностная схема (5.19) представляет собой систему линейных 
алгебраических уравнений, причем число уравнений и число неизвест-
ных mnu  равно )1()1( NM . 
 
 2 Об устойчивости разностной схемы 
 Доказательство устойчивости разностной схемы (5.19) сводится к 
доказательству следующих двух свойств: 
1 Разностная схема  
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)()( hh
h gzL , где 
mn
mnhg )( , 
)(hg  – произвольный элемент из hF , однозначно разрешима. 
2 Имеет место оценка 
hh F
h
U
h gCz )()( , 
где C  – постоянная, не зависящая от h  и )(hg . Нормы в простран-
ствах имеют вид 
mn
nm
mn
nmF
h
mn
nmU
h
hh
gzz
,,
)(
,
)( maxmax,max . 
Обозначим 
)()()( h
yy
h
xx
h
h uuu . 
 Лемма 1. Пусть }{)( mn
h vv , ( mnv  – не тождественная константа) 
некоторая сеточная функция, определенная на hhh
0 . Если 
выполняется условие 0),(
)(
nm yx
h
hv , где 
0),( hnm yx , то 
)(hv  до-
стигает своего наибольшего значения на h  в граничных точках, т.е. 
на h . 
 Лемма 2. Пусть }{)( mn
h vv , ( mnv  – не тождественная константа) 
некоторая сеточная функция, определенная на hhh
0 . Если 
выполняется условие 0),(
)(
nm yx
h
hv , где 
0),( hnm yx , то 
)(hv  до-
стигает своего наименьшего значения на h  в граничных точках, т.е. 
на h . 
 Теорема (принцип максимума). Каждое решение разностного 
уравнения  
0),(
)(
nm yx
h
hv ,    
0),( hnm yx , 
принимает свое наибольшее и наименьшее значение в некоторых точ-
ках границы h . 
 Эта теорема применяется к доказательству однозначной разреши-
мости разностной схемы )()( hhh gzL  для любого h
h Fg )( . С этой 
целью рассматривается однородная разностная схема 0)(hhzL  и по-
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казывается, что она имеет только нулевое решение 0)(hz . Отсюда и 
будет следовать однозначная разрешимость разностной схемы (5.19). 
 
 3 Метод матричной прогонки 
 Для решения систем линейных алгебраических уравнений, возни-
кающих при аппроксимации задачи (5.16), (5.17) разностной схемой 
(5.19), используется метод матричной прогонки. 
 Перепишем разностную схему (5.19)  
hmn
nmnmnmnmnmnm
h
h
nlmhu
NnMm
l
uuu
h
uuu
uL
),(,
1,1,1,1,
22
2
1,,1,
2
,1,,1
)(
 
),(
),()(
nm
nmh
yx
yxf
f .       (5.20) 
в следующем виде 
),()2(2 21,,1,,1,,1 nmnmnmnmnmnmnm yxfhuuuuuu  
( 1,...,2,1 Mm ,  1,...,2,1 Nn ), 
1,...,2,1),(),,0(0 Nnyauyu nMnnn ,  (5.21) 
1,...,2,1),(),0,(0 Mmbxuxu mmNmm , 02
2
2
l
h
. 
Пусть NM . Введем обозначение 
1,...,2,1,
1
2
1
Mm
u
u
u
u
mN
m
m
m .   (5.22) 
Положим в формулах (5.21)  1,...,2,1 Nn , и, учитывая (5.22), запи-
шем систему уравнений (5.21) в векторной форме: 
aM
mmmm
uu
MmfuAuu
,
1,...,2,1,
00
11
,  (5.23) 
где A – трехдиагональная матрица порядка 1N  вида 
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)22(...000
.....................
000...)22(
000...0)22(
A , 
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),0(
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),(
)0,(),(
1
2
1
1
2
1
0
1
2
2
2
2
2
1
2
N
a
N
mNm
Nm
m
mm
m
ya
ya
ya
y
y
y
bxyxfh
yxfh
yxfh
xyxfh
f . 
 
 Метод матричной прогонки для решения системы линейных 
алгебраических уравнений (5.23) можно описать следующим обра-
зом: 
 1 По формуле 1,...,2,1,)( 11 MmRAR mm , полагая 
01R , вычисляем матрицы 
MmRR
Nm
ijm ,...,2,1,
1
1
)(
. 
Затем по формуле 1,...,2,1),(11 MmfSRS mmmm , полагая 
01S , вычисляем векторы 
Tm
N
mm
m SSSS ),...,,(
)(
1
)(
2
)(
1 ,  Mm ,...,2,1 . 
 2 По формуле mmmm SuRu 1 ,  1,...,1,MMm , полагая 
aMu , последовательно определяются искомые значения решения 
задачи (3.23): 011 ,,...,, uuuu MM . 
 Указанный алгоритм  устойчив к ошибкам округления, если для 
любого m  выполняется условие 1
IIIm
R  (здесь норма матрицы есть 
корень квадратный из наибольшего собственного значения матрицы 
mmRR
* , где * означает переход к комплексно сопряженной и транспо-
нированной матрице). 
 В описанном выше методе направление прогонки выбирается сов-
падающим с направлением оси Ox . Такое направление особенно вы-
годно брать при условии NM , так как основной объем вычислений 
в методе прогонки приходится на определение матриц 
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1
1 )( mm RAR . Этот объем вычислений будет тем меньше, чем 
меньше порядок матриц mRA . 
 Если задача (5.23) такая, что MN , то алгоритм метода прогон-
ки следует видоизменить, взяв за направление прогонки ось Oy . 
 
 
Вопросы для самоконтроля 
1 Постановка задачи Дирихле. Сеточная область и шаблон. 
2 Построение разностной схемы задачи Дирихле для уравнения Пуас-
сона. 
3 Устойчивость разностной схемы. 
4 Метод матричной прогонки. 
5 Алгоритмическая схема ее реализации. 
 
Лекция 4 Метод итерации для решения задачи Дирихле 
 
1 Правило Рунге. 
2 Идея метода итерации. 
3 Различные итерационные схемы. 
 
 1 Правило Рунге 
 Это правило позволяет на основе вычислений судить о том, с какой 
точностью получены приближенные сеточные значения решения. 
 Пусть ),( yxu  – точное решение некоторой граничной задачи, а 
),( yxuh  – приближенное решение этой задачи, полученное по методу 
сеток с шагами h  и l , const
h
l
. В методе сеток часто известен поря-
док погрешности относительно h  
),(),(),( yxuyxuyx hh . 
Предположим, что для ),( yxh  имеет место представление 
p
h hyxKyx ),(),( , верное с точностью до величин порядка 
)( 1phO , где ),( yxK  – некоторая положительная, ограниченная в об-
ласти  функция, p  – положительное число. 
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 При шаге, в два раза большем чем h , получим 
),(),(),( 22 yxuyxuyx hh , 
),(2)2(),(),(2 yxhyxKyx h
pp
h . 
Из последних формул получается следующее правило для определения 
),( yxh  через сеточные значения ),( yxuh  и ),(2 yxu h  
12
),(),(
),( 2
p
hh
h
yxuyxu
yx . 
Эта формула является приближенной, но ее достоинство состоит в том, 
что ),( yxh  можно реально вычислить. 
 Учитывая погрешность ),( yxh  получаем, что значение 
),(),(),(~ yxyxuyxu hhh  
будет более точное, чем ),( yxuh . В этом и состоит смысл правила Рун-
ге для уточнения сеточных значений ),( yxuh . 
 Обычно при вычислениях поступают следующим образом. Нахо-
дят решение при шаге h , потом вычисляют решение при шаге h2  и 
сравнивают значения ),( yxuh  и ),(2 yxu h  в одинаковых узлах. Если 
значения совпадают при заданном числе знаков, то решение ),( yxuh  
является искомым, в противном случае шаг h  делят пополам и вычис-
ляют решение ),(
2
yxuh . И так далее. 
 
 2 Идея метода итерации 
 Рассмотрим задачу Дирихле для уравнения Пуассона 
),(),,(
}0,0{),(),,(
2
2
2
2
yxyxu
byaxyxyxf
y
u
x
u
, (5.24) 
Запишем для задачи (5.24) разностную схему в виде 
hnmnmmn
nmmnyymnxx
nlymhxyxu
NnMmyxfuu
),(),,(
1,1,1,1),,()()(
. (5.25) 
Здесь 
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2
,1,,1 2
)(
h
uuu
u
nmnmnm
mnxx , 
2
1,,1, 2
)(
l
uuu
u
nmnmnm
mnyy . 
 Сопоставим задачу (5.24) с родственной ей нестационарной зада-
чей о распространении тепла 
),(),,()0,,(
),(),,(
0,),(),,(
2
2
2
2
yxyxyxv
yxyxv
tyxyxf
y
v
x
v
t
v
,  (5.26) 
 
где ),( yx  – произвольная функция, которая выбирается таким обра-
зом, чтобы она как можно меньше отличалась от решения задачи 
(5.24). 
 В задаче (5.26) источник тепла ),( yxf  и температура на границе 
),( yx  не зависят от времени t . Поэтому при t  будет выпол-
няться соотношение 
),(),;(lim,0 yxuyxtv
t
v
t
, 
а, значит,  
),(),;(lim yxuyxtv
t
, 
так как в этом случае задачи (5.24) и (5.26) совпадают. Таким образом, 
можно предполагать, что для достаточно больших значений с необхо-
димой точностью будет верно приближенное равенство 
),(),;( yxuyxtv . 
На этой закономерности основана идея метода решения стационарных 
задач, состоящая в замене их подходящими нестационарными задача-
ми. Этот метод называется методом установления. 
 
 3 Различные итерационные схемы 
 Запишем разностную схему, реализующую метод установления. 
Используем следующий шеститочечный шаблон (Рисунок 5.8) 
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Рисунок 5.8 – Явный двухслойный шаблон 
 
Теперь для задачи (5.26) простейшая явная двухслойная разностная 
схема будет иметь вид 
,...2,1,0,1,...,2,1),,(
1,...,2,1,),(),,(
),()()(
0
1
1
pNnyxv
Mmnlmhyxv
yxfvv
vv
nmmn
hnm
p
mn
nm
p
mnyy
p
mnxx
p
mn
p
mn
. (5.27) 
Доопределим функцию ),( yx  так, чтобы при hnlmh ),(  выпол-
нялось условие ),(),( nmnm yxyx . 
 Разностная схема (5.27) имеет преимущества по сравнению со схе-
мой (5.25). Схема (5.25) представляет собой систему линейных алгеб-
раических уравнений с числом неизвестных )1()1( NM . При 
больших M  и N  решение таких систем на ЭВМ представляет собой 
достаточно трудную задачу. В то же время вычисления по формуле 
(5.27) довольно просты и носят итерационный характер. Разностная 
схема (5.27) представляет собой простейший явный метод установле-
ния. 
 Кроме схемы (5.27) для решения задачи Дирихле можно использо-
вать еще и следующую схему 
y 
x 
m,n,p+1 
m,n,p m,n+1,p 
m-1,n,p 
m,n-1,p 
m+1,n,p 
t 
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,...2,1,0,1,...,2,1),,(
1,...,2,1,),(),,(
),()()(
2
1
),()()(
2
1
0
1
1
1
pNnyxv
Mmnlmhyxwv
yxfvw
wv
yxfvw
vw
nmmn
hnmmn
p
mn
nm
p
mnyymnxx
mn
p
mn
nm
p
mnyymnxx
p
mnmn
.   (5.28) 
Вычисления по схеме (5.28) сложнее, чем вычисления по схеме (5.27), 
но гораздо проще, чем по схеме (5.25). Это особенно видно, когда при 
решении задачи (5.28) воспользоваться методом разностной прогонки 
по направлению переменной x  для вычисления значений }{ mnw  и ме-
тодом разностной прогонки по направлению переменной y  для вы-
числения значений }{ pmnv . 
 Разностную схему (5.28) называют методом переменных направ-
лений. 
 
Вопросы для самоконтроля 
1 Какова суть правила Рунге? 
2 Метод итерации задачи Дирихле для уравнения Пуассона. 
3 Сущность явного метода установления. 
4 Разностная схема метода переменных направлений. 
 
Лекция 5 Метод Ритца для решения задачи Дирихле 
 
1 Метод Ритца. 
2 Метод прямых для уравнения Пуассона. 
 
 1 Метод Ритца 
 Будем искать решение уравнения Лапласа 
),(,0 yxu       (5.29) 
и  
),( yxfu ,         (5.30) 
где  – простой замкнутый контур, ограничивающий конечную об-
ласть , а функция ),( yxf  непрерывная на . 
 Согласно методу Ритца, эта краевая задача эквивалентна вариаци-
онной задаче для функционала 
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dxdy
y
u
x
u
yF
22
][     (5.31) 
в классе функций, имеющих непрерывные частные производные до 
второго порядка включительно в замкнутой области  и удовле-
творяющих на границе  краевому условию (5.30). Построим конеч-
ную систему линейно независимых функций 
)(),(....,),,(),,( )2(10 Cyxuyxuyxu n  
таких, что 
),...,2,1(0),(),,(),(0 niyxuyxfyxu i . 
Тогда линейная комбинация 
),(),(),(
1
0 yxucyxuyx i
n
i
i     (5.32) 
принадлежит классу допустимых функций при любых постоянных 
nccc ,...,, 21 . Перепишем формулу (5.32) в виде 
),(),(
0
yxucyx i
n
i
i , 
где 10c . Подставляя это выражение в функционал (5.31), получим 
dxdy
y
u
c
x
u
cF
n
i
i
i
n
i
i
i
2
0
2
0
][ .  (5.33) 
 Подберем коэффициенты nccc ,...,, 21  так, чтобы функция ][F  
имела минимум. Для этого необходимо выполнение условий 
02][
00
dxdy
y
u
y
u
c
x
u
x
u
cF
c
j
n
i
i
i
j
n
i
i
i
j
  (5.34) 
или более подробно 
0],[...],[],[
.................................................
,0],[...],[],[
,0],[...],[],[
110
221120
111110
nnnnn
nn
nn
uucuucuu
uucuucuu
uucuucuu
,   (5.35) 
где 
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dxdy
y
u
y
u
x
u
x
u
uu
jiji
ji ],[ , 
причем 
],[],[ ijji uuuu . 
Из линейной системы (3.35) определяются коэффициенты nccc ,...,, 21 . 
 Функция ),( yx  с коэффициентами, определенными из системы 
(5.35), представляет собой приближенное решение задачи Дирихле. 
Точность приближения зависит от выбора координатных функций и от 
числа этих функций. 
 
 2 Метод прямых для уравнения Пуассона 
 Метод прямых можно рассматривать как предельный случай мето-
да сеток, когда при применении прямоугольной сетки один из ее ли-
нейных размеров стремится к нулю, а множество узлов в пределе за-
полняет некоторую систему прямолинейных параллельных отрезков. 
Если  коэффициенты в исходном уравнении не зависят от переменной 
x , то система метода прямых состоит из линейных дифференциальных 
уравнений с постоянными коэффициентами. Решение последних не 
вызывает трудностей. 
 Этот метод применим для уравнения Пуассона. Пусть в прямо-
угольной области },{ dycbxaR  задано уравнение Пуассона 
),(
2
2
2
2
yxf
y
u
x
u
     (5.36) 
и требуется найти решение ),( yxuu  этого уравнения, удовлетворя-
ющее краевым условиям 
)(),(),(),(
)(),(),(),(
10
10
xybuxyau
xdxuxcxu
,   (5.37) 
где функции )1,0(, kf k  непрерывны и )1,0(],[
)2( kbaCk . 
 Будем решеть краевую задачу (5.36) – (5.37) методом прямых. 
Для этого выберем шаг 
n
cd
h  и через точки деления hjyy j 0  
( dycynj n,;,...,1,0 0 ) проведем параллели jyy . Пусть 
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),()( jj yxuxu . Предполагая, что функция ),( yxu  имеет непрерывные 
частные производные по y  до шестого порядка включительно, разло-
жим функции ),()(1 hyxuxu jj  и ),()(1 hyxuxu jj  по формуле 
Тейлора с точностью до )( 6hO . Имеем 
10,
!6
),(
!5
),(
!4
),(
!3
),(
!2
),(),(
)()(
1
6
6
1
65
5
54
4
4
3
3
32
2
2
1
h
y
hyxuh
y
yxuh
y
yxu
h
y
yxuh
y
yxu
h
y
yxu
xuxu
jjj
jjj
jj
  (5.38) 
и 
10,
!6
),(
!5
),(
!4
),(
!3
),(
!2
),(),(
)()(
2
6
6
2
65
5
54
4
4
3
3
32
2
2
1
h
y
hyxuh
y
yxuh
y
yxu
h
y
yxuh
y
yxu
h
y
yxu
xuxu
jjj
jjj
jj
.  (5.39) 
Сложив равенства (5.38) и (5.39), получим 
)(
!4
),(
!2
),(
)()(2)( 6
4
4
42
2
2
11 hO
h
y
yxuh
y
yxu
xuxuxu
jj
jjj .  (5.40) 
 Заменяя в формуле (5.40) функции 
1,,1),,()( jjjkyxuxu kk  
соответствующими вторыми производными 
2
2 ),(
y
yxu k  и ограничива-
ясь членами порядка 2h , будем иметь 
)(
),(),(),(
2
),(
42
4
4
2
1
2
2
2
2
1
2
hOh
y
yxu
y
yxu
y
yxu
y
yxu jjjj
.  (5.41) 
Исключая из формул (5.40) и (5.41), производную четвертого порядка и 
отбрасывая члены порядка 6h , получаем приближенную формулу 
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2
1
2
2
2
2
1
22
2
2
2
11
),(),(
2
),(
12
),(
)()(2)(
y
yxu
y
yxu
y
yxuh
y
yxu
h
xuxuxu
jjjj
jjj
, 
которая после приведения подобных членов принимает вид 
2
1
2
2
2
2
1
22
11
),(),(
10
),(
12
)()(2)(
y
yxu
y
yxu
y
yxuh
xuxuxu
jjj
jjj
.  (5.42) 
 Формула (5.42), имеющая точность )( 6hO , может быть использо-
вана для решения краевой задачи (5.36) – (5.37). Действительно, из 
уравнения (5.36) при kyy  имеем 
)()(
),(
2
2
xuxf
y
yxu
kk
k ,    (5.43) 
где 1,...,2,1),,()( nkyxfxf kk . Отсюда, заменяя в формуле (5.42) 
вторые частные производные по y  их значениями из формулы (5.43), 
для определения решений )(xu j  ( 1,...,2,1 nj ) получим следующую 
систему обыкновенных дифференциальных уравнений: 
)1,...,2,1()()(10)(
)]()(2)([
12
)()(10)(
11
11211
nixfxfxf
xuxuxu
h
xuxuxu
iii
iiiiii
.  (5.44) 
 Эта усовершенствованная система (5.44) метода прямых была 
предложена М.Г.Слободянским и аппроксимирует уравнение Пуассона 
с точностью до )()(
12 46
2
hOhO
h
. 
 На основании краевых условий (5.37) дополнительно получаем 
)()(),()();()(),()( 10100 jjjjn ybuyauxxuxxu  (5.45) 
)1,...,2,1( nj . 
Отсюда  
)()(),()( 100 xxuxxu n . 
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 Общее решение системы (5.44), как известно, складывается из 
частного решения этой системы и общего решения соответствую-
щей однородной системы 
0)]()(2)([
12
)()(10)( 11211 xvxvxvh
xvxvxv iiiiii .  (5.46) 
 Очевидно, что общее решение системы (5.46) не зависит от обла-
сти R  и краевых условий (5.37) и для данного уравнения (5.36) может 
быть получено раз и навсегда. Приведем без вывода формулы общего 
решения системы (5.46) 
1
1
0 1,...,2,1),(
)(
sin)(
n
k
x
k
x
k
i
i nieBeA
l
yyk
xv ii , 
где kk BAcdl ,,  – произвольные постоянные и 
l
yy
l
yy
h i
i
i )(
cos5
2
)(
sin
24
0
02
2
2 . 
 Частное решение неоднородной системы (5.44) находится обыч-
ным путем, в крайнем случае, можно применить медот вариации про-
извольных постоянных. Для отыскания постоянных kk BA ,  на осно-
вании условий (5.45) получается алгебраическая система 22n  урав-
нений. 
 
Вопросы для самоконтроля 
1 Метод Ритца для задачи Дирихле. 
2 Выбор координатных функций. 
3 Суть метода прямых для уравнения Пуассона. 
4 Частное и общее решение. 
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Тема 6 РАЗНОСТНЫЕ СХЕМЫ ДЛЯ УРАВНЕНИЙ 
ГИПЕРБОЛИЧЕСКОГО ТИПА 
Лекция 1 Метод сеток для уравнений гиперболического типа 
 
1 Постановка задач для уравнений гиперболического типа. 
2 Решение задачи Коши. 
3 Треугольник определенности. 
 
 1 Постановка задач для уравнений гиперболического типа 
 Рассмотрим неоднородное волновое уравнение с постоянными 
коэффициентами 
),(
2
2
2
2
yxf
y
u
x
u
,     (6.1) 
где ),( yxf  – известная дважды непрерывно дифференцируемая в об-
ласти  функция. 
 Будем рассматривать следующие задачи: 
 1 Задача Коши. В области };0{ xy  найти дважды 
непрерывно дифференцируемую функцию ),( yxu , которая в этой об-
ласти удовлетворяла бы уравнению (6.1), а на прямой 0y  – началь-
ным условиям 
)(),()0,( 0 x
y
u
xxu y ,    (6.2) 
где )(x  и )(x  – заданные функции. 
 2 Смешанная граничная задача. В области };0{ bxay  
найти дважды непрерывно дифференцируемую функцию ),( yxu , удо-
влетворяющую в области  уравнению (6.1), а на границе области 
 при 0y  – начальным условиям (6.2) и при ax  и bx  – од-
ному из граничных условий: 
 а) первого рода 
)(),(),(),( 21 yybuyyau .    (6.3) 
 б) второго рода 
)(),( 21 y
x
u
y
x
u
bxax .   (6.4) 
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 в) третьего рода 
)()()(
)()()(
221
121
yuy
x
u
y
yuy
x
u
y
bx
ax
,    (6.5) 
где )2,1(,,,, iiiiii  – известные функции, причем 
0)()( 21 yy , 0)()( 21 yy . 
 
 2 Решение задачи Коши 
 Для решения задачи Коши (6.1), (6.2) будем использовать метод 
сеток. Выберем прямоугольную сетку 
0,0,...;2,1,0,,...;2,1,0, lhnnlymmhx nm  
и на этой сетке рассмотрим трехслойный пятиточечный шаблон вида 
крест (Рисунок 5.2). 
 В соответствии с выбранным шаблоном к множеству внутренних 
узлов относятся узлы ),( nm yx , а к h  – узлы, лежащие на пря-
мой 0y . 
 Используя выбранный шаблон, а также соответствующие формулы 
для замены вторых производных, получим следующую разностную 
схему 
)()( hh
h fuL ,      (6.6) 
где 
)(
)(
),(
,
22
)(
01
0
2
11
2
11
)(
m
m
nm
h
mm
m
n
m
n
m
n
m
n
m
n
m
n
m
h
h
x
x
yxf
f
l
uu
u
l
uuu
h
uuu
uL , 
причем ,...2,1,0,...;2,1,0 nm .                                                        
Эта схема аппроксимирует уравнение (6.1) с погрешностью порядка 
)( 22 lhO , а начальное условие – с погрешностью )(lO . Действитель-
но, по определению погрешности аппроксимации получим 
)()(][ hhhh ffuL , 
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где hu][  – значение точного решения задачи (6.1), (6.2) в узлах сетки 
h , а 
)(hf  – погрешность аппроксимации, которая имеет вид 
,...2,1,...;1,0,,
2
,,0
,,
1212
1
)1(
00),(2
22
1
)1(
1
1
)1(
1),(4
42
),(4
42
)(
)1(
)1()1(
nmyyy
y
ul
yyy
xxx
y
ul
x
uh
f
nm
nmnm
yx
nnn
mmmyxyx
h
. 
 Если предположить, что решение задачи (6.1), (6.2) продолжимо в 
область },0{ xyl , то порядок аппроксимации 
начальных условий можно повысить. Использую центральную раз-
ностную производную, получим 
lylly
y
ul
l
yxuyxu
y
u
yx
mm
x
m
m
)2(
01),(3
32
11
)0,( ,,
62
),(),(
)2(
0
. 
Отбрасывая погрешность порядка )( 2lO , будем иметь 
,...2,1,0),(
2
11
mx
l
uu
m
mm .   (6.7) 
Значение 1mu  исключим из (6.7). Для этого используем само разност-
ное уравнение при 0n  
),(
22
02
101
2
0
1
00
1 yxf
l
uuu
h
uuu
m
mmmmmm . 
В результате равенство (6.7) примет вид 
),,(
2
)(
2
)( 0
0
01
yxf
l
u
l
x
l
uu
mmxxm
mm  
где 
2
0
1
00
10 2)(
h
uuu
u mmmmxx . 
 Таким образом, вместо разностной схемы (6.6) можно рассматри-
вать разностную схему 
)()( hh
h fuL ,      (6.8) 
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которая аппроксимирует задачу (6.1), (6.2) с погрешностью порядка 
)( 22 lhO . Здесь оператор hL  – такой же как и ранее, а 
)(hf  определя-
ется по формуле 
)0,(
2
)(
2
)(
)(
2,1,...;2,1,0),,(
0
)(
mmxxm
m
nm
h
xf
l
u
l
x
x
nmyxf
f
. 
Представим разностное уравнение в схеме (6.8) в виде 
,...2,1,0),,()(2 2121 myxfluuluu nm
n
m
n
mxx
n
m
n
m . (6.9) 
 Тогда численная реализация разностной схемы (6.8) проводится 
следующим образом. 
 Из (6.8) определяется решение на нулевом и первом слоях 
),(0 mm xu  
,...1,0)],0,(
2
))((
2
)([)(1 mxf
l
x
l
xlxu mmxxmmm
.  (6.10) 
Так как значения 0mu  и 
1
mu  известны, то по формуле (6.9) при 1n  
можно вычислить значение 2mu , ,...2,1,0m . Далее по формуле (6.9) 
определяется решение при ,...4,3,2n . 
 Разностная схема (6.8) устойчива при hl . 
 
 3 Треугольник определенности 
 Рассмотрим вопрос о связи 
h
l
, т.е. каким может быть 0  
(
h
l
) в случае гиперболического уравнения. 
 Рассмотрим однородное уравнение, соответствующее (6.1) с 
начальными условиями (6.2). Разностная схема (6.8) в этом случае за-
пишется 
1
1
22
1
21 )22( nm
n
m
n
m
n
m
n
m uuuuu ,  (6.11) 
)()(),( 10 mmmmm xlxuxu . 
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 Учитывая шаблон, значения jiu  в конечном счете может быть вы-
ражено через значения 0mu  и 
1
mu . Все эти значения находятся внутри 
SCD , причем )(arctgSDC , а )(arctgSCD . Треугольник 
SCD  называют треугольником определенности разностной схемы 
(6.11). 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рисунок 6.1 – Треугольник определенности 
 
 Таким образом, значение jiu  в точке S  определяется разностным 
уравнением (6.11) и начальными значениями CDum
0  и EFum
1 . 
 Точное же значение решения ),( yxu  этой задачи с начальными 
условиями (6.2), как известно из математической физики, определяется 
этим однородным уравнением и начальными условиями, содержащи-
мися на отрезке, высекаемом характеристиками, проходящими через 
точку S , на прямой 0y , т.е. на отрезке AB . Эти характеристики 
образуют соответственно углы
4
SAB  и 
4
3
SBx . Треугольник 
SAB  называется треугольником определенности дифференциаль-
ного уравнения (6.1) при 0),( yxf  (Рисунок 6.1). 
 В случае, когда SCDSAB  и 1)(
h
l
SCDtg , соотноше-
ние шагов оказывается неудачным, так как в этом случае 
ASBCSD . И если мы каким-либо образом изменим начальные 
S(xi,yj), i=5, j=6 
um
1 
um
0 
F 
D B
N 
C A x 
y 
0 
E 
h 
l 
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условия на отрезках AC  и DB , то это может изменить и решение ис-
следуемой задачи во всей области , в том числе и в точке S . Однако 
сеточное значение jiu  в точке S  от таких изменений зависеть не будет 
и остается прежним. Значит, в этом случае нельзя надеется на сходи-
мость решения разностной схемы (6.11), а значит, эта разностная схема 
не может быть устойчивой. Значит, при 1  – устойчивости нет. 
 Но если CSDASB , то это означает, что 1
h
l
, и можно 
надеяться на устойчивость. Таким образом, в разностной схеме (6.11) 
для устойчивости необходимо положить 1 . 
 Заметим, что мысль о том, что треугольник определенности диф-
ференциального уравнения должен содержаться в треугольнике опре-
деленности разностного уравнения, была высказана впервые Курантом, 
Фридрихсом и Леви. 
 
Вопросы для самоконтроля 
1 Какие задачи ставятся для уравнений гиперболического типа. 
2 Как строиться разностная схема  задачи Коши. 
3 Устойчивость разностной схемы. 
4 Какова связь между шагами  l  и h . 
5 Треугольник определенности. 
 
Лекция 2 Метод сеток для решения смешанной задачи 
 
1 Решение смешанной задачи. 
2 Метод прямых для уравнения колебания струны. 
 
 1 Решение смешанной задачи 
 Пусть уравнение  
),(
2
2
2
2
yxf
y
u
x
u
     (6.12) 
задано в области },0{ bxaYy . Будем считать, что 
решение уравнения (6.12) удовлетворяет начальным условиям 
     )()0,( xxu ,  )(0 xu yy ,       (6.13) 
при bxa  и граничным условиям 
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)()()(
)()()(
221
121
yuy
x
u
y
yuy
x
u
y
bx
ax
   .  (6.14) 
 Предположим, что сме-
шанная  задача (6.12) – (6.14) 
имеет единственное решение 
в области  (  – 
контур области ), непре-
рывные вместе с четвертыми 
производными по x  и y  в 
области . 
 Выберем в области  
прямоугольную и равномер-
ную сетку (Рисунок 6.2) 
Mmmhxm ,...,1,0, ,
M
ab
h ,           Рисунок 6.2 – Область  
0,,...,1,0, lNnnlyn  
и на этой сетке рассмотрим пятиточечный явный шаблон (Рисунок 5.2) 
hhh
0 , ),{(0 nmh yx , 1,1 Mm , 1,1 Nn , 
},...,1,0,0;0,,...,1,0),,{( NnmnMmyx nmh . 
 На выбранном шаблоне уравнение (6.12) и начальные условия 
(6.13) аппроксимируются разностной схемой (6.8). Для замены гранич-
ныъх условий на прямых ax  и bx  воспользуемся формулами 
),(
2
2
1
),( )1(2
),(),(
nm yx
nmnm
nm x
uh
h
yxuyxu
x
u
, hxxx mmm
)1(  
),(
2
2
1
),( )2(2
),(),(
nm yx
nmnm
nm x
uh
h
yxuyxu
x
u
, 
mmm xxhx
)2( . 
Таким образом, соответствующие разностные граничные условия бу-
дут аппроксимировать (6.14) с порядком )(hO . 
 h
Y 
y 
b a 

h
x 
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 Окончательно разностная схема, аппроксимирующая граничную 
задачу (6.12) – (6.14) с погрешностью порядка )( 2lhO , имеет вид 
)()( hh
h fuL ,      (6.15) 
где 
,,...1,0,
,,...1,0,
,,...1,0,
,,...1,0,
,1,1,1,1,
22
2
1
1
02
01
1
01
0
2
11
2
11
)(
Nnu
h
uu
Nnu
h
uu
Mm
l
uu
Mmu
NnMm
l
uuu
h
uuu
uL
n
M
n
n
M
n
Mn
nn
nn
n
mm
m
n
m
n
m
n
m
n
m
n
m
n
m
h
h
 
 
.,...,1,0,
,,...,1,0,
,,...,1,0),,(
2
)(
2
)(
,,...,1,0),(
,1,...,2,1;1,...,2,1),,(
2
1
0
0)(
Nn
Nn
Mmyxf
l
u
l
x
Mmx
NnMmyxf
f
n
n
mmxxm
m
nm
h
 
 
 Если 0)()( 11 yy  и 1)()( 22 yy , то разностная схема 
(6.15) аппроксимирует граничную задачу (6.12) – (6.14) с погрешно-
стью порядка )( 22 lhO . 
 Численная реализация разностной схемы (6.15) осуществляется 
следующим образом. Вначале, используя формулы 
)(0 mm xu , 
,,...,1,0)],,(
2
))((
2
)([)( 0
1 Mmyxf
l
x
l
xlxu mmxxmmm
 
вычисляем значения  на нулевом и первом слоях 0mu  и 
1
mu . Затем по 
уравнению  )],()(2 2121 nm
n
m
n
mxx
n
m
n
m yxfluuluu  
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при 1n  определяются значения 2 1
2
2
2
1 ,...,, Muuu . Для вычисления зна-
чений 20u  и 
2
Mu  используются разностные граничные условия при 
2n  вида 
2
2
2
1
2
12
12
2
2
1
2
12
0
h
h
u
h
u ,     
2
2
2
1
2
22
12
2
2
1
2
12
h
h
u
h
u MM
, 
причем 022
2
1 h  и 0
2
2
2
1 h . 
 Аналогично, по значениям 1mu , 
2
mu  ( Mm ,...,1,0 ), вычисляются 
значения 3mu  и т.д. 
 
 2 Метод прямых для уравнения колебания струны 
 Рассмотрим метод прямых приближенного решения простейшего 
уравнения колебаний струны 
),(
2
2
2
2
txf
x
u
t
u
     (6.16) 
в области lx0 , t0  при следующих начальных и граничных 
условиях 
)(),( 2010 x
t
u
xu tt , 
)(),(),(),0( 21 ttluttu .        (6.17) 
 Проведем систему параллельных прямых  
)
1
;1,...,1,0(
n
l
hnkkhxx k  
и обозначим через )(xuk  значения точного решения ),( txu  задачи 
(6.16) – (6.17) на прямой kxx , т.е. ),()( txuxu kk . Если kxxx
u
2
2
 
заменить разностным отношением 
2
11 ),(),(2),(
h
txutxutxu kkk , 
то получим следующую систему уравнений метода прямых 
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)()(),()(
,...,2,1),(
)()(2)(
)(
2110
2
11
ttUttU
nktf
h
tUtUtU
tU
n
k
kkk
k , (6.18) 
с начальными условиями 
k
kk
k
kk
xU
xU
22
11
)()0(
)()0( ,   ( ),...,2,1 nk ,  (6.19) 
аппроксимирующую уравнение (6.16) с точностью до 2h . 
 Чтобы получить систему уравнений метода прямых, более точно 
аппроксимирующую уравнение (6.16), воспользуемся равенством, ана-
логичным равенству (5.40) 
).(
),(),(
12
),(
6
5
),(),(2),(
6
2
1
2
2
1
22
2
22
11
hO
x
txu
x
txuh
x
txuh
txutxutxu
kkk
kkk
(6.20) 
Из дифференциального уравнения (6.16) получим 
)()(),(
),(),(
2
2
2
2
tftutxf
t
txu
x
txu
kkk
kk . 
Тогда соотношение (6.20) после подстановки значений вместо произ-
водных 
2
2 ),(
x
txu k , 
2
1
2 ),(
x
txu k , 
2
1
2 ),(
x
txu k  дает 
).()]()([
12
1
)(
6
5
)]()(2)([
1
)]()([
12
1
)(
6
5
4
11
11211
hOtftftf
tututu
h
tututu
kkk
kkkkkk  
Отбрасывая член )( 4hO  и заменяя при этом )(tuk  на )(tUk , получим 
следующую систему уравнений метода прямых 
)()(),()(
),...,2,1()],()([
12
1
)(
6
5
)]()(2)([
1
)]()([
12
1
)(
6
5
2110
11
11211
ttUttU
nktftftf
tUtUtU
h
tUtUtU
n
kkk
kkkkkk
 (6.21) 
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с начальными условиями 
k
kk
k
kk xUxU 2211 )()0(,)()0( .  (6.22) 
Эта система уже дает аппроксимацию порядка 4h . 
 Отметим, что общее решение однородных систем, соответствую-
щих системам дифференциальных уравнений метода прямых (6.18) и 
(6.21), несложно построить. 
 Построим для примера общее решение системы 
),...,2,1(,0)()(
0)]()(2)([
1
)]()([
12
1
)(
6
5
10
11211
nktUtU
tUtUtU
h
tUtUtU
n
kkkkkk  (6.23) 
соответствующей системе (6.21). Частные решения этой системы бу-
дем искать в виде 
)()()( tvktUk . 
Подставляя эти значения в систему (6.23), получим 
,0)]1()(2)1([
)(
)1(
12
1
)1(
12
1
)(
6
5
)(
2
kkk
h
tv
kkktv
 
0)1()0( n . 
или 
const
kkkh
kkk
tv
tv 2
2 )1(
12
1
)1(
12
1
)(
6
5
)1()(2)1(
)(
)(
.    (6.24) 
Для отыскания )(k  получаем разностное уравнение 
0)1(
12
1
1)(
6
5
2)1(
12
1
1 222222 khkhkh   (6.25) 
с граничными условиями 
0)1()0( n .         (6.26) 
 Его общее решение имеет вид   
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kk CCk 2211)( , 
где 1  и 2  – корни уравнения 
01
12
]512[2
22
22
2
h
h
. 
Из граничных условий имеем 
1221 ,0)0( CCCC , 
0)()1( 12
1
11
1
22
1
11
nnnn CCCn . 
Таким образом, 
),...,1,0(,1 1
2
1
2
1 nse n
is
n  
или, так как 121 , то 
1
2
1
1
n
is
e . 
Далее, согласно теореме Виета 
1
cos2
12
]512[2
2122
22
n
s
h
h
, 
откуда 
l
yyn
h
l
yyn
n
ns
h
n
ns
s
s
s
2
)(
cos5
2
)(
sin24
)1(2
cos5
)1(2
sin24
02
02
2
2
2   (6.27) 
),...,2,1,0( ns , 
а 
l
sx
C
n
isk
CeeCk kn
isk
n
isk
s sin
1
sin)()( 111   (6.28) 
(при 0s  получаем тривиальное решение 0)(0 k ). 
 Из уравнения (6.24) имеем 
0)()( 2 tvtv s , 
или 
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tBtAtv sssss sincos)( . 
Таким образом, 
)sincos(sin tBtA
l
sx
U ssss
ks
k
. 
Общее решение однородной системы (6.23) имеет вид 
n
s
ssss
k
k tBtA
l
sx
tU
1
)sincos(sin)( .        (6.29) 
где ss BA ,  – произвольные постоянные. 
 Найдя методом вариации постоянных частное решение неодно-
родной системы (6.21), получим общее решение ее как сумму частного 
решения и построенного общего решения (6.29) однородной системы. 
Постоянные sA  и sB  ( ns ,...,2,1 ) находятся из условий (6.22). 
 Без вывода приведем общее решение однородной системы, соот-
ветствующей системе (6.18) 
n
s
ssss
k
k tDtC
l
sx
tU
1
)sincos(sin)( , 
где nk
h
l
xs
s ,...,2,1,
2
sin4
2
2
. 
 Сходимость решений, полученных методом прямых, к обобщен-
ному решению задачи (6.16) – (6.17) имеет место в любом прямоуголь-
нике Ttlx 0,0 , если начальные и граничные условия нуле-
вые, а функция ),( txf  ограничена некоторой положительной констан-
той. Общий случай начальных и граничных условий сводится к этому 
случаю при выполнении некоторых требований на гладкость функций 
2121 ,,,  и условий сопряжения. 
 
Вопросы для самоконтроля 
1 Постановка смешанной задачи. 
2 Сетка и шаблон. 
3 Разностная схема смешанной задачи. 
4 Метод прямых для уравнения колебания струны. 
5 Вопросы сходимости при решении смешанной задачи. 
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