Abstract. We perform a systematic investigation of Kazhdan's relative Property (T) for pairs (G, X), G a locally compact group and X any subset. When G is a connected Lie group or a p-adic algebraic group, we provide an explicit characterization of subsets X ⊂ G such that (G, X) has relative Property (T). In order to extend this characterization to lattices Γ ⊂ G, a notion of "resolutions" is introduced, and various characterizations of it are given. Special attention is paid to subgroups of SU(2, 1) and SO(4, 1).
Introduction
Kazhdan's Property (T) was introduced in a short paper by Kazhdan [Kaz] in 1967. Since then, many consequences and characterizations have been given by various authors.
The notion of relative Property for a pair (G, N ), where N is a normal subgroup in G was implicit in Kazhdan's paper, ant later made explicit by Margulis [Ma82] . The case when H is an abelian normal subgroup is, by far, the best understood [Kaz, Ma82, Bur, Sha99p, Sha99t] . However, it seems that it was initially only considered as a technical tool. The most famous case is the following: in order to prove Property (T) for SL 3 (R) (and other higher rank algebraic groups over local fields), one uses, in most proofs, Property (T) for the pair (SL 2 (R) ⋉ R 2 , R 2 ). The definition of relative Property (T) has been extended in [HV] to pairs (G, H) with H not necessarily normal in G. Such pairs are extensively used in the work of Popa (see [Popa] and the references therein), in the context of operator algebras. This motivated, for instance, new examples of group pairs with relative Property (T) of the form (G ⋉ N, N ), with N abelian [Val04, Fer] .
We extend the definition of relative Property (T) to pairs (G, X), where X is any subset of G. The motivation for this is that, given G, the knowledge of the family of subsets X such that (G, X) has relative Property (T) contains much information about the unitary dual of G, and provides a quantative answer to the question whether G has Property (T). The family of subgroups with relative Property (T) provides a strictly weaker information (see Example 1.12) .
Let G be a locally compact group, and let X ⊂ G be any subset. We say that (G, X) has relative Property (T) if for every net (ϕ i ) of positive definite functions on G which converges to 1 uniformly on compact subsets, the convergence is uniform on X.
In Section 2 we establish various characterizations of relative Property (T) for a pair (G, X), which were already known [Jol] in the case when X is a subgroup. Here are the main ones (the relevant definitions are recalled at the beginning of Section 2). Theorem 1.1 (see Theorems 2.3.3, 2.4.2, and 2.4.3) . Let G be a locally compact, σ-compact group, and X ⊂ G any subset. The following are equivalent:
(1) (Positive definite functions) (G, X) has relative Property (T). 
Corollary 1.7. Let G be a connected Lie group (resp. a linear algebraic group over K). (1) G (resp. G(K)) has Property (T) if and only if R T (resp. R T (K)) is cocompact in G (resp. in G(K)).
(2) G (resp. G(K)) is Haagerup if and only if R T = 1.
(1) is a result of S.P. Wang [Wang] , and (2) is due to [CCJJV, Chap. 4] for Lie groups and to [Cor1] in the p-adic case.
Section 4 is devoted to explain how these phenomena are inherited by subgroups of finite covolume.
Let G be locally compact, N a closed, normal subgroup, and H a subgroup of finite covolume in G. It is known (see [Jol] ) that if (G, N ) has relative Property (T), then so does (H, N ∩ H). However, in this result is of limited use insofar as N ∩ H may be small (for instance, reduced to {1}) even if N is noncompact: this phenomenon is very frequent in the context of irreducible lattices in products of algebraic groups over local fields.
We need a definition which enlarges the notion of relative Property (T) of normal subgroups. The datum of N normal in G is equivalent to the datum of the morphism G → G/N . Now, let G, Q be any locally compact groups, and f : G → Q be any morphism with dense image. We say that f is a resolution (of G) if, for every unitary representation π which almost has invariant vectors, π has a nonzero representation ρ which factorizes through a representationρ of Q, andρ almost has invariant vectors.
Given a closed normal subgroup N in a locally compact group G, (G, N ) has relative Property (T) if and only if G → G/N is a resolution. In view of Theorems 1.3 and 1.6, a wealth of examples of resolutions are provided by the following result, essentially due to Margulis [Mar, Chap. III, Section 6] , and which also uses arguments borrowed from [BL] .
Theorem 1.8 (Theorem 4.3.1). Let G be a locally compact group, N a closed, normal subgroup. Suppose that (G, N ) has relative Property (T) (equivalently, the projection p : G → G/N is a resolution).
Let H be a closed subgroup of finite covolume in G, and write Q = p(H). Then p : H → Q is a resolution.
Resolutions allow to prove compact generation of some locally compact groups. The following theorem generalizes Proposition 2.8 of [LZi] . Theorem 1.9 (Theorem 4.2.7). Let G → Q be a resolution. Then G is compactly generated if and only Q is.
Thus, compact generation can be said to be "invariant under resolutions". We provide some other examples. 
2). Let G → Q be a resolution. Then, if (P) is one of the properties below, then G has Property (P) if and only if Q does:
• Property (T),
• Compact generation, • Property (FA): every action on a tree has a fixed point, • Every isometric action on a Euclidean space has a fixed point, • Property (τ ): the trivial representation is isolated among irreducible representations with finite image.
Resolutions give rise to pairs with relative Property (T).
Proposition 1.11. Let p : H → Q be a resolution. Given X ⊂ H, if (Q, p(X)) has relative Property (T), then so does (H, X). In particular, if Q is Haagerup, then (H, X) has relative Property (T) if and only if p(X) is compact.
The first consequence is that if Q is Haagerup, then H satisfies the TH alternative (Corollary 4.2.6). In view of Theorems 1.6 and 1.8, this applies to lattices in products of real and p-adic algebraic groups.
We can also derive some new phenomena of relative Property (T).
Example 1.12 (see Propositions 4.5.5, 4.6.3, and Remark 4.6.4) . Consider the group Γ n = SO n (Z[2 1/3 ]) ⋉ Z[2 1/3 ] n . If n ≤ 2, it is solvable, hence Haagerup. If n = 3, 4, it was observed in [Cor1] , that Γ n is not Haagerup, but has no infinite subgroup with relative Property (T). Thanks to resolutions, we can see this more concretely: the natural morphism i : Γ n → SO n (Z [2 1/3 ]) ⋉ R n is a resolution. It follows that (Γ n , B n ) has relative Property (T), where B n is the intersection of the unit ball of R n with Z[2 1/3 ] n . If n ≥ 5, Γ n has another behaviour, due to the fact that SO n (Z [2 1/3 ]) has Property (T) (whereas it is Haagerup if n ≤ 4). It follows that, if n ≥ 5, Γ n → SO n (R)⋉ R n is a resolution. We deduce an interesting property for Γ n : it has Property (τ ), but has a finite dimensional unitary representation π such that H 1 (Γ n , π) = 0.
As pointed out in [PP] , all examples previously known of group pairs with relative Property (T) were derived from group pairs where the subgroup is normal. For instance, for every group G, ((SL 2 (Z) ⋉ Z 2 ) * G, Z 2 ) has relative Property (T); the only role of G is to prevent Z 2 from being normal.
Resolutions and Proposition 1.11 allows us to find group pairs with relative Property (T) which do not come from group pairs with a normal subgroup. This is illustrated by projections of irreducible lattices from SO(4, 1) × SO(5, C), such as SO(4, 1)(Z[2 1/3 ]).
Proposition 1.13. Let G be either SO(4, 1) or SU (2, 1) , and Γ a subgroup, viewed as a discrete group (but not necessarily discrete in G).
1) If Λ ⊂ Γ is a normal subgroup and (Γ, Λ) has relative Property (T), then Λ is finite. 2) There exists Γ containing an infinite subgroup Λ such that (Γ, Λ) has relative Property (T).
Finally, we prove various equivalences for resolutions. They generalize known equivalences for pairs (G, N ) with N normal in G, but the proofs are much more involved. Theorem 1.14 (see Theorems 4.7.6 and 4.7.11). Let G, Q be a locally compact σ-compact groups, and let f : G → Q be a morphism with dense image. The following are equivalent:
(1) f : G → Q is a resolution. (2) f is an "affine resolution": for every isometric affine action of G on a Hilbert space, there exists a G-invariant nonempty closed subspace on which the action factorizes through Q.
The fact that a resolution is an affine resolution is new; nevertheless a wide class of examples were covered by [Sha00, Proposition 4.3] , which is an affine analog of Theorem 1.8. However, [Sha00, Proposition 4.3] is proved there using induction of affine actions, and this requires cumbersome technical assumptions on the finite covolume subgroup. 
Property (T) relative to subsets
Throughout the paper, by morphism between topological groups we mean continuous group homomorphisms. If X is a Hausdorff topological space, Y ⊂ X is relatively compact if its closure in X is compact.
We say that a positive definite function ϕ is normalized if ϕ(1) = 1.
Example 2.1.2. Let G be a topological group. Let π be a continuous unitary action of G on a Hilbert space H . Then, for every ξ ∈ H , the coefficient g → π(g)ξ, ξ is a continuous, positive definite function on G. Conversely, by a GNS construction (see, for instance, [BHV, Theorem C.4 .10]), every continuous, positive definite function on G arises as g → π(g)ξ, ξ for some continuous, unitary action of G on a Hilbert space H .
We also consider conditionally negative definite functions. For convenience, we restrict to realvalued functions.
Definition 2.1.3. If G is a group, a conditionally negative definite function on G is a function:
Example 2.1.4. Let G be a topological group. Let α be an affine, continuous isometric action of G on a real Hilbert space. Decompose it as: α(g)v = π(g)v + b(g), where π is an orthogonal representation and b is a 1-cocycle with respect to π. Then the continuous function g → b(g) 2 is a continuous, conditionally negative definite function on G.
Conversely, by a GNS construction [BHV, Proposition 2.11.2] , every continuous, conditionally negative definite function on G arises as g → b(g) 2 for some continuous, affine isometric affine action of G on a real Hilbert space. Definition 2.1.5. A locally compact group G is Haagerup if for every compact K ⊂ G and ε > 0, there exists a real-valued normalized positive definite function in G, which vanishes at infinity, and such that ϕ| K > 1 − ε.
A locally compact group G is a-T-menable if is has a proper conditionally negative definite function.
These properties are introduced and called (3A) and (3B) in [AW2] , where the authors prove their equivalence in the σ-compact case.
Property (T) relative to subsets.
Definition 2.2.1. Let G be a locally compact group, and X any subset. We say that (G, X) has relative Property (T) if, for every net (ϕ i ) of continuous normalized positive definite functions which converges to 1 uniformly on compact subsets, the convergence is uniform on X.
We say that (G, X) has relative Property (FH) if every continuous conditionally definite negative function on G is bounded on X.
If ϕ is a positive definite function on G, then so is |ϕ| 2 . Thus, the definition of relative Property (T) remains unchanged if we only consider real-valued positive definite functions or even nonnegative real-valued positive definite functions.
Question 2.2.2 ([AW2]
). For a σ-compact locally compact group G, are the following equivalent (the implication (1)⇒(2) being trivial):
(1) G is a-T-menable.
(2) For every X ⊂ G, (G, X) has relative Property (FH) if and only if X is compact.
Remark 2.2.3. If G is locally compact but not σ-compact, (1) and (2) of Question 2.2.2 are not equivalent: (1) is always false, while a characterization of (2) 
Proof : The direct implication is trivial (take any proper function ψ, and ψ n = ψ for all n). Conversely, suppose the existence of a family (ψ n ) satisfying the condition. Let (K n ) be an increasing sequence of compact subsets of G whose interiors cover G. There exists a sequence (ε n ) such that ε n ψ n ≤ 2 −n on K n . Set ψ = n ε n ψ n ; since the series is convergent uniformly on compact subsets, ψ is well-defined and continuous. Then, for every M < ∞, the set {ψ ≤ M } is contained in {g, ∀n, ψ n ≤ M/ε n }, which is, by assumption, compact. Definition 2.2.5 (Akemann, Walter [AW1] ). A locally compact group has the weak dual RiemannLebesgue Property if, for every ε, η > 0 and every compact subset K of G, there exists a compact subset Ω of G such that, for every x ∈ G − Ω, there exists a normalized, real-valued, positive definite 1 function ϕ on G such that ϕ(x) ≤ η and 1 − ϕ K ∞ ≤ ε. We use the following lemma several times in the sequel. Lemma 2.2.6. Fix 0 < ε < 1. Let G be a locally compact group and X a subset. Then (G, X) has relative Property (T) if and only if, for every net (ϕ i ) of normalized, real-valued continuous positive definite functions which converges to 1 uniformly on compact subsets, eventually |ϕ i | > ε on X.
Proof : The forward implication is trivial. Suppose that (G, X) does not have relative Property (T). Then there exists a net (ϕ i ) of normalized, real-valued continuous positive definite functions which converges to 1 uniformly on compact subsets, such that α = sup i inf g∈X ϕ i (g) < 1. Then, for some n ∈ N, α n < ε. Hence, (ϕ n i ) is a net of normalized, continuous positive definite functions which converges to 1 uniformly on compact subsets, but, for no i, |ϕ n i | > ε on X. Proposition 2.2.7. Let G be a locally compact group. Then G has the weak dual RiemannLebesgue Property if and only if every subset X of G such that (G, X) has relative Property (T) is relatively compact.
The assumption is Re(ϕ(x)) ≤ η, since they deal with complex-valued functions, but, since, for every complex-valued function ϕ, if ϕ is positive definite, so is |ϕ| 2 , the definition here is equivalent to theirs.
Proof : Suppose that G has the weak dual Riemann-Lebesgue Property. Let X be a non-relatively compact subset of G.
For every i = (K i , ε i , η i ), with K i a compact subset of G, and ε i , η i > 0, there exists a compact subset Ω i of G, such that, for every x / ∈ Ω i , there exists a normalized positive definite function ϕ on G such that ϕ(x) ≤ η i and 1 − ϕ
When i → ∞ (meaning that K i becomes big and ε i , η i become small), ϕ i tends to 1 uniformly on compact subsets, but the convergence is not uniform on X since ϕ i (x i ) < η i .
Conversely, suppose that G does not have the weak dual Riemann-Lebesgue Property. There exist a compact K 0 and ε 0 , η 0 > 0 such that, if we write V 0 = {ϕ positive definite such that In particular, Question 2.2.9 reduces to the compactly generated case.
Definition 2.2.12. We say that G satisfies the TH alternative if it is either Haagerup, or has a subset X with noncompact closure, such that (G, X) has relative Property (T).
Question 2.2.9 becomes: does every locally compact group satisfy the TH alternative?
Remark 2.2.13. Here is an obstruction to the Haagerup Property for a locally compact, compactly generated group G, which does not formally imply the existence of a non-relatively compact subset with relative Property (T). Let w belong to the Stone-Cech boundary βG G of G. Let us say that (G, w) has relative Property (T) if, for every conditionally negative definite function ψ on G, its canonical extensionψ :
It is clear that relative Property (T) for (G, w) prevents G for being Haagerup. On the other hand, there is no reason why this should imply the existence of a non-relatively compact subset with relative Property (T).
Various equivalences.
Definition 2.3.1. Let G be a locally compact group and X ⊂ G. Given a unitary representation π of G and ε ≥ 0, a (X, ε)-invariant vector for π is a nonzero vector in the representation such that π(g)ξ − ξ ≤ ε ξ for every g ∈ G.
Definition 2.3.2. Let G be a locally compact, X, W subsets, ε, η > 0. We say that (W, η) is a ε-Kazhdan pair for (G, X) if, for unitary representation π of G which has a (W, η)-invariant vector, then π has a (X, ε)-invariant vector. Given G, X, W, ε, if such η > 0 exists, we say that W is a ε-Kazhdan subset for (G, X).
The following result generalizes a result due to Jolissaint [Jol] when X is a subgroup.
Theorem 2.3.3. Let G be a locally compact group, and X ⊂ G. The following implications hold:
Moreover, if G is σ-compact, then (4)⇒ (1) , so that they are all equivalent.
(1) (G, X) has relative Property (T). (2) For every ε > 0, there exists a compact ε-Kazhdan subset for (G, X).
(2') For some ε < √ 2, there exists a compact ε-Kazhdan subset for (G, X). Proof : (1)⇒ (2) Suppose the contrary. There exists ε > 0 such that, for every (η, K), η > 0 and K ⊂ G compact, there exists a unitary representation π η,K of G which has a (K, η)-invariant unit vector ξ η,K , but has no (X, ε)-invariant vector. Denote by ϕ η,K the corresponding coefficient. Then, when η → 0 and K becomes big, ϕ η,K converges to 1, uniformly on compact subsets. By relative Property (T), the convergence is uniform on X. It follows that, for some K and some η, π η,K has a ε-invariant vector, a contradiction.
(2)⇒(2'), (2)⇒(3), (2')⇒(3'), and (3)⇒(3') are immediate.
(3')⇒(4) Let ψ be a conditionally negative definite function on G, and let (π t , H t ) be the cyclic representation of G associated with the function of positive type e −tψ . Set
Suppose that ψ is not bounded on X: ψ(x n ) → ∞ for some sequence (x n ) in X. Then we claim that for every ξ ∈ H t , π t (x n )ξ, ξ → 0 when n → ∞. Equivalently, for every ξ of norm one, π t (x n )ξ − ξ → √ 2. This is actually established in the proof of [Jol, Lemma 2.1] (where the assumption that X = H is a subgroup is not used for this statement).
It follows that, if ρ denotes the representation t>0 π t , then ρ(x n )ξ, ξ → 0 for every ξ. In particular, for every ε < √ 2, ρ has no (X, ε)-invariant vector. Since 1 ≺ ρ, this contradicts (1) . (4)⇒ (1) The proof is a direct adaptation of that of the analogous implication in [AW2, Theorem 3] . We suppose that G is σ-compact and that (G, X) has relative Property (FH) . Let (ϕ i ) be a net of nonnegative real-valued positive definite normalized functions on G which converges to 1 uniformly on compact subsets. Suppose by contradiction that the convergence is not uniform on X. Then there exists ε > 0 such that we can extract a sequence ϕ n , and pick a sequence (x n ) of elements of X, such that 1 − ϕ n (x n ) ≥ ε for all n.
Let (K n ) be an increasing sequence of compact subsets of G whose interiors cover G. By an immediate induction, we can extract (k n ) so that sup
Since the series converges uniformly on compact sets, ψ is well-defined, and continuous. Then, by [BHV, Proposition C.2.3] , ψ is a conditionally negative definite function on G. Moreover, ψ(x kn ) ≥ 2 n (1 − ϕ kn (x kn )) ≥ 2 n ε, so that ψ is not bounded on X, a contradiction.
Remark 2.3.4. There is a direct proof of (1)⇒(3). Suppose that (G, X) has relative Property (T). Let ψ be conditionally negative definite function on G. By Schönberg's Theorem, e −tψ is positive definite for all t > 0, and tends to 1 when t → 0, uniformly on compact subsets. By relative Property (T), the convergence is uniform on X. This easily implies that ψ is bounded on X.
Remark 2.3.5. When X = H is a subgroup, we retrieve a result of [Jol] . Note that, in this case, by a well-known application of the "Lemma of the centre" [BHV, Lemma 2.2.7] , Condition (2') of Theorem 2.3.3 can be chosen with ε = 0, i.e. becomes: for every unitary representation of G such that 1 ≺ π, there exists a (X, ε)-invariant vector.
Remark 2.3.6. When G is not σ-compact, whether the implication (3')⇒(1) holds is not known, except when X is a normal subgroup [Jol] . On the other hand, it is known [Cor2] that, even if X = G, that (4)⇒(3') does not hold for general locally compact groups, even discrete. Denote P(G) (resp. P 1 (G)) (resp. P ≤1 (G)) the set of all (complex-valued) positive definite function ϕ on G (resp. such that ϕ(1) = 1) (resp. such that ϕ(1) ≤ 1).
Recall that ϕ ∈ P(G) is pure if it satisfies one of the two equivalent conditions: (i) ϕ is associated to an irreducible representation; (ii) ϕ belongs to an extremal axis of the convex cone P(G). (ii) For every net of continuous, normalized pure positive definite functions on G which converges to 1, the convergence is uniform on X.
In the space
* , endowed with the weak* topology, let W be the set of all open half-spaces of L ∞ (G) which contain the constant function 1. Finally set K = P ≤1 (G). We first recall Raikov's Theorem [Dix, Théorème 13.5.2] : on P 1 (G), the weak* topology coincides with the topology of uniform convergence on compact subsets.
Let L be the set of all continuous linear forms u on L ∞ (G) such that u(1) = 1 and u| K ≤ 1. Since K is convex and compact for the weak*-topology, by Lemma 2.4.1,
Hence, by (ii), and using Raikov's Theorem, for every 1 > ε > 0, there exists u ∈ L and η > 0 such that, for every pure
Let ϕ = λ i ϕ i be a convex combination of continuous, normalized positive definite functions ϕ i associated to irreducible representations. Suppose that u(ϕ) > 1 − ηε.
Decompose ϕ as
Set K u,εη = {ϕ ∈ K, u(ϕ) > 1 − εη}, and K cp = {ϕ ∈ K, ϕ is a convex combination of continuous, normalized pure positive definite functions on G }. By [BHV, Theorem C.5.5 
. By Raikov's Theorem, it is also dense for the topology of uniform convergence on compact subsets. Hence, since for all ϕ ∈ K cp ∩ K u,εη , ϕ ≥ 1 − 3ε on X, the same holds for all
Theorem 2.4.3. Let G be a locally compact, σ-compact group. The following are equivalent.
(
1) (G, X) has relative Property (T). (2) For every
(2')⇒ (1) . By a result of Kakutani and Kodaira [Com, Theorem 3.7] , there exists a compact normal subgroup K of G such that G/K is second countable. So we can suppose that G is second countable. Let 1 ≺ π. Arguing as in [DK, proof of Lemme 1] , π contains a nonzero subrepresentation which is entirely supported by V . We conclude by Lemma 2.4.5 below that π has a ε ′ -invariant vector, where ε < ε ′ < √ 2. This proves that (3') of Theorem 2.3.3 is satisfied. (1)⇒ (2). Let π i be a net of unitary representations which converges to the trivial representation, and fix ε > 0. By [BHV, Proposition F.2.4], there exists a net of normalized positive definite functions (ϕ i ), such that ϕ i is associated to π i for all i, and such that ϕ i tends to 1 uniformly on compact subsets. By relative Property (T), the convergence is uniform on X, and it follows that eventually π i has a (X, ε)-invariant vector.
Remark 2.4.4. The special case when X is a subgroup is claimed without proof in [HV, Chap. 1, 18.] .
Let G be a second countable, locally compact group, and X ⊂ G. Let (Z, µ) be measured space 0 < µ(Z), with µ σ-finite. Let (H z ) z∈Z be a measurable field of Hilbert spaces [Dix, A 69] , and denote by Γ the space of measurable vector fields. Let (π z ) be a field of unitary representations, meaning that z → π z (g)x(z) is measurable, for every x ∈ Γ, g ∈ G. Recall that, by definition, there exists a sequence (x n ) in Γ such that, for every z ∈ Z, the family (
Proof : Fix 0 < η < 1. First note that, upon replacing the family (x n ) by the family of all its rational combinations, we can suppose that, for every z ∈ Z and every v ∈ H z of norm one,
Now define, for all n ≥ 0:
We have A n = Z by the remark above. Using that X is separable, it is immediate that A n is measurable for every n. Accordingly, there exists n 0 such that µ(A n0 ) > 0. Using that µ is σ-finite, there exists a measurable subset B ⊂ A n0 such that 0 < µ(B) < ∞. Define ξ as the field
Then it is clearly measurable, and
and, for every g ∈ X,
It follows that ξ = 0 and is (X, (ε + 2η)
2.5. Some stability results. We note for reference the following immediate but useful result:
Proposition 2.5.1. Let G be locally compact and X 1 , . . . , X n be subsets. Denote by
relative Property (T) (resp. (FH)).
Proof : It suffices to prove the case when n = 2, since then the result follows by induction. For the case of Property (FH) , this follows from the inequality, for all conditionally negative definite functions ψ:
For the case of Property (T), a similar inequality holds since, if ϕ is normalized positive definite, then 1 − |ϕ| 2 is conditionally negative definite.
. . , G n are locally compact groups, and X i ⊂ G i , and if (G i , X i ) has relative Property (T) (resp. (FH)) for every i, then ( G i , X i ) also has relative Property (T) (resp. (FH)).
2) Fix n ≥ 3, let A a topologically finitely generated locally compact commutative ring, and set G = SL n (A). Denote by V n,m the elements in G which are products of ≤ m elementary matrices. Then it follows from [Sha99p, Corollary 3.5] that (G, V n,m ) has relative Property (T) for all m. It is not known whether, for such A, there exists m such that V n,m = E n (A), the subgroup generated by elementary matrices; this seems to be an open question whenever A has Krull dimension ≥ 2, e.g.
The following proposition is trivial. Proof : The assertion about relative Property (FH) is immediate; that about relative Property (T) is straightforward, using [BHV, Lemma B.1.1] : for every compact subset K of G/N , there exists a compact subsetK of G such that p(K) = K.
2.6. Relative Property (T) and compact generation. It is well-known that a locally compact group with Property (T) is compactly generated. We generalize this result. The following lemma is such a generalization, but we are going to use it to prove something stronger.
Lemma 2.6.1. Let G be a locally compact group, and X ⊂ G such that (G, X) has relative Property (T). Then X is contained in an open, compactly generated subgroup of G.
Proof : For every open, compactly generated subgroup Ω of G, let λ Ω be the quasi-regular rep-
be the Dirac function on G/Ω. Let ϕ Ω be the corresponding coefficient. Then ϕ Ω tends to 1, uniformly on compact subsets, when Ω becomes big. Hence, since the convergence is uniform, for some Ω,
The following theorem shows that, in a certain sense, all the information about relative Property (T) lies within compactly generated subgroups.
Theorem 2.6.2. Let G be a locally compact group, and X ⊂ G a subset. Then (G, X) has relative Property (T) if and only if there exists an open, compactly generated subgroup H such that X ⊂ H and (H, X) has relative Property (T).
Proof : By Lemma 2.6.1, there exists Ω ⊃ X an open, compactly generated subgroup. Let (K i ) be an increasing net of open, relatively compact subsets, covering G, and denote by H i the subgroup generated by K i . We can suppose that Ω ⊂ H i for all i.
Suppose by contradiction that, for every i, (H i , X) does not have Property (T). Then, using Lemma 2.2.6, for all i and all n, there exists a normalized, continuous positive definite function
we can extend ϕ i,n to all of G, by sending the complement of H i to 0. It is clear that the net (ϕ i,n ) tends to 1 uniformly on compact subsets of G, but inf X ϕ i,n ≤ 1/2. This contradicts that (G, X) has Property (T).
H-metric. First recall that a length function on a group G is a function
Also observe that a pointwise limit of length functions is a length function. If follows that the upper bound of a family of length functions, provided that it is everywhere finite, is a length function. Now let G be a locally compact, compactly generated group, and K a relatively compact, open generating subset.
Define Ψ K as the upper bound of all (continuous, real-valued) conditionally negative definite functions ψ such that ψ ≤ 1 on K.
Recall that if ψ is a real-valued conditionally negative definite function, then ψ 1/2 is a length function. It follows that Ψ
1/2
K is a length function. It is easily checked that it defines a separated metric on G, whose closed balls are closed (for the initial topology). We call it the H-metric.
It is easy to observe that if K and L are two open, relatively compact generating subsets, then there exist constants A,
Accordingly, the identity map defines a bi-Lipschitz map between these two metrics, and the choice of K is not essential at all. Proposition 2.7.1. Let G be a locally compact, compactly generated group, and X a subset. Then (G, X) has relative Property (T) if and only if X is bounded for the H-metric.
Proof : First recall that, since G is σ-compact, relative Property (T) and relative Property (FH) are equivalent by Theorem 2.3.3.
If X is bounded for the H-metric, and ψ is a (continuous, real-valued) conditionally negative definite function on X, then, for some constant α > 0, αψ ≤ 1 on K. So ψ ≤ α −1 Ψ K which is bounded on X, and thus (G, X) has relative Property (FH) .
Conversely, suppose that X is not bounded for the H-metric. Then there exist a sequence of (continuous, real-valued) conditionally negative definite functions ψ n , bounded by 1 on K, and a sequence x n of X such that ψ n (x n ) ≥ 4 n . Set ψ = 2 −n ψ n . Since the convergence is uniform on compact subsets, ψ is a well-defined continuous conditionally negative definite function on G, and ψ(x n ) ≥ 2 n , so that ψ is not bounded on X, and (G, X) does not have relative Property (FH) .
Corollary 2.7.2. Let G be a locally compact, compactly generated group.
1) G has Property (T) is and only if it is bounded for the H-metric. 2) G has the weak dual Riemann-Lebesgue Property if and only if it is proper for the H-metric (that is, the balls for the H-metric are compact for the initial topology).
It is maybe interesting comparing the H-metric with the word metric (relative to any compact generating set). A result in this direction was communicated to us by V. Lafforgue: if G does not have Property (T), if L K denotes the word length with respect to the compact generating set K, and
K is the length in the H-metric, then, for every 0 < C < 1/2, there exists a sequence
3. Relative Property (T) in Lie groups and p-adic algebraic groups 3.1. Preliminaries. Given a locally compact group G, we can naturally raise the problem of determining for which subsets X the pair (G, X) has relative Property (T).
Here is a favourable case, where the problem is completely solved.
Lemma 3.1.1. Let G be a locally compact group, and N a normal subgroup such that (G, N ) has relative Property (T) and G/N is Haagerup. Let X be any subset of G.
Then (G, X) has relative Property (T) if and only if the image of X in G/N is relatively compact.
Proof : The condition is clearly necessary, since relative Property (T) is inherited by images. Conversely, if the image of X in G/N is relatively compact, there exists a compact subset
Let ψ be a continuous, conditionally negative definite function on G. Then ψ is bounded on N and on K, hence on KN , hence on X. This proves that (G, X) has relative Property (FH) . In view of Theorem 2.3.3, this is sufficient if G is σ-compact. Actually, we can reduce to this case: indeed, by Theorem 2.6.2, there exists an open, compactly generated subgroup H of G, which contains N and can be supposed to contain K, such that (H, N ) has relative Property (T).
Recall the key result, due to Shalom [Sha99t, Theorem 5.5 ] (see also [BHV, Section 1.4] ). This result allows to prove relative Property (T) for certain normal abelian subgroups. Since we also deal with nilpotent subgroups, we use the following proposition, which generalizes [CCJJV, Proposition 4.1.4] . 
T). Then (G, N ) has Property (T).
Proof : It suffices to show that (G, Z) has relative Property (T). Indeed, since the pairs (G, Z) and (G/Z, N/Z) have relative Property (T), it then follows by Proposition 2.5.4 that (G, N ) has relative Property (T). We use an argument similar to the proof of [Wang, Lemma 1.6] . To show that (G, Z) has relative Property (T), we use the characterization by nets of irreducible representations (see Theorem 2.4.3) . Let π i be a net of irreducible representations of G converging to the trivial representation: we must show that eventually π i factorizes through Z. Let π i be the contragredient representation of π i . Then π i ⊗ π i converges to the trivial representation. By irreducibility, π i is scalar in restriction to Z, hence π i ⊗ π i is trivial on Z, so factors through G/Z. Since (G/Z, N/Z) has Property (T), the restriction to N of π i ⊗ π i eventually contains the trivial representation. By a standard argument [BHV, Appendix 1] , this means that π i | N eventually contains a finite-dimensional representation ρ i .
Remark that ρ i (N ) is a compact Lie group; so it is, by assumption, abelian. This means that [N, N ] acts trivially; hence Z does so as well: ρ i is trivial on Z. Hence, for large i, π i has nonzero Z-invariants vectors; by irreducibility, π i is trivial on Z. Accordingly (G, Z) has Property (T).
We shall use the following well-known result of Furstenberg [Fur] .
Theorem 3. 1.4 (Furstenberg) . Let K be a local field, V a finite dimensional K-vector space. Let G ⊂ PGL(V ) be a Zariski connected (but not necessarily Zariski closed) subgroup, whose closure is not compact. Suppose that G preserves a probability µ on the projective space P (V ). Then there exists a proper projective subspace W P (V ) such that µ(W ) = 1.
Remark 3.1.5. Observe that a subgroup of PGL(V ) preserves an invariant mean on P (V ) if and only if it preserves a probability: indeed, a mean gives rise to a normalized positive linear form on L ∞ (P (V )), and restricts to a normalized positive linear form on C(P (V )), defining a probability.
We say that a topological group G is discompact 2 if there is no nontrivial morphism of G to a compact group.
Remark 3.1.6. If G is a discompact locally compact group, then it has trivial abelianization. Indeed, it follows that its abelianization is also discompact, so has trivial Pontryagin dual, so it trivial by Pontryagin duality.
Corollary 3.1.7. Let G be a discompact locally compact group. Let V be a finite-dimensional vector space over K, and let G → GL(V ) be any continuous representation. Then G preserves a probability on P (V ) if and only if G has a nonzero fixed point on V .
Proof : If G(K) fixes a point x ∈ V − {0}, then it fixes the Dirac measure at the point Kx of P (V ). Conversely, suppose that G preserves a probability on P (V ). Let W be a G-stable projective subspace, minimal among those such that µ(W ) = 0. Then, by Theorem 3.1.4, the image of G in PGL(W ) is relatively compact, hence trivial since G is discompact. Accordingly, G has a fixed point in P (V ), namely every element of W . Thus G fixed a line Kx in V . The action of G on Kx defines a morphism G → K * ; in view of Remark 3.1.6, G acts trivially on Kx, hence fixes x.
Example 3.1.8.
(1) Let G be a simply connected, simple group over K, of positive K-rank. Then G(K) is discompact. Indeed, G(K) is generated by elements whose conjugacy classes contain 1 in their closure: this follows from the following observations: G(K) is simple [Mar, Chap I, Theorem 1.5.6 and Theorem 2.3.1(a)], and there exists a subgroup of G isomorphic to either SL 2 (K) or PSL 2 (K) [Mar, Chap I, Proposition 1.6.3] . Accordingly, every morphism of G(K) into a compact group has trivial image.
(2) Let G be a connected, noncompact, simple Lie group. Then G is discompact. Indeed, such a group is generated by connected subgroups locally isomorphic to SL 2 (R), hence is generated by elements whose conjugacy class contains 1.
The following proposition is essentially due to M. Burger [Bur, Proposition 7] (see also [Val94, Proposition 2.3] ). Proof : Suppose that (G ⋉ V, V ) does not have Property (T). We can suppose that G is endowed with the discrete topology, so that G ⋉ V is locally compact. By Proposition 3.1.2, G preserves a mean on V * − {0} (recall that there is a GL(V )-equivariant identification between the linear dual V * and the Pontryagin dualV ). So G preserves a mean on P (V * ). Since P (V * ) is compact, this implies that G also preserves a probability on P (V * ) (see Remark 3.1.5). Conversely, suppose, by contradiction that G preserves a probability on P (V * ) and (G ⋉ V, V ) has relative Property (T). By Theorem 3.1.4, the finite index subgroup G 0 of G (its unit component in the inverse image of the Zariski topology from GL(V )) preserves a nonzero subspace W ⊂ V * , such that the image of the morphism G 0 → PGL(W ) has compact closure. Since W is a subspace of V * , W * is a quotient of V . By Corollary 4.1(2) in [Jol] , (G 0 ⋉ V, V ) has relative Property (T), and so has (G 0 ⋉ W * , W * ). This implies that (ρ(G 0 ) ⋉ W * , W * ) also has relative Property (T). But ρ(G 0 ) ⋉ W * is amenable, so that W * is compact, and this is a contradiction. The second assertion follows from Corollary 3.1.7.
Remark 3.1.10. It is worth noting that, in Proposition 3.1.9, and in view of Corollary 3.1.7, relative Property (T) for (G ⋉ V, V ) only depends on the closure (for the ordinary topology) of the image of G in PGL(V ).
Relative Property (T) in algebraic groups over local fields of characteristic zero.
We denote by K a local field of characteristic zero
Here is the main lemma of this subsection.
Lemma 3.2.1. Let G be a linear algebraic K-group, which decomposes as S ⋉ R, where S is semisimple and K-isotropic, and R is unipotent.
relative Property (T).
Proof : Upon replacing S by its universal cover, we can suppose that S is simply connected. We then argue by induction on the dimension of R. If the dimension is zero, there is nothing to prove; suppose R = 1. Let Z be the last nonzero term of its descending central series.
We must check that the hypotheses of Proposition 3.1.3 are fulfilled. Let W be a compact Lie group, and R(K) → W a morphism with dense image: we must show that W is abelian. Since R(K) is solvable, the connected component W 0 is abelian. Moreover, R(K) is divisible, so W/W 0 is also divisible; this implies W = W 0 . Accordingly, by Proposition 3.1.3, since (G(K)/Z(K), R(K)/Z(K)) has relative Property (T) by induction hypothesis, it follows that (G(K), R(K)) has relative Property (T).
Second case:
By Proposition 3.1.9 and in view of Example 3.1.8(1), (G(K), N (K)) has relative Property (T). By the induction assumption,
, has relative Property (T). Hence (G(K), R u (K)) has relative Property (T).
Let G be a linear algebraic group over K. We denote by R u its unipotent radical, and L a reductive Levi factor (so that
where L m (resp. L nm ) includes the centre of L, and the simple factors of rank zero (resp. includes the simple factors of positive rank) 3 . Let R be the radical, S a Levi factor, and decompose it as S c S nc , where S c (resp. S nc is the sum of all factors of rank 0 (resp. of positive rank).
If g is a Lie algebra and h 1 , h 2 are two subspaces, we denote by [h 1 , h 2 ] (resp. [h 1 , h 2 ] v ) the Lie algebra (resp. the subspace) generated by the [ Proof : We can work within the Lie algebra. We first justify that [l nm , r u ] is an ideal: indeed,
It follows that [L nm , R u ] is a normal subgroup of G. By [BS, (5.1) ], the K-conjugacy class of L does not depend of the choice of L. So the same thing holds for L nm (which is K-characteristic in
Let S nh be the sum of all simple factors H of S nc such that H(K) is not Haagerup (equivalently: has Property (T)): these are factors of rank ≥ 2, and also, when K = R, factors locally isomorphic to Sp(n, 1) or
Proof : It follows from Lemma 3.2.2 that [S nc , R] is unipotent. Consider the K-subgroup W = S nc [S nc , R] of G. Applying Lemma 3.2.1 to W , we obtain that (G(K), [S nc , R](K)) has relative Property (T). Since (G(K), S nh (K)) also has relative Property (T) and [S nc , R](K) is a normal subgroup, we obtain that (G(K), R T (K)) has relative Property (T) by Proposition 2.5.1.
To show that R T is a K-characteristic subgroup, we can work modulo the subgroup [S nc , R] which is K-characteristic by Lemma 3.2.2. But, in G/[S nc , R], S nc is a direct factor and can be characterized as the biggest normal subgroup which is connected, semisimple, and isotropic; and S nh is K-characteristic in S nc . It follows that R T is K-characteristic.
Finally, H = G/R T is almost the direct product of a semisimple group H s such that H s (K) is Haagerup, and its amenable radical H m , such that H m (K) is amenable, hence Haagerup. So H(K) is Haagerup, and contains G(K)/R T (K) as a closed subgroup.
So we are in position to apply Lemma 3.1.1.
) has relative Property (T) if and only if the image of
We retrieve a result of Wang (his statement is slightly different but equivalent to this one).
Corollary 3.2.6 (Wang). G(K) has Property (T) if and only if
S nh [S nc , R u ](K) is cocompact in G(K).
Corollary 3.2.7 ([Cor1]). G(K) is Haagerup if and only if
3.3. Relative Property (T) in Lie groups. Let G be a Lie group (connected, even if it is straightforward to generalize to a Lie group with finitely many components), R its radical, S a Levi factor (not necessarily closed), decomposed as S c S nc by separating compact and noncompact factors. Let S nh be the sum of all simple factors of S nc which have Property (T).
Set R T = S nh [S nc , R].
Theorem 3.3.1. R T is a characteristic subgroup of G, G/R T is Haagerup, and (G, R T ) has relative Property (T).
Proof : The first statement can be proved in the same lines as in the algebraic case. It is immediate G/R T that G/R T is locally isomorphic to a direct product M × S where M is amenable and S is semisimple with all simple factors locally isomorphic to SO(n, 1) or SU(n, 1). By [CCJJV, Chap. 4 ], G/R T is Haagerup.
Finally, let us show that (G, R T ) has relative Property (T). First, note that we can reduce to the case when G is simply connected. Indeed, let p :G → G be the universal covering. Then p(H) = H, for H = R, S nc , S nh , whereH is the analytic subgroup ofG which lies over H. If the simply connected case is done, then (G, S nh [ S nc ,R]) has relative Property (T). It follows that (G, p( S nh [ S nc ,R])) also has relative Property (T), and the closure of p( S nh [ S nc ,R]) is equal to R T . Now suppose that G is simply connected. Then the subgroup S nc [S nc , R] is closed and isomorphic to S nc ⋉ [S nc , R]. Arguing as in the proof of Lemma 3.2.1 (using Example 3.1.8(2) instead of (1) So we are again in position to apply Lemma 3.1.1.
Corollary 3.3.2. Let X be a subset of G. Then (G, X) has relative Property (T) if and only if the image of X in G/R T is relatively compact.
We also retrieve a result of Wang in the case of connected Lie groups. Remark 3.3.5. If G is a connected Lie group without the Haagerup Property, the existence of a noncompact closed subgroup with relative Property (T) was proved in [CCJJV] , and later established by another method in [Cor1] , where the result was generalized to linear algebraic groups over local fields of characteristic zero. However, in both cases, the subgroup constructed is not necessarily normal, while R T is.
Corollary 3.3.3 (Wang). The connected Lie group G has Property (T) if and only if
S nh [S nc , R u ] is cocompact in G.
Corollary 3.3.4 ([CCJJV], chap. 4). The connected Lie group G is Haagerup if and only if
Remark 3.3.6. In this remark, given a locally compact group G, we say that a closed, normal subgroup N is a T-radical if G/N is Haagerup and (G, N ) has relative Property (T).
It is natural to ask about the uniqueness of T-radicals when they exist. Observe that if N, N ′ are T-radicals, then the image of N in G/N ′ is relatively compact, and vice versa. In particular, if G is discrete, then all T-radicals are commensurable. This is no longer the case if G is not discrete, for instance, set G = SL(2, Z) ⋉ R 2 . Then the subgroups aZ 2 , for a = 0, are all T-radicals, although two of them may have trivial intersection. We thus see that G does not necessarily have a minimal T-radical.
Let G be a finitely generated solvable group with infinite locally finite centre. Then, every finite subgroup of the centre is a T-radical, but G has no infinite T-radical, so has no maximal T-radical. An example of such group G is the group of matrices of the form
, n ∈ Z, and p a fixed prime. However, if G is a connected Lie group, it can be shown that G has a minimal and a maximal T-radical. The minimal one is R T , as defined above: indeed, if H is a quotient of G with the Haagerup Property, then S nh and [S nc , R] are necessarily contained in the kernel. The maximal one is found by taking the preimage of the maximal normal compact subgroup of G/R T ; it can immediately be generalized to any connected locally compact group.
Remark 3.3.7. Following Shalom [Sha99t] , if G is a topological group and H is a subgroup, we say that (G, H) has strong relative Property (T) if there exists a Kazhdan pair (K, ε) for the pair (G, H) with K finite (and ε > 0). More precisely, this means that every unitary representation with a (K, ε)-invariant vector has a H-invariant vector. In this context, it is natural to equipĜ with the topology inherited from G d , the unitary dual of G d , where G d denotes G with the discrete topology. As for the case of relative Property (T), it can be checked that (G, H) has strong relative Property (T) if and only if, for every net π i in G d which converges to 1, eventually π i has a Hinvariant vector. Then it is straightforward from the proof that Proposition 3.1.3 remains true for strong relative Property (T). On the other hand, Proposition 3.1.2 is actually true with strong Property (T) [Sha99t, Theorem 5.5] . It then follows from the proofs that, if G is a connected Lie group, then (G, R T ) has strong relative Property (T), and similarly for algebraic groups over local fields of characteristic zero.
Framework for irreducible lattices: resolutions
In this section, we make a systematic study of ideas relying on work of Lubotzky and Zimmer [LZi] , and later apparent in [Mar, Chap. III, 6.] and [BL] .
Given a locally compact group G, when can we say that we have a good quantification of Kazhdan's Property (T)? Lemma 3.1.1 provides a satisfactory answer whenever G has a normal subgroup N such that G/N is Haagerup and (G, N ) has relative Property (T). We have seen in Section 3 that this is satisfied in a large class of groups. However, this is not inherited by lattices. A typical example is the case of an irreducible lattice Γ in a product of noncompact simple Lie groups G × H, where G has Property (T) and H is Haagerup. In such an example, although Γ ∩ G = {1}, G can be thought as a "ghost" normal sugroup of Γ, and is the "kernel" of the projection Γ → H. Relative Property (T) for the pair (G × H, G) can be restated by saying that the projection G × H → H is a "resolution". By a theorem essentially due Margulis, this notion is inherited by lattices, so that, in this case, the projection Γ → H is a resolution.
Before giving rigorous definitions, we need some elementary preliminaries.
Q-points.
We recall that an action by isometries α of a topological group G on a metric space X is continuous if the function g → α(g)x is continuous for every x ∈ X. All the functions and actions here are supposed continuous. Let f : G → Q be a morphism between topological groups, with dense image. Recall that, for any Hausdorff topological space X, a function u : G → X factorizes through Q if and only if, for every net (g i ) in G such that f (g i ) converges in Q, u(g i ) converges in X; note that the factorization Q → X is unique.
Definition 4.1.1. Let f : G → Q be a morphism between topological groups, with dense image. Let α be an action of G by isometries on a metric space X. We call x ∈ X a Q-point if the orbital map g → α(g)x factorizes through Q. Proposition 4.1.2. The set X Q of Q-points in X is closed, G-invariant, and the action α Q of G on X Q factorizes through Q.
Proof : The two latter statements are immediate; let us show that X Q is closed. Upon taking the completion, we can suppose that X is complete. Let (y n ) be a sequence in X Q , converging to a point y ∈ X. Write α(g)y n = w n (f (g)), where w n is a continuous function:
, w n (q)). Accordingly, (w n ) is a Cauchy sequence for the topology of uniform convergence on Q. Since X is complete, this implies that (w n ) converges to a continuous function w : Q → X. Clearly, for all g ∈ G, α(g)y = w(f (g)), so that y ∈ X Q .
Proposition 4.1.3. Suppose, moreover, that X is complete. Let x ∈ X. Equivalences:
is Cauchy. Hence, it converges since X is complete. This means that g → α(g)x factorizes through Q, i.e. x ∈ X Q . 
Proof : 1) The first statement is immediate since, for all λ ∈ R, the function (c, c
is continuous (actually 1-Lipschitz) on its domain of definition.
2) If H is the Hilbert space of a unitary representation, then H Q is immediately seen to be a linear subspace, and is closed by Proposition 4.1.2. Note that this also can be derived as a particular case of 1). The nontrivial part of the last statement in 2) follows from Proposition 4. 1.3. 3) is similar.
Lemma 4.1.5. Let G → Q be a morphism with dense image, and
Q is trivial. Let p i denote the natural projections, and write
Resolutions.
Convention 4.2.1. If G → Q is a morphism with dense image, and π is a representation of G factorizing through a representationπ of Q, we write 1 Q ≺ π rather than 1 Q ≺π or 1 ≺π to say thatπ almost has invariant vectors (note that 1 Q ≺ π implies 1 G ≺ π, but the converse is not true in general). Similarly, if (π i ) is a net of representations of G factorizing through representationsπ i of Q, when we write π i → 1 Q , we mean for the Fell topology on representations of Q.
Definition 4.2.2 (Resolutions)
. Let G be a locally compact group, and f : G → Q a morphism to another locally compact group of G, such that f (G) is dense in Q.
We say that f is a resolution (of G) if, for every unitary representation π of G which almost has invariant vectors, then 1 Q ≺ π Q , meaning that π Q , viewed as a representation of Q, almost has invariant vectors (in particular, π Q = 0). We call f a Haagerup resolution if Q is Haagerup.
The definition of resolution generalizes the notion of relative Property (T) of a normal subgroup, since G → G/N is a resolution if and only if (G, N ) has relative Property (T). The converse of Corollary 4.2.4 is more involved, and is proved (Theorem 4.7.11) under the mild hypothesis that G is σ-compact.
Thus, a resolution allows to convey properties about the the neighbourhood of 1 Q inQ into properties about the the neighbourhood of 1 G inĜ. For instance, this illustrated by Property (τ ) (see Section 4.5).
The following proposition generalizes the fact that relative Property (T) is inherited by extensions (Proposition 2.5.4), and is one of our main motivations for having introduced resolutions. Proof : The condition is trivially sufficient. Suppose that (Q, X) has relative Property (T). Fix ε > 0, and let π be a unitary representation of G such that 1 G ≺ π. Since G → Q is a resolution, 1 Q ≺ π Q . Hence, by Property (T), π Q has a (f (X), ε)-invariant vector; this is a (X, ε)-invariant vector.
Recall that a morphism between locally compact spaces is proper if the inverse image of any compact subset is compact. A morphism between locally compact groups is proper if and only if it is the quotient by a compact normal subgroup.
Corollary 4.2.6. Let f : G → Q be a Haagerup resolution. Then for every X ⊂ G, (G, X) has relative Property (T) if and only if f (X) is compact. Accordingly, either f is a proper morphism, so that G is also Haagerup, or there exists a noncompact closed subset X ⊂ G such that (G, X) has relative Property (T). In particular, G satisfies the TH alternative.
The following theorem generalizes compact generation of locally compact groups with Property (T) [Kaz] ; in this more specific direction, it generalizes Proposition 2.8 of [LZi] .
Theorem 4.2.7. Let f : G → Q be a resolution. Then G is compactly generated if and only if Q is.
We need the following lemma, which is also used later.
Lemma 4.2.8. Let f : G → Q be a morphism with dense image between topological groups, and let Ω be an open neighbourhood of 1 of Q. Then, for all
If all ε i are chosen sufficiently close to 1, then v 0 ∈ Ω and u i ε i ∈ Ω for all i; by density of f (G), we can also impose that u i ε i ∈ f (G) for all G. We fix ε 1 , . . . , ε n so that all these conditions are satisfied. Since
Proof of Theorem 4.2.7. If G is compactly generated, so is Q (only supposing that the morphism has dense image). Indeed, if K is a compact generating set of G, then f (K) generates a dense subgroup of Q. It follows that, if K ′ is a compact subset of Q containing f (K) in its interior, then K ′ generates Q. Conversely, suppose that Q is compactly generated, and let Ω be an open, relatively compact generating set. For every open, compactly generated subgroup H of G, let ϕ H be its characteristic function. Then, when H becomes big, ϕ H converges to 1, uniformly on compact subsets of G. Since (G, f −1 (Ω)) has relative Property (T) by Proposition 4.2.5, it follows that f −1 (Ω) is contained in a compactly generated subgroup H of G. By Lemma 4.2.8,
Lattices and resolutions. The following theorem generalizes the fact that Property (T) is inherited by lattices.
Theorem 4.3.1. Let G be a locally compact group, N a closed, normal subgroup. Suppose that (G, N ) has relative Property (T) (equivalently, the projection f : G → G/N is a resolution). Let H be a closed subgroup of finite covolume in G, and write Q = f (H). Then f : H → Q is a resolution.
Theorem 4.3.1 is a slight strengthening of [Mar, Chap. III, (6. 3) Theorem]. To prove it, we need the following lemma, all of whose arguments are borrowed from [BL] . Remark 4.3.3. The conclusion of Lemma 4.3.2 is false if we drop the assumption that (G, N ) has relative Property (T), as the following example shows. Set G = Z × R/Z, N = Z × {0}, and H the cyclic subgroup generated by (1, α) , where
The projection p : H → R/Z has dense image. Hence, the Pontryagin dual morphism:p : Z ≃ R/Z → H * ≃ R/Z also has dense image. Take a sequence (χ n ) of pairwise distinct nontrivial characters of R/Z such thatp(χ n ) tends to 0. Then the direct sum π = χ n does not weakly contain the trivial representation (otherwise, since R/Z has Property (T), it would contain the trivial representation), but π • p| H weakly contains the trivial representation 1 H .
We can now combine the results of Section 3 with Theorem 4.3.1. Let G be a finite direct product of Lie groups and algebraic groups over local fields of characteristic zero:
, where R T is defined in Sections 3.2 and 3.3. Observe that, by Theorems 3.3.1 and 3.2.4, (G, R T ) has relative Property (T) and G/R T is Haagerup. Denote by f : G → G/R T (G) the quotient morphism. 
Proof : H has a C 0 -representation π with almost invariant vectors. So π • f almost has invariant vectors, so, upon passing to a subrepresentation, we can suppose that π • f factorizes through a representationπ of Q. We fix a normalized coefficient
This implies that f (g i ) is bounded in H, since ϕ is a C 0 function. Let K be the set of all limits of f (g i ) for such nets (g i ). Then K is a compact, normal subgroup of H (it is normal thanks to the density of f (G) in H).
Let q be the projection: H → H/K. We claim that q • f factorizes through f . Indeed, if (g i ) is a net in G such that (f (g i )) is Cauchy in Q, then q • f is also Cauchy in H/K. This implies that q • f factorizes through Q.
4.5.
Applications to Property (τ ) and related properties. Recall that a representation of a group is said to be finite if its kernel has finite index.
Definition 4.5.1. We recall that a topological group G has Property (τ ) (resp. (τ F D ) if for every net (π i ) of finite (resp. finite dimensional) irreducible unitary representations of G which converges to 1 G , eventually π i = 1 G .
We say that a topological group G has Property (FH F D ) if every isometric action of G on a finite-dimensional Hilbert space has a fixed point. Equivalently, every finite-dimensional unitary representation has vanishing 1-cohomology.
We say that a topological group G has Property (FH F ) if every finite unitary representation has vanishing 1-cohomology.
The topological group G has Property (FAb R ) (resp. (FAb)) if for every closed subgroup of finite index H of G, Hom(H, R) = 0 (resp. Hom(H, Z) = 0).
It turns out that Properties (FH F ) and (FAb R ) are equivalent. This is shown in [LZu] 6 using induction of unitary representations and Shapiro's Lemma. Alternatively, this can be shown using induction of affine representations.
Note also that (FAb R ) implies (FAb), and they are clearly equivalent for finitely generated groups; while R or Q satisfy (FAb) but not (FAb R ). Property (τ ) clearly implies (FAb) [LZu] ; it is there observed that the first Grigorchuk group does not have Property (τ ), but has Property (FH F D ) since all its linear representations are finite. However, no finitely presented group is known to satisfy (FAb) but not Property (τ ).
We provide below an example of finitely generated group which has Property (τ ) (hence (FH F )) but not (FH F D ). We do not know if this is the first known example.
We begin by a general result.
Proposition 4.5.2. Let G, Q be locally compact, and G → Q be a resolution. Let (P) be one of the Properties:
(FH F D ). Then G has Property (P) if and only Q does.
Proof : In all cases, Property (P) for G clearly implies Property (P) for Q.
Let us show the converse. For (T), (τ ), and (τ F D ) this follows directly from Proposition 4.2.3. Suppose that G does not have Property (F Ab). Let N ⊂ G be a closed normal subgroup of finite index such that Hom(N, Z) = 0. Let M be the kernel of a morphism of N onto Z, and set K = g∈G/N gM g −1 . Then K is the kernel of the natural diagonal morphism N → g∈G/N N/gM g −1 ≃ Z G/N . It follows that N/K is a nontrivial free abelian group of finite rank, and K is normal in G, so that H = G/K is infinite, finitely generated, virtually abelian. Since H is Haagerup, by Theorem 4.4.1, Q maps onto the quotient of H by a finite subgroup F . Since H/F is also infinite, finitely generated, virtually abelian, Q does not have Property (FAb).
The case of Property (FAb R ) can be proved similarly; since (FAb R ) is equivalent to (FH F ) which is treated below, we omit the details.
Suppose that G does not have Property (FH F D ) . Let G act isometrically on a Euclidean space E with unbounded orbits, defining a morphism α : Isom(E). Set H = α(G). Since Isom(E) is Haagerup, so is H. By Theorem 4.4.1, H has a compact normal subgroup K such that Q has a morphism with dense image into H/K. Observe that the set of K-fixed points provides an action of H/K on a non-empty affine subspace of E, with unbounded orbits. So Q does not have Property (FH F D ) .
The case of Property (FH F ) can be treated similarly, noting that α maps a subgroup of finite index to translations, and this is preserved after restricting to the action on an affine subspace.
Remark 4.5.3. The case of Property (FH F D ) in Proposition 4.5.2 contains as a particular case Theorem B in [BL] , without making use of the Vershik-Karpushev Theorem, while the proof given in [BL] does. Proposition 4.5.2 justifies why we do not have restricted the definitions of Property (τ ), etc., to discrete groups (as is usually done), since in many cases, when we have a resolution G → Q, Q is non-discrete. For instance, all these properties are easy or trivial to characterize for connected Lie groups. Proof : Since G has no proper closed finite index subgroup, 1) and 2) are immediate.
3) The condition is clearly necessary. Conversely, suppose that Hom(G, R) = 0. Let W be the intersection of all kernels of finite-dimensional unitary representations of G. Clearly, it suffices to show that G/W has Property (τ F D ) . By [Dix, Théorème 16.4 .6], G/W ≃ R n × K for some compact group K. The assumption then implies n = 0, so that G/W is compact, so that G has Property (τ F D ) . 4) Suppose that G does not have Property (FH F D ). Let K be a compact normal subgroup of G such that G/K is a Lie group [MZ] . Then there exists an unbounded isometric affine action of G on some Euclidean space. Upon restricting to the orbit of a K-fixed point, we can suppose that K is contained in the kernel N of this action. Necessarily, the Lie group G/N is not compact, and amenable since it embeds in the amenable Lie group O(n) ⋉ R n . Conversely, suppose G has a noncompact amenable quotient H. Since H does not have Property (T), by a result of Shalom [Sha00] (see [BHV, Section 3.2] ), there exists an irreducible unitary representation π of H with non-vanishing 1-reduced cohomology. By [Mart, Theorem 3 
Proof : Note that SO n (C) and SO n (C) ⋉ C n have Property (T). Since Γ is an irreducible lattice in the Lie group (SO n (R) ⋉ R n ) × (SO n (C) ⋉ C n ), it is finitely presentable, and, moreover, by Theorem 4.3.1, Γ → SO n (R) ⋉ R n is a resolution. By Proposition 4.5.4, SO n (R) ⋉ R n has Property (τ F D ). Thus Γ also has Property (τ F D ) by Proposition 4.5.2. On the other hand, the embedding of Γ in SO n (R) ⋉ R n provides an isometric action of Γ with unbounded orbits on the n-dimensional Euclidean space.
Remark 4.5.6. It is asked in [LZi] whether there exists a finitely generated group with Property (τ F ) but not (τ F D ). Obvious non-finitely generated examples are Q and R. It may be tempting to find a finitely generated group Γ with a resolution Γ → R, but unfortunately no such Γ exists. Indeed, since Γ is discrete and Hom(Γ, R) = 0, there exists a discrete, nontrivial, torsion-free abelian quotient Λ of Γ. By Theorem 4.4.1, there exists a factorization: R → Λ, necessarily surjective. This is a contradiction since R is connected.
4.6. Subgroups of simple Lie groups. Let G be a connected simple Lie group, with Lie algebra g. We are interested in subgroups Γ ⊂ G, viewed as discrete groups.
1) If g is isomorphic to sl 2 (R) ≃ so(2, 1) ≃ su(1, 1), sl 2 (C) ≃ su(3, 1), or so 3 (R), then every Γ ⊂ G is Haagerup [GHW, Theorem 5.1] .
2) If G has Property (T) and g ≃ / so 3 (R), then there exists Γ ⊂ G with Property (T): if G is noncompact, take any lattice. If G is compact, this is due to Margulis [Mar, chap. III, Proposition 5.7] . We recall the simple argument: writing G = H(R) with H absolutely simple, defined over Q,
is an irreducible lattice in G × H(C) [BoHC] . By the assumption on G, H has C-rank ≥ 2, so that H(C) has Property (T). It follows that the projection of H(Z [2 1/3 ]) on G is a dense subgroup with Property (T).
3) If g ≃ so(n, 1) with n ≥ 5 or g ≃ su(n, 1) with n ≥ 3, then then there exists Γ ⊂ G with Property (T): it suffices to observe that G contains a subgroup locally isomorphic to SO(n) (n ≥ 5) or SU(n) (n ≥ 3), and such a subgroup contains an infinite subgroup with Property (T) by 2).
4) There are only two remaining cases: g ≃ so(4, 1) and g ≃ su(2, 1). We are going to show that the behaviour there is different from that in preceding examples.
The only result already known is that if g ≃ so(4, 1) or g ≃ su(2, 1), then no infinite Γ ⊂ G can have Property (T); this follows from 1) since such Γ would be contained in a maximal compact subgroup. This result is generalized in the following theorem.
Theorem 4.6.1. Let G be a connected Lie group, locally isomorphic to either SO(4, 1) or SU(2, 1) . Proof : Fix a subset X ⊂ Γ such that (Γ, X) has relative Property (T). We make a series of observations. a) First note that G is Haagerup, a fact due to [FH] (and [CCJJV, Chap. 4] in the case of SU (2, 1)). By relative Property (T), X must compact. Denote by h the Lie algebra of Γ.
b) Suppose, in this paragraph b), that Γ is dense in G, i.e. h = g; and suppose that X is a normal subset. Then X is a compact, normal subset in G. Let Z be the centre of G, and fix h ∈ X. Then the conjugacy class of h in G/Z is relatively compact. Let M be the symmetric space associated to G/Z, and fix y ∈ M . Then the function g → d(ghg −1 y, y) is bounded, so that h has bounded displacement length. Since M is CAT(−1) and geodesically complete, this implies that h acts as the identity, i.e. h ∈ Z. Accordingly, X ⊂ Z, so that X is discrete. Since it is relatively compact, it is finite. This proves 3). c) Suppose that Γ is Zariski dense modulo Z, but not dense. Then Γ is discrete. Indeed, Γ is contained in the stabilizer W of h for the adjoint action. Since W is Zariski closed modulo Z, this implies that h is an ideal in g, so that, since h = g and g is simple, h = {0}, i.e. Γ is discrete. Since G is Haagerup, this implies that Γ is Haagerup. d) Now suppose that Z = 1 and Γ is not Zariski dense. Let N be the Zariski closure of Γ. Let R u be the unipotent radical of N , and L = CS a Levi factor, with abelian part C, and semisimple part S. The possibilities for simple factors in S are rather restricted. The complexification G C is isomorphic to either PSO 5 (C) or PSL 3 (C). In both cases, by a dimension argument, the only possible simple subgroups of G C are, up to isogeny, SL 2 (C), and maybe SL 3 (C) in PSO 5 (C); however, sl 3 (C) does not embed in so 5 (C) as we see, for instance, by looking at their root systems. So the only possible factors in S are, up to isogeny, SL 2 (C), SL 2 (R), and SO 3 (R). By [GHW, Theorem 5.1] , the image of Γ in N/R u is Haagerup, so that the image of X in H/R u is finite. e) We keep the assumptions of d), and suppose moreover that X = Λ is a subgroup. Since Λ is relatively compact, and R u is unipotent, Λ ∩ R u = {1}. Since we proved in d) that the image of Λ in N/R u is finite, this implies that Λ is finite. Now let us drop the assumption Z = 1. Then the image of Λ modulo Z is finite, so that, by the case Z = 1, Λ is virtually contained in Z. This implies that Λ is discrete, hence finite since it is also relatively compact.
In view of c), d), and e), 2) is now proved; observe that 1) is an immediate consequence of 2) and 3).
f) Now suppose that g ≃ su (2, 1) , and let us prove 4). Observe that 5) is an immediate consequence of 3) and 4).
We first suppose that Z = 1, and that Γ is not Zariski dense. So we continue with the notation of d). Write S = S c S nc by separating compact and noncompact simple factors.
Suppose that S c = 1. This is a compact subgroup, so, upon conjugating, we can suppose that it is contained in the maximal subgroup PS(U(2) × U (1)). The Lie algebra of S c is identified with su(2).
Claim 4.6.2. The only proper subalgebra of su(2, 1) properly containing su (2) is s(u(2) × u (1)).
Proof of the claim:
Otherwise, we claim that the action of k on C 3 is irreducible. Let us consider the decomposition C 3 = C 2 ⊕ C. Let A be the C-subalgebra of M 3 (C) generated by k. Since the action of su (2) on C 2 is irreducible, A contains M 2 (C) × M 1 (C). In particular, the only possible stable subspaces are C 2 and C. Now observe that since they are orthogonal to each other, if one is stable by k, then so is the other. So, if k does not act irreducibly, it preserves these subspace; this means that k ⊂ s(u(2) × u (1)).
By the claim, N is virtually isomorphic to a connected Lie group locally isomorphic to either SO 3 (R) or SO 3 (R) × R. So, by [GHW, Theorem 5.1] , Γ is Haagerup.
Otherwise, S c = 1. Since G is Haagerup, by [CCJJV, Chap. 4] (or Corollary 3.3.4) , [S nc , R u ] = {1} so that S nc is, up to a finite kernel, a direct factor of N . Since we have proved in d) that the only possible simple factor appearing in S nc are locally isomorphic to SL 2 (R) or SL 2 (C), 8 in view of [GHW, Theorem 5.1] , this implies that Γ has a subgroup of finite index which is Haagerup, so that Γ is Haagerup.
Finally let us drop the hypothesis Z = 1. Let N be the preimage in G of the Zariski closure of Γ in G/Z. There are two possible cases:
• N has finitely many connected components. Then, by [Cor1, Theorem 3.13] (which relies on similar arguments), every subgroup of N is Haagerup for the discrete topology.
• N has infinitely many connected components. Then N is almost the direct product of Z and N/Z, so that, by the case Z = 1, every subgroup of N is Haagerup for the discrete topology.
The following proposition shows that the statements in Theorem 4.6.1 are, in a certain sense, optimal: in 1), the assumption that Λ be a normal subgroup cannot be dropped, etc.
A similar example can be constructed in SO(4, 1), projecting an irreducible lattice from SO(4, 1)× SO 5 (C). Since SO(4, 1) has finite fundamental group, we do not have to care with some of the complications of the previous example.
2) Observe that SO(4, 1) has a subgroup isomorphic to SO 3 (R) ⋉ R 3 . Indeed, if we write SO(4, 1) as {A, which is isomorphic to SO 3 (R) ⋉ R 3 : 3 ∩ B is a normal subset in Γ. Now observe that Γ is contained in P , hence is contained in the unit component SO 0 (4, 1). The only other connected Lie group with Lie algebra so(4, 1) is its universal covering (of degree 2); taking the preimage of Γ and X, we obtain the required pair with relative Property (T). 
Suppose that X is contained in another ball
Proof : Suppose the contrary, so that d 
denote by u(t) this expression. By an immediate calculation, u(t) is minimal for t = t 0 = (d 2 + r 2 − r ′2 )/(2d 2 ), which belongs to ]0, 1] by assumption. Since u(0) = r 2 , it follows that u(t 0 ) < r 2 . Since this is true for all z ∈ B ′ (c, r) ∩ B ′ (c ′ , r ′ ), this implies that X is contained in a closed ball of radius u(t 0 ) 1/2 < r, contradiction. Proof : Suppose that c / ∈ K, and let p be its projection on
Taking the limit, after dividing by t, when
). This contradicts the minimality of r.
Lemma 4.7.3. Let M be a complete CAT(0) space. Let (F n ) be a decreasing sequence of nonempty closed convex bounded subsets. Then F n = ∅.
Proof : Let B ′ (c n , r n ) be the ball of minimal radius containing F n . Observe that c n ∈ F n by Lemma 4.7.2. Moreover, (r n ) is non-increasing, hence converges.
On the other hand, if m ≤ n, then F n ⊂ F m . Applying Lemma 4.7.1, we get d(c n , c m ) 2 ≤ r 2 n −r 2 m . Therefore, (c n ) is Cauchy, hence has a limit c, which belongs to F n . Theorem 4.7.4. Let f : G → Q be a morphism with dense image between locally compact groups. Let G act by isometries on a complete CAT(0) space M .
Suppose that there exists a neighbourhood Ω of 1 in Q, such that, for some w ∈ M , f −1 (Ω)w is bounded. Then M Q is nonempty.
Proof : Let (Ω n ) be a sequence of compact symmetric neighbourhoods of 1 in Q, contained in Ω, such that Ω n+1 · Ω n+1 ⊂ Ω n for all n. Set V n = f −1 (Ω n ). By the assumption on Ω, V n ·w is bounded for all n. Let B ′ (c n , r n ) be the minimal ball containing V n · w. Note that the sequence (c n ) is bounded since d(c n , w) ≤ r n ≤ r 0 for all n.
Then, for all g ∈ V n+1 , g
Specializing this inequality to g = 1, we obtain d(c n+1 , c n ) ≤ 2r 0 (r n − r n+1 ), and combining the two previous inequalities, we get, for all g ∈ V n+1 ,
Set u(n) = sup{2 2r 0 (r m − r m+1 ), m ≥ n}. Since (r n ) is non-increasing and nonnegative, r n − r n+1 → 0, so that u(n) → 0.
Note that, for all g, the function x → d(x, gx) is continuous and convex on M [BrHa, Chap. II, Proposition 6.2]. It follows that F n = {v ∈ H , ∀g ∈ V n+1 , d(v, gv) ≤ u(n)} is closed and convex. Set K n = F n ∩ B ′ (w, r 0 ). Then (K n ) is a decreasing sequence of closed, convex, bounded subsets of M , nonempty since c n ∈ K n . By Lemma 4.7.3, K n is nonempty; pick a point y in the intersection. We claim that y ∈ X Q : to see thus, let us appeal to Proposition 4.1.3. Let g i be a net in G such that f (g i ) → 1.
Set n i = sup{n, g i ∈ Ω n+1 } ∈ N ∪ {∞}. Then n i → ∞ since all Ω n are neighbourhoods of 1 in Q, and d(y, g i y) ≤ u(n i ) for all i (where we set u(∞) = 0). It follows that d(y, g i y) → 0. By Proposition 4.1.3, y ∈ X Q .
Definition 4.7.5. Let f : G → Q be a morphism with dense image between locally compact groups. We call it an affine resolution if, for every isometric action of G on an affine Hilbert space, there exists an affine G-invariant subspace such that the action of G on this subspace factorizes through Q.
Theorem 4.7.6. Let G, Q be locally compact groups, f : G → Q be a morphism with dense image.
Proof : (3) is an immediate consequence of (4). The converse actually follows immediately from Theorem 4.7.4. The implication (1)⇒(2) has been proved in Proposition 4.2.5, and (2)⇒(3) follows from Theorem 2.3.3.
Hence, suppose that G (hence Q) is σ-compact, and that G → Q is an affine resolution.
Claim 4.7.7. For every unitary representation π of G such that 1 G ≺ π, π Q = 0.
Proof : Let π be a unitary representation of G on a Hilbert space H , such that 1 G ≺ π. We must show that π Q = 0. If 1 ≤ π, this is trivially satisfied. So we can suppose that 1 π. By a result of Guichardet which uses σ-compactness, (see [BHV, Theorem 2.13 .
, and let α be the associated affine action. Since f is an affine resolution, α Q is a nonempty closed affine subspace V of H . Then V is not reduced to a point {v}: otherwise, v would be a fixed point for the action of G, contradicting b / ∈ B 1 (G, π). Hence the linear part of α Q is a nonzero subrepresentation of π, so that π Q is nonzero.
Let π be a unitary representation of G on a Hilbert space H , such that 1 G ≺ π. We must show that 1 Q ≺ π Q . Again, since the case when 1 ≤ π is trivial, we suppose that 1 π. Let ρ be the orthogonal of π Q . By the claim, 1 G ⊀ ρ. It follows that 1 G ≺ π Q , so that we can suppose that π = π Q , i.e. π factorizes through a representationπ of Q.
Claim 4.7.8. The natural continuous morphismf :
Proof : It is clearly injective. Let b ∈ Z 1 (G, π). Since f is an affine resolution, one can write
factorizes through Q and v ∈ H . Since π also factorizes through Q, this implies that so does b, meaning that b belongs to Im(f ).
Since G and Q are σ-compact, Z 1 (G, π) and Z 1 (Q,π) are Fréchet spaces. Sincef : Proof : Let Ω be a compact neighbourhood of 1 in Q, and set V = f −1 (Ω). Fix x ∈ M , and set ψ(g) = i(gx)
2 . Then ψ is conditionally negative definite on G. By Proposition 4.2.5, ψ is bounded on V . This implies that the hypothesis of Theorem 4.7.4 is fulfilled.
There are many metric spaces for which there automatically exists such an equivariant embedding; namely, those metric spaces M which have a Isom(M )-equivariant embedding in a Hilbert space. Thus the hypotheses of Corollary are satisfied, for instance when
• M is a Hilbert space, • M is a tree, or a complete R-tree [HV, Chap. 6, Proposition 11] .
• M is a real or complex hyperbolic space (maybe infinite-dimensional) [FH] , • M is a finite-dimensional CAT(0) cube complex. For instance:
Corollary 4.7.10. Let G, Q be locally compact groups, and let f : G → Q be a resolution. Then G has Property (FA) if and only if Q does.
Proof : If G has Property (FA), so does Q. Let us show the converse. By a result of Alperin and Watatani (see [HV, Chap. 6] ), every tree equivariantly embeds in a Hilbert space (more precisely, the distance is a conditionally negative definite kernel). It follows that, for every action of G on a tree, there exists a nonempty G-invariant subtree on which the action factorizes through Q. The result immediately follows. Proof : The condition is clearly necessary. Suppose that it is satisfied. Let us show that (2) of Theorem 4.7.6 is satisfied, and let us use Theorem 2.4.3. Fix ε > 0, let X ⊂ G be such that f (X) is compact, and let (π i ) be a net of irreducible representation of G converging to 1 G . Then eventually π i factorizes through a representationπ i of Q, andπ i → 1 Q . Since f (X) is compact, this implies that, eventually,π i has a (f (X), ε)-invariant vector, so that π i has a (X, ε)-invariant vector.
4.8. Preresolutions.
Definition 4.8.1. Let f : G → Q be a morphism between locally compact, with dense image. We say that f is a preresolution if, for every unitary representation π if G, 1 G ≺ π implies π Q = 0. We say that f satisfies Condition (K) if, for every unitary representation π of Q, if 1 G ≺ π • f , then 1 Q ≺ π.
Note that Condition (K) is satisfied whenever G → Q is the quotient by a normal subgroup. On the other hand, if Z → R/Z is any dense embedding, it is easy to check that it does not satisfy Condition (K) (see Remark 4.3.3).
By definition, f is a resolution if and only if it is a preresolution and satisfies Condition (K). It is natural to ask whether Condition (K) is actually redundant in this definition.
We show that the answer is positive when G is σ-compact. However, we need some preliminary results. (ii) There exists a "Kazhdan pair" (K, ε), K compact in G, and ε > 0, such that every representation of G with a (K, ε)-invariant vector has a nonzero subrepresentation which factorizes through Q.
(iii) For every set R of unitary representations of G which do not contain a nonzero subrepresentation which factorizes through Q, 1 G is isolated in R ∪ {1 G }.
Proof : (iii)⇒(ii). If (ii) is not satisfied, choose, for every (K, ε), K compact, ε > 0, a representation π K,ε which does not contain a nonzero subrepresentation factorizing through Q. Then 1 G is not isolated in 1 G ∪ {π K,ε , varying (K, ε)}; this contradicts (iii).
(ii)⇒(i) is trivial. (i)⇒(iii). If (iii) is not satisfied, let π i → 1 G , where π i does not contain a nonzero subrepresentation factorizing through Q. Then 1 G ≺ π i , so that π i contains a subrepresentation ρ which factorizes through Q. By Lemma 4.1.5, so does π i for some i. This is a contradiction.
If f : G → Q is a morphism between topological groups, we say that X ⊂ G is Q-compact (resp. Q-relatively compact) if f (X) (resp. f (X)) is compact. .
hence |ϕ(g) − ϕ ′ (g)| ≤ ξ − ξ ′ ( ξ + ξ ′ ) by the Cauchy-Schwarz inequality. The second assertion is obtained by an immediate calculation. Proof : Write ξ = ξ 1 + ξ 2 , with ξ 1 = P ξ. For every g ∈ K, ξ − π(g)ξ ≤ δε ξ . Since the representation (H Q ) ⊥ has no subrepresentation which factorizes through Q, there exists g ∈ K such that ε ξ 2 ≤ ξ 2 − π(g)ξ 2 . Hence
Since ξ 2 = ξ − P ξ, this gives ξ − P ξ ≤ δ ξ . The second inequality follows easily, and the statement on positive definite functions follows by Lemma 4.8.3 and a GNS construction.
As a corollary, we get: Proof : By Schönberg's Theorem, for every t > 0, e −tψ is definite positive; moreover, it tends to 1, uniformly on compact subsets, when t → 0. By Corollary 4.8.5, there exists, for every t > 0, a normalized positive definite function ϕ t such that e −tψ − ϕ t ∞ → 0. For some fixed t > 0, e −tψ −ϕ t ≤ 1/4. Since ϕ t factorizes through a continuous function on Q, there exists a symmetric, open neighbourhood A of 1 in Q such that |1 − ϕ t | ≤ 1/4 on f −1 (A). Hence 1 − e −tψ ≤ 1/2 on f −1 (A), so that ψ ≤ log(2)/t on f −1 (A).
Theorem 4.8.7. Let G be a locally compact group, f : G → Q be a preresolution. Then f satisfies Condition (3) of Theorem 4.7.6, namely, (G, B) has relative Property (FH) for every Q-compact subset B of G.
Proof : Let ψ be a conditionally negative definite function on G. Let K be a compact subset of Q, and let us show that ψ is bounded on f −1 (K). Let A be as in Lemma 4.8.6, so that ψ is bounded on B = f −1 (A). Let Ω be the subgroup of Q generated by A; it is open. Then K is contained in the union of finitely many cosets q 1 Ω, . . . , q n Ω.
Since Ω is open and f (G) dense, we can choose q i ∈ f (G), say,
Since L is a compact subset of Ω, L is contained in A n for some n. So, by Lemma 4.2.8, f −1 (L) is contained in B n+1 . Since ψ is bounded on B, it is also bounded on B n+1 , hence on f −1 (L). It follows that ψ is bounded on
, which contains f −1 (K).
Corollary 4.8.8. Let G, Q be locally compact, σ-compact groups, and f : G → Q a morphism with dense image. Then f is a resolution if and only if it is a preresolution.
Proof : This follows from Theorems 4.7.6 and 4.8.7.
