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Abstract 
The effectiveness of image ranking can be improved by an 
appropriate image-cropping algorithm. Only an adaptive use 
of a cropping algorithm can improve ranking effectiveness. 
Generally fixed cropping does not improve ranking-
effectiveness and can even impair the quality of ranking. This 
has limited the usefulness of fixed cropped in image ranking 
appl ications. 
Keyword: Multimedia, Image Ranking, multimedia 
document and Image retrieval. 
1 Introduction 
A huge volume of online digital images is available in the 
Internet. Digital images are also available offline on cheap 
storage media such as DVD and CD. They are available as 
stand-alone image collection and also as pm1s of multimedia 
documents. Irrespective of their fDrms, acquisition processes 
and sources, an effective ranking of these image-collections 
is essential for the utilization image resources. 
An image collection can contain various types of image 
scenes. Some image scenes contain objects that have regular 
boundaries. A general cropping of such images can exclude 
non-key information such as background that helps to meet 
some information needs. The exclusion of backgrounds also 
takes contextual information, which may offset the utility of 
cropping. Some image scenes such as scenic beauty do not 
have any specific o~ject of interest in them. These image 
scenes do not have any background as such. Cropping of such 
image may not make sense for ranking purpose. 
Image cropping is a method by which irrelevant sections of 
sub-images are excluded. Content-based image retrieval is a 
technique that retrieves images or multimedia documents by a 
query paradigm where ranking results utilizes contents of 
image scenes. Ranking is ordering a set of documents based 
on the extent of match between a document and a query. It is 
done by extracting features from images and computing 
similarity using feature values. Cropping is only used during 
the feature extraction phase of image retrieval. 
We conducted an image ranking experiment to verifY the 
usefulness of various cropping algorithms in multimedia 
retrieval and compared the ranking effectiveness of 
algorithms using features extracted from cropped and non-
cropped images. In the underlying experiment several low 
cost image features were used that include colour histogram, 
colour transition histogram and edge gradient. We used 
several different types of cropping algorithms to create 
cropped images before extraction of image features. We used 
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both fixed cropping as well as adaptive cropping before 
extracting image features. We thus assess the usefulness of 
cropping indirectly from ranking effectiveness, which in turn 
needs similarity assessment based on the extracted image 
features fi·om cropped and un-cropped images. 
Various established distance functions can be used for 
similarity assessment. We adopt adaptive visual data mining 
techniques for feature matching along with different distance 
functions. Details of feature matching have been provided in 
Section 4. 
The evaluation of ranking effectiveness can be done in many 
different ways. We have used standard eleven point 
precision-recall compare test results. We present detailed 
discussion on Precision-recall in Section 5. Image ranking 
effectiveness can only be compared where experiments are 
conducted using an astringent protocol. Currently, no 
established protocol is available for conducted image ranking 
experiment, which is accepted by multimedia research 
community. We built our own test protocol that we present in 
the following section 2. 
2 Test Collections and Experimental Protocol 
There are several well-known initiatives that standardize test 
collection for the retrieval of text document retrieval and 
video such as TREC[I] but unfortunately no such initiative is 
available for multimedia document retrieval containing text 
and images. We describe four elements of test collection in 
following sections. 
(i) Multimedia documents (text with one or more still 
images); 
(ii) A list of multimedia information needs; 
(iii) A list of queries comprising text and image terms; 
and 
(iv) A set of relevance judgments for the information 
needs expressed by queries. 
A test collection of multimedia documents was constructed 
using 1267 multimedia documents extracted fi·om Microsoft® 
Encarta-98. Encarta-98 has approximately 30,000 documents 
(also referred as articles) and 7500 photographs and 
illustrations. SQA-Robot® was used to extract all the 7184 
documents containing photographs. 
These 2534 documents were randomly divided into two equal 
size sets, a test collection of 1267 documents for the retrieval 
experiments and second set used in the formulation of topics 
and image queries. 
The test collection contained 1267 documents of various 
themes. This includes historical, scientific, geographical, and 
cultural themes. Hence, the document collection was 
heterogeneous in subject matter. These documents were 
written in natural language (English). It is reasonable to 
assume that the collection is well structured as it was taken 
from a commercially successful encyclopaedia. The size of 
these documents was also varied from half a page to several 
pages. 
2.1 Creation of Topics 
A multimedia information need is represented by a topic 
statement which contains (a) topic identifier (b) topic title 
that contains information need statements in a few words and 
(c) narrative that delineates how relevant-documents are to 
be separated from non-relevant ones. Some multimedia 
information needs cannot sufficiently be expressed without 
specific pictures and hence topic statements in our 
multimedia retrieval may be too broad (rather than too 
specific). 
We use our own integrated software system "Adi" to 
formulate multimedia queries for given information needs, 
retrieve multimedia documents based on similarity using 
various algorithms and undertake relevance judgments in 
order to assess the effectiveness of different retrieval 
algorithms. 
A standard test collection is required to compare results of 
ranking algorithms across diversified 1ll1tmtlve. 
Unfortunately, no standard test collection such as TREC used 
in text retrieval is available [1]. 
We modified the protocol of TREC for developing test 
multimedia collection. We organized several subjects 
(volunteers) who were given topic statements created by us 
following a procedure detailed in Adi. These volunteers also 
formulate queries and make relevanance judgments. 
We randomly sampled images from the 1267 documents 
outside of our test collection (that is documents not included 
in our test multimedia database) and formulated topic 
scenarios from them. 
The following scenario could be formulated for an architect's 
information need based on one of the sampled image. 
The architect wants to retrieve 
multimedia documents containing 
pictures of buildings with domes and 
would like to know detailed information 
about the building including the name 
of the architect who designed the dome 
and its geographic location. 
If no useful test scenario can be created from a particular 
image then we skipped it. In framing the topic scenarios, we 
also discussed them with some professional people of various 
disciplines and some students. We formulated 28 topics for 
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this work, which are sufficient for comparing two retrieval 
algorithms through statistical tests [Dev91]. 
These topics represent a range of diverse information needs 
in various disciplines: architecture, history, geology, tourism, 
zoology and botany. 
2.2 Query Formulation 
Both text and image queries can independently be formulated 
from a given topic statement and a given collection images 
which will be used in query formulation. 
Volunteer subjects (with diverse levels of education and 
experience in formulating queries) were randomly assigned 
different information needs from the list of topics (using 
Adi). They formulated text and image queries following the 
instructions given for test developing test collection. Only 
one query was formulated for each information need and each 
volunteer formulated several queries in one or more sessions. 
The quality of queries is also dependent on the image query 
formulation paradigm, user interfaces and associated 
catalogue used in formulating the image queries. We 
presented 1267 images that had been excluded from the test 
collection to subjects and these images were presented in 
random order. Volunteers were allowed to browse these 
images and short list several images from where the final 
image term can be selected. 
2. 3 Relevance Judgment 
We collected relevance judgments from several volunteers 
who had also formulated the queries that they subsequently 
judged for relevance. These volunteers browsed all the 1267 
documents in random order and provided their relevance 
judgments. The volunteers were asked to identify documents 
as relevant that contained text or images meeting the 
information need. Thus a document is considered relevant if 
it or any part of it can satisfy the need. A statistical summary 
of the relevance judgments is shown in Table-I. 
Table-l Statistics showing distribution of relevant documents 
Avg Min Max Std-Dev 
40 6 204 40 
3. Cropping Strategies and Feature Extraction 
The objects of interest in image scene can reside in different 
portion of image. Usually, it is assumed that important 
objects in an image seen are located at the centre of the 
image. With this assumption, we extracted image features 
from the central cropping. We again allowed different fixed 
percentage of image cropping. 
3.1 Adaptive Algorithm 
Images were pre-processed using Prewitt's convolution 
matrix. Then edges were dropped up to a zero crossing if a 
set of zero crossing is located within 3% space nears the 
edges. 
3.2 Image Feature 
A set of parameters can influence the quality of an image 
feature. This includes cropping, contrast resolution, 
segmentation, file format and quantization, and resolution. 
Image feature depends on image file formats and a consistent 
image format (JPEG or GIF) can provide a higher 
effectiveness [6]. Hence, we converted all image to JPEG 
format of the best quality before extracting features. We also 
use 6 bit contrast and 2x2 segmentation, which provided 
higher ranking effectiveness. 
We used two features, namely (i) colour component 
histogram and edge gradients. 
Colour Component Histogram 
The colour component histogram collected can be expressed 
as 
where n\ is the fi'equency of CIE-L * component of CIE-
L *a*b* colour scheme for the intensity level i. 
Similarly, hai and hbi can also be computed for CJE-a* and 
CIE-b*. 
Edge gradient 
Run length histogram [5] on a differential image can provide 
an edge gradient, which is another important method defining 
the edge characteristics of an o~ject. We use grey run length 
to reduce computation expense. Horizontal Run length can be 
expressed by the following equation. 
Run Length = G(X2'Y) - G(Xl,Y) 
Where all pixels between X2 and Xl have the same grey level. 
Here G(x, y) is a grey image. Similarly vertical run length 
can be computed. 
We used Prewitt's transformation to obtain deferential 
images. Prewitt's transformation is given by 
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4 Similarity Assessments 
The retrieval effectiveness of a ranking algorithm mainly 
depends on the associated distance function and the features. 
Several well known distance functions have been used by 
CBIR researchers, including modified Manhattan, 
Monkowski metric, Tonimoto, con'elation, and Canberra 
distance functions [7]. These distance functions are often 
coupled with various data normalization techniques. Canberra 
distance function and modified Manhattan provide more 
realistic matching when image features are not normalized as 
they reduce biasing of extreme values. We used Canberra 
distance function in this experiment which is given by 
d Canberra 
5 Measurement Ranking Effectiveness 
The effectiveness of an image ranking algorithms is an index 
to retlect the levels of satisfactions of users. It can be 
assessed qualitatively and quantitatively, but there is no 
standard way to correlate quantitative and qualitative 
assessments. Quantitative assessment methods have been 
used by several researchers to reduce SUbjectivity. Ranking 
effectiveness has been assessed using recall-precision. 
Precision and recall pair at macro level (that is across a series 
of queries) is usually used to measure ranking effectiveness. 
Precision is defined as the ratio between the number of 
relevant items retrieved and the total number of relevant 
items in the database. Hence, it provides the level of 
completeness of retrieval. Precision measures the retrieval 
accuracy and is defined as the ratio between the number of 
relevant items retrieved and the number of total items 
retrieved. I-/ence. precision provides the level of purity of 
retrieval at a given recall level. Recall measures the ability to 
retrieve relevant items from the database. It is defined as the 
ratio between the number of relevant items retrieved and the 
total number of relevant items in the database. Precision can 
be represented as 
Pr ecision Number of relevant documents 
Number of retrieved documents 
Recall is given by the following expression-
Re call = __ M_u_m_b_e_r---"of_r_e_Ie_v_a_n_t_d_o_c_u_m_e_n_t_s __ 
Total number of retrieved documents 
The summary precision-recall curves across all queries were 
compared and tested using paired sign test. We also used 
sign test for comparing effectiveness of cropped and non-
cropped version at zero recall. This has been recommended 
by many researchers [9]. 
6 Experiment and Result from Image Ranking 
Algorithms 
A lot ofresearch initiatives (especially TREC initiatives) are 
visible for the formulation of protocol conducting 
information retrieval experiments [1] so that the results of 
ranking algorithms on different test collections can be 
compared. These initiatives have standardized experimental 
protocols for text and video retrieval but unfortunately, no 
well accepted protocol is available, which focuses on 
particularly still image and multimedia document retrieval 
experiments. However, some of the general aspects of 
protocols used in text retrieval can be adopted and hence, we 
have followed a similar protocol in doing our image ranking 
experiment. 
The image collection was heterogeneous in content in that we 
had pictures of many different objects. These pictures were 
sourced from diversified origins. They were photographed in 
uncontrolled environments; hence, there was no uniformity in 
viewpoint and photographic conditions such as the level of 
zooming. The images of the test collection had comparable 
dimensions. Some of the image scenes contain several objects 
and the images in the collection can be described as complex 
natural pictures. This added a new dimension of complexity. 
Except for a few pictures, which are collected from under 
water, all pictures were reasonably unbiased in colour and 
hence no measures were needed for colour consistency. In a 
nutshell, the picture collection was heterogeneous in content, 
source, dimensions, resolutions, viewpoints, and zooming 
levels. 
We had 28 queries taken from six volunteers who had diverse 
background but all of them had exposure to search engines 
such as Google™. 
6.1 Evaluation of Effectiveness of Cropping 
Algorithms 
There has been very little systematic evaluation of content-
based retrieval [2]. In spite of the controversy on the 
evaluation of retrieval results [3], use of recall-precision 
curves is well time-tested. In this research we use recall-
precision curves for the comparison of ranking results of 
image ranking algorithms as well as computing statistical 
significance of differences in retrieval performance at zero 
recall. 
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Colour space is an important consideration for ranking and 
featuring with relative pixel frequencies of CIE-L *a*b* 
colour channels CIE-b* that provides significantly higher 
effectiveness than HSI and RGB colour component histogram 
based ranking algorithms at zero recall. CIE-L *a*b* provides 
the maximum eleven point average precision among colour 
histograms based ranking which is being reported by several 
content based image retrieval researchers. 
Figure 1: 
non-cro 
The experimental results shows that a higher precision recall 
curves is obtainable fl'om multimedia ranking using image 
adaptively cropped for extracting image features. We also 
used six bits contrast resolution that provided maximum 
effectiveness. 
As shown in FigureI a little improvement of effectiveness 
was found with the retrieval using general non-adaptive 
cropping where optimal percentage of cropping was 
established by a trial and error method. This improvement 
was statistically insignificant. We have used modified 
Manhattan and Canberra distance functions to compute the 
retrieval status val ues. 
As shown in Figure- I ranking with image adaptively cropped 
using algorithm 1 provided statistically significant higher 
effectiveness at zero level recall and 95% level of 
significance with 22+ and 5- scores. 
7 Conclusions 
Image cropped with adaptive algorithms can be used to 
obtain higher retrieval effectiveness. A significant 
improvement can be obtained from multimedia documents 
retrieval using image evidence, even with low-level image 
features extracted from cropped and differential image that 
are computationally less expensive. 
The collection size used in this study was small, therefore, a 
conclusive judgment would require bigger database size and 
larger query sets. However, large size image database is too 
expensive as a lot of volunteers are required to create test 
collection (i.e. information needs, queries and relevance 
judgements). 
The image evidence of multimedia documents may be 
combined with the text evidence for further improvement in 
ranking effectiveness. The multimedia ranking using image 
evidence can be used to rank documents in art gallery 
database, architectural database. It can also be used for child 
education and image queries are language neutral. 
The experiment was conducted in a laboratory environment, 
which is different from actual life situation. Limitations of 
our experimental method include the following. (i) 
Information needs incorporated in the experiment were 
artificial. (ii) Multimedia information needs are distinct from 
text retrieval needs because media other than text (such as 
images) are essential to fulfil multimedia information needs. 
(iii) Our test collection was small due to time and resource 
constraints. In the absence of a standard test collection, we 
could only compare the effectiveness of our algorithms with 
other researchers' algorithms that we had implemented. 
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