with the aid of T norm and S norm (see Fig. 1, Fig. 2 ).Some definitions of the double fuzzy neurons show their inherent capability of reducing the input space. 
is the OR fuzzy neuron, which completes an S norm and T norm composition operators like Owing to the special compositions of neurons, for binary inputs and connections the neurons functional is equal to the standard gates in digital circuit shown in Table 1 , 2. For AND neuron, the closer to 0 the connection i w , the more important to the output the corresponding input i x is. For OR neuron, the closer to 0 connection i w , the more important to the output the corresponding input i x is. Thus the values of connections become the criterion to eliminate the irrelevant input variables to reduce input space. , then i x is more irrelevant feature to the output, it can be cancelled. For OR neuron, vice versa. Thus the RDV or RDM is the vector or matrix made up of connections, respectively , which becomes the threshold to obstacle some irrelevant input variables, also lead to reduce the input space. Definition 4. In-degree is from directed graph in graph theory; the neural network is one of directed graph. The in-degree of the ith neuron ( )
d neuron is the number of input variables, then the in-degree of the ith AND neuron ( )
dA N Dis shown the number of his input variables; the in-degree of the jth OR neuron ()
dO R is shown the number of his input variables. Definition 5. The out-degree of neuron ( )
d neuron is the number of output variables, then the out-degree of the ith AND neuron ( )
dA N D is the number of his output variable; the out-degree of the jth OR neuron ()
dO R is shown the number of his output variables.
The architecture of AND-OR FNN
This feed-forward AND-OR FNN consists of five layers ( Fig.3 . MISO case), i.e. the input layer, fuzzification layer, double hidden layers (one consists of AND neurons, the other consists of OR neurons) and the defuzzification output layer, which corresponding to the four parts (fuzzy generator, fuzzy inference, rule base and fuzzy eliminator) of FLS (Fuzzy Logic System) respectively. Here the fuzzy inference and the fuzzy rule base are integrated into the double hidden layers. The inference mechanism behaves as the inference function of the hidden neurons. Thus the rule base can be auto-generated by training AND-OR FNN in virtue of input-output data. Both W and V are connection matrixes, also imply relevant degree matrix (RDM) like introduce above. Vector H is the membership of consequents. The number of neurons in every layer is n , × nt , m , s and 1 respectively ( t is the number of fuzzy partitions.). dO Ris the in-degree of the lth OR neuron. s is the total of OR neuron. Layer 5 (defuzzification layer): There is only one node in this layer, but includes forward compute and backward training. Center-of-gravity method is adopted for former compute as follows. 
Functional equivalent between fuzzy weighted Mamdani Inference and AND-OR FNN
This section demonstrates the functional equivalence between AND-OR FNN and fuzzy weighted Mamdani inference system, though these two models are motivated from different origins (AND-OR FNN is from physiology and fuzzy inference systems from cognitive science), thus auto-extracting the rule base by training AND-OR FNN. The functional equivalent under minor restrictions is illustrated
Fuzzy weighted Mamdani inference
The fuzzy weighted Mamdani inference system [9] utilizes local weight and global weight to avoid a serious shortcoming in that all propositions in the antecedent part are assumed to have equal importance, and that a number of rules executed in an inference path leading to a specified goal or the same rule employed in various inference paths leading to distinct final goals may have relative degrees of importance. 
where ', ", ', ", ', ", ', " [1, ] ∈ ii j j kk ll t On the view of general fuzzy inference, to a single rule, the firing strength (or weight) of ith rule is usually obtained by min or multiplication operator, to the complex rule, the firing strength is the union λ i , which is like: ( ) ( ) 
In general, center-of-gravity method is adopted for defuzzification as follows. 
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Functional equivalence and its implication
From (11) , every part of antecedent has different important degree to the output and every rules has different important degree to the final output.
Optimization for the AND-OR FNN
In general, gradient-based optimization is often chosen for ANN, Pedrycz [8] has proved that the output of AND neuron and its derivative are heavily affected by the increasing values of "n". Meanwhile, the final output of AND-OR FNN is not a smooth function. Obviously gradient-based optimization is not preferred, A far more comprehensive optimization policy is proposed, which is a hybrid learning methodology comprising of three fundamental techniques, namely genetic optimization, pruning algorithm and ant colony system.
Structure optimization
The key part is structure design to solve the problem using network, AND-OR FNN could be over parameterized, and in this case, they produce an over trained net, which leads to worse generalization capacity. That is the reason why, in order to eliminate unnecessary weights or parameters. There are no certain methods to solve the structure optimization. In this paper, GA (Genetic Algorithm) and PA (Pruning Algorithm) are adopted to optimize the structure for avoiding local optimization and reducing the connections.
GA optimization
GA (Genetic Algorithm) is a very effective method to solving the structure optimization problem because of the superiority of robust, random, global and parallel process [10] . Structure optimization is transferred to the species evolution by GA to obtain the optimal solution.
Structure code mode
Parameters encoding is the first phase of GA optimization. Parameters are often transformed to unsigned binary. Here the structure parameters of two hidden layers are considered on focus by double matrixes as follows: 
Objective Function
Proceeding with the numeric data, we carry the genetic optimization of the network. The parameters of the GA used were chosen experimentally. The fitness function maximized by the GA is expressed in the form of the sum of squared errors between target values (data) and outputs of network. This fitness has to be minimized (it stands in contrast with the classic way of using fitness functions in GA whose values are maximized; if necessary a simple transformation of taking the reciprocal of the fitness, 1/ fitness , brings in line with the way of maximizing the fitness)
Pruning algorithm
The pruning of the network is a process consisting of removing unnecessary parameters and nodes during the training process of the network without losing its generalization capacity [11] . The best architecture has been sought using GA in conjunction with pruning algorithms. There are three situations as follow: 1. For AND neuron, if the connection is equal to zero, this means that the corresponding input impacts the output of this neuron, the connection can be pruned away if its value is one. For the OR neuron a reverse situation occurs: the connection equal to one implies that the specific input is essential and affects the output of the neuron. The connection can be pruned away if its value is zero. 2. For () RDM AND , the number of zero in every line is shown as the in-degree of this AND neuron, the node can be pruned away if all one in the line. For () RDM OR , the number of one in every line is shown as the in-degree of this OR neuron, the node can be pruned away if all zero in the line. 3. For () RDM AND , if there are the same line in the matrix, that means the node is redundant, can be pruned away. For () RDM OR , that means the node is conflict each other, need be pruned away.
Ant Colony Optimization as parametric refinement
As well known, most neural networks are trained using Bp algorithm, whose main drawbacks are easily getting stuck in local minim and needing longer training time. And it also requires the output function is smooth, , ∨∧operators can't satisfy at all. ACO (Ant colony optimization) algorithm [12] was adopted to optimize the connection value of AND-OR FNN here. This algorithm is a member of ant colony algorithms family, in swarm intelligence methods, and it constitutes some metaheuristic optimizations. Initially proposed by Marco Dorigo in 1992 in his PhD thesis, the first algorithm was aiming to search for an optimal path in a graph, based on the behavior of ants seeking a path between their colony When an ant finishes choosing the connection in all the sets, it arrives at the food source, and returns its nest through the paths just gone by it, and then adjust the amount of pheromones corresponding to the chosen connection as follow rules. 
where Q is the constant to adjust factor.
ezz is shown the network output error with a group of connection value, which is selected by the kth ant. Obviously the less the error is, the more the increment of the corresponding amount of pheromone is. Finally, until all the ants find the best optimal solution for the connections value.
Application to ship control
According to the principle of manual steering, it makes full use of the advantages of fuzzy logic and neural network. An AND-OR FNN controller is presented to adapt the change of navigation environment and get the information of ship maneuverability automatically. The structure and parameters of AND-OR FNN controller are learned by GA, PA and ACO. Fuzzy rules can be auto-obtained from a group of sample data, which is generated by a fuzzy control system. Fig.4 shows a block diagram of the AND-OR FNN autopilot. Test results show that an effect method has been provided for the improvement of ship steering control. 
The source of the experimental data set
In order to obtain integrated and exact training data, a fuzzy control system for a tanker is simulated with nonlinear Nomoto model as controlling plant. The input gains of a fuzzy controller (K=0.16sec -1 , T=100sec). The fuzzy controller includes double inputs, the error in the ship heading ( () Δψ k ) and the change in that error ( () γ k ). Every input variable is fuzzied into 11 triangular membership functions; thus form 121 pieces of rules. The output of the fuzzy controller is the rudder input ( δ ). We want the tanker heading to track the reference input headingψ r . We assume the tanker as a continuous time system controlled by the fuzzy controller, which is implemented on a digital computer with a sampling interval of T=0.1sec. From manipulated index standpoints, it satisfied the index of 15000tdw tanker [13] , a fuzzy closed-loop controlling system is designed with fuzzy rule base from experience. The positive direction angle is defined that the rudder angle goes around toward right. Center-of-gravity is adopted as defuzzification methods. 
Delay operator
The reference input headingψ r is increased 45 degree every 2000sec, rapidly. The digital simulation is completed to closed-loop with the sampling periods h=10sec, the sampling state variable Δψ , γ and controlled variable δ , the ship heading and desired ship heading is like Fig. 5 and we obtain the change of rudder angle results utilizing conventional fuzzy control as Fig. 6 .and the data sequence is { } form the different part with training data in the same sequence introduce above. Fig. 8 shows the error comparison between test results and objective data. The simulation result illustrated the effectiveness of proposed method.
Conclusion
In this paper, we have proposed a novel AND-OR FNN and a piecewise optimization approach, the symbol expressions of every node in the AND-OR FNN are educed in detail, the input space is reduced by special inner structure of AND and OR. The equivalence is proved to the fuzzy weighted Mamdani inference. The fuzzy rule base auto-extracted is equal to optimize the architecture of AND-OR FNN. This novel approach has been validated using AND-OR FNN ship controller design. The simulation results illustrate the approach is practicable, simple and effective and the performance is much better than ordinary fuzzy controller. 
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