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Introduction
The Faber polynomials introduced by Faber [3] play an important role in different areas of mathematics and there is a rich literature [2, 7, 8, 5] describing their properties and their applications. In this paper, our goal is to show that elementary linear algebra techniques can provide new tools for the analysis of Faber polynomials. Let us briefly recall the basic definitions. Let K be a compact set in C, not a single point, whose complement C \ K (with respect to the extended plane) is simply connected. By the Riemann theorem on conformal mapping there exists a unique function z = ψ(w), meromorphic for |w| > 1, which maps the domain |w| > 1 onto C \ K and satisfies the conditions
This condition implies that the function z = ψ(w), being analytic in the domain |w| > 1 without the point w = ∞, has a simple pole at the point w = ∞.
The nth Faber polynomials of the first kind F n (z) and of the second kind G n (z) associated to ψ can be given from the following generating function [3, 7] ψ (w) ψ(w) − z = n+i .
We prove that: 
. . .
where 
where
The first Faber polynomials F n are given by:
From Eq. (1.4), we deduce that
We differentiate this equation with respect to w, we obtain
and equal coefficients of equal powers of w, it gives
From (1.11), we deduce that 
Now, differentiating (1.4) with respect to b 1 and Eq. (1.5) with respect to w we obtain for k 1:
We remark that
) is independent of b k+1 since F k+1 is a homogeneous polynomial of degree k + 1 and b k+1 of weight k + 1.
The first Faber polynomials G n are given by:
On the other hand, from Eq. (1.5) we obtain:
We observe that b 1 , b 2 , . . . , and G 1 , G 2 , . . . , play a symmetric role and they verify the following recurrence formula:
(1.14)
. .) are given by:
with k = jm + p and 0 p < m.
z 2 , one has:
3 . Let us consider as an other example the mapping ψ defined by
which is conformal in the exterior of the unit circle. The boundary of the associated compact set
As 
In [1] , the authors introduced the generalized Faber polynomials
and the generalized Faber polynomials
They showed that those Faber polynomials are linked to the coefficients in the asymptotic expansion of the function (
In this paper, we give explicit formulas for the polynomials (H k j ), (F k j ) and (K k j ). For an indeterminate u, we set
stands for the coefficient of u j in the Taylor expansion of (1 + s(u)) j −1 . For simplicity, we set λ = i 2 + i 3 + · · · + i m+n and γ = 2i 2 + 3i 3 + · · · + (n + m)i n+m . Using the explicit formula of the Faber polynomials, we will show that: Theorem 1.6. The coefficients K m n are given by: If n m, we have
and if n > m we get:
n denotes the coefficient of x n in the expansion of the expression in the bracket in power of x and
Combining (1.4) with (1.15), we get
( 
which gives also an explicit formula for F k+j j . In the sequel, we give a generalized Cayley-Hamilton equation. To motivate our results, we consider the case A ∈ SL 2 (C) := {X ∈ M 2 (C), det X = 1}. The Cayley-Hamilton equation can be written as:
The function ψ(z) := z + 
We will show that for any n 1, we have
which gives the following:
, then for any m 1 , m 2 1, we have: 
Now, if we set
Using Eq. (1.19) , the polynomials G m 1 ,m 2 verify:
More generally, we give a general Cayley-Hamilton equation with the help of the polynomials G m 1 ,m 2 ,...,m p+1 defined as follows: let A ∈ SL p+1 (C) := {X ∈ M P +1 (C), det X = 1} and P A (ξ ) = det(ξ I − A) its characteristic polynomial. We define these polynomials by
We will show that: 
If we consider the case p = 1 in (1.23) that is A ∈ SL 2 (C), putting P A (ξ ) = ξ 2 − tξ + 1 into the expression (1.23) and comparing with (1.19), we obtain:
Combining this with Eq. (1.21), we have: 
Conversely, the polynomials G 
Preliminary results

Set ψ(w)
Lemma 2.1. The following holds:
and also
It implies the formula:
Integrating this equation with respect to w, the lemma is proved. 
Proof. We have that
On the other hand, formula (2.1) shows that:
= − Π k k which completes the proof of the theorem. 2 F n (b 1 , b 2 
Proposition 2.3. We consider the Faber polynomials
, . . . , b n ). If the coefficients b j of odd index vanish, one has
3)
Proof. We have:
Using the relation
we obtain:
which gives the result. 2
More generally, if ψ(z) has the form
we get:
Proposition 2.4. The following holds:
Proof. We have: 
By comparing coefficients of like powers of w and using the Cramer formula, the Faber polynomials
. . , b k ) has the following representation:
Proof of the main results
Proof of Theorem 1. 
To end the proof, it remains to prove that W n F n+p = 0 for every positive integer p. We do it by induction on p. Combining (1.11), (3.1) and (3.2) we get:
The proposition is true for p = 1, suppose it true for p − 1. Eq. (1.11) can be written as:
So that by the induction hypothesis and (3.1), (3.2), we have:
It follows that
where b 0 = 1 and b k = 0 for k < 0. Hence
And by using the recurrence formula (1.11), we get:
Which ends the proof of the first part of this theorem. The proof of (1.7) is similar. From Eq. (1.14) and by using the fact that the polynomials G k depend only of the coefficients b 1 , b 2 , . . . , b k , we obtain:
To end the proof, it remains to prove that W n G n+p = 0 for every positive integer p. We prove it again by induction on p. If we combine (1.14), (3.9) with (3.10), we get:
The proposition is true for p = 1, suppose it holds for p − 1. Eq. (1.14) can be written as:
So that by the induction assumption and (3.9), (3.10):
We then get 
It follows that
Then the result is true for all p 1, which ends the proof. 2 Remark 3.1. In [1] , H. Airault and J. Ren introduced the family of operators
and proved the following functional relations: (x 1 , x 2 , . . . , x p ) , 1 l p, as follows:
Now, we consider the Faber polynomials associated to φ:
The Faber polynomials of the first kind verify [2] :
which gives: 
n denotes the coefficient of x n in the power expansion (with respect to x) of the expression inside the brackets.
Furthermore, using Eq. (1.9), the Faber polynomials
. . , b m ) associated to φ can be written as:
, where
On other hand, from (1.5) we find:
Then by putting n m = n 1 + n 2 + · · · + n m , Eq. (3.18) rewrites as:
which implies that:
If we combine this equation with (1.16), the result is proved. 2
Proof of Proposition 1.7. We start by the case p = 1, that is A ∈ SL 2 (C). The CayleyHamilton equation can be written as:
For any n 1, we have
Thus,
By identification, we obtain
Let G n be the Faber polynomials associated to [−2, 2]. From Eq. (1.19) , the polynomials G n verify the recurrence relations
Hence l n = G n−1 and the Cayley-Hamilton equation in this case can be written for any n 1 as
Combining this formula with (3.19), we obtain: 
Which ends the proof in the case of p = 2. For the general case and in similar way we get:
. . . 
Expanding with respect to the first column, we find that
Combining it with Eq. (3.21), we get:
