Training Compact Deep Learning Models for Video Classification Using Circulant Matrices by Araújo, Alexandre et al.
HAL Id: hal-02170706
https://hal.archives-ouvertes.fr/hal-02170706
Submitted on 2 Jul 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Training Compact Deep Learning Models for Video
Classification Using Circulant Matrices
Alexandre Araújo, Benjamin Negrevergne, Yann Chevaleyre, Jamal Atif
To cite this version:
Alexandre Araújo, Benjamin Negrevergne, Yann Chevaleyre, Jamal Atif. Training Compact Deep
Learning Models for Video Classification Using Circulant Matrices. 15th European Conference on
Computer Vision (ECCV 2018), Sep 2018, Munich, Germany. pp.271-286, ￿10.1007/978-3-030-11018-
5￿. ￿hal-02170706￿
Training compact deep learning models for video
classification using circulant matrices
Alexandre Araujo1,2, Benjamin Negrevergne1, Yann Chevaleyre1, and Jamal Atif1
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Abstract. In real world scenarios, model accuracy is hardly the only factor to consider. Large
models consume more memory and are computationally more intensive, which make them
difficult to train and to deploy, especially on mobile devices. In this paper, we build on recent
results at the crossroads of Linear Algebra and Deep Learning that demonstrate how imposing
a structure on large weight matrices can be used to reduce the size of the model. Based on
these results, we propose very compact models for video classification based on state-of-the-
art network architectures such as Deep Bag-of-Frames, NetVLAD and NetFisherVectors. We
then conduct thorough experiments using the large YouTube-8M video classification dataset.
As we will show, our model can achieve excellent trade-off between model size and accuracy.
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1 Introduction
The top-3 most accurate approaches proposed during the first YouTube-8M 3 video classification
challenge were all ensembles of models. The ensembles typically combined models based on a variety
of deep learning architectures such as NetVLAD, Deep Bag-of-Frames (DBoF), NetFisherVectors
(NetFV) and Long-Short Term Memory (LSTM), leading to an aggregation of a large number
of distinct models (25, 74 and 57 distinct models have been used for respectively the first [25],
second [34] and third [22] solution). Ensembles are accurate, but they are not ideal: their size make
them difficult to maintain and deploy, especially on mobile devices.
A common approach to compress large models into smaller ones is to use model distillation. This
method is based on a two steps training procedure: first, a large model (or ensemble) is trained to be
as accurate as possible. Then a second compact model is trained to approximate the first one, within
the available budget constraints. The success of model distillation and other model compression
techniques begs an important question: is it possible to devise models that are compact by nature
while exhibiting the same generalization properties as large ones? In linear algebra, it is common
to exploit structural properties of matrices to reduce the memory footprint of an algorithm. Cheng
et al. [6] have used this principle in the context of deep neural networks to design compact network
architectures by imposing a structure on weight matrices of fully connected layers. They were able
to replace unstructured weight matrices with structured circulant matrices without significantly
impacting the accuracy. And because a n-by-n circulant matrix is fully determined by a vector of
dimension n, they were able to train a neural network using only a fraction of the memory required
to train the original network.
3 https://www.kaggle.com/c/youtube8m
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Inspired by this result, we designed several compact neural network architectures for video clas-
sification based on standard video architectures such as NetVLAD, DBoF, NetFV and we evaluated
them on the large scale YouTube-8M dataset. However, instead of adopting the structure used by [6]
(initially proposed by [33]), we decomposed weight matrices into products of diagonal and circulant
matrices (proposed by [30]). In contrast with [33] which has been proved to approximate distance
preserving projections, this structure can approximate any transformation (at the cost of a larger
number of weights). We demonstrate empirically that this structure is more fitted than the one
proposed in [33].
As we will show, the resulting models achieve similar accuracy, using only a fraction of the size
of the original models. In this paper, we bring the following contributions:
– We define a compact architecture for video classification based on circulant matrices.
– We conduct thorough experimentations to identify the layers that are less impacted by the
imposed structure and fine-tune our architectures to achieve the best trade-off between size and
accuracy.
– We combine several architectures into a single model to achieve a new model trained end-to-end
that leverage the diversity of an Ensemble while remaining on the 1GB model size constraint
imposed by the 2nd YouTube-8M Video Understanding Challenge4.
– We also propose a new pooling technique which improves the Deep Bag-of-Frames embedding.
2 Related Works
Classification of unlabeled videos streams is one of the challenging tasks for machine learning algo-
rithms. Research in this field has recently been stimulated by the release of several large annotated
video datasets such as Sports-1M [21], FCVID [18] or the YouTube-8M [2] dataset.
The naive approach to achieve video classification is to perform frame-by-frame image recogni-
tion, and to average the results before the classification step. However, it has been shown in [2, 25]
that better results can be obtained by building more sophisticated video features (features across
different frames) using specialized neural network architectures such as Deep Bag-of-Frames [2],
NetVLAD [3] or architectures based on Fisher Vectors [27]. The Deep Bag-Of-Frames (DBoF) em-
bedding layer, proposed in [2], consists of a Fully Connected layer with RELU activation where
the input is projected into a higher dimensional space. The parameters of the FC layer are shared
across all frames. Finally the frames are aggregated with a max or average pooling operation. The
NetVLAD embedding layer is inspired by the work of [17] and proposed in Deep Learning context
by [3]. Initially, VLAD is a method to aggregate local image descriptors into a compact representa-
tion. The idea is to learn a codebook of visual words, each local descriptor is then associated to the
nearest visual word. The final representation is then the accumulation of the differences between the
descriptors and the associated visual word. In the Deep Learning context, the codebook is directly
learned end-to-end in the network instead of being learned by K-Means. Therefore, the hard as-
signment of descriptors is replaced by a soft assignment in order to make the module differentiable.
Finally, NetFisherVector (NetFV) is inspired by the work of [27] and adapted to neural networks
by [25]. The purpose of this method is to extract the first and second-order statistics from the video
and audio features. In a similar fashion as NetVLAD, the codebook for the soft assignment is learned
by a neural network. These architectures can be used to build video features in the sense of features
that span across several frames, but they are not designed to exploit the sequential nature of videos
4 https://www.kaggle.com/c/youtube8m-2018
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and capture properties such as motion. To build effective spatio-temporal features, several works
have been dedicated to design temporal-compliant architectures either based on recurrent neural
networks (e.g. LSTM [37, 22]) or based on 3D convolutions [21] (in space and time). However, these
approaches do not outperform non-sequential models, and the single best model proposed in [25]
(winner of the first YouTube-8M competition) is based on NetVLAD [3].
The 2nd YouTube-8M Video Understanding Challenge includes a constraint on the model size.
There are two kinds of techniques to reduce the memory required for training and/or inference
in neural networks. The first technique compresses an existing neural network into a smaller one,
(thus it only impacts the size of the model at inference time). The second one aims at constructing
models that are compact by design.
A number of techniques have been developed to compress large models into smaller ones with-
out compromising their accuracy. For example [9, 13, 23] have proposed to prune the redundant
parameters from the final (trained) model. Another technique consists in using sparsity regularizers
during training, to be able to compress the model after the training using efficient sparse matrix
representations (e.g. [?,9, ?]).
An important idea in model compression, proposed by [5], is based on the observation that the
model used for training is not required to be the same as the one used for inference. First, a large
complex model is trained using all the available data and resources to be as accurate as possible,
then a smaller and more compact model is trained to approximate the first model. The technique
which was later specialized for deep learning models by [15] (a.k.a. model distillation) is often used
to compress large ensemble models into compact single deep learning models.
Building on the observation that weight matrices are often redundant, another line of research
has proposed to use matrix factorization [11, 16, 36] in order to decompose large weight matrices
into factors of smaller matrices before inference.
Instead of compressing the model after the training step, an alternative is to train models that
are compact by nature while exhibiting the same generalization properties as large ones. The benefit
of this approach is that the compression impacts both training and inference, hence enabling users
to train models which are virtually larger, and saves the effort (and resources) of training two models
instead of one (as it is done with distillation). These techniques generally work by constraining the
weight representation, either at the level of individual weights (e.g. using floating variable with
limited precision [12], quantization [8, 24, 28]) or hashing techniques [?] but the irregular memory
access patterns makes it slower to train. Another alternative consists in using imposed structures on
weight matrices (e.g. using circulant matrices [6, 31], Vandermonde [31] or Fastfood transforms [35]).
In this domain, [6] have proposed to replace two fully connected layers of AlexNet by circulant and
diagonal matrices where the circulant matrix is learned by a gradient based optimization algorithm
and the diagonal matrix entries are sampled at random in {-1, 1}. The size of the model is reduced
by a factor of 10 without loss in accuracy5.
3 Preliminaries on circulant matrices
In this paper, we use circulant matrices to build compact deep neural networks. A n-by-n circulant
matrix C is a matrix where each row is a cyclic right shift of the previous one as illustrated below.
5 In network such as AlexNet, the last 3 fully connected layers use 58M out of the 62M total trainable
parameters (> 90% of the total number of parameters).
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C = circ(c) =

c0 cn−1 cn−2 . . . c1
c1 c0 cn−1 c2
c2 c1 c0 c3
...
. . .
...
cn−1 cn−2 cn−3 c0

Because the circulant matrix C ∈ Rn×n is fully determined by the vector c ∈ Rn, the matrix C can
be compactly represented in memory using only n real values instead of n2.
An additional benefit of circulant matrices, is that they are computationally efficient, espe-
cially on GPU devices. Multiplying a circulant matrix C by a vector x is equivalent to a circular
convolution (?) between c and x, which can be done efficiently in the Fourier domain.
Cx = c ? x = F−1 (F(c)×F(x))
where F is the Fourier transform. Therefore the computational complexity of the matrix multi-
plication Cx is O(n log n) instead of O(n2), because this operation can be simplified to a simple
element wise vector multiplication in the Fourier domain.
Among the many applications of circulant matrices, matrix decomposition is one of the interest.
It has been shown in [?,26, 30] that any matrix A can be decomposed into the product of diagonal
and circulant matrices as follows:
A = D(1)C(1)D(2)C(2) . . . DmCm =
m∏
i=1
D(i)C(i) (1)
More precisely, [?] showed that in the field of complex numbers, choosing m = n is sufficient
for the above formula to hold. With real numbers instead of complex numbers, [30] have shown
that this decomposition still holds, but their constructive proof yields a much bigger value of
m. We believe the construction of [30] is far from optimal, and that most real matrices enjoy a
decomposition involving a smaller number of factors. Building on this idea, we describe in the next
section a neural network architecture where dense matrices are replaced by products of circulant
and diagonal matrices.
4 Compact model architecture for video classification
4.1 Base Model
We demonstrate the benefit of circulant matrices using a base model which has been proposed by
[25]. This architecture can be decomposed into three blocks of layers, as illustrated in Figure 1. The
first block of layers, composed of the Deep Bag-of-Frames embedding, is meant to process audio and
video frames independently. The DBoF layer computes two embeddings: an audio embedding and
a video embedding. Let us describe how the video embedding is computed (the audio embedding is
computed exactly the same way). Assume a video contains m frames v1, . . . , vm ∈ R1024. The video
embedding layer outputs:
max {vi ×W : i ∈ 1 . . .m}
where max is an element-wise operator, and where W is a 1024× 8192 matrix.
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Embedding Dim Reduction Classification
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FC
FC
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Fig. 1. This figure shows the architecture used for the experiences. The network samples at random video
and audio frames from the input. The sample goes through an embedding layer and is reduced with a Fully
Connected layer. The results are then concatenated and classified with a Mixture-of-Experts and Context
Gating layer.
A second block of layers reduces the dimensionality of the output of the embedding and merges
the resulting output with a concatenation operation. We choose to reduce the dimensionality of each
embedding separately before the concatenation operation to avoid concatenating two high dimen-
sional activations. Finally, the classification block uses a combination of Mixtures-of-Experts (MoE)
and Context Gating to calculate the final probabilities. The Mixtures-of-Experts layer introduced
in [19] and proposed for video classification in [2] are used to predict each label independently. It
consists of a gating and experts networks which are concurrently learned. The gating network learns
which experts to use for each label and the experts layers learn how to classify each label. Finally,
we use a Context Gating operation introduced in [25] to capture dependencies among features and
re-weight probabilities based on the correlation of the labels. Table 1 shows the shapes of the layers
as well as the shapes of the weight matrices.
Layer Layer Size
Activation
shape
Weight matrix
shape
#Weights
Video DBoF 8192 (-1, 150, 1024) (1024, 8192) 8 388 608
Audio DBoF 4096 (-1, 150, 128) (128, 4096) 524 288
Video FC 512 (-1, 8192) (8192, 512) 4 194 304
Audio FC 512 (-1, 4096) (4096, 512) 2 097 152
Concat - (-1, 1024) - -
MoE Gating 3 (-1, 1024) (1024, 19310) 19 773 440
MoE Experts 2 (-1, 1024) (1024, 15448) 15 818 752
Context Gating - (-1, 3862) (3862, 3862) 14 915 044
Table 1. This table shows the architecture of our base model with a DBoF Embedding and 150 frames
sampled from the input. For more clarity, weights from batch normalization layers have been ignored. The
−1 in the activation shapes corresponds to the batch size. The size of the MoE layers corresponds to the
number of mixtures used.
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4.2 Robust Deep Bag-of-Frames pooling method
We propose a technique to extract more performance from the base model with DBoF embedding.
The maximum pooling is sensitive to outliers and noise whereas the average pooling is more robust.
We propose a method which consists in taking several samples of frames, applying the upsampling
followed by the maximum pooling to these samples, and then averaging over all samples. More
formally, assume a video contains m frames v1, . . . , vm ∈ R1024. We first draw n random samples
S1 . . . Sn of size k from the set {v1, . . . , vm}. The output of the robust-DBoF layer is:
1
n
n∑
i=1
max {v ×W : v ∈ Si}
Depending on n and k, this pooling method is a tradeoff between the max pooling and the average
pooling. Thus, it is more robust to noise, as will be shown in the experiments section.
4.3 Compact representation of the base model
In order to train this model in a compact form we build upon the work of [6] and use a more general
framework presented by Equation 1. The fully connected layers are then represented as follows:
h(x) = φ
([
m∏
i=1
D(i)C(i)
]
x+ b
)
where the parameters of each matrix D(i) and C(i) are trained using a gradient based optimization
algorithm, and m defines the number of factors. Increasing the value of m increases the number
of trainable parameters and therefore the modeling capabilities of the layer. In our experiments,
we chose the number of factors m empirically to achieve the best trade-off between model size and
accuracy.
To measure the impact of the size of the model and its accuracy, we represent layers in their
compact form independently. Given that circulant and diagonal matrices are square, we use con-
catenation and slicing to achieve the desired dimension. As such, with m = 1, the weight matrix
(1024, 8192) of the video embedding is represented by a concatenation of 8 DC matrices and the
weight matrix of size (8192, 512) is represented by a single DC matrix with shape (8192, 8192)
and the resulting output is sliced at the 512 dimension. We denote layers in their classic form as
”Dense” and layers represented with circulant and diagonal factors as ”Compact”.
5 Experiments
First, this section validates the smoothing technique for the pooling of the DBoF embedding. Then,
we evaluate the trade-off between compactness and accuracy. We investigate which layer is better
represented in a compact form and show that the generalized transformation presented in Section 3
performs better than the approach from [6]. We experiment a compact fully connected layer with
different embeddings and analyze the difference in performance and compression ratio. Finally, we
evaluate a novel architecture that leverage the diversity of an Ensemble in a single model.
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5.1 Experimental Setup
Dataset All the experiments of this paper have been done in the context of the 2nd YouTube-8M
Video Understanding Challenge with the YouTube-8M dataset. We trained our models with the
training set and 70% of the validation set which correspond to a total of 4 822 555 examples. We
used the data augmentation technique proposed by [32] to virtually double the number of inputs.
The method consists in splitting the videos into two equal parts. This approach is motivated by
the observation that a human could easily label the video by watching either the beginning or the
ending of the video.
Hyper-parameters All our experiments are developed with TensorFlow Framework [1]. We trained
our models with the CrossEntropy loss and used Adam optimizer with a 0.0002 learning rate and
a 0.8 exponential decay every 4 million examples. All fully connected layers are composed of 512
units. DBoF, NetVLAD and NetFV are respectively 8192, 64 and 64 of cluster size for video frames
and 4096, 32, 32 for audio frames. We used 4 mixtures for the MoE Layer. We used all 150 frames
available and robust max pooling introduced in 4.2 for the DBoF embedding. In order to stabilize
and accelerate the training, we used batch normalization before each non linear activation and
gradient clipping.
Evaluation Metric We used the GAP (Global Average Precision), as used in the 2nd YouTube-
8M Video Understanding Challenge, to compare our experiments. The GAP metric is defined as
follows:
GAP =
P∑
i=1
p(i)∆r(i)
where N is the number of final predictions, p(i) the precision, and r(i) the recall. We limit our
evaluation to 20 predictions for each video.
Hardware All experiments have been realized on a cluster of 12 nodes. Each node has 160
POWER8 processor, 128 Go of RAM and 4 Nividia Titan P100.
5.2 Robust Deep Bag-of-Frames pooling method
We evaluate the performance of our Robust DBoF embedding. In accordance with the work from [2],
we find that average pooling performs better than maximum pooling. Figure 2 shows that the
proposed robust maximum pooling method outperforms both maximum and average pooling.
5.3 Impact of circulant matrices on different layers
This series of experiments aims at understanding the effect on compactness over different layers.
Table 2 shows the result in terms of number of weights, size of the model (MB) and GAP. We also
compute the compression ratio with respect to the dense model. The compact fully connected layer
achieves a compression rate of 9.5 while having a very similar performance, whereas the compact
DBoF and MoE achieve a higher compression rate at the expense of accuracy. Figure 3 shows that
the model with a compact FC converges faster than the dense model. The model with a compact
DBoF shows a big variance over the validation GAP which can be associated with a difficulty to
train. The model with a compact MoE is more stable but at the expense of its performance. Another
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Fig. 2. This graphic shows the impact of robust DBoF (i.e. red line) with n = 10 and k = 15 on the Deep
Bag-of-Frames embedding compared to max and average pooling.
series of experiments investigate the effect of adding factors of the compact matrix DC (i.e. the
parameters m specified in section 4.3). Table 3 shows that there is no gain in accuracy even if the
number of weights increases. It also shows that adding factors has an important effect on the speed
of training. On the basis of this result, i.e. given the performance and compression ratio, we can
consider that representing the fully connected layer of the base model in a compact fashion can be
a good trade-off.
Baseline Model #Weights Size (MB)
Compress.
Rate (%)
GAP@20 Diff.
Dense Model 45 359 764 173 - 0.846 -
Compact DBoF 36 987 540 141 18.4 0.838 -0.008
Compact FC 41 181 844 157 9.2 0.845 -0.001
Compact MoE 12 668 504 48 72.0 0.805 -0.041
Table 2. This table shows the effect of the compactness of different layers. In these experiments, for
speeding-up the training phase, we did not use the audio features and exploited only the video information.
#factors #Examples/sec
#parameters
in FC Layer
Compress. Rate
of FC layer (%)
GAP@20
1 1 052 12 288 99.8 0.861
3 858 73 728 98.8 0.861
6 568 147 456 97.6 0.859
Dense FC 1 007 6 291 456 - 0.861
Table 3. This table shows the evolution of the number of parameters and the accuracy according to the
number of factors. Despite the addition of degrees of freedom for the weight matrix of the fully connected
layer, the model does not improve in performance. The column #Examples/sec shows the evolution of
images per sec processed during the training of the model with a compact FC according to the number of
factors.
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Fig. 3. Validation GAP according to the number of epochs for different compact models.
5.4 Comparison with related works
Circulant matrices have been used in neural networks in [6]. They proposed to replace fully con-
nected layers by a circulant and diagonal matrices where the circulant matrix is learned by a gradient
based optimization algorithm and the diagonal matrix is random with values in {-1, 1}. We compare
our more general framework with their approach. Figure 4 shows the validation GAP according to
the number of epochs of the base model with a compact fully connected layer implemented with
both approach.
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GAP given the pooling method used with DBoF embedding
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Compact FC w/CD and D ∈ {−1, 1}
Fig. 4. This figure shows the GAP difference between the CD approach proposed in [6] and the more
generalized DC approach from section 4.3. Instead of having D ∈ {−1,+1} fixed, the generalized approach
allows D to be learned.
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5.5 Compact Baseline model with different embeddings
To compare the performance and the compression ratio we can expect, we consider different settings
where the compact fully connected layer is used together with different embeddings. Figure 5 and
Table 4 shows the performance of the base model with DBoF, NetVLAD and NetFV embeddings
with a Dense and Compact fully connected layer. Notice that we can get a bigger compression
rate with NetVLAD and NetFV due to the fact that the output of the embedding is in a higher
dimensional space which implies a larger weight matrix for the fully connected layer. Although the
compression rate is higher, it is at the expense of the accuracy.
0 1 2 3 4 5 6 7 8 9 10
0.81
0.82
0.83
0.84
0.85
0.86
0.87
0.88
Epochs
V
a
li
d
a
ti
o
n
G
A
P
DBoF
Compact
Dense
0 1 2 3 4 5 6 7 8 9 10
0.81
0.82
0.83
0.84
0.85
0.86
0.87
0.88
Epochs
V
a
li
d
a
ti
o
n
G
A
P
NetVLAD
Compact
Dense
0 1 2 3 4 5 6 7 8 9 10
0.81
0.82
0.83
0.84
0.85
0.86
0.87
0.88
Epochs
V
a
li
d
a
ti
o
n
G
A
P
NetFV
Compact
Dense
Fig. 5. The figures above show the validation GAP of compact and Dense fully connected layer with
different embeddings according to the number of epochs.
Method #Parameters Size (MB)
Compress.
Rate (%)
GAP@20
DBoF
FC Dense 65 795 732 251 - 0.861
FC Circulant 59 528 852 227 9.56 0.861
NetVLAD
FC Dense 86 333 460 330 - 0.864
FC Circulant 50 821 140 194 41.1 0.851
NetFisher
FC Dense 122 054 676 466 - 0.860
FC Circulant 51 030 036 195 58.1 0.848
Table 4. This table shows the impact of the compression of the fully connected layer of the model archi-
tecture shown in Figure 1 with Audio and Video features vector and different types of embeddings. The
variable compression rate is due to the different width of the output of the embedding.
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5.6 Leverage the diversity of an Ensemble
In order to capture the diversity of an Ensemble, we devised a single model architecture combining
different embedding layers. As shown in Figure 6, video and audio frames are processed by sev-
eral embeddings before being reduced by compact fully connected layers. The results of the fully
connected layers are then averaged. The results from the video and audio FC layers are then con-
catenated and classified by the MoE and the context Gating layers. Figure 7 shows the result of
different models given the number of parameters. All models have compact fully connected layers.
Some architectures with diversity manage to improve a little bit better while increasing the number
of parameters.
Video
DBoF
NetVLAD
NetFV
FC
FC
FC
Audio
DBoF
NetVLAD
NetFV
FC
FC
FC
average
average
concat MoE
Context
Gating
Embedding Dim Reduction Classification
Fig. 6. This figure shows an evolution of the first architecture from figure 1 with several embeddings. This
architecture is made to leverage the diversity of an Ensemble in a single model.
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NetVLAD 256, NetFV 128, Compact FC 1024, MoE 4
DBoF 8192, NetVLAD 128, Compact FC 1024, MoE 4
DBoF 16384, NetVLAD 256, Compact FC 1024, MoE 4
Fig. 7. Benchmark of different models with compact fully connected layers. The figure shows the accuracy
according to the number of parameters.
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6 Conclusion
In this paper, we demonstrated that circulant matrices can be a great tool to design compact
neural network architectures for video classification tasks. We proposed a more general framework
which improves the state of the art and conducted a series of experiments aiming at understanding
the effect of compactness on different layers. We investigated a model with multiple embeddings
to leverage the performance of an Ensemble but found it ineffective. The good performance of
Ensemble models, i.e. why aggregating different distinct models performs better that incorporating
all the diversity in a single architecture is still an open problem. Our future work will be devoted
to address this challenging question and to pursue our effort to devise compact models achieving
the same accuracy as larger one, and to study their theoretical properties.
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