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REM: Relational Entropy-Based Measure of Saliency
Kester Duncan
ABSTRACT

The incredible ability of human beings to quickly detect the prominent or salient
regions in an image is often taken for granted. To be able to reproduce this intelligent
ability in computer vision systems remains quite a challenge. This ability is of paramount
importance to perception and image understanding since it accelerates the image analysis
process, thereby allowing higher vision processes such as recognition to have a focus of
attention. In addition to this, human eye fixation points occurring during the early stages
of visual processing, often correspond to the loci of salient image regions. These regions
provide us with assistance in determining the interesting parts of an image and they also
lend support to our ability to discriminate between different objects in a scene. Salient
regions attract our immediate attention without requiring an exhaustive scan of a scene.
In essence, saliency can be defined as the quality of an image region that enables it to
stand out in relation to its neighbors.
Saliency is often approached in either one of two ways. The bottom-up saliency approach refers to mechanisms which are image-driven and independent of the knowledge in
an image, whereas the top-down saliency approach refers to mechanisms which are taskoriented and make use of the prior knowledge about a scene. In this thesis, we present a
bottom-up measure of saliency based on the relationships exhibited among image features.
The perceived structure in an image is determined more by the relationships among features
rather than the individual feature attributes. From this standpoint, we aim to capture the
organization within an image by employing relational distributions derived from distance
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and gradient direction relationships exhibited between image primitives. The Rényi entropy of the relational distribution tends to be lower if saliency is exhibited for some image
region in the local pixel neighborhood over which the distribution is defined. This notion
forms the foundation of our measure.
Correspondingly, results of our measure are presented in the form of a saliency map,
highlighting salient image regions. We show results on a variety of real images from various
datasets. We evaluate the performance of our measure in relation to a dominant saliency
model and obtain comparable results. We also investigate the biological plausibility of
our method by comparing our results to those captured by human fixation maps. In an
effort to derive meaningful information from an image, we investigate the significance of
scale relative to our saliency measure, and attempt to determine optimal scales for image
analysis. In addition to this, we extend a perceptual grouping framework by using our
measure as an optimization criterion for determining the organizational strength of edge
groupings. As a result, the use of ground truth images is circumvented.

vii

CHAPTER 1
INTRODUCTION

1.1

What is Saliency?
Certain structures or regions in a scene often attract our immediate attention without

requiring an exhaustive scan of the scene itself. The way these regions are captured by the
Human Visual System (HVS) without the need for focused attention is often described as
pre-attentive processing which was suggested by Neisser in [4] as the first of the two stages of
human visual processing. Neisser suggested that human visual processing was divided into
the pre-attentive stage, and the attentive stage. The pre-attentive stage consists of parallel
processes that operate concurrently on large regions of the visual field, forming structures
to which attention can be directed. The attentive stage consists of a focused processing
effort applied to a restricted region of the visual field. At this stage, relationships between
image features are found and grouping occurs. The set of visual properties of a scene that
are processed pre-attentively is limited. Furthermore, anything perceived within the preattentive time frame (which is typically 200 milliseconds) incorporates only the information
available from a single cursory glimpse [5].
Intermediate and higher level visual processes only utilize a predefined proportion of
the available sensory information before further processing. This is done most likely to
reduce the complexity of scene analysis [6]. This is illustrated in Figure 1.1. By simply
glancing at the image, the filled square is immediately perceived. The target square has
the visual property “filled” that the empty distractor squares do not. An observer can
perceive at a glance whether the object, in this case the filled square, is present or absent.
Moreover, the human brain and the vision system work in tandem to identify such relevant
regions [7]. An instantaneous visual arousal occurs in the early stages of human visual
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Figure 1.1. The filled square is immediately perceived by simply glancing at the image.

processing [8] as a result of these pre-attentively distinctive parts of a scene, and it is this
idea that is often referred to as saliency.
For many years, vision enthusiasts have been investigating how the human visual system
analyzed images which eventually lead to the pre-attentive model being incorporated into
many computer vision algorithms. Furthermore, the term saliency came into the forefront
after the vast amount of psychology-based work on selective visual attention [9]. With
regards to computer vision, saliency can be defined as the quality of an image feature that
allows it to stand out in relation to its neighboring features. These features are almost
unique, thereby making it possible to discriminate between objects in a scene. They can
also be considered as the outliers of the homogeneous region after segmentation due to
the fact that the goal of segmentation is to group areas in an image that satisfy some
homogeneity predicate [8]. It must be noted however, that salient regions in an image may
not necessarily belong to an object of interest.
Additionally, saliency can often provide the foundation for a visual attention mechanism
whereby the need for computational resources is significantly reduced [9]. Saliency features
are of paramount importance when visual recognition must be performed in cluttered
scenes. Consequently, the selection of a commensurate set of salient features forms the first
step in many computer vision algorithms. Salient features, points, or regions, facilitate
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object recognition, perceptual organization, segmentation, and figure-ground separation
because they permit immediate concentration on objects of interest in an image.
Various definitions of saliency have been proposed over the last few decades and it
has been extensively studied in the computer vision literature [10, 11, 12]. Saliency has
been described as visual attention, focus of attention, and the impetus for the selection of
fixation points [13]. Saliency research has its origins in attempting to explain perceptual
phenomena, thereby focusing on biologically plausible mechanisms for finding long and
smooth curves [12]. Most saliency research however, has been focused on the extraction
of interest points from an image that expressed some strong mathematical property [11].
A substantial amount of work has been amassed with the goal of modeling mechanisms
of perceptual organization such as contour saliency and more general Gestalt phenomena.
Interest point detectors have been quite successful in recognition and object tracking applications therefore demonstrating the applicability of saliency mechanisms. A large body
of existing saliency mechanisms have also been inspired by the known properties of psychophysics and the physiology of pre-attentive vision. There has also been research that
concentrated on computing the salient groupings of low-level features [14].
The notion of saliency however, has been used implicitly in a number of computer vision
algorithms. Salient region detection has been used to extract descriptions that were then
used to solve vision problems requiring correspondence [8]. Additionally, the idea of using
edge detectors to extract object descriptions embodies the idea that the edges are more
‘salient’ in comparison to other parts of the image. Furthermore, one of the central tasks
of perceptual organization is to detect salient structures. Saliency has also been used for
the detection of specific visual attributes such as corners, edges, and contours. In more
recent literature, saliency has been defined as image complexity [11]. Saliency methods
incorporating this definition offers the advantage of greater flexibility because they can
detect any of the low-level attributes – corners, contours, and edges.
Consequently, most saliency mechanisms are approached in two ways: bottom-up saliency
and top-down saliency. Bottom-up approaches are analogous to rapid, image or stimulusdriven mechanisms in pre-attentive vision and are to a great extent independent of the
3

knowledge of the content in an image. They are fast to implement, requiring no prior
knowledge of the scene. However, top-down approaches are goal-oriented and make use of
prior knowledge about the scene or the context to identify salient regions [7]. They are
task-dependent thereby demanding a more thorough understanding of the context of the
image, resulting in high computational costs. Top-down mechanisms can be envisioned as
weak classifiers that focus attention on the regions of the visual field which are relevant.
These two approaches are analogous to pre-attentive and attentive vision respectively. Integration of these two approaches has been deemed crucial for robot navigation, visual
surveillance, and realistic visual searches and they have been studied in the literature [15].
Saliency mechanisms utilizing this approach fall into the category known as integrated
approaches.
There is also the notion of local saliency and structural (global) saliency as specified in
[14]. Local saliency takes place when an image primitive becomes discernible by having a
distinguishing local property such as color, contrast, or orientation that enables it to ‘popout’ in relation to its neighbors. Structural saliency occurs when the structure is perceived
in a more global manner [14] whereby parts of the structure are not salient in isolation. In
this thesis, we present a measure of saliency based on the relations between low-level image
features. Our notion of saliency relies on the distribution of relative gradient directions
and the euclidean distances of edge pixels.

1.2

Contributions of this Work
The saliency measure presented in this work can be integrated in applications that

perform object tracking, object recognition, and visual attention as a preprocessing step
that can improve robustness. The measure is also generic thereby more flexible than
saliency measures that are tied to specific visual features. It is not driven by recognition
goals and it is independent of context, which is achieved by focusing on low-level vision. Our
measure highlights the regions of an image which present some form of spatial discontinuity
or contrast, and this is captured by the geometric relational distribution. It can also be
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used to extract descriptions, which could then be used to solve vision problems involving
matching. Our measure is sensitive to spatial discontinuities and this kind of architecture
is capable of detecting locations which stand out relative to their neighborhood, and this
is a general computational principle of the retina [15].

1.3

Layout of Thesis
This thesis is laid out as follows. In chapter 2, we survey the state of the community

in the field of saliency, saliency detection, visual attention, and interest point detection,
and prior work with regards to saliency. We also survey some work done using relational
distributions and entropy. In chapter 3, we present our relational entropy-based measure
for saliency first by describing relational distributions and their applicability, then we move
onto the description of entropy and the different measures of entropy used. The core of our
measure is presented here. We also describe the extension that we made to a perceptual
grouping framework whereby our measure is used as an optimization criterion. In chapter
4, we present our results on various images, including saliency maps and analyses. We
compare our findings to those of a dominant saliency model. Additionally, we present some
results from the evaluation of our measure as an optimization criterion for selecting strong
groups in a perceptual grouping framework. In chapter 5, we summarize our findings and
discuss the implications of our work on saliency research and also look at some potential
directions for future work.
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CHAPTER 2
RELATED WORK

There has been extensive work on saliency over the last few decades. A vast majority
of the work has been amassed in bottom-up approaches to saliency rather than top-down.
A more recent trend exists whereby the integration of these two approaches are being
explored.

2.1

Bottom-Up Saliency Approaches
In [14], Sha’ashua and Ullman presented a saliency measure based on curvature and

curvature variation. The structures their measure emphasized were also salient in human
perception, often corresponding to objects of interest in the image. The authors suggested
what made structures salient and proposed a mechanism for detecting salient locations
using a locally connected network. Motivated by the work done in [14], Berengolts and
Lindenbaum [12] presented a saliency measure based on probabilistic cues, estimated length
distributions and the expected length of curves. They showed that probabilistic saliency
had the ability to open pathways for different realizations of saliencies based on different
cues, thereby allowing other sources of information to be used. Their aim was to separate
a figure from its background.
Kadir and Brady introduced a multiscale algorithm for salient region selection and
applied it to matching problems such as tracking, object recognition, and image retrieval [8].
Their technique determined salient regions as those exhibiting unpredictable characteristics
simultaneously in some feature-space and over scale. They investigated the use of entropy
measures to identify regions of saliency within a broad class of images and image sequences.
They used the local intensity as the descriptor for saliency. They introduced a novel
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algorithm which created a hierarchy of salient regions that operated across feature scale
and space. In this thesis, we also investigate the implications of scale and saliency and
also adopt the argument presented in [8] that scale “is intimately related to the issue of
determining saliency and extracting relevant descriptions.” We explore this in our measure
to determine the scale (neighhborhood) at which a pixel remains salient. Hare and Lewis
use Kadir and Brady’s scale saliency method for image matching and feature-based tracking
[9].
Avraham and Lindenbaum proposed a novel stochastic model to estimate saliency in
[16]. They utilize a coarse pre-attentive grouping process to extract uniform regions. These
regions were then used as initial candidates for attention (saliency). Their “esaliency”
mechanism determines if an image part is of interest with the goal of finding small image
regions where salient objects are present.

2.2

Top-Down Saliency Approaches
When visual recognition must be performed in cluttered scenes, saliency mechanisms

are of paramount importance. Gao, Han, and Vasconcelos couple saliency to the recognition goal in [11]. They argued that the saliency judgments become significantly more
adaptive, only highlighting image areas which were relevant to recognition. The authors
equate saliency to discrimination thereby deviating from existing models. They referred
to the optimal salient features as those that were maximally informative of the presence
or absence of the target class in a field of view [11]. Additionally, Gao and Vasconcelos
define discriminant saliency as the features whose response best distinguishes an object to
be recognized from the set of all others that may be of possible interest [17]. This concept
has been applied to the design of object recognition systems which have been shown to
perform well.
Gopalakrishnan, Hu, and Rajan presented a salient region detection framework based
on the color and orientation distribution in images [7]. This framework consisted of a
color saliency framework and an orientation framework. The color saliency framework
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detected salient regions based on the spatial distribution of the component colors in the
image space. The orientation framework detected salient regions in the images based on
the global and local behavior of different orientations in the image, thereby making use of
the image context. They also proposed an orientation histogram as the local descriptor and
determined how different its entropy was from the local neighborhood, leading to the notion
of orientation entropy contrast. Our measure picks out relevant parts of a scene by using
a relational histogram of the gradient orientations and distances as the local descriptor.

2.3

Integrated Saliency Approach
Itti and Navalpakkam integrate both bottom-up and top-down approaches of saliency

for a novel approach in [15]. They argued that the integration of bottom-up and top-down
saliency measures was essential for robot navigation, visual surveillance, and any realistic
visual search. Their method decomposed the visual input into a set of topographic feature
maps. Subsequently, different spatial locations competed for saliency within each map such
that only locations which stood out locally relative to their surroundings would persist. The
bottom-up component was responsible for computing the saliency of locations in different
feature maps whereas the top-down component used statistical knowledge of the target
object to tune the bottom-up maps. They elaborated on the biological motivation for the
methods they utilized.

2.4

Relational Histograms
The idea of using relational histograms is not new. They have been shown to be

quite effective for database indexing and object recognition. Huet et al. used relational
histograms in [18] for shape indexing and they were shown to be a very efficient way of
indexing images into large image databases. The relational distributions created by gated
pairwise attribute histograms were used to recall complex line-patterns thereby permitting
rapid simultaneous histogram comparisons. The use of the directed relative angle and the
directed relative position permitted the encoding of structural information. In this thesis,
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we use the edge gradient angle and the distance between pixels as the pairwise attributes
to construct our relational distribution.
Similarly, Vega and Sarkar used relational histograms for motion-based recognition of
humans [19]. They used a normalized histogram of the observed inter-feature relations to
show that it was possible to recognize individuals from their jogging and running gaits,
and not just from their walking gait. Moreover, Ashbrook and Fisher [20] used pairwise
geometric histograms to represent and classify arbitrary 2 12 and 3−dimensional surface
shapes. With this representation, they were able to find correspondences between different
objects reliably and efficiently. Osada et al. also used sampled distributions for shape-based
retrieval in [21]. Thacker et al. demonstrated in [22] that pairwise geometric histograms
were complete with regards to describing line-based approximations to arbitrary curves.
Altogether, relational histograms have proved to be useful for geometric descriptions and
it is on this premise that we build our saliency measure.

9

CHAPTER 3
REM: RELATIONAL ENTROPY-BASED MEASURE

Our saliency measure is formulated on the entropy of geometric relational distributions.
These topics are described in further detail in the subsequent sections.

3.1

Relational Distributions
We adopt the notion specified in [19] that “the structure perceived in an image is

determined more by the relationships among image features rather than by the individual
feature attributes.” We utilize a mechanism to capture this structure. Image structures
can be represented by probability functions. In our case, these probability functions are
referred to as relational distributions. We represent these relational distributions using
relational histograms (geometric histograms). The concept of relational histograms is not
a novel one and they have been used extensively. They were used for database indexing
[18], motion-based recognition of humans [19], shape analysis [21], and object recognition
[20]. We define relational distributions in definitions 3.1.1 and 3.1.2 following [19].
Definition 3.1.1 Let:
• F = {f1 , ..., fN } represent the set of N features in an image.
• Fk represent a random k-tuple of features, and
• The relationship among these k-tuple features be denoted by Rk .
Therefore, pairwise or binary relationships between features are represented by R2 . Loworder spatial dependencies are captured by small values of k whereas higher-order dependencies are captured by larger values of k.
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Definition 3.1.2 Let the relationships Rk be characterized by a set of M attributes Ak =
{Ak1 , ..., AkM }. Hence, image structures can be represented by joint probability functions:
P (Ak = ak ), also denoted by P (ak1 , ..., akM ) or P (ak ), where aki is the value taken by the
relational attribute Aki .
These resultant probabilities are referred to as Relational Distributions. These distributions can be interpreted as: Given an image, if you pick k-tuples of features (in
our case, two), what is the probability that it will exhibit the relational attributes ak or
P (Ak = ak )? We represent these relational distributions in a normalized histogram. The
histogram bin size can vary, however, we utilized 10 x 10 or 100-bin histograms for most
of our experiments.

3.2

Pixel-Based Features
The concept of relational distributions is illustrated by considering the pixel properties

as features. Each pixel, fi , is associated with the gradient direction, θi , estimated using a
Canny Edge detector. To capture some structure between two pixels, we use the difference
between gradient angles (θi − θj ) and the euclidean distance (di − dj ) between them as the
attributes, {A21 , A22 }, of R2 . These attributes are ideal because they are invariant with
respect to image plane rotation and translation. Figure 3.1 depicts the computed attributes.
In addition to these attributes, we also utilize the gradient magnitude differences between
pixels as weights wi for histogram bin voting. The image in Figure 3.1 (c) illustrates the
relational distribution that is formed for the probability function P (d, θ). We can see from
this figure that the distribution is multi-modal. It also exhibits some repeated structure
for the respective image. For a more complex (or more cluttered) image, this distribution
tends to be more uniform, whereas for simpler images, the peaks in the illustration are
more apparent. Gradient direction estimation is performed on an image and the relational
distribution is built. Figure 3.2 presents a variety of images and their relational distribution
(histogram) images. The original images are on the left and the relational distributions for
the image are on the right. The vertical axis represents the gradient angle (ranges from

11

(a) Original image

(b) Pixel Attributes

(c) Relational Distribution P (d, θ)
Figure 3.1. Pixel-based binary relational distribution.

0 at the top-left to π at the bottom-left) and the horizontal axis represents the distance
(ranges from 0 at the bottom left to the maximum distance possible in the image at the
bottom-right).
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Figure 3.2. Images and their relational distributions (histograms).
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For each image in Figure 3.2, the relational histogram was created based on the estimated gradient angles. The number of bins used for these histograms was 2061 (51 x 51).
The horizontal axis (from left to right) represents the distance between pixels with a range
from 0 to the maximum possible distance for the image, whereas the vertical axis (from
top to bottom) represents the edge gradient angle with a range from 0 to π.

3.3

Sampling
Relational distributions can be computed naively by performing an exhaustive enu-

meration of all feature pairs. This is computationally expensive with a time complexity
of O(n2 ), where n is the number of pixels in a local pixel neighborhood. Based on work
done in [23], we also found that using a sampling-based method to estimate the relational
distribution offers an efficient alternative. For each pixel i, we sample m pairs of pixels
from the neighborhood of i (Li ) to create the relational distribution, where m is directly
proportional to Li . We then repeat the sampling until the entropy of the distribution converges (change in the entropy is small, in our case 0.001). The complexity of the relational
distribution computation is reduced to O(km), where k is the number of iterations for
which the relational distribution is updated.

3.4

Entropy
Let P = (p1 , p2 , ..., pn ) be a discrete probability distribution. The amount of uncertainty

or disorder (or randomness) of the distribution P is referred to as the entropy of P and
it is measured by the quantity H [P] = H (p1 , p2 , ..., pn ) [24]. In our case, the probability
distribution is P(d, θ), which is captured by the relational histogram. Entropy designates
the extent to which the features characterized by the relational histogram are uniformly
distributed [13]. Entropy is defined by the common form by:

H (P ) = −

n
X

p(xi ) log2 p(xi ).

i=1
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(3.1)

Equation 3.1 is universally known as Shannon’s Entropy. This form of entropy has
some special properties [25]:
• It is continuous, so that small amounts of probability changes only result in small
amounts of entropy changes.
• It is symmetric whereby the measure is unchanged if the outcomes pi are reordered.
• It is maximal when all the possible events are equally probable (the entropy value
would be the highest in this case) - H (p1 , p2 , ..., pn ) ≤ H ( n1 , n1 , ..., n1 ). Similarly,
• It is additive such that the amount of entropy is independent of how a process is
divided into parts.
• It is invariant with regards to adding or removing an event with zero probability.
We also utilize another form of entropy which is a generalization of the Shannon entropy
in 3.1. It is defined as follows:

Hα (P ) =

n
X
1
p(xi )α ),
log2 (
1−α
i=1

(3.2)

Equation 3.2 is known as Rényi’s Entropy of order α where α ≥ 0. Increasing values of
α produce a Rényi entropy that is devised by favoring the higher probability events. The
probability events are considered more equally for lower values of α. When α = 1, we get
the Shannon entropy. We ran our experiments with an α value of 2, which is defined as:

H2 (P ) = −log2 (

n
X

p(xi )2 )

(3.3)

i=1

Equation 3.3 is sometimes referred to as Collision entropy. A comparison of the these two
entropy measures is presented in a later section. Furthermore, we utilize an extra term
2 (e)
(l − 1) log2N
shown by Abe in [26] to be the “the expected divergence between a finite

probability distribution Q on {1, 2, ..., l} and its empirical one obtained from the sample
of size N drawn from Q”. This term is added to the entropy value H[P ] in an effort
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to compute the expected divergence between the estimated probabilities and the actual
underlying probability.
We believe that finding the entropy of the relational distribution P(d, θ) is a good
indicator of the “pop-out” structures in an image. We define our saliency measure in full
in the subsequent section.

3.5

Saliency Measure
We define saliency as the quality of an image feature that enables it to stand out (or

“pop-out”) relative to its neighbors. We quantify this quality with an entropic measure
based on the relational distributions of local pixel neighborhoods. Therefore, let P(d, θ)
be our relational distribution based on the pixel attributes specified in section 3.2. Thus,
the saliency function Φ(·) is defined as:

Φ = 1 − Hi [P(d, θ)]

(3.4)

where i is either 1 or 2 for Shannon’s entropy or Rényi’s entropy respectively.
We calculate our measure Φ both globally (ΦG ) and locally (ΦL ). ΦG is not necessarily
a measure of saliency. It measures the disorder (complexity) exhibited in the image. ΦL
however, is a measure of pixel saliency with regards to some M , in which M is a (2k +
1)(2k + 1) neighborhood of a pixel with k > 1. Higher values of Φ indicate higher saliency
and vice versa. Additionally, Φ is normalized. Due to the fact that ΦG is a global measure,
it is more problematic from a computational point of view. We compare pixel pairs to
determine the pairwise geometric relationships between them in an effort to build the
relational distribution. In order to ascertain ΦG , we approached the problem in two ways:
use brute force with n2 comparisons to gather a fine estimate of ΦG (where n is the total
number of pixels) or compare the edge pixels of an edge map to get a coarse estimate of
ΦG . We found empirically that the latter approach was an order of magnitude faster than
the former and less complex. Furthermore, the value derived only differed from the fine
estimate by approximately −0.01 in most cases. We also noticed that the inefficient brute
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force approach was an upper bound for the coarse estimate. With this in mind, the latter
approach was preferred.
To calculate ΦL , which assigns to each respective pixel location a saliency value, we
considered the pairwise comparisons of pixels in the neighborhood Mi of a central pixel
fi , where i is the index of the pixel. Examples of neighborhoods used are shown in Figure
3.3. In this figure, the central pixel is depicted as a yellow dot. This procedure is also

Figure 3.3. Local pixel neighborhoods to measure the saliency of a central pixel (image
best viewed in color).

administered to calculate ΦG with M being the entire pixel set of the edge map. The
major difference is that each point is not given a saliency value. The value that is retrieved
is a measure of ‘organization’. The euclidean distance d and the gradient angle difference
θ between a pixel pair is used to construct the distribution as described in section 3.2.
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3.6

R.E.M. Saliency Map
We construct a saliency map which is a representation of an image emphasizing salient

locations as defined by our measure ΦL . Our algorithm takes a grayscale image as input
and produces a grayscale map highlighting salient structures by assigning an estimated
priority to every pixel location. Saliency maps are produced for images for varying local
neighborhood scales. The brighter areas of the saliency map signify the more salient areas
of the images and vice versa as depicted in Figure 3.4. This map may then be intensitynormalized and convolved with a Gaussian smoothing filter for comparison with the results
of other saliency methods (mean saliency map). We hereafter refer to any of our saliency
maps as the REM map. In Figure 3.4, the value of ΦG was = 0.171, the size of the local
pixel neighborhood used was 11x11 with 25 histogram bins. The map was then intensitynormalized and smoothed with a Gaussian smoothing filter. In this case, a 30 x 30 mask
was used with σ = 5. If you simply glance at the original image, some of the structures

(a) Original Image
(b) REM Saliency map
Figure 3.4. An image and its saliency map.

that may pop out to you during that brief attention span are represented in the saliency
map. This would be explored further in subsequent sections.
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3.7

Scale Space
Objects in the world appear in different ways depending on the scale of observation

and this fact has important implications if they are to be described. Multi-scale representations are necessary to completely represent and process images [27]. A characteristic
property of structures in images is that they may only be meaningful over definite ranges
of scale. For instance, a map of the United States would contain the largest cities, towns,
and some interstate highways, whereas a city map changes the level of abstraction substantially to include streets and buildings etc. In computer vision, the primary focus is on
deriving significant and meaningful information from images (determining that something
is “meaningful” however, is context specific). Consequently, in this thesis, we explore the
significance of scale relative to our saliency measure for deriving meaningful information
from an image and attempt to select the optimal scales for their analysis [28]. Representations of scale-space would enable us to analyze an image point of interest at different
scales, yet they do not indicate at which scale subsequent processing must be performed.
As previously noted, our saliency map emphasizes salient locations in an image for a
specified scale. We process an image at different local pixel neighborhood scales for square
neighborhood scales satisfying 2k + 1 dimensions, where k = 1, ..., 5.

3.8

R.E.M. as an Optimization Criterion
In this thesis, we explored extending a perceptual grouping framework to determine if

our relational entropy-based measure was useful as an optimization criterion for selecting
structurally organized edge groupings. We utilized the perceptual grouping framework described by Soundararajan in [29]. The goal of this framework was to group low-level image
features which were likely to belong to a single object using graph spectral partitioning.
This underlying process itself is commonly referred to as perceptual organization.
Perceptual organization can be succinctly defined as the ability to detect salient structures and groupings in an image based on some form of organization exhibited among
them. The ability to group salient structures is one of the fundamental issues in vision and
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is of paramount importance to the design of vision systems. The groupings that arise as a
result of perceptual organization can be thought of as being used to initiate the procedures
used for object recognition and other higher level processes since it significantly reduces
the complexity and search space for model comparison [30]. The grouping in this framework is done based on salient relationships between Gestalt principles, namely parallelism,
continuity, similarity, symmetry, common region, and closure [31, 32].
The framework casts grouping parameters as probabilities which are learned from a set
of training images of objects in their natural contexts (the objects of interest are manually
outlined) [29]. However, we alter this functionality by eliminating the use of ground truth
images, and incorporate our relational entropy-based measure as an optimization criterion.
An overview of this framework as altered in this thesis, is depicted in Figure 3.5. Constant

Feature Grouping

Scene Structure
Graph

Edge Detector

Spectral
Partitioning
Output

Parameter Learning
Team of Learning
Automata
Image

Feedback

Optimization
Criterion

Ground
Truth

Figure 3.5. System block diagram of the altered perceptual grouping framework.

curvature edge segments form the low-level image features that are used as input to the
grouping algorithm. The output consists of salient groups of these edge segments. The
feature grouping algorithm consists of scene structure graph specification and spectral
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partitioning of the scene structure graph. A weighted relational graph captures the salient
relationships among the edge segments.
Quantification of the relative importance of the salient relationships has not fully been
exploited in the computer vision community. Consequently, with this grouping framework,
the importance of each relationship is parameterized and is learned using an N-player
stochastic automata game framework [33]. The probabilities that form the foundation
of the relational graph, along with the other algorithm parameters are learned by the
automata. “A learning automaton is an algorithm that adaptively chooses from a set of
possible actions on a random environment so as to maximize the expected feedback[29].”
The environment in our case is the grouping algorithm along with the image set. In
response to a chosen action, the environment produces a randomly determined output β,
which is used by the learning automata to decide on the next action. The aim is to select
the action that produces the maximum expected β (for more details on how the learning
automata works, the reader is referred to [29, 33]).

3.9

Learning Automata
The learning automata team decides on the contributions for the parameters used to

quantify the relationships, which is based on the feedback that it receives from the environment. This feedback measure captures the performance of the grouping algorithm on an
image. This was originally calculated by comparing the output of the grouping algorithm
with manually outlined training images (ground truth). We altered this feedback measure
in an effort to circumvent the use of ground truth images for determining performance.
The rationale behind this new feedback measure goes as follows:
Definition 3.9.1 Let G denote the set of groups found by the perceptual grouping algorithm
from [29] and let NG denote the number of groups found. Let Φβ be the new performance
feedback measure defined as follows:
Φβ =

1 X
(
1 − H[ P(d, θ)g ] ),
NG g ∈ G

21

(3.5)

where P(d, θ)g is the relational distribution formed by the pairwise comparisons of the
pixels of g. This measure ranges from ranges from zero to one and larger values indicate
stronger groupings and vice versa. Other metrics might be desirable, but this one suffices
for the illustration of the essential ideas.
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CHAPTER 4
RESULTS AND ANALYSES

We present analyses and evaluations of our saliency measure in this section. We investigate its performance for a wide variety of images and compare our results with the state
of the art. We also present results for our extension of a perceptual grouping framework
as described in section 3.8. In the subsequent section we detail the image databases that
were used in this thesis.

4.1

Datasets
A wide variety of real images from various publicly available data sets were gathered.

These were used in the design and evaluation of our saliency measure. Representative
sample images were chosen from each set and used in this thesis in an effort to illustrate
the generic and biologically plausible nature of our measure. All of the images used were
originally color images. They were converted to grayscale for use in this work.
• PASCAL:
Saliency mechanisms are often precursors to object recognition. Therefore, we believed that it would be fitting to evaluate our measures on images from an object
recognition challenge dataset. This challenge set can be utilized for the development
and testing of recognition algorithms. The PASCAL 1 dataset [34] offers a wide array
of realistic images for this purpose. This is one route we decided to embark on.
• Bruce:
Images utilized by Bruce and Tsotsos for their study in [1] were also used. We chose
1

PASCAL is an acronym for pattern analysis, statistical modeling, and computational learning.
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these images due to the availability of their human fixation maps, which facilitates
the evaluation and comparison of our results with the state of the art.
• iLab:
Images from the ubiquitous iLab

2

of the University of Southern California were also

used in an effort to evaluate the performance of our saliency measure with the ground
truth data that was available [35].
• StreetScenes:
The MIT StreetScenes [36] database contains images of urban scenes from many categories. We used this simply to determine if our measure highlighted the pedestrians
in a scene to some degree.

4.2

General Performance of Saliency Measure
In this section, we present a variety of real images and their saliency map results.

As previously noted, our measure is a pure bottom-up, task-independent approach to
saliency detection. There is no knowledge about the context of the scene that is used to
determine saliency. Salient regions are simply those regions which stand out relative to
their neighborhood. Since we utilize gradient information, namely gradient direction and
magnitude, boundaries of salient regions are emphasized rather than their interior. This
is due to the fact that within the salient region (if composed of many salient pixels), there
may be nothing that stands out locally, hence uniformity. This can be observed in the
subsequent sections.

4.2.1

Evaluation with Regards to Highlighting Pedestrians

We used our saliency measure to determine if pedestrians would be emphasized as
salient in some images taken from the StreetScenes database [36]. We must note however
that pedestrians are not essentially salient. With our measure, if pedestrians stand out
2

iLab is the name given to the research laboratory headed by Professor L. Itti of the University of
Southern California
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relative to their surroundings, they would be recognized as salient. The original images
were converted to grayscale for evaluation and the relational distributions were calculated
for neighborhoods of 9 x 9 pixels.

25

(a) Image evaluated

(b) Marked pedestrians

(c) REM saliency map

Figure 4.1. REM saliency’s performance with regards to highlighting pedestrians.
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4.2.2

Evaluation with Regards to Highlighting Traffic Signs

Analogous to highlighting pedestrians, we used our measure to determine if traffic
signs would be emphasized in images taken from the iLab image data set [35]. Similarly to
the highlighting of pedestrians in section 4.2.1, traffic signs are only salient if they stand
out relative to their surroundings. Traffic signs should be salient if they are to perform
their function effectively. The original images were converted to grayscale for evaluation.
Following the procedure indicated in the previous section, and the relational distributions
were calculated for neighborhoods of 9 x 9 pixels.
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(a) Image evaluated

(b) Marked traffic signs

(c) REM saliency map

Figure 4.2. REM saliency’s performance with regards to highlighting traffic signs.
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4.3

Comparison with Human Saliency Maps
The main goal of this thesis was to develop a pure bottom-up saliency mechanism

based on relationships between image features and we highlight those image regions which
stand out relative to some local neighborhood. We analyze the performance of our proposed
method in relation to that obtained by the human visual attention mechanism. We executed
this by comparing our saliency maps with empirical human fixation maps (or fixation
density maps) from work done by Bruce and Tsotsos in [1]. The human saliency maps
were captured by recording human eye fixations over an image which was displayed to
test subjects for a limited amount of time. Each fixation point in these images were then
convolved with a Gaussian. For more details on this procedure, the reader is referred to
[1].
We follow the evaluation methods of [2] by using a subjective and objective comparison
of the saliency maps. The subjective comparison provides an approximate evaluation of
the correlation between the human fixation map and the REM saliency map. Conversely,
the correlation coefficient between the maps provides a more objective comparison. This
measure has been used as de-facto standard for comparing saliency maps. The test images
used in this evaluation are shown in Figure 4.3.

image1

image2

image3

image4

image5

image6

image7

image8

Figure 4.3. Original test images used for the human fixation map comparisons.
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4.3.1

Subjective Comparison

This method gives us an estimated idea about the correlation between the human
fixation and saliency maps visually. We assign a different color channel to each map - blue
for our saliency map, and green for the human fixation map. The red channel is given a
value of 0. With this comparison image, an observer can see where the maps correlate and
where they do not. Black regions of the image indicate the absence of saliency for both
maps, whereas bright regions indicate saliency on both maps. Similarly, uncorrelated parts
are either blue, which signifies REM saliency but no human fixation, or green, signifying
human fixation but no saliency as determined by our method. The comparison is shown
in Figure 4.4. The human fixation maps were based on the color versions of the images in
column (a).
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(a) Image
evaluated

(b) Human
saliency map

(c) REM saliency
map

(d) Comparison
map

Figure 4.4. Comparing saliency results and human saliency maps.
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4.3.2

Objective Comparison

The correlation coefficient serves as the objective comparison between the human fixation map and our REM saliency map. The correlation coefficient λ is calculated as follows:
− µh ) · (Ms (x) − µs )]
P
2
2
x (Mh (x) − µh ) ·
x (Ms (x) − µs )

P

λ= p
P
2

x [(Mh (x)

(4.1)

where Mh (x) is the human fixation map, Ms (x) is the REM saliency map, µh is the
mean intensity of the human fixation map (Mc (x)), and µs is the mean intensity of our
map (Ms (x)). If there is no relationship between the human fixation map and the REM
saliency map, the correlation coefficient is 0 or very low. As the strength of the relationship
between the human saliency map and REM saliency map increases, so does the correlation
coefficient. A perfect relationship gives a coefficient of 1.0. Thus, the higher the correlation
coefficient the better. The values are displayed in table 4.1. The images are referenced as
“image1” to “image8” with regards to how they are listed in Figure 4.3.
Table 4.1. Correlation coefficients λ between Human Fixation Maps [1] and REM saliency
maps.
λ

4.4

image1

image2

image3

image4

image5

image6

image7

image8

0.581

0.607

0.490

0.454

0.397

0.535

0.367

0.188

Comparison with a Dominant Saliency Model
Following the approach proposed in [2] and adopted in [16] and some of the test images

which were used, we compared the results of our algorithm to that of the results produced
by iLab’s [35, 37] (available in [38]) saliency algorithm in relation to the respective human
saliency maps. iLab’s saliency mechanism is considered the dominant saliency model in
the state of the art. We must note that our method only uses grayscale images, whereas
the iLab makes use of the color information. The original images which were used for
this comparison are displayed in Figure 4.5. The REM saliency maps were produced by
evaluating a local pixel neighborhood size of 11x11. They were then downsampled so that
they could be compared to iLab’s saliency maps. The correlation coefficients for both
32

mechanisms are shown in table 4.2. The correlations between the human maps and the
REM maps are higher than the correlations with iLab saliency in two out of the four images
shown.

road

swissalps

coke

forest

Figure 4.5. Original test images used for comparison with the state of the art.

(a) Image
evaluated

(b) Human
saliency map

(c) iLab saliency
map.

(d) REM saliency
map

Figure 4.6. Comparing REM saliency results with human saliency maps and iLab.
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Table 4.2. Correlation coefficients λ of REM saliency maps and iLab saliency maps with
human saliency maps [2].
REM - λ
iLab - λ

coke
0.216
0.400

road
0.280
0.362

swissalps
0.621
0.523

forest
0.573
0.436

In addition, we compared our results to iLab’s with regards to 120 human fixation maps
from the Bruce and Tsotsos data set (some examples are shown in Figure 4.4). Some of
the results are shown in Figure 4.7 and table 4.3.
Table 4.3. Correlation coefficients λ between REM and iLab saliency maps with their
respective Human Fixation Maps [1].
REM
iLab

image1
0.581
0.470

image2
0.607
0.357

image3
0.490
0.265

image4
0.454
0.369

image5
0.397
0.441

image6
0.535
0.433

image7
0.367
0.106

image8
0.188
0.255

The overall performance for these 120 images is displayed in Figure 4.8. In 63.3% of
the images, the correlation coefficients between the R.E.M. saliency maps and the human
fixation maps were higher than iLab’s.

34

(a) Image
evaluated

(b) Human
saliency map

(c) REM saliency
map

(d) iLab saliency
map

Figure 4.7. Comparing saliency results and human saliency maps.
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Figure 4.8. R.E.M. vs. iLab - graph of the correlation coefficients for 120 images from the
Bruce and Tsotsos data set.

4.5

Scale Variation
We first proceeded by evaluating our saliency measure for various local pixel neighbor-

hood dimensions for a specified pixel location. The pixel locations were chosen manually
and the neighborhood dimensions extended from (3 x 3) to either 50% of the image size,
or the neighborhood at which convergence was achieved. Convergence is achieved in this
case when there is no significant change in the entropy of the pixel for twenty iterations
and (∆Hp(d,θ) > 0.001). Keep in mind that our saliency measure is 1 − H[P(d, θ)], where
P(d, θ) represents the relational distribution of a local pixel neighborhood. This is depicted
in Figures 4.9 to 4.16.
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4.5.1

Evaluation at a Specified Pixel Location

In this section, we aim to determine the optimal scale at which the saliency of a pixel
can be analyzed.

Figure 4.9. ‘Baby’ image evaluated at the pixel location (244, 180).

We see from Figures 4.10, 4.12, 4.14, and 4.16 that the entropy is lower for smaller
neighborhoods of a pixel (note that our saliency measure is simply 1 − entropy). We
can deduce that our measure depends strongly upon the scale at which it is measured.
The question posed is which neighborhood size is approximately optimal for our entropic
measure? From these images, we can see that after a scale σ of 15, the entropy values
converge to approximately 0.90. A more exhaustive approach must be taken to determine
the exact scale to derive meaningful information, which can vary from image to image and
region to region. Consequently, we investigate this by examining the saliency values for
each pixel at different scales. If an image point is salient up to a scale σ, this means that
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Figure 4.10. Plot of the entropy values for the image in Figure 4.9 with convergence occurring at a neighborhood size of (165 x 165).

Figure 4.11. ‘Bedroom’ image evaluated at the pixel location (138, 56).

its saliency value remains relatively unchanged up to this scale. Thus, it persists. This
idea is investigated in the subsequent section.
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Figure 4.12. Plot of the entropy values for the image in Figure 4.11 with convergence
occurring at a neighborhood size of (157 x 157).

Figure 4.13. ‘Living room’ image evaluated at the pixel location (242, 170).
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Figure 4.14. Plot of the entropy values for the image in Figure 4.13 with convergence
occurring at a neighborhood size of (101 x 101).

Figure 4.15. ‘Office’ image evaluated at the pixel location (135, 71).
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Figure 4.16. Plot of the entropy values for the image in Figure 4.15 with convergence
occurring at a neighborhood size of (135 x 135).
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4.5.2

Evaluation of the Saliency Map at Different Scales

In this section, we evaluate the changes that occur to a saliency map over a narrow range
of scales. The scale range (σ) is as follows: (2k + 1) x (2k + 1), where k = {1, ..., 5}; σ = n
would always refer to n x n. The saliency maps were intensity-normalized and smoothed
with a Gaussian smoothing filter. From these images, we can subjectively conclude that

(a) Test Image

(b) σ = 3

(c) σ = 5

(d) σ = 9

(e) σ = 17

(f) σ = 33

Figure 4.17. Scale space evaluation of helmets image.

the border of the ceiling lights and the helmet reflections are the most salient over these
narrow range of scales. All other image regions fade to the ‘background’. For these images,
we can conclude that the borders of the chairs are the most salient over these narrow range
of scales. The heads of the band members persist up to the σ = 17 scale, but they are not
so apparent at σ = 33. We can see from all the images in Figures 4.17 - 4.19 that the most
salient image regions persist through to the largest scale. Less salient regions fade as the
scale increases.
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(a) Test Image

(b) σ = 3

(c) σ = 5

(d) σ = 9

(e) σ = 17

(f) σ = 33

Figure 4.18. Scale space evaluation of band image.

(a) Test Image

(b) σ = 3

(c) σ = 5

(d) σ = 9

(e) σ = 17

(f) σ = 33

Figure 4.19. Scale space evaluation of beer bottles image.
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4.6

Comparison of Shannon and Rényi Entropies
The entropy measure was formulated with both the Shannon and Rényi entropies. A

comparison of values for our global measure ΦG is shown in table 4.4. We can see from the
Table 4.4. Comparison of ΦG values using Rényi and Shannon entropy (images were taken
from the PASCAL challenge dataset [3]).
Image

ΦG using Rényi’s entropy

ΦG using Shannon’s entropy

0.245

0.182

0.161

0.123

0.167

0.120

0.157

0.112

0.156

0.117

table that ΦG has higher values when the Rényi entropy is incorporated and lower values
when the Shannon entropy is used. Due to the fact that Φ is inversely proportional to the
entropy value, this provides evidence that the Shannon entropy is an upper bound to the
Rényi, as is commonly known.
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4.7

Evaluating Histogram Bin Size
In this section, we evaluate the effect of varying the histogram bin size on the saliency

map composed of ΦL values as well the value of ΦG for an image. The local pixel neighborhood size used in Figure 4.20 to measure the saliency was (9 x 9) with a random sampling
percentage of 25%. We can see from the Figure that the contrast of the saliency map is

(a) Image evaluated

(b) 25 bins, ΦG = 0.130

(c) 100 bins, ΦG = 0.102

(d) 900 bins, ΦG = 0.072

(e) 3600 bins, ΦG = 0.060

(f) 8100 bins, ΦG = 0.055

Figure 4.20. Effects of varying the number of histogram bins on the saliency map.

altered with an increase in the number of histogram bins. The areas of the image which
were highlighted as salient persisted in all the maps, whereas the areas which were not
highlighted as salient did not. There is a somewhat ‘smoothing’ effect that occurred as a
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result. The ΦL values of non-salient regions leveled out as indicated by the homogenous
intensity characteristics.

4.8

Evaluation of the Extension to a Perceptual Grouping Framework
In this section we present results of the extension of the perceptual grouping framework

of [29]. Figure 4.21 shows some sample results on a variety of real images. The first column
(starting from the left) displays the gray-level input images. The second column displays
the edge map of the features that must be grouped. The third column displays the different
groups retrieved using the original framework, and the fourth column displays the groups
retrieved using our measure as an optimization criterion Φβ .
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(a) Original image

(b) Edge map

(c) Original result

(d) Our result

Figure 4.21. Perceptual grouping extension results.

47

The preliminary results in Figure 4.21 are encouraging. Without the use of ground
truth images, we were able to produce similar results to that of the original framework
which utilized ground truth. No supervised learning using ground truth data was done in
our case. We believe that with some refinement, our measure can be used as a standalone
metric or as a metric in tandem with ground truth information for selecting perceptual
edge groupings.
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CHAPTER 5
CONCLUSION AND FUTURE WORK

The main goal of this thesis was to develop a pure bottom-up saliency mechanism
based on relationships exhibited between image features. We highlighted those image regions which stood out relative to some local pixel neighborhood. We adopted a bottom-up
saliency approach due to its generic nature and flexibility. Our measure is not tied to specific visual features. We validated our saliency measure using a variety of image data sets.
We demonstrated how our results coincide with human fixations and also present results
that are comparable to a dominant saliency model. These results are encouraging. Consequently, we believe that our measure may be used as the foundation of a focus of attention
mechanism. As an extension, our measure may eliminate the need for ground truth in a
perceptual grouping framework with some adjustments to the way image structures are
captured. No supervised learning using ground truth data was done with our extension to
the framework.
For future work, we aim to use richer representations to capture more of the low-level
structure in an image. We also seek to incorporate more probabilistic principles in our
measure to make it more robust. We also aim to explore our measure with regards to
video sequences and depth estimation. In an effort to reduce the dimensionality and memory usage inherent with relational histograms, we aim to incorporate the kernel entropy
component analysis introduced in [39] to estimate the Rényi entropy of local neighborhoods. Another future goal is to implement an integrated saliency approach, incorporating
both top-down and bottom-up saliency approaches to aid in visual attention and object
recognition.

49

REFERENCES

[1] Neil D. B. Bruce and John K. Tsotsos. Saliency, Attention, and Visual Search: An
Information Theoretic Approach. Journal of Vision, 9:1–24, 2009.
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