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ABSTＲACT
The relationship between attribute reduction problem in rough sets and dominating set problem in
graph is discussed． By constructing an information system，the attribute reduction problem in rough sets
is associated with the dominating set problem in graph，so as to transformed the dominating set problem
into the attribute reduction problem． Firstly，it is proved that the minimal dominating set of a graph is
exactly the attribute reduction of the constructed information system． Then，a minimum dominating set
algorithm based on information entropy is proposed． Finally，A practical example illustrates the feasibility
and efficiency of the proposed algorithm．
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应用［2 － 6］． 目前针对这两个问题，已存在众多的求解




















定义 1［1］ 称 IS = ( U，A，I，f) 为一个信息系
统，其中，U 是非空有限对象集，称为论域; A 是非空
有限属性集; I = ∪
a∈A
Ia，Ia 表示属性 a 的值域; f ∶ U ×
A→ I 为信息函数，对x∈U，a∈ A，有 f( x，a) ∈ Ia．
任意属性子集 B A 决定一个二元不可辨识关
系:
IND( B) = { ( x，y) ∈ U × U a∈ B，
f( x，a) = f( y，a) } ．
U / IND( B) = { ［x］B x∈ U}
构成 U 的一个划分，其中
［x］B = { y∈ U ( x，y) ∈ IND( B) }
为 x 关于 B 的等价类．
定义2［1，14］ 设 IS = ( U，A，I，f) 是一个信息系
统，称属 性 集 B  A 是 IS 的 协 调 集，IND( B) =
IND( A) ． 进一步，若
IND( B － { b} ) ≠ IND( B) ，b∈ B，





定义3［1，14］ 设 IS = ( U，A，I，f) 为一个信息系
统，对x∈ U，y∈ U，
d( x，y) = { a∈ A f( x，a) ≠ f( y，a) }
称为( x，y) 的辨识集．
D = { d( x，y) ( x，y) ∈ U × U}
称为信息系统 IS 的辨识矩阵． 对( x，y) ∈ U × U，若
d( x，y) ≠ ，称( x，y) 为可区分对象对．
引理 1［12，14］ 设 IS = ( U，A，I，f) 是一个信息
系统． 对x∈ U，y∈ U，有
1) d( x，x) = ，
2) d( x，y) = d( y，x) ，
3) y［x］Ad( x，y) ≠ ．
证明请参见文献［12］、文献［14］．
















∨ d( x，y) 表示所有变量 a* ∈ d( x，y) 的析取式，
∧ {∨ d( x，y) } 表示所有∨ d( x，y) 的合取式．
定理 1［12，14］ 设 IS = ( U，A，I，f) 是一个信息


































引理 2［12，14］ 设 IS = ( U，A，I，f) 是一个信息
系统，属性 a∈ A 是核心属性当且仅当存在( x，y) ∈
U × U，使得 d( x，y) = { a} ．
证明请参见文献［12］、文献［14］．
例1 给定一个信息系统 IS = ( U，A，I，f) 如表
1 所示，其中
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U = { x1，x2，x3，x4，x5，x6 } ，
A = { v1，v2，v3，v4，v5 } ．
利用布尔运算求解信息系统 IS 的所有约简．
信息系统 IS 的辨识矩阵 D 为
D =
 { v1，v2，v3，v4 } { v1，v2，v3，v4 } { v1，v2，v3，v4 } { v1，v2，v3，v4，v5 } { v1，v2，v3，v4 }
 { v1，v2，v3 } { v1，v2，v3，v4 } { v1，v2，v3，v5 } { v1，v2，v3 }
 { v1，v2，v3，v4 } { v1，v2，v3，v5 } { v1，v2，v3 }
 { v1，v4，v5 } { v1，v4 }






























=∧ {∨ d( xi，xj ) d( xi，xj ) ≠ ，1 ≤ i≤ 6，




( {∨ d( xi，x6 ) d( xi，x6 ) ≠ } )
= ( v1 ∧ v5 ) ∨ ( v2 ∧ v4 ∧ v5 ) ∨ ( v3 ∧ v4 ∧ v5 ) ，
所以
{ v1，v5 } ，{ v2，v4，v5 } ，{ v3，v4，v5 }
是信息系统的所有约简，其中最小约简为{ v1，v5 } ．
表 1 信息系统 IS
Table 1 Information system IS
v1 v2 v3 v4 v5
x1 1 1 1 1 0
x2 2 2 2 0 0
x3 3 3 3 0 0
x4 4 0 0 4 0
x5 0 0 0 0 5




给定一个图 G = ( V，E) ，其中，V 表示图的顶点
集，E表示图的边集，对v1∈V，v2∈V，若( v1，v2 ) ∈
E，则称 v1，v2 相邻． 顶点 v∈ V称为G的孤立点，当且
仅当 V － { v} 中的任意顶点和 v 都不相邻． 对于顶点
v∈ V，记 N( v) 为所有与 v 相邻的顶点集，
N［v］ = N( v) ∪ { v}
为 v 的邻接集，显然 v∈ N［v］，N［v］≠ ．
定义 5［2］ 给定一个图 G = ( V，E) ，S V 为 G
的顶点子集． 若对v∈ V，则 v∈ S 或 N( v) ∩ S≠
，称 S 为 G 的支配集． 若 S 是支配集，且 S 的任何真
子集都不是支配集，则称 S为G的极小支配集; 若不
存在支配集 S'，使得 S' ＜ S ，则称 S 为 G 的最
小支配集，其中 S 为 S 的基数．
















∧ {∨ N［v］} 表示所有∨ N［v］的合取式．
定理2［2］ 给定一个图G = ( V，E) ，顶点集 S
V 是 G 的一个极小支配集，当且仅当∨
v∈S

































例 2 给定一个图 G = ( V，E) ，如图 1 所示，其
中
V = { v1，v2，v3，v4，v5 } ，E = { e1，e2，e3，e4，e5 } ．
利用布尔运算求解该图的所有极小支配集过程
如下:
N［v1］ = { v1，v2，v3，v4 } ，N［v2］ = { v1，v2，v3 } ，









=∧ {∨ N［v］ v∈ V}
= ( v1 ∨ v2 ∨ v3 ∨ v4 ) ∧ ( v1 ∨ v2 ∨ v3 ) ∧
( v1 ∨ v2 ∨ v3 ) ∧ ( v1 ∨ v4 ) ∧ ( v5 )
= ( v1 ∧ v5 ) ∨ ( v2 ∧ v4 ∧ v5 ) ∨ ( v3 ∧ v4 ∧ v5 ) ．
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可得图 G 的所有极小支配集为
{ v1，v5 } ，{ v2，v4，v5 } ，{ v3，v4，v5 } ，
最小支配集为{ v1，v5 } ．
图 1 G = ( V，E)
Fig． 1 G = ( V，E)
3 图的诱导信息系统






给定一个图G = ( V，E) ，V = { v1，v2，…，vm} ，当
且仅当 MG = ( mij ) m×m 满足:
1) mij = 1，若 vj ∈ N［vi］，
2) mij = 0，若 vj  N［vi］，
则称MG 为图的邻接矩阵，显然，MG 是对角线为1 的
对称方阵．
定义 6 给定一个图 G = ( V，E) ，V = { v1，v2，
…，vm} ，MG = ( mij ) m×m 是图的邻接矩阵，当且仅当
ISG 满足:
1) U = { x1，x2，…，xm，xm+1 } ，
2) A = { v1，v2，…，vm} ，
3) 信息函数为
f( xi，vj ) =
i·mij， 1 ≤ i≤ m，1 ≤ j≤ m
－ 0， i = m + 1，1 ≤ j≤{ m
则称信息系统 ISG = ( U，A，I，f) 为图 G 的诱导信息
系统．
在定义 6 中，x1，x2，…，xm 分别对应顶点 v1，v2，
…，vm，而 vm+1 为新增添的对象，其作用可在下文的
分析中体现．
例 3 给定一个图 G = ( V，E) 如例 2 所示． 根
据定义 6，给出该图的邻接矩阵和诱导信息系统．
图的顶点邻接矩阵如表 2 所示．
表 2 邻接矩阵 MG
Table 2 Adjacency matrix MG
v1 v2 v3 v4 v5
v1 1 1 1 1 0
v2 1 1 1 0 0
v3 1 1 1 0 0
v4 1 0 0 1 0
v5 0 0 0 0 1
图的诱导信息系统如表 3 所示．
表 3 诱导信息系统 ISG
Table 3 Induced information system ISG
v1 v2 v3 v4 v5
x1 1 1 1 1 0
x2 2 2 2 0 0
x3 3 3 3 0 0
x4 4 0 0 4 0
x5 0 0 0 0 5
x6 0 0 0 0 0
性质 1 给定一个图 G = ( V，E) ，
V = { v1，v2，…，vm} ，
ISG = ( U，A，I，f) 为该图的诱导信息系统． 则任意
对象对( xi，xj ) ∈ U × U 的辨识集，满足
d( xi，xj ) =
N［vi］∪ N［vj］， 1 ≤ i≤ m，1 ≤ j≤ m
N［vi］， 1 ≤ i≤ m，j = m + 1
， 1 ≤ i≤ m + 1，
{
i = j
证明 对vk∈ A，1≤ i≤m，ISG 的信息函数
满足
f( xi，vk ) =
i， vk ∈ N［vi］
0， vk  N［vi{ ］
1) 若 1 ≤ i≤ m，1 ≤ j≤ m，则
f( xi，vk ) ≠ f( xj，vk )  vk ∈ ( N［vi］∪ N［vj］) ，
因此有
d( xi，xj ) = N［vi］∪ N［vj］．
2) 若 j = m + 1，则信息函数满足: 对vk∈ A，
有 f( xj，vk ) = 0．
因此对 1 ≤ i≤ m，j = m + 1，有
d( xi，xm+1 ) = { vk ∈ A f( xi，vk ) ≠ f( xm+1，vk ) }
= { vk ∈ A f( xi，vk ) ≠ 0}
= N［vi］．
3) 若 1≤ i≤ m + 1，i = j，显然 d( xi，xj ) = ．
基于性质 1，可得到图的支配集和其诱导信息
系统的约简之间的关系．
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定理 3 给定一个图 G = ( V，E) ，
V = { v1，v2，…，vm} ，
ISG = ( U，A，I，f) 为图 G 的诱导信息系统，则S V
是图 G 的极小支配集，当且仅当 S 是信息系统 ISG 的
约简．






























∧ {∨ N［vi］ vi ∈ V，1 ≤ i≤ m} ．
由性质 1，对1 ≤ i≤ m，有
d( xi，xm+1 ) = N［vi］;
对1 ≤ i≤ m，1 ≤ j≤ m，有









=∧ {∨ d( xi，xj ) d( xi，xj ) ≠，xi∈U，xj∈U}
=∧ {∨ d( xi，xj ) d( xi，xj ) ≠，xi∈U，xj∈U，
1 ≤ i ＜ j≤ m + 1}
=∧ {∨ d( xi，xm+1 ) d( xi，xm+1 ) ≠ ，xi ∈ U，
1 ≤ i≤ m} ∧ {∨ d( xi，xj ) d( xi，xj ) ≠ ，
xi ∈ U，xj ∈ U，1 ≤ i ＜ j≤ m}
=∧ {∨ N［vi］ vi ∈ V，1 ≤ i≤ m} ∧
{∨ ( N［vi］∪ N［vj］) vi ∈ V，vj ∈ V，
1 ≤ i ＜ j≤ m}
=∧ {∨ N［vi］ vi ∈ V，1 ≤ i≤ m}







推论 1 给定一个图 G = ( V，E) ，
V = { v1，v2，…，vm} ，
ISG = ( U，A，I，f) 为图 G 的诱导信息系统，则S V
是图G 的最小支配集，当且仅当 S 是 ISG 的最小约简．
推论 2 给定一个图 G = ( V，E) ，
V = { v1，v2，…，vm} ，
ISG = ( U，A，I，f) 为图 G 的诱导信息系统，v∈ A 是
ISG 的核心属性，当且仅当 v 是 G 的孤立点．
证明 v 是孤立点等价于 N［v］ = { v} ，由引理









定义7［13］ 给定一信息系统 IS = ( U，A，I，f) ，
Shannon 熵定义为




U log (2 Xi )U ，
其中
U /IND( B) = { X1，X2，…，Xr} ，
· 表示集合的基数．
Shannon 熵可度量属性的重要度，还可用来构
建信息系统的约简算法． 对一个属性 a  B  A，a
相对于属性集 B 的重要度定义为［13］
Sig( a，B) = H{ B∪ { a} } － H( B) ．
属性 a 是核心属性当且仅当［13］
Sig( a，A － { a} ) ＞ 0．
推论 3 给定一个图 G = ( V，E) ，
V = { v1，v2，…，vm} ，
ISG = ( U，A，I，f) 是图 G 的诱导信息系统，则
H( A) = log2 ( V + 1) ．
证明 由性质 1，对 xi ∈ U，xj∈ U，若 xi ≠ xj，
则辨识集满足 d( xi，xj ) ≠． 另外由引理1，对xi∈
U，有［xi］A = { xi} ，则
U /IND( A) = { { x1 } ，{ x2 } ，…，{ xm} ，{ xm+1 } } ，




U log (2 1 )U = log2 U
= log2 ( V + 1) ．
结合定理 3、定理 4 及文献［13］中的约简方法，
可构建图最小支配集的算法．
算法 基于信息熵的图最小支配集算法
输入 图 G = ( V，E)
输出 G 的一个支配集
step 1 令 Ｒed 为 G 的所有孤立点构成的集合;
step 2 计算 G 的诱导信息系统
ISG = ( U，A，I，f) ;
step 3
While H( Ｒed) ≠ H( A)
{ Ｒed← Ｒed∪ { v0 } ，其中 v0 满足
Sig( v0，Ｒed) = max( Sig( v，Ｒed) ，v∈ A － Ｒed)
}
step 4 返回一个支配集 Ｒed．
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step 1 的时间复杂度为 O( V ) ． step 2 的时间
复杂度为O( V 2 ) ． 由文献［7］知，step 3 的时间复
杂度为
O( U 2 A ) = O( V 3 ) ．
因此算法 1 的时间复杂度为 O( V 3 ) ．
例 4 图G = ( V，E) 如例3 所示，利用算法1 求
解该图的支配集，过程如下．
step 1 该图的孤立点为 v5，则令 Ｒed = { v5 } ．
step 2 该图的诱导信息系统 ISG = ( U，A，I，
f) 如例 3 所示．
step 3 计算得
H( { v5 } ) (= － 56 log2 56 + 16 log2 )16 ，H( A) = log26，
则有 H( { v5 } ) ≠ H( A) ，并且
H( { v5，v1 } ) = log26;
H( { v5，v2 } ) (= － 46 log2 46 + 26 log2 )26 ，
H( { v5，v3 } ) (= － 46 log2 46 + 26 log2 )26 ，
H( { v5，v4 } ) = log22．
则有
Sig( v1，Ｒed) = max( Sig( v，Ｒed) ，v∈ A － Ｒed) ，
因此，Ｒed = { v1，v5 } ． 此时 H( Ｒed) = H( A) ，执行
step 4．
step 4 返 回 该 图 的 一 个 支 配 集 Ｒed =
{ v1，v5 } ．
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