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Abstract—The degrees of freedom (DoF) number of the fully
connected K−user Gaussian interference channel is known to
be K
2
(see [3]). In [4], the DoF for the same channel model
was studied while allowing each message to be available at its
own transmitter as well as M − 1 successive transmitters. In
particular, it was shown that the DoF gain through cooperation
does not scale with the number of users K for a fixed value
of M , i.e., the per user DoF number is 1
2
. In this work, we
relax the cooperation constraint such that each message can be
assigned to M transmitters without imposing further constraints
on their location. Under the new constraint, we study properties
for different message assignments in terms of the gain in the
per user DoF number over that achieved without cooperation.
In particular, we show that a local cooperation constraint that
confines the transmit set of each message within a o(K) radius
cannot achieve a per user DoF number that is greater than 1
2
.
Moreover, we show that the same conclusion about the per user
DoF number holds for any assignment of messages such that
each message cannot be available at more than two transmitters.
Finally, for the case where M > 2, we do not know whether a per
user DoF number that is greater than 1
2
is achievable. However,
we identify a candidate class of message assignments that could
potentially lead to a positive answer.
Index Terms—CoMP, Cooperation Order, Local Cooperation
I. INTRODUCTION
As a result of developments in the infrastructure of cellular
networks, there has been a recent growing interest in the po-
tential of cooperative transmission techniques where, through
a backhaul link, messages can be available at more than one
transmitter, i.e., Coordinated Multi-Point (CoMP) transmis-
sion. This new development has a proven advantage (see,
e.g., [1]) for mitigating the effect of interfering signals, in
particular, for cell-edge users. We formally pose the problem
of maximizing the sum rate in a multiuser channel with CoMP
transmission by defining a cooperation order constraint, which
bounds the maximum number of transmitters at which any
message can be available by a cooperation order M .
In this work, we consider the fully connected Gaussian
interference channel model with generic channel coefficients
(as defined in [3]), and study the degrees of freedom (DoF)
of the channel while allowing each message to be available
at M transmitters. The DoF criterion provides an analytically
tractable way to characterize the sum capacity and captures the
number of interference-free sessions in the channel. In [2],
the DoF number for the K−user channel was shown to be
upper bounded by K/2, i.e., the per user DoF number is upper
bounded by 1/2. This was shown to be achievable through the
interference alignment (IA) scheme in [3].
In [4], the DoF of a K−user channel was studied in
the special case where each message is assigned to its own
transmitter as well as M − 1 successive transmitters. In
particular, it was shown that the DoF gain (over K/2) achieved
through this kind of cooperation does not scale with K for a
fixed value of M . We shed more light on this issue in this
work. More precisely, we study the asymptotic per user DoF
number as the number of users in the network increases, and
message assignments that may lead to a DoF gain that scales
with K .
II. SYSTEM MODEL AND NOTATIONS
We use the standard model for the K−user interference
channel with single antenna transmitters and receivers.
Yi(t) =
K∑
j=1
Hij(t)Xj(t) + Zi(t) (1)
where t is the time index, Xi(t) is the transmitted signal at
transmitter i, Yi(t) is the received signal at receiver i, Zi(t) is
the zero mean unit variance Gaussian noise at receiver i, and
Hij(t) is the channel coefficient from transmitter j to receiver
i over the tth time slot. We assume that the channel coefficients
are drawn independently from a continuous distribution. i.e.,
the channel coefficients are generic. For each i ∈ [K], let Wi
be the message intended for receiver i.
We use [K] to denote the set {1, 2, . . . ,K}. For any set
A ⊆ [K], we define the complement set A¯ = {i : i ∈ [K], i /∈
A}. We use the abbreviations WA, XA, and YA to denote the
sets {Wi, i ∈ A}, {Xi, i ∈ A}, and {Yi, i ∈ A}, respectively.
A. Cooperation Model
Let Ti ⊆ [K] be the transmit set of receiver i, i.e., those
transmitters with the knowledge of Wi. The transmitters in Ti
cooperatively transmit the message Wi to the receiver i. The
messages {Wi} are assumed to be independent of each other.
The cooperation order M is defined as the maximum size of
a transmit set:
M = max
i
|Ti|. (2)
For any set S ⊆ [K], we define CS as the set of messages
carried by transmitters with indices in S, i.e., the set {i :
Ti ∩ S 6= φ}.
B. Degrees of Freedom
The total power constraint across all the users is P . The
rates Ri(P ) =
log |Wi|
n are achievable if the decoding error
probabilities of all messages can be simultaneously made
arbitrarily small for large enough n. The capacity region C(P )
is the set of all achievable rate tuples. The total number
of degrees of freedom (η) is defined as lim supP→∞ CΣ(P )logP ,
where CΣ(P ) is the sum capacity. Since η depends on the
specific choice of transmit sets as well as the realization of the
channel coefficients, we define η(K,M) as the best achievable
η over all choices of transmit sets satisfying the cooperation
order constraint in (2), that holds for almost all realizations
of a K−user channel defined as above. In order to simplify
our analysis, we define the following criterion to measure how
η(K,M) scales with K for a fixed M .
τ(M) = lim
K→∞
η(K,M)
K
(3)
It is worth noting here that the bounds derived in [2] and [3]
imply that τ(1) = 12 .
C. Message Assignment Strategy
A message assignment strategy is defined by a sequence of
transmit sets (Ti,K), i ∈ [K],K ∈ {1, 2, . . .}, where for each
positive integer K , Ti,K ⊆ [K], |Ti,K | ≤ M, ∀i ∈ [K]. We
call a message assignment strategy optimal for a sequence of
K−user channels defined as above, K ∈ {1, 2, . . .}, if and
only if there exists a sequence of coding schemes achieving
τ(M) where for any positive integer K , the transmit sets
(Ti)i∈[K] used for the K−user channel are the transmit sets
(Ti,K)i∈[K] defined by the strategy.
III. DOF UPPER BOUND
In order to characterize the DoF of the channel τ(M),
we need to consider all possible strategies for message as-
signments satisfying the cooperation order constraint defined
in (2). In this section, we provide a way to upper bound the
maximum achievable DoF for each such assignment, thereby,
introducing a criterion for comparing different message assign-
ments satisfying (2) using the special cases where this bound
holds tightly.
We start by stating the following auxiliary lemma for any
K-user Gaussian interference channel with a DoF number of
η. For any set A ⊆ [K], Define UA = ∪i/∈ATi, then,
Lemma 1: ([5], Lemma 2) If there exists a set A ⊆ [K]
and a function f , such that f
(
YA, ZA, XU¯A
)
= XUA , then
η ≤ |A|.
Proof: The proof is available in [5].
Now, we prove the following corollary.
Corollary 1: For any m, m¯ : m + m¯ ≥ K , if there exists
a set S of indices for transmitters carrying no more than m
messages, and |S| = m¯, then η ≤ m, or more precisely,
η ≤ min
S⊆[K]
max(|CS |,K − |S|). (4)
Proof: We apply Lemma 1 with the set A defined as
follows:
Initially, set A as the set of indices for messages carried by
transmitters with indices in S. i.e., A = CS . Now, if |A| <
K−|S|, then augment the set A with arbitrary message indices
such that |A| = K − |S|.
We now note that the above construction guarantees that
|A| + |S| ≥ K and that UA ⊆ S¯, hence, using Lemma 1,
it suffices to show the existence of a function f such that
f(YA, ZA, XS) = XS¯ .
Since the channel is fully connected, by removing the
Gaussian noise signals ZA and transmit signals in XS from
received signals in YA, we obtain at least K − |S| = |S¯|
linear equations in the transmit signals in XS¯ . Moreover, since
the channel coefficients are generic, those equations will be
linearly independent with high probability, and hence, we can
reconstruct XS¯ from |S¯| linearly independent equations.
Please refer to Figure 1 for an example illustration of
Lemma 1.
Fig. 1: Example application of Lemma 1. S = {1, 2}, CS =
{1, 2, 3}. Transmit signals with indices in S, and messages as
well as receive signals with indices in CS are shown in tilted
red font and dashed boxes. η ≤ |CS | = K − |S| = 3.
IV. LOCAL COOPERATION
In an attempt to reduce the complexity of the problem of
finding an optimal message assignment strategy, we begin
by considering in this section, message assignment strategies
satisfying a local cooperation constraint, that is, for some
r(K) = o(K),
Ti,K ⊆ {i−r(K), i−r(K)+1, . . . , i+r(K)}, ∀i ∈ [K], ∀K ∈ Z
+
(5)
Let τLOC(M) be the maximum achievable asymptotic per user
DoF number τ(M) under the additional local cooperation
constraint, then,
Theorem 1:
τLOC(M) =
1
2
, for all M. (6)
Proof: Fix M ∈ Z+. For any value of K ∈ Z+, we use
Corollary 1 with the set S = {1, 2, . . . , ⌈K2 ⌉}. Note that CS ⊆
{1, 2, . . . , ⌈K2 ⌉+r(K)}, and hence, it follows that η(K,M) ≤
⌈K2 ⌉ + r(K). Finally, τ(M) = limK→∞
η(K,M)
K ≤
1
2 . The
lower bound follows from [3] without cooperation.
V. ASYMPTOTIC DOF COOPERATION GAIN
In this section, we investigate if it is possible for the
cooperation gain to scale linearly with K for fixed M . More
precisely, we try to investigate whether τ(M) > τ(1) = 12
for values of M > 1. In the last section, we showed that
such a gain is not possible for message assignment strategies
that satisfy a local cooperation constraint. At the end of this
section, we prove a property for message assignment strategies
that may lead to a value of τ(M) > 12 for M > 2. We start
by proving the following upper bound on τ(M) that is tight
enough for finding τ(2).
Theorem 2:
τ(M) ≤
M − 1
M
(7)
Before proving the above Theorem, we need the following
auxiliary lemmas,
Lemma 2:
There exists i ∈ [K] such that |C{i}| ≤M. (8)
Proof: The statement follows by the pigeonhole principle,
since
K∑
i=1
|C{i}| =
K∑
i=1
|Ti| ≤MK (9)
Lemma 3: For M ≥ 2, if ∃A ⊂ [K] such that |A| = n <
K , and |CA| ≤ (M − 1)n + 1, then ∃B ⊆ [K] such that
|B| = n+ 1, and |CB| ≤ (M − 1)(n+ 1) + 1.
Proof: We only consider the case where K > (M −
1)(n + 1) + 1, as otherwise, the statement trivially holds. In
this case, we can show that,
M(K − |CA|) < (K −n)((M − 1)(n+1)+2− |CA|) (10)
The proof of (10) is available in the Appendix. Note that the
left hand side in the above equation is the maximum number
of message instances for messages outside the set CA, i.e.,∑
i∈[K],i/∈A
|C{i}| ≤ M(K − |CA|)
< (K − n)((M − 1)(n+ 1) + 2− |CA|)
(11)
Since the number of transmitters outside the set A is K −
n, it follows by the pigeonhole principle that there exists a
transmitter whose index is outside A and carries at most (M−
1)(n+1)+1−|CA| messages whose indices are outside CA.
More precisely,
∃i ∈ [K]\A : |C{i}\CA| ≤ (M − 1)(n+1)+ 1− |CA| (12)
It follows that there exists a transmitter whose index is outside
the set A and can be added to the set A to form the set B that
satisfies the statement.
We now prove Theorem 2. In particular, we show that the
following lemma holds.
Lemma 4: For M ≥ 2,
η(K,M) ≤
K(M − 1) +M + 1
M
(13)
Proof: Assume that n = K−1M is an integer. We know
by induction from lemmas 2 and 3 that ∃S ⊂ [K], |S| = n,
|CS | ≤ (M−1)n+1 =
K(M−1)+1
M = K−|S|. Now, applying
Corollary 1 proves that η(K,M) ≤ K(M−1)+1M . For the case
where K−1M is not an integer, let x be the largest integer less
than K such that x−1M is an integer. Now, we ignore the last
K − x users and bound the sum DoF for the remaining users
by x(M−1)+1M to show that η(K,M) ≤
x(M−1)+1
M + (K − x),
and hence,
η(K,M) ≤
x(M − 1) + 1
M
+ (K − x)
=
K(M − 1) + 1
M
+
K − x
M
≤
K(M − 1) + 1
M
+ 1 (14)
Together with the achievability result in [3], The statement in
Theorem 2 implies the following corollary.
Corollary 2:
τ(2) =
1
2
(15)
The characterization of τ(M) for values of M > 2 remains
an open question, as Theorem 2 is only an upper bound.
Moreover, the following result shows that this upper bound
is loose for M = 3.
Theorem 3:
τ(3) ≤
5
8
(16)
Proof: We prove the statement by induction, and in order
to do so, we use Lemma 2 to provide the basis, and for the
induction step, we use Lemma 3 together with the following
lemma.
Lemma 5: For M = 3, If ∃A ⊂ [K] such that |A| = n,
and K+14 ≤ n < K , |CA| ≤ n +
K+1
4 + 1, then ∃B ⊂ [K]
such that |B| = n+ 1, |CB| ≤ n+ K+14 + 2.
The proof of the above Lemma follows in a similar fashion
to that of Lemma 3. Let x = n+ K+14 +1. We only consider
the case where K > x + 1, as otherwise, the proof is trivial.
We first assume the following,
3(K − |CA|) < (K − n)
(
n+
K + 1
4
+ 3− |CA|
)
(17)
Now, it follows that,∑
i∈[K],i/∈A
|C{i}| ≤ M(K − |CA|)
< (K − n)
(
n+
K + 1
4
+ 3− |CA|
)
,
(18)
and hence,
∃i ∈ [K]\A : |C{i}\CA| ≤ n+
K + 1
4
+ 2− |CA|, (19)
and then the set B = A ∪ {i} satisfies the statement of the
lemma. Finally, we need to show that (17) is true. For the case
where |CA| = x,
3x =
3K
4
+
15
4
+ 3n
= (2n+K) + (n−
K
4
+
15
4
)
> 2n+K, (20)
and hence, 3(K − x) < 2(K − n), which implies (17) for the
case where |CA| = x. Moreover, we note that each decrement
of |CA| increases the left hand side of (17) by 3 and the right
hand side by (K − n), and we know that,
K > x+ 1
= n+
K + 1
4
+ 2
≥ n+ 2, (21)
and hence, K − n ≥ 3, so there is no loss of generality in
assuming that |CA| = x in the proof of (17), and the statement
of Lemma 5 holds.
Now, we show that τ(3) = limK→∞ η(K,3)K ≤
5
8 . It suffices
to show that η(K, 3) ≤ 5K8 + o(K) for all values of K such
that K+14 is an even positive integer, and hence, we make that
assumption for K . Define the following,
x1 =
K + 1
4
(22)
x2 =
K − 7
8
(23)
x3 = 2x1 + 1 + x2 (24)
Now, we note that,
x3 = K − (x1 + x2), (25)
and by induction, it follows from lemmas 2 and 3 that ∃S1 ⊂
[K], |S1| = x1, |CS1 | ≤ 2x1 + 1. We now apply induction
again with the set S1 as a basis and use Lemma 5 for the
induction step to show that ∃S2 ⊂ [K], |S2| = x1 + x2,
|CS2 | ≤ x3 = K − |S2|, and hence, we get the following
upper bound using Corollary 1,
η(K, 3) ≤ x3
=
5(K + 1)
8
(26)
Note that all the DoF upper bounding proofs used so
far employ Corollary 1. We now restrict our attention to
upper bounds on τ(M) that follow by a direct application of
Corollary 1. More precisely, for a K−user channel defined
as in Section II with an assignment of the transmit sets
{Ti}i∈[K], define B(K, {Ti}) as the upper bound that follows
by Corollary 1 for this channel, i.e.,
B(K, {Ti}) = min
S⊆[K]
max(|CS |,K − |S|) (27)
Now, let ηout(K,M) and τout(M) be the corresponding upper
bounds that apply on η(K,M) and τ(M).
ηout(K,M) = max
{Ti}i∈[K]:Ti⊆[K],|Ti|≤M,∀i∈[K]
B(K, {Ti}),
(28)
τout(M) = lim
K→∞
ηout(K,M)
K
(29)
All the facts that we stated above about τ(M) hold for
τout(M), as all the upper bounding proofs follow by a direct
application of Corollary 1. We now identify a property for
message assignment strategies, for which τout(M) > 12 , ∀M >
2. Note that this does not necessarily imply that τ(M) >
1
2 , ∀M > 2, but it provides some insight into whether this
statement might be true.
For each possible message assignment, define a bipartite
graph with partite sets of size K . Vertices in one of the
partite sets represent transmitters, and vertices in the other
set represent messages. There exists an edge between two
vertices if and only if the corresponding message is available at
the designated transmitter. We note that the cooperation order
constraint implies that the maximum degree of nodes in one
of the partite sets is bounded by M . We now observe that for
any set A of transmitters, CA = {i : Ti ∩ A 6= φ} is just the
neighboring set NG(A) in the corresponding bipartite graph
G. Please refer to Figure 2 for an illustration of the bipartite
graph representation of message assignments.
Fig. 2: The bipartite graph on the right side represents the
message assignment for the 5−user channel shown on the left
side.
Let UG,VG, denote the partite sets corresponding to trans-
mitters and messages in graph G, with respect to order. For
all values of i ∈ [K], define the following.
eG(i) = min
A⊆UG:|A|=i
|NG(A)| (30)
then we can readily see that,
ηout(K,M) = max
G∈GM (K)
min
i∈[K]
max(K − i, eG(i)) (31)
where GM (K) is the set of all bipartite graphs, whose equi-
sized partite sets have size K , and the maximum degree of
the nodes in the partite set VG is M .
For values of M > 2, Pinsker proved the following result
in 1973 [6].
Theorem 4: For any M > 2, ∃ a constant c > 1, and
a sequence of M−regular bipartite graphs (GM,K) whose
partite sets have K vertices, such that the following is true.
lim
K→∞
eGM,K (αK)
αK
≥ c, ∀0 < α ≤
1
2
(32)
We next show that the above statement implies that τout(M) >
2, ∀M > 2.
Corollary 3:
τout(M) >
1
2
, ∀M > 2. (33)
Proof: For each bipartite graph G with partite sets of size
K , define imin(G) as,
imin(G) = argminimax(K − i, eG(i)) (34)
Now, assume that τout(M) ≤ 12 , then for the sequence (GM,K)
chosen as in the statement of Theorem 4,
lim
K→∞
max(K − imin(GM,K), eGM,K (imin(GM,K)))
K
≤
1
2
.
(35)
It follows that,
lim
K→∞
K − imin(GM,K)
K
≤
1
2
, (36)
or,
lim
K→∞
imin(GM,K)
K
≥
1
2
(37)
But then as eG(i) is non-decreasing in i, (32) implies that,
lim
K→∞
eGM,K (imin(GM,K))
K
>
1
2
. (38)
Therefore, the result in (32) implies that τout(M) > 12 , ∀M >
2.
It is worth noting that a sequence of bipartite graphs satis-
fying (32) is said to define a vertex expander as K → ∞.
To summarize, we have shown that for message assignment
strategies corresponding to vertex expanders, one cannot apply
the bound in (27) directly to show that τ(M) = τ(1) = 12 for
any M > 2. Finally, we show that in case the upper bound
τout(M) is tight, then using partial cooperation, the DoF gain
can approach that achieved through assigning each message
to all transmitters (full cooperation). More precisely, we show
that,
Theorem 5:
lim
M→∞
τout(M) = 1 (39)
Proof: The above statement follows as a corollary to a
result in [7]. We provide the proof for completeness. We show
that,
∀ǫ > 0, ∃M(ǫ) : ∀M ≥M(ǫ), τout(M) > (1− ǫ) (40)
For each positive integer K , we construct a bipartite graph
GM (K), whose partite sets are of order K , by taking the union
of M random perfect matchings between the two partite sets.
i.e., the matchings are probabilistically independent, and each
is drawn uniformly from the set of all possible matchings. One
can easily see that the maximum degree of nodes in GM (K) is
bounded by M . i.e., ∆(GM (K)) ≤M , and hence, GM (K) ∈
GM(K). We will prove that for any ǫ > 0, there exists an
M(ǫ) sufficiently large, such that for any M ≥ M(ǫ), the
probability that each set of ǫK nodes in the partite set UGM (K)
have more than (1 − ǫ)K neighbors, is bounded away from
zero for large enough K . More precisely, we show that,
lim
K→∞
Pr[∀A ⊂ UGM(K) : |A| = ǫK, |NGM(K)(A)| > (1−ǫ)K] > 0,
(41)
and hence, for large enough K , there exists a graph G in
GM (K) where all subsets of UG of order ǫK have more than
(1− ǫ)K neighbors in VG, i.e.,
eG(i) > (1 − ǫ)K, ∀i ≥ ǫK (42)
and it follows that ηout(K,M) > (1− ǫ)K , and (40) holds.
We now show that (41) holds. Let A ⊂ UGM (K),B ⊂
VGM(K) such that |A| = ǫK, |B| = (1− ǫ)K . For any random
perfect matching, the probability that all the neighbors of A
are in B is (
(1−ǫ)K
ǫK )
(KǫK)
. By independence of the matchings, we
get the following,
Pr[NGM (K)(A) ⊆ B] =
((
(1−ǫ)K
ǫK
)
(
K
ǫK
)
)M
≤
(
(1 − ǫ)ǫK
)M (43)
A direct application of the union bound results in the follow-
ing,
Pr[|NGM (K)(A)| ≤ (1 − ǫ)K]
≤
∑
B⊂VGM (K):|B|=(1−ǫ)K
Pr[NGM (K)(A) ⊆ B]
≤
(
K
(1 − ǫ)K
)
(1− ǫ)ǫMK (44)
and,
Pr[∃A ⊂ UGM(K) : |A| = ǫK, |NGM(K)(A)| ≤ (1− ǫ)K]
≤
∑
A⊂UGM (K):|A|=ǫK
Pr[|NGM (K)(A)| ≤ (1− ǫ)K]
≤
(
K
ǫK
)(
K
(1 − ǫ)K
)
(1− ǫ)ǫMK
=
(
K
ǫK
)2
(1 − ǫ)ǫMK
(a)
≈ 22KH(ǫ)(1− ǫ)ǫMK
= 2(2H(ǫ)+ǫM log(1−ǫ))K (45)
where H(.) is the binary entropy function, and (a) follows
as
(
n
ǫn
)
≈ 2nH(ǫ) for large enough n. Now, we choose
M(ǫ) > 2H(ǫ)−ǫ log(1−ǫ) , to make the above exponent negative,
and the above probability will be strictly less than unity, i.e.,
we showed that for any M ≥M(ǫ),
lim
K→∞
Pr[∃A ⊂ UGM(K) : |A| = ǫK, |NGM(K)(A)| ≤ (1−ǫ)K] < 1,
(46)
which implies that (41) is true.
VI. CONCLUSION
We studied the K−user fully connected Gaussian interfer-
ence channel with a cooperation order constraint M . For the
case where M = 2, we showed that the limit of the per user
DoF number τ(2) = 12 is the same as that achieved without
cooperation. Moreover, for any value of M , we showed that
message assignment strategies satisfying a local cooperation
constraint cannot achieve a per user DoF number greater than
1
2 . Finally, we defined the upper bound on the per user DoF
number τout(M) which characterizes all known upper bounds
on τ(M), and showed that τout(M) > 2, ∀M > 2, as a
corollary of the existence of large bipartite vertex expanders.
Thereby, suggesting that message assignment strategies cor-
responding to vertex expanders could potentially lead to a
scalable DoF cooperation gain.
APPENDIX
AUXILIARY LEMMA FOR LARGE NETWORKS UPPER
BOUNDS
Lemma 6: If K ≥ (M − 1)(n+1)+ 1, M ≥ 2, and ∃S ⊆
[K] such that |S| ≤ (M − 1)n+ 1, then,
M(K − |S|) < (K − n) ((M − 1)(n+ 1) + 2− |S|) (47)
Proof: We first prove the statement for the case where
|S| = (M − 1)n+ 1. This directly follows, as,
M(K − |S|) = M(K − ((M − 1)n+ 1))
≤ M(K − (n+ 1))
< M(K − n)
= (K − n) ((M − 1)(n+ 1) + 2− |S|)
(48)
In order to complete the proof, we note that each decrement
of |S| leads to an increase in the left hand side by M , and in
the right hand side by K − n, and,
K − n ≥ (M − 1)(n+ 1) + 1− n
= (M − 2)n+M
≥ M (49)
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