1. Introduction. We wish to treat the following problem (suggested by a problem of L. Moser [2] ):
Let {x} = {x u •••,#"} be a set of complex numbers (if one is interested in generality, one may consider them elements of an algebraically closed field of characteristic zero) and let {σ } = {σ lf , σ , n Λ be \s)
the set of sums of s distinct elements of {x}. To what extent is {x} determined by {σ} and what sets can be {σ} sets ?
In § 2 we answer this question for s = 2. In § 3 we treat the question for general s.
2. The case s = 2. THEOREM 
If n Φ2
k then the first n elementary symmetric functions of {σ} can be prescribed arbitrarily and they determine {x} uniquely.
Proof. Instead of the elementary symmetric functions we consider the sums of powers, setting Expanding the binomials and collecting like powers we obtain = l A2n -2«)S k + I Thus, since the coefficient of S^ does not vanish, we can solve re-(2) Σ.« = -2 Σ( z jSΛ +1 .,
where S l9 , S fc are expressed by (1) as polynomials in Σi> * φ t Σfc To prove the second part of the theorem we proceed by induction. Assume there are two different sets {x lf ••, x 2k -i}, {Vi, ••• *,:ί/ a *-i}-which have the same {σ}. Then consider the two sets
Clearly every sum of two elements of {X} is either σ t or σ 4 + 2α or a?< + 2/j + α and the same holds for the sum of two elements of {Y}.
The sets {X}, {F} will clearly be different for some α. To show that they are different for any a Φ 0, rearrange {x} and {y} so that α? 4 = 2/i * = 1, 2, , m m > 0, and #, ^= ι/ f c for j, k > m. Then since 2/ 4 + α = a? t + α i = 1, 2, , m, the sets {X} and {Y} will be different if {xj \j>m} is different from {x 3 + a \ j > m}. But this is clear for any α Φ 0.
Since {σ} clearly does not determine [x] for n = 2 the proof is complete.
In a sense we have completed the answer of the question raised in the introduction for s = 2, however there remain some unanswered questions in case τι = 2\ 1. 7/ {σ} does not determine {x} can there be more than two sets giving rise to same {σ} ?
The answer is trivially " yes " for k -0,1 and is " no ?> for k = 2. It seems probable that the answer is "no " for all & > 2, however we can see no simple way of proving this. (3) is independent of the choice of {x}, we obtain
Summation over all sets {i l9 , i s } c {1, , rc} yields
Now let £ be the least positive integer so that u iχ + + n %% -0 for all {ij, , ij c {1, , n}. Then ί | n, for w = mi + r with 0 < r < ί implies
, n}, contrary to hypothesis. Since n > s > t we must have n> 2b. If t > 1 then Let the two values assumed by terms in the fcth column be a k and 1 + α fc . From (6) we see that both values must occur. On the other hand if both a k and 1 + a k would occur more than once then max(αi lJb + + a t k ) -min(d| lfc + + a isk ) > 2 in contradiction to (7). If 1 + a k is assumed only once, say a kk = 1 + a Λ , then 0 = sa k or (9) θ i Φ k .
According to (6) we have (10) We now repeat the argument that led to equation (8 Combining (9) and (11) we obtain (12) a kj = ί 1 ^' = * 10 i =£ fc .
In other words, every column contains 0 and therefore a k -0 for k = 1, , ?2. Thus the transformation is a permutation. The only nontrivial case arises therefore if the value a k occurs only once, say a kk = α fc . Then s -1 + sa k = 0 and
Combining (11) and (13) Expanding and collecting the coefficient of S k , we get
This has obvious zeros at n -1, k = 1 w = 2, & = 1, 2 n -3, & = 2, 3. Also, as we know from Theorem 3, there are zeros at w = 6,& = 3,5. For all these values of n the set [σ] does not, in general, determine {x} uniquely.
In addition we observe that f(n, k) = 0 has the solutions n = 27, & = 5, 9 and n -486, fc = 9. We do not know whether for these values of n the set {σ} determines {x} uniquely or not. However we do know that these are the only cases left in doubt. But by (21) we have 3*-*-i < 2 fc < 3 a * /3 or A; < 3(6 + 1) so that 3*" 1 < k < 3(6 + 1) and hence 6 < 4 .
If 6 = 3 then k = 9 (mod 18) and k < 12 so k = 9. If 6 == 2 then 4 = 3 (mod 6) and k < 9 so k == 3. If 6 = 1 then fe == 1 (mod 2) and fc < 6 so k = 1, 3, 5. If δ = 0 then 4 < 3. EXAMPLE 2. s = 4. Here (18) Hence /(w, fc) = 0 becomes
We first note that this has solutions n = 1, k -1 ) n -2 f fc = 1, 2; w = 3, 4 = 1, 2, 3 n = 4, & = 2, 3, 4 n = 8, fc = 3, 5, 7. For these values of n, the set {σ} does not generally determine {x}. When n = 12, k = 6 is a solution, and this case is left in doubt. and 6 is even. Thus n must be 1, 2, 3, 4, 8, or 12. It is easy to check that none of these is a root for k > 7.
The corollary to Theorem 4 shows that exceptional pairs (s, w) are in a certain sense quite rare. Of course it is trivial to remark that if (s, n) is exceptional, then (n -s, w) is exceptional. Hence the remarks for s = 2 apply equally well to s = w -2 and we obtain the exceptional pairs (6, 8), (14, 16), (30, 32) , . But there are other cases with n > 2s which our method leaves in doubt, THEOREM 7. We can construct arbitrarily large values of s such that f(n, k) = 0 for some n > 2s.
Proof. If n < s then Σ fc = 0 but Si, •••,£» may be prescribed arbitrarily. Hence the coefficient of S k in the expansion of Σfc must be zero if k < n. If n = s then Σ* = £* but S 2 , ---> S n may be prescribed arbitrarily. Hence w = s is a zero of /(w, A:) for k -2, , n. Thus /(™, 1) = Πί:ϊ (n -i) /(rc, 2) = Πί-ifa ~ *) and/(w, 3) -(n -2s) Πf-s (w -i). If we divide f(n 9 4) by its known factors then we obtain for s > 2 Since u and v are odd, n and s are integers. It is interesting that all positive solutions are obtained in the following simple way. When k = 4, (s, n) = (2, 8) is a solution. Hence (6, 8) is a solution and putting s -6 in (27) yields (6, 27) . Continuing in this way, we obtain (21, 27), (21, 98), (77, 98), (77,363) ,.-. .
In a similar manner we obtain for s > 3
and all integer roots of the quadratic factor may be obtained with the aid of the general solution of the Pell equation u z -6v* = 75. Or we could start with (2,16) and obtain successively (14,147), (133, 1444) , Starting with (3, 27) yields (24, 256), (232, 2523), .... 4. Concluding remarks. If we let {r} = {τ lf «-, τ nS } be the set of sums of s not necessarily distinct elements of {x}, then {x} is always determined by {r}. A method similar to the proof of Theorem 4 applies with the coefficient of S k always positive. Alternatively, if the x i are real, x x < x % < < x n , we may determine them successively by a simple induction procedure.
Our method is applicable to the case of weighted sums σ t .. g| = Σ5-i α j#i/ The resulting Diophantine equations will however be of a rather different nature. Thus, if the a ό are all distinct then the analogue to f(n, k) = 0 is (29) (αf + a\ + + a^n 8 -1 = 0 .
In other words the uniqueness condition is independent of n and depends on the a t alone. For example if α L + a 2 + + a s = 0 then {σ} remains unchanged if we add the same constant to all x. It is not as easy to see what happens if (29) holds for some k > 1.
