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New generalizations of Zeta-Function and Tricomi function
N. Virchenko, A. Ponomarenko
We present new generalizations of the zeta function, Tricomi functions. Their basic proper-
ties are studied. These new generalizations are carried out with the help of (τ, β)-the generalized
confluent hypergeometric function.
Keywords: zeta function, Tricomi function, confluent hypergeometric function.
In connection with the wide use of special functions in probability theory and mathematical
statistics, continuum mechanics, quantum mechanics, quantum optics, astrophysics, diffraction
theory, aerodynamics, coding theory, biomedicine and other applications of special functions, the
interest to them increased significantly [1–5]. In particular, this can be said about the generalized
hypergeometric Wright functions has increased [6]. Wright introduced a generalization of the
hypergeometric function in the form of a series [6]
∞∑
n=0
Γ(α1 + τ1n) · · ·Γ(αp + τpn)zn
Γ(ρ1 + β1n) · · ·Γ(ρq + βqn)n! , z ∈ C, (1)
in which the parameters τi, βj ∈ R+ (i = 1, p, j = 1, q) satisfy the condition
1 +
g∑
k=0
βk −
p∑
m=1
τm > 0. (2)
Under the condition (2), the series (1) converges for any z. Under the condition
1 +
g∑
k=0
βk −
p∑
m=1
τm = 0, (3)
the series converges for any |z| < 1
r
.
In this paper we introduce new generalizations of the zeta function, the Tricomi functions;
their main properties are studied. This opens the way to a deeper, better application of these
functions both in the theory of special functions, and in many applied sciences. These new
generalizations are carried out with the help of (τ, β)-confluent hypergeometric function [7]:
r
1Φ
τ,β
1
(a; c; z) ≡ r1Φτ,β1 (z) =
Γ(c)
Γ(a)Γ(c− a)
∫
1
0
ta−1(1− t)c−a−11Ψ1

 (c; τ); ztτ
(c;β);

 dt, (4)
where Re c > Re a > 0, {τ, β} ⊂ R+; τ > 0; β > 0, τ − β < 1, Γ(a) is the classical gamma
function [9], 1Ψ1 is the Fox–Wright function [6]:
1Ψ1

 (a;α); z
(b;β);

 = ∞∑
k=0
Γ(a+ αk)
Γ(b+ βk)
zk
k!
.
Earlier we considered [8] generalizations of the gamma, beta, psi, Laguerre functions, and
Volterra functions.
1
1. The generalized zeta-function. As it is known [9], the Riemann zeta-function of the
form
ζ(α) =
∞∑
n=1
1
nα
, (5)
where α = σ+ iτ , σ > 1, was considered by Euler in 1737 for real α. He also proved the identity
ζ(α) =
∏
p
(
1− 1
pα
)
−1
, α = σ + iτ, σ > 1. (6)
We introduce a generalization of the Riemann zeta-function in the form
ζr(α) =
1
Γ(α)
∫
∞
0
tα−1e−t
1− e−t
r
1Φ
τ,β
1
(
a; c;−r
t
)
dt, (7)
where Re r > 0; r = 0, σ > 1.
Let us study the basic properties of ζr(α).
Theorem 1. We have the equality
ζr(α) =
1
Γ(α)
∞∑
n=1
Γnr(α)n
−α, Re r > 0; r = 0, σ > 1, (8)
where Γnr is the generalized gamma function [8]:
Γς(α) =
∫
∞
0
tα−1e−t r1Φ
τ,β
1
(
a; c;− ς
t
)
dt, Re c > Re a > 0,Reα > 0, ς > 0, {τ, β} ∈ R+;
τ > 0;β > 0, τ − β < 1.
Proof. Expanding the function
(
1− e−t)−1 in a series in powers of e−t, we get
ζr(α) =
1
Γ(α)
∫
∞
0
∞∑
n=1
tα−1e−nt r1Φ
τ,β
1
(
a; c;−r
t
)
dt. (9)
We change the order of summation and integration in (9) (this is possible, since the series
converges to an integrable function). Further, after the transformations, taking into account the
definition of the generalized gamma function, we obtain (8).
Notes.
1. Using the property of the generalized gamma function [8], we obtain the equality:
∞∑
n=1
Γnr(α) = r
αΓ(−α)ζr(−α), Re r > 0, α 6= 0, 1, 2, .... (10)
2. After using the equality [9]
Γr(α) = 2r
α
2 Kα
(
2
√
r
)
, Re r > 0,
∣∣arg√r∣∣ < pi, (11)
we get the connection between the generalized zeta function and the MacDonald function:
ζr(α) =
2r
α
2
Γ(α)
∞∑
n=1
n−
α
2 Kα
(
2
√
nr
)
, Re r > 0. (12)
2
3. After replacing t by 2t with (7) and after using the equality
(
e2t − 1)−1 = e−t csch(t)/2, (13)
we obtain an integral representation of the function ζr(α):
ζr(α) =
2α−1
Γ(α)
∫
∞
0
tα−1e−t r1Φ
τ,β
1
(
a; c;− r
2t
)
csch(t)dt. (14)
If r = 0 then we have a known result for the classical zeta-function:
ζ(α) =
2α−1
Γ(α)
∫
∞
0
tα−1 csch(t)dt, σ > 1. (15)
Theorem 2. For the generalized zeta-function we have the equality
ζr(α)− 21−αζ2r(α) = 1
Γ(α)
∫
∞
0
tα−1e−t
1 + e−t
r
1Φ
τ,β
1
(
a; c;−r
t
)
dt, Re r > 0; r = 0, σ > 1. (16)
Proof. From the formula for the generalized function Γ-function we obtain
n−αΓnr(α) =
∫
∞
0
tα−1e−nt r1Φ
τ,β
1
(
a; c;−r
t
)
dt. (17)
after multiplying by (−1)n−1, and summing both sides of the previous equality by n, we get
∞∑
n=1
(−1)n−1 Γnr(α)
nα
=
∫
∞
0
tα−1
(
1 + e−t
)
−1
e−t r1Φ
τ,β
1
(
a; c;−r
t
)
dt. (18)
now from the equality (18) and the formula
ζr(α)− 21−αζ2r(α) = 1
Γ(α)
∞∑
n=1
(−1)n−1 Γnr(α)
nα
, Re r > 0; r = 0, σ > 1, (19)
we get (16).
Corollary. From the formula (16) with r = 0 we obtain the following formula for the
classical zeta-function:
ζ(α) =
1
Γ(α)(1 − 21−α)
∫
∞
0
tα−1
(
1 + et
)
−1
dt, σ > 1. (20)
Of considerable interest is the relationship between the generalized zeta function and integral
transformations.
It is obvious that (7) can be written in the form of an integral Mellin transform:
ζr(α) =
1
Γ(α)
M
{
e−t r1Φ
τ,β
1
(
a; c;− r
t
)
1− e−t ;α
}
, Re r > 0; r = 0, σ > 1. (21)
After performing the substitution t = e−x, we obtain the integral Laplace transform:
ζr(α) =
1
Γ(α)
∫
∞
−∞
r
1Φ
τ,β
1
(a; c;−rex)
exp(e−x)− 1 e
−αxdx. (22)
3
Performing the substitution α = σ + iω in (22) leads to an integral Fourier transform:
ζr(α) =
1
Γ(α)
∫
∞
−∞
r
1Φ
τ,β
1
(a; c;−rex)
exp(e−x)− 1 e
−iαωxdx. (23)
The second generalization of the zeta function can be represented in the form
∗ζr(α) =
1
A(α)
∫
∞
0
tα−1e−t
1 + e−t
r
1Φ
τ,β
1
(
a; c;−r
t
)
dt, (24)
where Re r > 0; r = 0, σ > 1, A(α) = Γ(α)(1 − 21−α).
Representing the expression
(
1 + e−t
)
−1
by a series, we get
∗ζr(α) =
1
A(α)
∞∑
n=1
(−1)n−1
∫
∞
0
tα−1e−nt r1Φ
τ,β
1
(
a; c;−r
t
)
dt, (25)
and after transformations we have
∗ζr(α) =
1
A(α)
∞∑
n=1
(−1)n−1
nα
Γnr(α), Re r > 0; r = 0, σ > 1. (26)
A generalization of the Hurwitz zeta-function [9]
ζ(α, q) =
∞∑
n=0
1
(n+ q)α
=
1
Γ(α)
∫
∞
0
tα−1e−qt
1− e−t dt, σ > 1, 0 < q ≤ 1, (27)
is representable in the form
ζr(α, q) =
∞∑
n=0
r
1Φ
τ,β
1
(
a; c;− r
t
)
(n+ q)α
=
1
Γ(α)
∫
∞
0
tα−1e−qt
1− e−t
r
1Φ
τ,β
1
(
a; c;−r
t
)
dt, (28)
∗ζr(α, q) =
1
A(α)
∫
∞
0
tα−1e−qt
1− e−t
r
1Φ
τ,β
1
(
a; c;−r
t
)
dt, (29)
where 0 < q ≤ 1, Re r > 0; r = 0, σ > 1.
It is easy to see that
ζ(α, q) = ζr(α, q)|r=0, σ > 1, (30)
and
∗ζr(α, q) =
ζr(a, q)
1− 21−α , σ > 1, 0 < q ≤ 1. (31)
Theorem 3. The following equality holds
∗ζr(α, q) =
21−αζ2r(a, q
2
)− ζr(a, q)
1− 21−α , σ > 1, 0 < q ≤ 1. (32)
Proof. We change q to q
2
in (28), t to 2t, we get
ζ2r
(
α,
q
2
)
=
2α
Γ(α)
∫
∞
0
tα−1e−qt
1− e−2t
r
1Φ
τ,β
1
(
a; c;− r
2t
)
dt. (33)
4
We also have the equality
2
(
1− e−2t) = (1− e−t)−1 + (1 + e−t)−1 . (34)
From the equations (33) and (34) we obtain
21−αζ2r
(
α,
q
2
)
− ζr(α, q) = (1− 21−α) ∗ζr(α, q),
and then we get (32). Using the relation
1
et + 1
=
1
et − 1 −
2
e2t − 1 ,
∫
∞
0
tα−1
e2t − 1dt = 2
−α
∫
∞
0
tα−1
et − 1dt,
we have an analytic continuation
ζr(α) =
1
Γ(α) (1− 21−α)
∫
∞
0
tα−1
et + 1
dt. (35)
2. New generalization of Tricomi function. Tricomi in 1927 introduced the function
Ψ(a, c;x) [10]:
Ψ(a, c;x) =
1
Γ(a)
∫
∞
0
ta−1(1 + t)c−a−1e−xtdt, Re a > 0, (36)
which determines a solution of the equation [9]
x
d2y
dx2
+ (c− x)dy
dx
− ay = 0 (37)
in the field Rex > 0. We can extend the domain of definition by rotating the path of integration.
We introduce a generalization of the Tricomi function (36) in the form
rU τ,β(a, c;α; γ; δ;x) =
1
Γ(a)
∫
∞
0
ta−1(1 + t)c−a−1e−xt r1Φ
τ,β
1
(
α; γ;− r
tδ
)
dt, (38)
where Re a > Re c > 0, {τ, β} ⊂ R+; τ > 0; β > 0, τ − β < 1, {a, c} ∈ C, δ > 0, r > 0,
Reα > Re γ > 0, r1Φ
τ,β
1
(...) — (τ, β)-comfluent hypergeometric function, which is defined by the
formula (4), and can also be represented by the following series [8]:
r
1Φ
τ,β
1
(
α; γ;− r
tδ
)
=
Γ(γ)
Γ(α)
∞∑
n=0
Γ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
. (39)
Differentiation formulas for the function rU τ,β are obtained by direct differentiation:
d
dx
rU τ,β(a, c, α; γ; δ;x) = − 1
Γ(a)
∫
∞
0
ta(1 + t)c−a−1e−xt r1Φ
τ,β
1
(
α; γ;− r
tδ
)
dt, (40)
dn
dxn
rU τ,β(a, c;α; γ; δ;x) =
(−1)n
Γ(a)
∫
∞
0
ta+n−1(1 + t)c−a−1e−xt r1Φ
τ,β
1
(
α; γ;− r
tδ
)
dt. (41)
The following theorem holds.
Theorem 4. Under the conditions of existence of functions rU τ,β(a, c;α; γ; δ;x) such func-
tional relations:
5
dn
dxn
rU τ,β(a, c;α; γ; δ;x) = (−1)nΓ(a+ n)
Γ(a)
rU τ,β(a+ n, c+ n;α; γ; δ;x), (42)
dn
dxn
(
e−x rU τ,β(a, c;α; γ; δ;x)
)
= (−1)ne−x rU τ,β(a, c+ n;α; γ; δ;x), (43)
rU τ,β(a, c;α + 1; γ; δ;x) = rU τ,β(a, c;α; γ; δ;x)−
−rτ
α
Γ(a− δ)Γ(α + τ)Γ(γ)
Γ(a)Γ(α)Γ(γ + β)
rU τ,β(a− δ, c − δ;α + τ ; γ + β; δ;x), (44)
rU τ−α,β−γ(a, c;α + 1; γ; δ;x) = rU τ−α,β−γ(a, c;α; γ; δ;x)−
−r(τ − α)
α
Γ(a− δ)Γ(τ)Γ(γ)
Γ(a)Γ(α)Γ(β)
rU τ−α,β−γ(a− δ, c − δ; τ ;β; δ;x). (45)
Proof. We perform these functional relations (44), (45) by means of transformations α, τ =
τ1 + α, β = β1 + γ, which are simple but cumbersome.
In this formula (39), replace α+ 1 for α. Then we get:
r
1Φ
τ,β
1
(
α+ 1; γ;− r
tδ
)
=
Γ(γ)
Γ(α+ 1)
∞∑
n=0
Γ(α+ 1 + τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
. (46)
From formulas (46) and properties of Gamma-function [9]: Γ(α+ 1) = αΓ(α), we get:
r
1Φ
τ,β
1
(
α+ 1; γ;− r
tδ
)
=
Γ(γ)
αΓ(α)
∞∑
n=0
(α+ τn)Γ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
=
=
Γ(γ)
Γ(α)
∞∑
n=0
Γ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
+
τΓ(γ)
αΓ(α)
∞∑
n=0
nΓ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
=
= r1Φ
τ,β
1
(
α; γ;− r
tδ
)
+
τΓ(γ)
αΓ(α)
∞∑
n=1
nΓ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
n!
=
= r1Φ
τ,β
1
(
α; γ;− r
tδ
)
+
τΓ(γ)
αΓ(α)
∞∑
n=1
Γ(α+ τn)
Γ(γ + βn)
(
− r
tδ
)n 1
(n− 1)! =
= r1Φ
τ,β
1
(
α; γ;− r
tδ
)
− rτΓ(γ)
tδαΓ(α)
∞∑
n=0
Γ((α + τ) + τn)
Γ((γ + β) + βn)
(
− r
tδ
)n 1
n!
=
= r1Φ
τ,β
1
(
α; γ;− r
tδ
)
− rτΓ(γ)Γ(α+ τ)
tδαΓ(α)Γ(γ + β)
r
1Φ
τ,β
1
(
α+ τ ; γ + β;− r
tδ
)
. (47)
Substituting the obtained value (47) into the generalization functions as Tricomi (38), we get:
rU τ,β(a, c;α + 1; γ; δ;x) = rU τ,β(a, c;α; γ; δ;x)−
−rτ
α
Γ(α+ τ)Γ(γ)
Γ(a)Γ(α)Γ(γ + β)
∫
∞
0
ta−δ−1(1 + t)c−a−1e−xt r1Φ
τ,β
1
(
α+ τ ; γ + β;− r
tδ
)
dt =
= rU τ,β(a, c;α; γ; δ;x) − rτ
α
Γ(a− δ)Γ(α + τ)Γ(γ)
Γ(a)Γ(α)Γ(γ + β)
rU τ,β(a− δ, c− δ;α + τ ; γ + β; δ;x).
Thus, the property (44) is proved.
Through in (44) following replacement: τ = τ1 − α, β = β1 − γ, we get formulas (45).
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