Abstract. Let n be a positive integer and X = [x ij ] 1≤i,j≤n be an n × n sized matrix of independent random variables having joint uniform distribution
Introduction
Some subsets of the elements of Latin squares [1, 13, 23, 29, 32, 53, 54, 59, 60] , of Sudoku squares [6, 7, 15, 16, 20, 21, 22, 28, 31, 45, 50, 55, 57, 60, 62, 65, 66, 69, 71] , of de Bruijn arrays [2, 3, 4, 5, 10, 11, 18, 26, 27, 35, 38, 39, 42, 44, 48, 52, 56, 61, 64, 68, 70, 72] and gerechte designs, connected with agricultural and industrial experiments [7, 8, 34] have to contain different elements. The one dimensional special case is also studied is several papers [30, 33, 36, 37, 38, 40, 41, 46, 47, 49] .
The testing of these matrices raises the following problem. Let m ≥ 1 and n ≥ 1 be integers and X = [x ij ] 1≤i≤m,1≤j≤n be an m × n sized matrix of independent random variables having joint uniform distribution
A realization M = [m ij ] of X is called good, if its each row and each column contain different elements (in the case m = n a permutation of the numbers 1, 2, . . . , n. We present and analyse algorithms which decide whether a given realization is good. If the realization is good then the output of the algorithms is True, otherwise is False.
The structure of the paper is as follows. Section 1 contains the introduction. In Section 2 the mathematical background of the main results is prepared. Section 3 contains the running times of the testing algorithms Linear, Backward, Bucket and Matrix in worst, best and expected cases. In Section 4 the results are summarised.
Mathematical background
We start with the first step of the testing of M: describe and analyse several algorithms testing the first row of M. The inputs of these algorithms are n (the length of the first row of M) and the elements of the first row m = (m 11 , m 12 , . . . , m 1n ). For the simplicity we use the notation s = (s 1 , s 2 , . . . , s n ). The output is always a logical variable g (its value is True, if the input sequence is good, and False otherwise).
We will denote the binomial coefficient n k by B(n, k) and the function log 2 n by lg n [19] , and usually omit the argument n from the functions τ(n), σ(n), κ(n), κ 1 (n), κ 2 (n), γ(n), λ(n), δ(n), α(n), µ(n), η(n), φ(n), ρ(n), β(n), S i (n), R i (n), Q(n), p k (n), y(n), q i (k, n), A i (n), b j (n), f(n), p(i, j, k, n), c j (n), c(n), and A(i 1 , i 2 , k, n).
We characterise the running time of the algorithms by the number of necessary assignments and comparisons and denote the running time of algorithm Alg by T worst (n, Alg), T best (n, Alg) and T exp (n, Alg) in the worst, best, resp. expected case. The numbers of the corresponding assignments and comparisons are denoted by A, resp. C. The notations O, Ω, Θ, o and ω are used according to [19, pages 43-52] and [51, pages 107-110] .
Before the investigation of the concrete algorithms we formulate several lemmas. The first lemma is the following version of the well-known Stirling's formula.
, and τ(n) = τ tends monotonically decreasing to zero when n tends to infinity.
Let a k (n) = a k and S i (n) = S i defined for any positive integer n as follows:
Solving a problem posed by S. Ramanujan [63] , Gábor Szegő [67] proved the following connection between e n and S 0 .
Lemma 2 ([67])
The function σ(n) = σ, defined by
and
tends monotonically decreasing to zero when n tends to ∞.
The following lemma shows the connection among S i and S 0 , S 1 , . . . , S i−1 .
Lemma 3 If i and n are positive integers, then
Proof. Omitting the member belonging to the index k = 0 in S i , then simplifying by k and using the substitution k − 1 = j we get
Completing the sum with the member belonging to index j = n − 1 results
Now the application of the binomial theorem results (4). According to (5) S 0 = Θ(e n ), so using induction and (6) we get (5) .
In this paper we need only the simple form of S 0 , S 1 , S 2 and S 3 what is presented in the next lemma.
Lemma 4 If n is a positive integer then
Proof. Expressing S 0 from (3), and using recursively Lemma 3 for i = 1, 2 and 3 we get the required formula for S 0 , S 1 , S 2 , and S 3 .
We introduce also another useful function
where p k (n) = p k is the key probability of this paper, defined in [33] as
The following lemma mirrors the connection between the function R i and the functions S 0 , S 1 , . . . , S i+1 .
Lemma 5 If i and n are positive integers, then
Proof. Using (10) and (11) the substitution n − k = j results
From here, using the binomial theorem we get (12) . In this paper we need only the following consequence of Lemma 5.
Lemma 6
If n is a positive integer, then
Proof. R 0 = 0 follows from the definition of the probabilities p k . Substituting i = 1 into (12) we get
From here, using (2) we get
and using (6) the required formula for R 1 . Substituting i = 2 into (12) we get
From here, using (2) we have
and using (8) and (9) the required formula for R 2 .
The following lemmas give some further properties of R 1 and R 2 .
Lemma 7
where
and κ tends monotonically decreasing to zero when n tends to infinity.
Proof. Substituting S 0 according to (7) in the formula (13) for R 1 we get
Substitution of n! according to (1) (Stirling's formula) and writing 1+(e τ −1) instead of e τ results
The product P of the expressions in the square brackets is
therefore
implying
Let
Since all κ functions are positive for all positive integer n's, therefore γ < 1 for n ≥ 1 implies the monotonity of κ. Numerical results in Table 1 show that γ < 1 for n = 1, 2, . . . , 9, therefore it remained to show γ < 1 for n ≥ 10. κ 2 (n + 1) can be omitted from the numerator of (22) . Since σ and τ are monotone decreasing functions, and 0 < σ(5) < 0.0058, and 0 < e τ(5) < 1.02, and n 2 < e n for n ≥ 10, therefore 2σe τ e n < 2 · 0.0058 · 1.02 e n < 0.012 n 2 for n ≥ 10 .
Using (23), (24) and the Lagrange remainder of the Taylor series of the function e x we have
where 0 < ξ n+1 < n + 1 and 0 < ξ n < n, therefore using Lemma 1 we get
Now multiplication of the denominator and denominator of the right side of (25) by (12n) 2 results
Since (26) and (27) imply
finishing the proof of the monotonity of κ.
We remark, that the monotonity of κ was published in [40] without proof, and was proved by E. Bokova and G. Tzaturjan in 1985 [9] , and in 1988-using a formula due to E. Egorychev et al. [25] derived by the method of integral representation of combinatorial sums elaborated by E. P. Egorychev [24] -by T. T. Cirulis and A. Iványi [17] . Our proof is much simpler than the earlier ones.
Lemma 8 If n is a positive integer, then
and λ tends monotonically decreasing to zero when n tends to infinity.
Proof. The proof is omitted since it is similar to the proof of Lemma 7.
Running times of the algorithms
In the following analysis let n ≥ 1 and let x = (x 1 , x 2 , . . . , x n ) be independent random variables having uniform distribution on the set {1, 2, . . . , n}. The input sequence of the algorithms is s = (s 1 , s 2 , . . . , s n ) (a realization of x). We derive exact formulas for the expected numbers of comparisons C exp (n, Linear) = C L , C exp (n, Backward) = C W , and C exp (n, Bucket) = C B , further for the expected running times T exp (n, Linear) = T L , T exp (n, Backward) = T W , and T exp (n, Bucket) = T B .
The inputs of the following algorithms are n (the length of the sequence s) and s = (s 1 , s 2 , . . . , s n ), a sequence of nonnegative integers with 1 ≤ s i ≤ n for 1 ≤ i ≤ n) in all cases. The output is always a logical variable g (its value is True, if the input sequence is good, and False otherwise). The working variables are usually the cycle variables i and j.
We use the pseudocode defined in [19] .
Definition and running time of algorithm Linear
Linear writes zero into the elements of an n length vector v = (v 1 , v 2 , . . . , v n ), then investigates the elements of the realization s and if v s i > 0 (signalising a repetition), then returns False, otherwise adds 1 to v k . If Linear does not find a repetition among the elements of s then it returns finally True.
Linear(n, s)
Linear needs assignments in lines 1, 3, and 8, and it needs comparisons in line 5. The number of assignments in lines 1 and 3 equals to n + 1 for arbitrary input and varies between 1 and n in line 8. The number of comparisons in line 8 also varies between 1 and n. Therefore the running time of Linear is Θ(n) in the best, worst and expected case too.
The following theorem gives the expected number of the comparisons of Linear.
Theorem 9 The expected number of comparisons
tends monotonically decreasing to zero when n tends to infinity.
Proof. Let y(n) = y = max{k : 1 ≤ k ≤ n and s 1 , s 2 , . . . , s k are different} (30) be a random variable characterising the maximal length of the prefix of s containing different elements. Then
where p k is the probability introduced in (11) . If y = k and 1 ≤ k ≤ n − 1, then Linear executes k + 1 comparisons, and only n comparisons, if y = n, therefore
from where using Lemma 7 we receive
The monotonity of κ(n) was proved in the proof of Lemma 7.
The next assertion gives the running time of Linear.
Theorem 10
The expected running time
where κ tends monotonically decreasing to zero when n tends to infinity.
Proof. Linear requires n+1 assignments in lines 01 and 03, plus assignments in line 08. The expected number of assignments in line 8 is the same as C L . Therefore
Substitution of (32) into (33) results the required (29).
We remark, that (32) is equivalent with
demonstrating the close connection with the function
studied by several authors, e.g. in [12, 40, 51] . Table 1 shows the concrete values of the functions appearing in the analysis of C L and T L for 1 ≤ n ≤ 10, where C L was calculated using (32), κ using (11), and σ using (3) (data in this and further tables are taken from [43] ). We can observe in Table 1 
n n is increasing from n = 1 to n = 8, but for larger n is decreasing. Taking into account that for n > 8 n! n n = n e n √ 2πn e τ n n <
√ 2πn e n e 1/(12n) < 2.7 √ n e n < 0.012 n 2 holds, we can prove-using the same arguments as in the proof of Lemma 7-the following assertion. Table 1 : Values of C L , u = πn/2 + 2/3, n!/n n , κ, δ = κ − n!/n n , and σ for n = 1, 2, . . . , 10
Theorem 11 The expected running time
where δ(n) = δ tends to zero when n tends to infinity, further δ(n + 1) > δ(n) for 1 ≤ n ≤ 7 and δ(n + 1) < δ(n) for n ≥ 8 .
If we wish to prove only the existence of some threshold index n 0 having the property that n ≥ n 0 implies δ(n + 1) < δ(n), then we can use the following shorter proof.
Using (29) and (34) we get
Substituting the power series
cited by D. E. Knuth [51, Equation (25) on page 120] into (35) and using
for k = 1, 2, 3 and 4 we get
guaranteeing the existence of the required n 0 .
Running time of algorithm Backward
Backward compares the second (s 2 ), third (s 3 ), . . . , last (s n ) element of the realization with the previous elements until the first collision or until the last pair of elements. Taking into account the number of the necessary comparisons in line 04 of Backward, we get C best (n, Backward) = 1 = Θ(1), and C worst (n, Backward) = B(n, 2) = Θ(n 2 ). The number of assignments is 1 in the best case (in line 1) and is 2 in the worst case (in lines 1 and in line 5). The expected number of assignments is A exp (n, Backward) = 1 + n! n n , since only the good realizations require the second assignment.
The next assertion gives the expected running time.
Theorem 12
The expected number of comparisons C exp (n, Backward) = C W of the algorithm Backward is
2 monotonically decreasing tends to zero when n tends to ∞.
Proof. Let y be as defined in (30) , p k as defined in (11), and let z = {q : 1 ≤ q ≤ k; s 1 , s 2 , . . . , s k are different; s k+1 = s q | y = k} be a random variable characterising the index of the first repeated element of s.
Backward executes B(k, 2) comparisons among the elements s 1 , s 2 , . . . , s k , and s k+1 requires at least 1 and at most k comparisons (with exception of case k = n when additional comparisons are not necessary). Therefore using the theorem of the full probability we have
Adding a new member to the first sum we get
Using the uniform distribution (36) of z we can determine its contribution to
Substituting the contribution in (38) into (37), and taking into account Lemma 6 and Lemma 7 we have
Now Lemma 6 and Lemma 7 result
The known decreasing monotonity of κ and n! n n imply the decreasing monotonity of α. Table 2 : Values of C W , n − πn/8 + 2/3, t = n! n n n+1 2 , κ, and α = κ/2 + (n!/n n )((n + 1)/2) for n = 1, 2, . . . , 10
Theorem 13
The expected running time T exp (n, Backward) = T W of the algorithm Backward is
where α = κ/2 + (n!/n n )((n + 1)/2) tends monotonically decreasing to zero when n tends to ∞.
Proof. Taking into account (39) and
we get (40). Table 2 represents some concrete numerical results. It is worth to remark that
, therefore κ decreases much slower than the other expression.
Running time of algorithm Bucket
Bucket divides the interval [1, n] into m = √ n subintervals I 1 , I 2 , . . . , I m , where I j = [(j − 1)m + 1, jm] for j = 1, 2, . . . m, and sequentially puts the elements of s into the bucket B j (we use the word bucket due to some similarity to bucket sort [19] ): if ⌈s i /m⌉ = j, then s i belongs to B j . Bucket works until the first repetition (stopping with g = False), or up to the processing of the last element s n (stopping with g = True). + 3m 2 + m + 3 = Θ(n 3/2 ). In connection with the expected behaviour of Bucket at first we show that the expected number of elements in a bucket has a constant bound which is independent from n. 
and µ tends monotonically decreasing to zero when n tends to infinity.
Proof. Due to the symmetry of the buckets it is sufficient to prove (41) and (42) for j = 1. Let m be a positive integer and n = m 2 . Let y be the random variable defined in (28) and p k be the probability defined in (11) .
Let A i (n) = A i (i = 1, 2, . . . , n) be the event that the number i appears in s before the first repetition and Y i (n) = Y i be the indicator of A i . Then using the theorem of the full probability we have
Using Lemma 7, we get
resulting (41) and (42). We omit the proof of the monotonity of µ, since it is similar to the corresponding part in the proof of Lemma 7. Table 3 shows some concrete values.
Lemma 15 Let f(n) = f be a random variable characterising the number of comparisons executed in connection with the first repeated element. Then
and η tends monotonically decreasing to zero when n tends to infinity. 
Proof. Let p(i, j, k, n) = p(i, k, n) be the probability of the event that there are k different elements before the first repetition, and the repeated element belongs to B j , and B j contains i elements in the moment of the first repetition. Due to the symmetry p(i, j, k, n) does not depend on j and
since we investigate n k+1 sequences, and if there are k (1 ≤ k ≤ n) different elements before the repeated one, then we can choose i elements for the jth bucket in m i n−m k−1 manner, we can permute them in k! manner, and we can choose the repeated element in i manner. Then
The last member of the formula takes into account that if k = n, then additional comparisons with the elements of the bucket corresponding to the repeated element are not necessary.
Let E'{f} = E{f} + p n n + 1 2 .
A. Iványi, I. Kátai
Then dividing the inner sum in (44) by n k we get the expected value of the random variable ξ(ξ + 1), where ξ has hypergeometric distribution with parameters n, m, and k. It is easy to compute that
The convergence and monotonicity of η is the consequence of the properties of κ. Taking into account the small value of p n (see equation (11)) the difference E ′ {f} − E{f} has negligible influence on the limit of E{f}.
Theorem 16
The expected number of comparisons C exp (n, Bucket) = C B of Bucket is
and ρ tends monotonically decreasing to zero when n tends to infinity.
Proof. Let s = (s 1 , s 2 , . . . , s n ) be the input sequence of the algorithm Bucket. Bucket processes the input sequence using m = √ n buckets B 1 , B 2 , . . . , B n : it investigates the input elements sequentially and if the i-th input element s i belongs to the interval [(r − 1)m + 1, (r − 1)m + 2, . . . , rm], then it sequentially compares s i with the elements in the bucket B r and finishes, if it finds a collision, or puts s i into B r , if s i differs from all elements in B r .
Let y be the random variable, defined in (30) , and p k the probability defined in (11) . Let b i be the random variable defined in Lemma 14, and c j (n) = c j (j = 1, 2, . . . , m) be a random variable characterising the number of comparisons executed in B j before the processing of the first repeated element, and c(n) = c a random variable characterising the number of necessary comparisons executed totally by Bucket. Then due to the symmetry we have
The probability of the event A(i 1 , i 2 , k, n) = A(i 1 , i 2 , k) that the elements i 1 and i 2 (1 ≤ i 1 , i 2 ≤ m) will be compared before the processing of the first repeated element at the condition that y = k and 2 ≤ k ≤ n equals to 
from where using Lemma 7 and Lemma 8 we get
This equality implies
From (50), taking into account (52), (45) , and (47) we get
Denoting the last fraction by ρ we get the required (48) . The monotonity of ρ is the consequence of the monotonity of κ.
Theorem 17
The expected running time T exp (n, Bucket) = T B of Bucket is
and φ tends to zero when n tends to infinity.
Proof. Bucket requires 2 assignments in lines 1 and 2, √ n assignments in line 4, R 1 assignments in line 6, C B +E{f} assignments in line 8, 1−p n expected assignment in line 9 and 2R 1 assignments in lines 11 and 12 before the first repeated element, and 2E{f} − 1 assignments after the first repeated element.
Therefore the expected number A exp (n, Bucket) = A B of assignments of Bucket is A B = 2 + √ n + 3R 1 + C B + 3E{f} − n! n n . Substituting R 1 , and C B , and E{f} we get
Summing up the expected number of comparisons in (48) and of assignments in (54) we get the final formula (53).
Test of random arrays
Matrix is based on Bucket.
For the simplicity let us suppose that n is a square. Let M be an n × n sized matrix, where m ij ∈ {1, 2, . . . , n}. The ith row of M is denoted by r i , and the jth column by c j for 1 ≤ i, j ≤ n. The matrix M is called good, if its all lines (rows and columns) contain a permutation of the elements 1, 2, . . . , n. 
Matrix(n,
Proof. According to Theorem 17 we have
Since the rows of M are independent, therefore the probability of the event G k (n) = G k (k = 1, 2, . . . , n) that the first k rows are good is Since the columns are also independent, all the rows and the first k columns are good with the probability p = n! n n n+k , Index and algorithm C best (n) C worst (n) C exp (n) Index and algorithm T best (n) T worst (n) Table 4 summarises the basic properties of the number of necessary comparisons of the investigated algorithms. Table 5 summarises the basic properties of the running times of the investigated algorithms.
Summary
We used in our calculations the RAM computation model [19] . If the investigated algorithms run on real computers then we have to take into account also the limited capacity of the memory locations and the increasing execution time of the elementary arithmetical and logical operations.
