Abstract. We present work in progress to completely factor seventeen Mersenne numbers using a variant of the special number field sieve where sieving on the algebraic side is shared among the numbers. It is expected that it reduces the overall factoring effort by more than 50%. As far as we know this is the first practical application of Coppersmith's "factorization factory" idea. Most factorizations used a new double-product approach that led to additional savings in the matrix step.
Introduction
Despite its allegedly waning cryptanalytic importance, integer factorization is still an interesting subject and it remains relevant to test the practical value of promising approaches that have not been tried before. An example of the latter is Coppersmith's by now classical suggestion to amortize the cost of a precomputation over many factorizations [7] . The reason for the lack of practical validation of this method is obvious: achieving even a single "interesting" (i.e., record) factorization usually requires such an enormous effort [18] that an attempt to use Coppersmith's idea to obtain multiple interesting factorizations simultaneously would be prohibitively expensive, and meeting its storage requirements would be challenging.
But these arguments apply only to general numbers, such as RSA moduli [30] , the context of Coppersmith's method. Given long-term projects such as [9, 10, 5] where many factoring-enthusiasts worldwide constantly busy themselves to factor many special numbers, such as for instance small-radix repunits, it makes sense to investigate whether factoring efforts that are eagerly pursued no matter what can be combined to save on the overall amount of work. This is what we set out to do here: we applied Coppersmith's factorization factory approach in order to simultaneously factor seventeen radix-2 repunits, so-called Mersenne numbers. Except for their appeal to makers of mathematical tables, such factorizations may be useful as well [16] .
Let S = {1007, 1009, 1081, 1093, 1109, 1111, 1117, 1123, 1129, 1147, 1151, 1153, 1159, 1171, 1177, 1193, 1199}. For all n ∈ S we have determined, or are in the process of determining (for updates, see [19] ), the full factorization of 2 n − 1, using the method proposed in [7, Section 4] adapted to the number field sieve (SNFS, [22] ). Furthermore, for two of the numbers a (new, but rather obvious) multi-SNFS approach was exploited as well. Most of our new factorizations will soundly beat the previous two SNFS records, the full factorizations of 2 1039 − 1 and 2
1061 − 1 reported in [1] and [6] respectively. Measuring individual (S)NFSefforts, factoring 2 1193 − 1 would require about 20 times the effort of factoring 2 1039 − 1 or more than twice the effort of factoring the 768-bit RSA modulus from [18] . Summing the individual efforts for the seventeen numbers involved would amount to more than one hundred times the (2 1039 − 1)-effort. Extrapolating our results so far, we expect that sharing the workà la Coppersmith will allow us to do it in about 50 times that effort. The practical implications of Coppersmith's method for general composites remain to be seen.
Although the factoring efforts reported here shared parts of the sieving tasks, each factorization still required its own separate matrix step. With seventeen numbers to be factored, and thus seventeen matrices to be dealt with, this gave us, and is still giving us, ample opportunity to experiment with a number of new algorithmic tricks in our block Wiedemann implementation, following up on the work reported in [1] and [18] . While the savings we obtained are relatively modest, given the overall matrix effort involved, they are substantial in absolute terms. Several of the matrices that we have dealt with, or will be dealing with, are considerably larger than the one from [18] , the largest published comparable matrix problem before this work.
Section 2 gives background on the (S)NFS and Coppersmith's method as required for the paper. Section 3 introduces our two sets of target numbers to be factored, while sections 4 and 5 describe our work so far when applying the two main steps of the SNFS to these numbers. Section 6 provides evidence of the work completed so far and Section 7 presents a few concluding remarks.
All core years reported below are normalized to 2.2 GHz cores.
Background on (S)NFS and Coppersmith's Method

Number Field Sieve
To factor a composite integer N in the current range of interest using the number field sieve (NFS, [22] that are not relevant for the present description). Therefore, as soon as more relations have been collected than there are small factors, the vectors are linearly dependent and a matrix step can be used to determine an even sum of the vectors: each of those has probability at least 50% to lead to a non-trivial factor of N . Balancing the smoothness probability and the number of relations required (which both grow with the number of small factors) the overall heuristic expected NFS factoring time is L((64/9)
for 0 ≤ ρ ≤ 1 and the degree d is chosen as an integer close to (
A more careful selection of g and f than that suggested above (following for instance [17] ) can lead to a substantial overall speed-up but has no effect on the asymptotic runtime expression. For regular composites the f i grow as N 1/(d+1) which is only N o (1) for N → ∞ but in general not O (1) . Composites for which the f i are O(1) are "special" and the SNFS applies: its heuristic expected runtime is L( (32/9) 1/3 ) ≈ L(1.526) asymptotically for N → ∞, where the degree d is chosen as an integer close to ( 3 log(N ) 2 log(log(N )) ) 1/3 . Both asymptotically and in practice the SNFS is much faster than the NFS, with a slowly widening gap: for 1000-bit numbers the SNFS is more than ten thousand times faster, for 1200-bit numbers it is more than 30 thousand times faster.
The function L(c) satisfies various useful but unusual properties, due to the o (1) 1 , c 2 ) ), and for c > 0 and fixed k it is the case that (log(N ))
Relation Collection
We briefly discuss some aspects of the relation collection step that are relevant for the remainder of the paper and that apply to both the NFS and the SNFS. Let N be the composite to be factored, c = (64/9) 1/3 (but c = (32/9) 1/3 if N is special), and assume the proper corresponding d as above. Heuristically it is asymptotically optimal to choose L( 2 ) = L( c 2 ) relations may thus be expected, which suffices. Relation collection can be done using sieving because the search space is a rectangle in Z 2 and because polynomial values are considered. The latter implies that if p divides g(s) (or f (s)), then p divides g(s + kp) (or f (s + kp)) for any integer k, the former implies that given s all corresponding values s + kp in the search space are quickly located. Thus, for one of the polynomials, sieving is used to locate all pairs in the search space for which the corresponding polynomial value has only factors bounded by L( c 2 ). This costs
) and leads to pairs for which the polynomial value is smooth. Next, in the same way and at the same cost, the pairs are located for which the other polynomial value is smooth. Intersecting the two sets leads to L( c 2 ) pairs for which both polynomial values are smooth. Sieving twice, once for each polynomial, works asymptotically because
It may be less obvious that it is also a good approach in practice. After all, after the first sieve only pairs remain that are smooth with respect to the first polynomial, so processing those individually for the second polynomial could be more efficient than reconsidering the entire rectangular search space with another sieve. It will depend on the circumstances what method should be used. For the regular (S)NFS using two sieves is most effective, both asymptotically and in practice: sieving is done twice in a "quick and dirty" manner, relying on the intersection of the two sets to quickly reduce the number of remaining pairs, which are then inspected more closely to extract the relations. In Section 2.4, however, different considerations come into account and one cannot afford a second sieve -asymptotically or in practice -precisely because a second sieve would look at too many values.
As suggested in [28] the sieving task is split up into a large number of somewhat overlapping but sufficiently disjoint subtasks. Given a root z modulo a large prime q of one of the polynomials, a subtask consists of sieving only those pairs (a, b) for which a/b ≡ z mod q and for which therefore the values of that polynomial are divisible by q. This implies that the original size L(c) rectangular search space is intersected with an index-q sublattice of Z 2 , resulting in a size L(c)/q search space. Sieving can still be used in the new smaller search space, but in a somewhat more complicated manner [28] , as first done in [15] and later much better in [12] . Also, more liberal smoothness criteria allow several primes larger than L( c 2 ) in either polynomial value [11] . This complicates the decision of when enough relations have been collected and may increase the matrix size, but leads to a substantial overall speed-up. Another complication that arises is that duplicate relations will be found, i.e., by different subtasks, so the collection of relations must be made duplicate-free before further processing.
Matrix and Filtering
Assume that the numbers of distinct rational and algebraic small primes allowed in the smooth values during relation collection equal r 1 and r 2 , respectively. With r = r 1 + r 2 , each relation corresponds to an r-dimensional vector of exponents. With many distinct potential factors (i.e., large r 1 and r 2 ) of which only a few occur per smooth value, the exponent vectors are huge-dimensional (with r on the order of billions) and very sparse (on average about 20 non-zero entries).
As soon as r+1 relations have been collected, an even sum of the corresponding r-dimensional vectors (as required to derive a factorization) can in principle be found using linear algebra: with v one of the vectors and the others constituting the columns of an r × r matrix M raw , an r-dimensional bit-vector x for which M raw x equals v modulo 2 provides the solution. Although a solution has at least a 50% chance to produce a non-trivial factorization, it may fail to do so, so in practice somewhat more relations are used and more than a single independent solution is derived.
The effort required to find solutions (cf. Section 5) grows with the product of the dimension r and the number of non-zero entries of M raw (the weight of M raw ). A preprocessing filtering step is applied first to M raw in order to reduce this product as much as is practically possible. It consists of a "best effort" to transform, using a sequence of transformation matrices, the initial huge-dimensional matrix M raw of very low average column weight into a matrix M of much lower dimension but still sufficiently low weight. It is not uncommon to continue relation collection until a matrix M can be created in this way that is considered to be "doable" (usage of a second algebraic polynomial for some of our factorizations takes this idea a bit further than usual; cf. sections 3.2 and 4). Solutions for the original matrix M raw easily follow from solutions for the resulting filtered matrix M .
Coppersmith's Factorization Factory
Coppersmith, in [7, Section 4] , observed that a single linear polynomial g may be used for many different composites as long as their (d + 1)st roots are not too far apart, with each composite still using its own algebraic polynomial. Thus smooth bg(a/b)-values can be precomputed in a sieving step and used for each of the different factorizations, while amortizing the precomputation cost. We sketch how this works, referring to [7, Section 4] During the precomputation the L(1.639) pairs for which the rational polynomial value is smooth are found by sieving L(2.007) locations. This implies that, from an asymptotic runtime point of view, a sieve should not be used to test the resulting L(1.639) pairs for algebraic smoothness (with respect to an applicable algebraic polynomial), because sieving would cost L(2.007). As a result each individual factorization would cost more than the regular application of the NFS. Asymptotically, this issue is resolved by using the elliptic curve factoring method (ECM, [24] ) for the algebraic smoothness test because, for smoothness bound L(0.819), it processes each pair at cost L(0), resulting in an overall algebraic smoothness detection cost of L(1.639). In practice, if it ever comes that far, the ECM may indeed be the best choice, factorization trees ( [3] and [14, Section 4]) may be used, or sieving may simply be the fastest option. Because the smooth rational polynomial values will be used by all factorizations, in practice the rational precomputation should probably include, after the sieving, the actual determination of all pairs for which the rational polynomial value is smooth: in the regular (S)NFS this closer inspection of the sieving results takes place only after completing both sieves.
These are asymptotic results, but the basic idea can be applied on a much smaller scale too. With a small number of sufficiently close composites to be factored and using the original NFS parameter choices (and thus a table of L(1.683) as opposed to L(1.639) pairs), the gain approaches 50% with growing (assuming the matrix cost is relatively minor and disregarding table-storage issues). It remains to be seen, however, if for such small individual processing is not better if each composite uses a carefully selected pair of polynomials as in [17] , and if that effect can be countered by increasing the rational search space a bit while decreasing the smoothness bounds (as in the analysis from [7] ).
We are not aware of practical experimentation with Coppersmith's method. To make it realistically doable (in an academic environment) a few suitable moduli could be concocted. The results would, however, hardly be convincing and deriving them would be mostly a waste of computer time -and electric power [20] . We opted for a different approach to gain practical experience with the factorization factory idea, as described below.
SNFS Factorization Factory
If we switch the roles of the rational and algebraic sides in Coppersmith's factorization factory, we get a method that can be used to factor numbers that share the same algebraic polynomial, while having different rational polynomials. Such numbers are readily available in the Cunningham project [9, 10, 5] 1 . They have the additional advantage that obtaining their factorizations is deemed to be desirable, so an actual practical experiment may be considered a worthwhile effort. Our choice of target numbers is described in Section 3. First we present the theoretical analysis of the factorization factory with a fixed algebraic polynomial with O(1) coefficients, i.e., the SNFS factorization factory.
Let L(2α) be the size of the sieving region for the fixed shared algebraic polynomial (with coefficient size O(1)), let L(β) and L(γ) be the algebraic and 1 On an historical note, the desire to factor the ninth Fermat number 2 2 9 + 1, in 1988 the "most wanted" unfactored Cunningham number, inspired the invention of the SNFS, triggering the development of the NFS; the details are described in [22] . rational smoothness bounds, respectively. Assume the degree of the algebraic polynomial can be chosen as δ( log(N ) log(log(N )) ) 1/3 for all numbers to be factored. To be able to find sufficiently many relations it must therefore be the case that
The precomputation (algebraic sieving) costs L(2α) and produces L(2α − αδ 3β ) pairs for which the algebraic value is smooth. Per number to be factored, a total of L(max(β, γ) + 1 3γδ ) of these pairs are tested for smoothness (with respect to L(γ)), resulting in an overall factoring cost
per number. If β = γ, then replacing the smaller of β and γ by the larger increases the left hand side of condition (1), leaves the right hand side unchanged, and does not increase the overall cost. Thus, for optimal parameters, it may be assumed that β = γ. This simplifies the cost to L(max(2γ, γ + 1 3γδ )) and condition (1) to
, which holds for some α ≥ 0 as long as δ < 6γ. Fixing δ, the cost is minimized when 2γ = γ + 1 3γδ or when γ + 1 3γδ attains its minimum; these two conditions are equivalent and the minimum is attained for γ = (3δ) −1/2 . The condition δ < 6γ translates into δ < 12 1/3 respectively γ > 18 −1/3 . It follows that for δ approaching 12 1/3 from below, the factoring cost per number approaches L((4/9) 1/3 ) ≈ L(0.763) from above, with a precomputation cost of L(2α), α → ∞. These SNFS factorization factory costs should be compared to individual factorization cost L( (32/9) 1/3 ) ≈ L(1.526) using the regular SNFS, and approximate individual factoring cost L(1.639) after a precomputation at approximate cost L(2.007) using Coppersmith's NFS factorization factory.
Assuming γ = (3δ) −1/2 , the choices γ = (2/9) 1/3 and α = (128/343)
This makes the approach advantageous if more than approximately L(0.089) numbers must be factored (compare this to L(0.084) for Coppersmith's factorization factory). However, with more numbers to be factored, another choice for γ (and thus larger α) may be advantageous (cf. the more complete analysis in [19] ).
Targets for the SNFS Factorization Factory
Target Set
For our SNFS factorization factory experiment we chose to factor the Mersenne numbers 2 n − 1 with 1000 ≤ n ≤ 1200 that had not yet been fully factored, the seventeen numbers 2 n − 1 with n ∈ S as in the Introduction. We write S = S I ∪ S II , where S I is our first batch containing exponents that are ±1 mod 8 and S II is the second batch with exponents that are ±3 mod 8. Thus Once these numbers have been factored, only one unfactored Mersenne number with n ≤ 1200 remains, namely 2 991 − 1. It can simply be dealt with using an individual SNFS effort, like the others with n ≤ 1000 that were still present when we started our project. Our approach would have been suboptimal for these relatively small n.
Around 2009, when we were gearing up for our project, there were several more exponents in the range [1000, 1200]. Before actually starting, we first used the ECM in an attempt to remove Mersenne numbers with relatively small factors and managed to fully factor five of them [4] : one with exponent 1 mod 8 and four with exponents ±3 mod 8. Three, all with exponents ±3 mod 8, were later factored by Ryan Propper (using the ECM, [34] ) and were thus removed from S II . Some other exponents which were easier for the SNFS were taken care of by various contributors as well, after which the above seventeen remained.
Polynomial Selection for the Target Set
We used two different algebraic polynomials: f I = X 8 −2 for n = ±1 mod 8 in S I and f II = X 8 − 8 for n = ±3 mod 8 in S II . This leads to the common roots m n and rational polynomials g n corresponding to n as listed in Table 1 . Relations were collected using two sieves (one for f I shared by eleven n-values, and one for f II shared by six n-values) and seventeen factorization trees (one for each g n ), as further explained in Section 4. Furthermore, in an attempt to reduce the effort to process the resulting matrix, for n ∈ {1177, 1199} additional relations were collected using the algebraic polynomial f I , as specified in Table 1 along with the common roots m n and rational polynomials g n . Although n = 1177 and n = 1199 share f I , to obtain the additional relations it turned out to be more convenient to use the vanilla all-sieving approach from [13] twice, cf. Section 4.4.
Another possibility would have been to select the single degree 6 polynomial X 6 −2. Its relatively low degree and very small coefficients lead to a huge number of smooth algebraic values, all with a relatively large rational counterpart (again due to the low degree). Atypically, rational sieving could have been appropriate, whereas due to large cofactor sizes rational cofactoring would be relatively costly. Overall degree 8 can be expected to work faster, despite the fact that it requires two algebraic polynomials. Degree 7 would require three algebraic polynomials and may be even worse than degree 6 for our sets of numbers, but would have had the advantage that numbers of the form 2 n +1 could have been included too. Here we can avoid excessive storage requirements. First of all, with the original SNFS parameter choices the table would contain "only" L(1.145) pairs corresponding to smooth algebraic polynomial values, because we are using the factorization factory for the SNFS with a shared algebraic polynomial. Though better, this is still impractically large. Another effect in our favor is that we are using degree 8 polynomials, which is a relatively large degree compared to what is suggested by the asymptotic runtime analysis: for our N -values the integer closest to ( 3 log(N ) 2 log(log(N )) ) 1/3 would be 6. A larger degree leads to larger algebraic values, fewer smooth values, and thus fewer values to be stored.
Most importantly, however, we know our set of target numbers in advance. This allows us to process precomputed pairs right after they have been generated, and to keep only those that lead to a smooth rational polynomial value as well. With numbers to be factored and L(
1.523
2 ) as smoothness bound (cf. Section 2.2), this reduces the storage requirements from L(1.523)L(
) = L(0.763). For our target sets this is only on the order of TBs (less than six TBs for S II .).
The precomputation and the further processing are described separately.
Algebraic Sieving
For the sieving of the polynomial f I = X 8 − 2 from Section 3.2 we used a search space of approximately 2 66 pairs and varying smoothness bounds. At most two larger primes less than 2 37 were allowed in the otherwise smooth f I -values. The sieving task is split up into a large number of subtasks: given a root z of f I modulo a large prime number q, a subtask consists of finding pairs 
The bounds I, J ∈ Z >0 were (or, rather, "are ideally", as this is what we converged to in the course of our experiment) chosen such that I + J + log 2 (q) ≈ 65 and such that max(|a|) ≈ max(b), thus taking the relative lengths of u and v into account. Sieving takes place in a size 2 I+J+1 rectangular region of the (i, j)-plane while avoiding storage for the (even,even) locations, as described in [12] . After the sieving, all f I -values corresponding to the reported locations are divided by q and trial-divided as also described in [12] , allowing at most two prime factors between q and 2 37 . Allowing three large primes turned out to be counterproductive with slightly more relations at considerably increased sieving time or many more relations at the expense of a skyrocketing cofactoring effort.
Each (a, b) with smooth algebraic polynomial value resulting from subtask (q, z) induces a pair (−a, b) with smooth algebraic polynomial value for subtask (q, −z). Subtasks thus come in pairs: it suffices to sieve for one subtask and to recover all smooth pairs for the other subtask. For n ≥ 1151 we used most q-values with 4 · 10 8 < q < 8 · 10 9 (almost 2 33 ), resulting in about 157 million pairs of subtasks. For the other n-values we used fewer pairs of subtasks: about 126 million for n ∈ {1007, 1009} and about 143 million for the others.
Subtasks are processed in disjoint batches consisting of all (prime,root) pairs for a prime in an interval of length 2500 or 10 000. Larger intervals are used for larger q-values, because the latter are processed faster: their sieving region is smaller (cf. above), and their larger smoothness bounds require more memory and thus more cores. After completion of a batch, the resulting pairs are inspected for smoothness of their applicable rational polynomial values as further described below. Processing the batches, not counting the rational smoothness tests, required about 2367 core years. It resulted in 1.57 · 10 13 smooth algebraic values, and thus for each n ∈ S I at most twice that many values to be inspected for rational smoothness. Storage of the 1.57 · 10 13 values (in binary format at five bytes per value) would have required 70 TB. As explained in Section 4.1 we avoided these considerable storage requirements by processing the smooth algebraic values almost on-the-fly; this also allowed the use of a more relaxed text format at about 20 bytes per value. Sieving for n ∈ S II was done in the same way. For the polynomial f II = X 8 − 8 and n ∈ {1147, 1171} about 118 million pairs of subtasks were processed for most q-values with 3 · 10 8 < q < 5.45 · 10 9 . For the other n-values in S II about 94% to 96% of that range of q-values sufficed. Overall, sieving for n ∈ S II required 1626 core years and resulted in 1.16 · 10 13 smooth algebraic values.
Rational Factorization Trees
Each time a batch of f I -sieving subtasks is completed (cf. Section 4.2) the pairs (a, b) produced by it are partitioned over four initially empty queues Q 34 , Q 35 , Q 36 , and Q 37 : if the largest prime in the factorization of b 8 f I (a/b) has bitlength i for i ∈ {35, 36, 37} then the pair is appended to Q i , all remaining pairs are appended to Q 34 .
After partitioning the new pairs among the queues, the following is done for each n ∈ S I (cf. Section 3.1). For all pairs (a, Table 2 , the rational polynomial value bg n (a/b) (with g n as in Table 1 i=34 Q i using a factorization tree as in [14, Section 4 ] (see also [3] ) with τ (n) · 10 8 and 2 β(n) as smoothness and cofactor bounds, respectively (with τ (n) and β(n) as in Table 2 ). Here the cofactor bound limits the number and the size of the factors in bg n (a/b) that are larger than the smoothness bound.
For all n ∈ S I , besides the runtimes Table 2 also lists the numbers of relations found, of free relations [23] , of relations after duplicate removal (and inclusion of the free relations), and of prime ideals that occur in the relations before the first singleton removal (where the number of prime ideals is the actual dimension of the exponent vectors). All resulting raw matrices are over-square. For n ∈ {1193, 1199} the over-squareness is relatively small. For n = 1193 we just dealt with the resulting rather large filtered matrix. For n = 1199, and for n = 1177 as well, additional sieving was done, as further discussed in the section below. The unusually high degree of over-squareness for the smaller n-values is a consequence of the large amount of data that had to be generated for the larger n-values, and that could be included for the smaller ones at little extra cost.
Completed batches of subtasks for f II -sieving were processed in the same way. The results are listed in Table 2 .
Additional Sieving
In an attempt to reduce the size of the (filtered) matrix we collected additional relations for n ∈ {1177, 1199} using the degree 5 algebraic polynomial f I and the rational polynomials g n from Table 1 . For various reasons these two n-values (though they share f I ) were treated separately using the software from [13] .
For n = 1177 we used on the rational side smoothness bound 3 · 10 8 , cofactor bound 2 109 , and large factor bound 2 37 . On the algebraic side these numbers were 5 · 10 8 , 2 74 , and 2 37 . Using large primes q ∈ [3 · 10 8 , 3.51 · 10 8 ] on the rational side (as opposed to the algebraic side above) we found 1 640 189 494 relations, of which 1 606 180 461 remained after duplicate removal. With 1 117 302 548 free relations this led to a total of 2 723 483 009 additional relations. With the 12 687 801 912 relations found earlier, this resulted in 15 411 284 921 relations in total, involving 15 926 778 561 prime ideals. Although this is not over-square (whereas the earlier relation set for n = 1177 from Section 4.3 was over-square), the new free relations contained many singleton prime ideals, so that after singleton removal the matrix was easily over-square. The resulting filtered matrix was small enough.
For n = 1199 the rational smoothness bound is 4 · 10 8 . All other parameters are the same as for n = 1177. After processing the rational large primes q ∈ [4 · 10 8 , 6.85 · 10 8 ] we had 6 133 381 386 degree 5 relations (of which 5 674 876 905 unique) and 1 117 302 548 free relations. This led to 17 392 336 790 relations with 15 955 331 670 prime ideals and a small enough filtered matrix.
The overall reduction in the resulting filtered matrix sizes was modest, and we doubt that this additional sieving experiment, though interesting, led to an overall reduction in runtime. On the other hand, spending a few months (thus a few hundred core years) on additional sieving hardly takes any human effort, whereas processing (larger) matrices is (more) cumbersome. Another reason is that we have resources available that cannot be used for matrix jobs.
Equipment Used
Relation collection for n ∈ S I was done from May 22, 2010 , until February 21, 2013 , on clusters at EPFL as listed in Table 3: 82% on lacal 1 and lacal 2, 12% on pleiades, 3% on greedy, and 1.5% on callisto and vega each, spending 3273 (2367+906) core years. Furthermore, 65 and 327 core years were spent on lacal 1 and lacal 2 for additional sieving for n = 1177 and n = 1199, respectively. Thus a total of 3665 core years was spent on relation collection for n ∈ S I .
Relation collection for n ∈ S II was done from February 21, 2013, until September 11, 2014, on part of the XCG container cluster at Microsoft Research in Redmond, USA, and on clusters at EPFL: 46.5% on the XCG cluster, 45.5% on lacal 1 and lacal 2, 5% on castor, 2% on grid, and 1% on greedy, spending a total of 2064 (1626 + 438) core years. It followed the approach described above for f I , except that data were transported on a regular 500 GB hard disk drive that was sent back and forth between Redmond and Lausanne via regular mail. 
Processing the Matrices
Although relation collection could be shared among the numbers, the matrices must all be treated separately. Several of them required an effort that is considerably larger than the matrix effort reported in [18] . There a 192 795 550 × 192 796 550-matrix with on average 144 non-zeros per column (in this section all sizes and weights refer to matrices after filtering) was processed on a wide variety of closely coupled clusters in France, Japan, and Switzerland, requiring four months wall time and a tenth of the computational effort of the relation collection. So far it was the largest binary matrix effort that we are aware of, in the public domain. The largest matrix done here is about 4.5 times harder.
The Block Wiedemann Algorithm
Wiedemann's Algorithm. Given a sparse r × r matrix M over the binary field Block Wiedemann. The efficiency of Wiedemann's conceptually simple method is considerably enhanced by processing several different vectors v simultaneously, as shown in [8, 31] : on 64-bit machines, for instance, 64 binary vectors can be treated at the same time, at negligible loss compared to processing a single binary vector. Though this slightly complicates Step 2 and requires keeping the 64 first coordinates of each vector calculated per iteration in Step 1, it cuts the number of matrix×vector products in steps 1 and 3 by a factor of 64 and effectively makes Wiedemann's method 64 times faster. This blocking factor of 64 can, obviously, be replaced by 64t for any positive integer t. This calculation can be carried out by t independent threads (or on t independent clusters, [1] ), each processing 64 binary vectors at a time while keeping the 64t first coordinates per multiplication in Step 1, and as long as the independent results of the t-fold parallelized first step are communicated to a central location for the Berlekamp-Massey step [1] .
As explained in [8, 18] a further speed-up in Step 1 may be obtained by keeping, for some integer k > 1, the first 64kt coordinates per iteration (for each of the t independent 64-bit wide threads). This reduces the number of Step 1 iterations from 2 r 64t to ( 
) is lower than the product of the dimension and weight resulting from traditional filtering. Details about the new filtering strategy will be provided once we have more experience with it.
Error Detection and Recovery. See [19] for the "folklore" methods we used.
Matrix Results
All matrix calculations were done at EPFL on the clusters with InfiniBand network (lacal 1, lacal 2, and bellatrix) and the storage server (cf. Table 3 ). Despite our limited access to bellatrix, it was our preferred cluster for steps 1 and 3 because its larger memory bandwidth (compared to lacal 1 and lacal 2) allowed us to optimally run on more cores at the same time while also cutting the number of core years by a factor of about two (compared to lacal 1). The matrix from [18] , for instance, which would have required about 154 core years on lacal 1, would require less than 75 core years on bellatrix. Table 4 lists most data for all matrices we processed, or are processing. Jobs were usually run on a small number of nodes (running up to five matrices at the same time), as that requires the least amount of communication and storage per matrix and minimizes the overall runtime. Extended wall times were and are of no concern. The Berlekamp-Massey step, for which there are no data in Table 4 , was run on the storage server. Its runtime requirements varied from several days to two weeks, using just 8 of the 24 available cores, writing and reading intermediate results to and from disk to satisfy the considerable storage needs. For each of the numbers Step 2 thus took less than one core year.
Factorizations
For most n the matrix solutions were processed in the usual way [26, 27, 2] to find the unknown factors of 2 n − 1. This required an insignificant amount of runtime. The software from [2] is, however, not set up to deal with more fields than the field of rational numbers and a single algebraic number field defined by a single algebraic polynomial (in our case f I for n ∈ S I and f II for n ∈ S II ). Using this software for n ∈ {1177, 1199}, the values for which additional sieving was done for the polynomials f I and g n from Table 1 , would have required a substantial amount of programming. To save ourselves this non-trivial effort we opted for the naive old-fashioned approach used for the very first SNFS factorizations as described in [23, Section 3] of finding explicit generators for all first degree prime ideals in both number fields Q( ) and up to the appropriate norms. Because both number fields have class number equal to one and the search for generators took, relatively speaking, an insignificant amount of time, this approach should have enabled us to quickly and conveniently deal with these two more complicated cases as well. 4 For n = 1177, however, we ran into an unexpected glitch: the 244 congruences that were produced by the 256 matrix solutions (after dealing with small primes and units) were not correct modular identities involving squares of rational primes and first degree prime ideal generators. This means that the matrix step failed and produced incorrect solutions, or that incorrect columns (i.e., not corresponding to relations) were included in the matrix. Further inspection learned that the latter was the case. It turned out that due to a buggy adaptation to the dual number field case incorrect "relations" containing unfactored composites (due to the speed requirements unavoidably produced by sieving and cofactorization) were used as input to the filtering step. When we started counting the number of bad inputs, extrapolation of early counts suggested quite a few more than 244 bad entries, implying the possibility that the matrix step had to be redone because the 244 incorrect congruences may not suffice to produce correct congruences (combining incorrect congruences to remove the bad entries). We narrowly escaped because, due to circumstances beyond anyone's control [29] , the count unexpectedly slowed down and only 189 bad entries were found. This then led to a total of 195 correct congruences, after which the factorization followed using the approach described above.
The factorizations that we obtained so far, ten for n ∈ S I followed by a single one for n ∈ S II , are listed below: n, the lengths in binary and decimal of the unfactored part of 2 n − 1, factorization date, the lengths of the smallest newly found prime factor, and the factor. The total cost for the eleven factorizations for n ∈ S I will be about 4915 core years, with relation collection estimated at 3665 core years, and all matrices in about 1250 core years. Relation collection for n ∈ S II required 2064 core years, and three of the five remaining matrices are currently being processed. Individual factorization using the SNFS would have cost ten to fifteen thousand core years for all n ∈ S I and four to six thousand core years for all n ∈ S II , so overall we expect a worthwhile saving. The completion date of the overall project depends on the resources that will be available to process the matrices. The online version [19] of this paper will be kept up-to-date with our progress.
With so far a smallest newly found factor of 89 decimal digits and a largest factor found using the ECM of 83 decimal digits [33] , it may be argued that our ECM preprocessing did not "miss" anything yet.
Conclusion
We have shown that given a list of properly chosen special numbers their factorizations may be obtained using Coppersmith's factoring factory with considerable savings, in comparison to treating the numbers individually. Application of Coppersmith's idea to general numbers looks less straightforward. Taking the effects into account of rational versus algebraic precomputation (giving rise to many more smooth values) and of our relatively large algebraic degree (lowering our number of precomputed values), extrapolation of the 70 TB disk space estimate given at the end of Section 4.2 suggests that an EB of disk space may be required if a set S of 1024-bit RSA moduli to be factored is not known in advance. This is not infeasible, but not yet within reach of an academic effort. Of course, these excessive storage problems vanish if S is known in advance. But the relative efficiency of current implementations of sieving compared to factorization trees suggests that |S| individual NFS efforts will outperform Coppersmith's factorization factory, unless the moduli get larger. This is compounded by the effect of advantageously chosen individual roots, versus a single shared root.
Regarding the SNFS factorization factory applied to Mersenne numbers, the length of an interval of n-values for which a certain fixed degree larger than our d = 8 is optimal, will be larger than our interval of n-values. And, as the corresponding Mersenne numbers 2 n − 1 will be larger than the ones here, fewer will be factored by the ECM. Thus, we expect that future table-makers, who may wish to factor larger Mersenne numbers, can profit from the approach described in this paper to a larger extent than we have been able to -unless of course better factorization methods or devices have emerged. Obviously, the SNFS factorization factory can be applied to other Cunningham numbers, or Fibonacci numbers, or yet other special numbers. We do not elaborate.
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