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Résumé 
 
 
Dans le cadre général de l'étude du climat, du cycle de l'eau et de la gestion des 
ressources en eau, le satellite SMOS (Soil Moisture and Ocean Salinity) a été 
lancé par l’agence spatiale européenne (ESA) en Novembre 2009 pour fournir 
des cartes globales d'humidité des sols et de salinité des surfaces océaniques. 
Les mesures du satellite sont obtenues par un radiomètre interférométrique 
opérant dans la bande passive 1400-1427 MHz (bande L des micro-ondes). 
Toutefois,  dès les premières mesures de l’instrument, de nombreuses 
Interférences en Radio Fréquence (RFI) ont été observées, malgré les 
recommandations de l’Union Internationale des Télécommunications (ITU) qui 
protègent cette bande pour les applications scientifiques. 
La dégradation des données à cause des interférences est significative et au 
niveau international des efforts sont faits par l’ESA et les différentes agences 
nationales pour l’identification et l’extinction de ces émetteurs.  
D’un point de vue scientifique l’intérêt porte sur le développement de techniques 
pour la détection, la localisation au sol des sources d’interférences ainsi que pour 
la correction de leurs signaux dans les données SMOS ; différents objectifs ont 
donc été poursuivis et ont mené à la définition de différentes approches 
présentées dans cette contribution. 
En effet la solution idéale serait de corriger l’impact de ces interférences sur les 
données, en créant synthétiquement des signaux égaux et de signe opposé et d'en 
tenir compte dans la chaîne de traitement des données. Un outil a donc été 
développé qui, en utilisant des connaissances a priori sur la scène observée issues 
des modèles météorologiques, permet de simuler la scène vue par l'instrument. A 
partir de cette information et des visibilités entre les antennes de 
l'interféromètre, il est possible de détecter et de décrire précisément ces 
interférences et donc d'en déduire le signal à soustraire. 
Bien que l'évaluation des performances d'un algorithme de correction des RFI 
pour SMOS ne soit pas facile puisqu'elle doit être faite indirectement, des 
méthodes avec ce but sont proposées et montrent des résultats généralement 
positifs pour l'algorithme développé. Cependant plusieurs obstacles font 
qu’aujourd’hui on écarte l’hypothèse d’une application opérationnelle d’un 
algorithme de correction : la difficulté d’évaluer l'impact de la correction à 
grande échelle, l'incertitude liée au signal synthétique qui serait introduite dans 

les données, ainsi que le risque d’une utilisation naïve des résultats de 
correction. 
Un produit intermédiaire a alors été développé, par une approche similaire, avec 
l’objectif de fournir des indications sur l'impact des RFI sur chaque point de 
chaque image selon des seuils prédéfinis. 
Un autre objectif a été de fournir un outil en mesure de caractériser rapidement 
les sources (position au sol, puissance, position dans le champ de vue) pour une 
zone géographique. Cette méthode utilise les composantes de Fourier de la scène 
vue par l'instrument pour obtenir une distribution de températures de brillance, 
dans laquelle les RFI apparaissent comme des points chauds. 
L'algorithme rapide de caractérisation des sources s'est révélé précis, fiable et 
robuste, et il pourrait être utilisé pour la définition de bases de données sur les 
RFI ou pour le suivi de celles-ci à l’échelle locale ou globale.  
Les résultats de cette méthode ont fourni un jeu de données privilégié pour 
l’étude des performances de l’instrument et cela a permis de mettre en évidence 
des potentielles erreurs systématiques ainsi que des variations saisonnières des 
résultats. 
Toutes mission spatiale ayant une vie limitée à quelques années, dans un 
deuxième temps on s'est intéressé à la continuité des mesures des mêmes 
variables géophysiques, avec le projet de mission SMOS-NEXT. Pour améliorer 
la qualité des mesures cette mission se propose d'implémenter une technique 
d'interférométrie novatrice : la synthèse d’ouverture spatio-temporelle, dont le 
principe est de corréler les mesures entre antennes en positions différentes et à 
des instants différents, dans les limites de cohérence liées à la bande spectrale.  
Suite à des études théoriques, une expérience a été faite en utilisant le 
radiotélescope de Nançay. Dans le cadre de la thèse les données de cette 
expérience ont été analysées. Bien que l’étude n’ait pas permis de conclure sur la 
validité du principe, plusieurs difficultés ont été mises en évidence et ce retour 
d’expérience sera utile lors de la définition d’une deuxième campagne de mesure. 
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Abstract 
 
 
The Soil Moisture and Ocean Salinity (SMOS) satellite was launched by the 
European Space Agency (ESA) in November 2009 to allow a better 
understanding of Earth’s climate, the water cycle and the availability of water 
resources at the global scale, by providing global maps of soil moisture and 
ocean salinity. 
SMOS’ payload, an interferometric radiometer, measures Earth’s natural 
radiation in the protected 1400-1427 MHz band (microwave, L-band). However, 
since launch the presence of numerous Radio-Frequency Interferences (RFI) has 
been clearly observed, despite the International Telecommunication Union 
(ITU) recommendations to preserve this band for scientific use. 
The pollution created by these artificial signals leads to a significant loss of data 
and a common effort of ESA and the national authorities is necessary in order 
to identify and switch off the emitters. 
From a scientific point of view we focus on the development of algorithms for 
the detection of RFI, their localization on the ground and the mitigation of the 
signals they introduce to the SMOS data. These objectives have led to different 
approaches that are proposed in this contribution. 
The ideal solution would consist in mitigating the interference signals by 
creating synthetic signals corresponding to the interferences and subtract them 
from the actual measurements. For this purpose, an algorithm was developed 
which makes use of a priori information on the natural scene provided by 
meteorological models. Accounting for this information, it is possible to retrieve 
an accurate description of the RFI from the visibilities between antennas, and 
therefore create the corresponding signal. 
Even though assessing the performances of a mitigation algorithm for SMOS is 
not straightforward as it has to be done indirectly, different methods are 
proposed and they all show a general improvement of the data for this 
particular algorithm. Nevertheless due to the complexity of assessing the 
performances at the global scale, and the uncertainty inevitably introduced 
along with the synthetic signal, and to avoid a naive use of the mitigated data 
by the end user, for the time being an operational implementation of mitigation 
algorithms is not foreseen. 
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Instead, an intermediate solution is proposed which consists of estimating the 
RFI contamination for a given snapshot, and then creating a map of the regions 
that are contaminated to less than a certain (or several) threshold(s). 
Another goal has been to allow the characterization of RFI (location on the 
ground, power emitted, position in the field of view) within a specified 
geographic zone in a short time. This approach uses the Fourier components of 
the observed scene to evaluate the brightness temperature spatial distribution in 
which the RFIs are represented as “hot spots”. 
This algorithm has proven reliable, robust and precise, so that it can be used for 
the creation of RFI databases and monitoring of the RFI contamination at the 
local and global scale. Such databases were in fact created and used to highlight 
systematic errors of the instrument and seasonal variation of the localization 
results. 
The second main research topic has been to investigate the principle of SMOS-
NEXT, a prospective mission that aims at assuring the continuity of space-
borne soil moisture and ocean salinity measurements in the future with 
significantly improved spatial resolution of the retrievals. In order to achieve the 
latter this project intends to implement a groundbreaking interferometric 
approach called the spatio-temporal aperture synthesis. This technique consists 
in correlating the signals received at antennas in different places at different 
times, within the coherence limits imposed by the bandwidth.  
To prove the feasibility of this technique, a measurement campaign was carried 
out at the radio-telescope in Nançay, France. Even though the analysis of the 
experimental data has not allowed to conclude on the validity of the 
measurement principle, a series of difficulties have been highlighted and the thus 
gained knowledge constitutes a valuable base for the foreseen second 
measurement campaign. 
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1. Introduction 
 
 
 
 
 
 
 
 
 
 
 
 
Dans ce document sont résumés les travaux de thèse qui ont été effectués, 
entre décembre 2010 et novembre 2013, au CESBIO (Centre d’Etudes 
Spatiales de la Biosphère), et qui ont été financés par une bourse doctorale du 
CNES (Centre National d’Etudes Spatiales). 
Les objectifs de la thèse comprennent deux volets principaux : d’une part 
l’amélioration des données du satellite SMOS (Soil Moisture and Ocean 
Salinity) et en particulier le traitement des interférences subies par le satellite 
de la part d’émissions artificielles dans une bande de fréquence qui est 
réservée aux mesures passives au niveau international ; d’autre part l’étude, 
d’un point de vue théorique et expérimental, d’un nouveau principe de mesure 
qui a été proposé pour le projet de mission SMOS-NEXT, c’est-à-dire 
l’interférométrie spatio-temporelle. 
 
 
Guide de lecture 
 
Le chapitre 2 introduit le contexte, lié aux changements climatiques et à la 
croissance démographique mondiale, qui a porté à la définition et au 
lancement de SMOS et à l’étude du concept instrumental de SMOS-NEXT. 
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Le chapitre 3 inclut des notions de base de télédétection et en particulier de 
radiométrie orientée aux mesures d’humidité des sols et de salinité des océans. 
Le chapitre 4 décrit les principes de l’interférométrie et inclut les dérivations 
de résultats qui seront utilisés dans le reste du document comme 
l’interférogramme de Young et le théorème de van Cittert-Zernike. 
Le chapitre 5 introduit les caractéristiques de SMOS ainsi que les différents 
types de données qu’il fournit. 
Le chapitre 6 explique comment les émissions artificielles dans la bande 1400-
1427 MHz ne respectent pas les réglementations internationales en matière 
d’utilisation du spectre électromagnétique, et donne une vision des efforts qui 
sont faits par les autorités nationales et internationales pour préserver cette 
bande de fréquence et comment ces efforts se lient aux données SMOS. 
Le chapitre 7 comprend une description originale de comment ces émissions 
artificielles constituent des interférences pour SMOS et comment elles 
affectent les mesures du satellite. Une description de ces interférences est aussi 
présentée ainsi que des outils qui sont aujourd’hui disponibles pour les 
utilisateurs de SMOS pour le filtrage des interférences dans les données. 
Dans le chapitre 8 est décrite une méthode originale proposée pour la 
correction des sources d’interférence, dont les résultats ont été évalués à partir 
de données simulées et réelles. 
Le chapitre 9 inclut la description d’une autre méthode originale qui a pour 
but de localiser les sources d’interférence, afin d’identifier les émetteurs au sol 
et de permettre l’analyse et le filtrage des données. 
Le chapitre 10 décrit comment les résultats de la méthode de localisation des 
interférences ont été utilisés pour identifier des erreurs systématiques de 
localisation du champ de vue de l’instrument. 
Le chapitre 11 introduit le principe de mesure de SMOS-NEXT, ses objectifs 
et les défis que son principe de mesure novateur comporte. 
Dans le chapitre 12 est décrite la campagne expérimentale faite avec le 
radiotélescope de Nançay dont le but est de valider le principe 
d’interférométrie spatio-temporelle, ainsi qu’une méthode originale pour 
l’analyse des données expérimentales. 
Le chapitre 13 comprend les conclusions générales sur les travaux de thèse et 
indique des perspectives de travail futur. 
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Publications 
 
Actuellement un article a été publié en premier auteur par EAS Publication 
Series sur la description du concept instrumental de SMOS-NEXT : 
Soldo, Y. ; Cabot, F. ; Rougé, B. ; Kerr, Y. H. ; Al Bitar, A. ; Epaillard, 
E. ; "SMOS-NEXT : A new concept for soil moisture retrieval from passive 
interferometric measurements". EAS Publication Series, vol. 59, pp. 203-
212. (2013). 
 
Trois articles en premier auteur sont en cours de revue par des journaux à 
comité de relecture, ces articles portent respectivement sur : 
> La correction des effets des interférences : 
Soldo, Y. ; Khazaal, A. ; Cabot, F. ; Richaume, P. ; Anterrieu, E. ; Kerr, 
Y. H. ; "Mitigation of RFIs for SMOS : a distributed approach", soumis à 
Transactions on Geoscience and Remote Sensing 
 
> La localisation des sources d’interférences, sur l’étude de l’état global 
de la pollution des images SMOS et sur les erreurs systématiques en 
termes de localisation du champ de vue de l’instrument 
Soldo, Y. ; Cabot, F. ; Khazaal, A. ; Miernecki, A. M. ; Słomińska, E. ; 
Fieuzal, R. ; Kerr, Y. H. ; "Monitoring of RFI localizations for the SMOS 
mission : systematic errors and seasonal variations", soumis à Transactions 
on Geoscience and Remote Sensing 
 
> La définition d’un indice d’interférence qui estime l’effet des 
interférences sur chaque image SMOS 
Soldo, Y. ; Khazaal, A. ; Cabot, F. ; Kerr, Y. H. ; Anterrieu, E. ; "An RFI 
index to quantify the contamination of SMOS data by Radio Frequency 
Interference", soumis à Transactions on Geoscience and Remote Sensing 
 
Un article en co-auteur est en cours de revue dans un journal à comité de 
relecture sur la détection des interférences. 
Khazaal, A. ; Cabot, F. ; Anterrieu, E. ; Soldo, Y. ; "A kurtosis based 
approach to detect RFI in SMOS image reconstruction data processor", 
soumit à Transactions on Geoscience and Remote Sensing 
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Résultats opérationnels 
 
Certains des résultats obtenus pendant la thèse ont été implémentés de 
manière opérationnelle par l’agence spatiale européenne (ESA) qui opère 
SMOS. Ceux-ci comprennent : 
> Les listes des interférences vues par SMOS (chapitre 9) 
> Un triplet d’angles de rotation qui définissent un biais d’attitude pour 
la définition du plan instrumental (chapitre 10) 
 
 
Autres résultats 
 
> Contribution à l’acceptation du projet SMOS-NEXT en phase 0 de 
développement au CNES 
> Contribution au développement d’outil web basé sur Google Earth®, 
qui rend les résultats de localisation des interférences accessibles à la 
communauté des utilisateurs des données SMOS 
4
2. Contexte 
 
 
 
 
 
 
 
 
 
 
 
2.1. Bilan sur le climat terrestre 
 
Quand on regarde le climat de notre planète sur des temps très longs, on 
s’aperçoit que celui-ci n’est pas fixe, mais change constamment sous l’effet de 
différents phénomènes.  
Certains de ces phénomènes sont connus aujourd’hui suffisamment bien, 
comme le cycle solaire, les mouvements séculaires de la Terre (changement de 
l’excentricité de son orbite, déplacement de son axe de rotation) ou la 
tectonique des plaques [1] - [3]. D’autres, par contre, ont aussi des rôles à 
jouer, mais ceux-ci ne sont pas encore tout à fait clairs, comme par exemple le 
champ magnétique terrestre, le rayonnement cosmique et le trou dans la 
couche d’ozone [4] - [8]. 
Tous ces facteurs contribuent à un changement lent et périodique du climat 
terrestre. 
Cependant, il y a presque 15 ans, la célèbre courbe dite « en crosse de 
hockey » (Figure 2.1) montrait que lors des dernières décennies on a assisté à 
une rapide augmentation de la température au niveau global [9], et depuis, de 
nombreuses études ont essayé de quantifier ce réchauffement climatique et se 
sont interrogées sur ses possibles causes. 
Les principaux résultats de ce débat scientifique ont montré une augmentation 
du niveau des mers [10] (Figure 2.2) provoqué par la fonte des réserves d’eau 
 #
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sous forme solide (neige, glaciers) [11], et une progressive désertification dans 
certaines régions du globe [12]. 
 
	

	

		
	

	
	

 
	

	


	
	
	
 	!
Bien que l’impact de l’activité humaine sur le climat global soit tout autre que 
bien défini, on peut au moins dire que la combustion de combustibles fossiles, 
porte à la libération de gaz à effet de serre, qui contribuent donc au 
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réchauffement de l’atmosphère. Il est encore à débattre en quelle mesure ceci 
est important au niveau global, mais le principe reste vrai. 
On se trouve donc dans un contexte climatique qui change rapidement, et ceci 
pose des défis scientifiques majeurs. Il est en effet fondamental d’acquérir une 
connaissance aussi bonne que possible des multiples phénomènes qui 
déterminent le climat, afin de pouvoir faire des projections pour le futur qui 
soient les plus précises et fiables possibles.   
 
 
2.2. Ressources globales en eau 
 
La disponibilité de ressources en eau crée déjà des tensions en plusieurs 
régions du monde [13].  
Dans un contexte de croissance démographique mondiale et de croissance 
continue de la demande en énergie, la gestion de l’eau est destinée à devenir 
encore plus critique dans les prochaines décennies [14], [15] ; d’autant plus 
qu’à l’effet de l’augmentation de population s’ajoute l’effet du changement 
climatique, comme on le voit en Figure 2.3 [16]. 
De plus, des études récentes montrent que le changement climatique semble 
être lié à une intensification du cycle de l’eau [17] qui s’accompagne d’une 
intensification des sècheresses [18]. 
Tous ces facteurs contribueront à augmenter le risque de discorde entre pays 
partageant un même bassin d’eau, une même rivière ou les mêmes sources 
souterraines ; un autre défi pour la communauté scientifique est donc de 
caractériser le plus précisément possible les différents paramètres qui entrent 
en jeu dans les échanges du cycle de l’eau, de manière à fournir des outils pour 
une gestion plus sage des ressources en eau. 
 
 
2.3. L’humidité des sols et la salinité des océans  
 
La quantité d’eau disponible dans une certaine zone à un certain instant, est 
déterminée principalement par le cycle de l’eau, c’est-à-dire par l’ensemble des 
interactions entre surfaces terrestres, atmosphère, végétation et réservoirs 
d’eau à l’état liquide ou solide (Figure 2.4). Ces interactions sont fonctions de 
l’apport en énergie de la part du Soleil, mais aussi de plusieurs autres 
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paramètres, comme le vent, la topographie, l’humidité des sols et la salinité 
des océans. 
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2.3.1.  L’humidité des sols 
 
Le sol est un milieu hétérogène et poreux, il peut être plus ou moins sableux 
ou argileux, mais tous types de sol ont la capacité de stocker des particules 
d’eau.  
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Quand il pleut, une partie de l’eau traverse les pores du sol et arrive en 
profondeur où elle contribue à alimenter les nappes phréatiques ; au fur et à 
mesure que ces pores se remplissent l’eau n’arrive plus à couler vers le bas et 
elle s’étend alors latéralement. Une autre partie de l’eau évaporera dans 
l’atmosphère, ou alors elle sera absorbée par les plantes, lesquelles 
l’échangeront ensuite avec l’atmosphère à travers l’évapotranspiration. Mais 
grâce surtout à la capillarité, certaines particules d’eau vont adhérer aux 
particules de sol et aux racines, en rendant le sol humide. 
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Quand on parle d’humidité on indique justement cette quantité d’eau qui est 
stockée par le sol. 
Les échanges décrits plus haut constituent en partie le cycle de l’eau. 
L’humidité du sol y joue un rôle important en indiquant par exemple la 
quantité d’eau qui peut être stockée, mais aussi en influençant indirectement 
les précipitations [19]. De plus, la prise en compte de l’humidité des sols dans 
les modèles climatologiques permet d’en améliorer les résultats [20]. 
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2.3.2.  La salinité des océans 
 
De manière semblable l’eau peut abriter une certaine quantité de sel, et 
comme l’humidité de sols, la salinité des surfaces aquatiques va déterminer les 
échanges avec l’atmosphère en influençant le taux d’évaporation [21]. 
Surtout, une salinité plus élevée signifie une densité majeure, ce qui, avec la 
température de l’eau, détermine la circulation thermohaline, c’est-à-dire les 
courants océaniques.  
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3. Télédétection 
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Dans le chapitre précédent nous avons établi l’importance de l’humidité des 
sols et de la salinité des océans dans le cadre climatique et des ressources en 
eau ; maintenant se pose la question de comment mesurer ces paramètres.  
Depuis longtemps différentes techniques existent pour mesurer l’humidité et la 
salinité, mais il s’agit toujours de données très localisées et acquises de 
manière souvent discontinue.  
Aujourd’hui les compétences techniques et scientifiques nous permettent 
d’utiliser de nouveaux types d’instrument qui peuvent être embarqués dans 
des satellites. Bien qu’avec sa résolution spatiale grossière il ne se substitue 
pas aux mesures in situ, sa capacité de survoler toutes les surfaces terrestres 
en quelques jours fait de cet outil le seul nous permettant d’acquérir une 
vision globale des paramètres influant sur le climat, la météorologie ou le cycle 
de l’eau. 
En effet, dès le début de l’ère spatiale, il a été très clair que l’observation de la 
Terre par satellite avait un grand potentiel scientifique, et dès les années ’60 
les premiers satellites météorologiques américains ont vu le jour. Par la suite 
l’homme a appris à mesurer une variété de paramètres surfaciques ou 
atmosphériques à partir des données satellitaires, ce qui a donné naissance à la 
télédétection, qui littéralement signifie « mesure à distance ». 
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Cette technique consiste à déduire des grandeurs géophysiques terrestres en 
regardant par avion ou par satellite l’ensemble ou une partie des radiations 
électromagnétiques émises par ce corps. 
 
 
3.1. Radiation électromagnétique 
 
La radiation électromagnétique (ou onde électromagnétique) est une forme 
d’énergie créée par les atomes quand leurs électrons passent d’un état plus 
énergétique et instable, à un état stable et moins énergétique.  
Cette radiation à la double nature particulaire et ondulatoire est transportée 
par les photons. 
Une représentation classique comprend : la direction de propagation de l’onde 
(direction « X » de la Figure 3.1), un champ électrique (« E ») oscillant dans 
une direction perpendiculaire à la direction de propagation, et un champ 
magnétique (« B »), oscillant en direction perpendiculaire à la direction de 
propagation et au champ électrique. 
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Il existe une multitude de différents types de radiations électromagnétiques : 
par exemple les feuilles nous paraissent vertes parce que celles-ci réfléchissent 
les ondes correspondantes au vert, mais ce sont aussi des ondes 
électromagnétiques qui permettent les communications par téléphone portable, 
et celles qui nous permettent de visualiser le squelette lors d’une radiographie. 
Pour distinguer ces différents types d’onde on divise le spectre 
électromagnétique en plusieurs domaines (Figure 3.2). 
Chaque type d’onde est caractérisé par une longueur d’onde λ (distance entre 
deux amplitudes maximales, en mètres) ou, indifféremment, par une fréquence 
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 (nombre d’oscillations par seconde, mesuré en Hz). Dans un environnement 
donné le produit entre ces deux grandeurs est fixe : 
    (3.1) 
où  indique la vitesse de propagation, qui pour le vide est égale à 3⋅108 ms-1. 
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3.2. Le corps noir et le corps réel 
 
Le corps noir est un concept idéal utilisé en physique pour décrire un corps 
qui absorbe toutes les radiations reçues sans en réfléchir aucune. Pour garder 
son état d’équilibre thermique il émet aussi des radiations à toutes les 
fréquences. Autrement dit son absorptivité et son émissivité sont constantes et 
égales à 1, alors que sa réflectivité est toujours nulle. 
Le corps noir n’émet pas la même quantité d’énergie à toutes les fréquences. 
L’intensité d’énergie en fonction de la fréquence s’exprime avec la loi de 
Planck qui est fonction uniquement de la température du corps : 
 
  



   
 (3.2) 
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


où  indique l’intensité de la radiation émise (ou luminance) par un corps 
noir dans un petit intervalle de fréquences centré en ,  = 6.63·10−34 Js est la 
constante de Planck,  = 1.38·10-23 J/K est la constante de Boltzmann,  est 
la température du corps en K, et  est la vitesse de propagation dans le vide. 
Alors que pour les hautes fréquences (1013 Hz) la loi de Planck peut être 
approximée par la loi de Wien, pour le domaine de fréquences qui nous 
intéresse, celui des micro-ondes, cette expression peut être simplifiée, avec 
bonne approximation, par la loi de Rayleigh-Jeans (dans la Figure 3.3 on voit 
en rouge la loi de Planck et en bleu celle de Rayleigh-Jeans) : 
 
  



 (3.3) 
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Les corps réels ne peuvent ni absorber ni émettre autant d’énergie qu’un corps 
noir à la même température, et leur spectre est beaucoup plus irrégulier 
(exemple en Figure 3.4). 
Comme pour le corps noir, on veut exprimer le spectre d’émission d’un corps 
réel de manière analytique. On le fait en utilisant la formule (3.3) et en 
introduisant le coefficient d’émissivité  (on néglige pour l’instant la 
direction de visée) : 
 
  



 (3.4) 
Le coefficient d’émissivité, qui dépend de la fréquence, nous indique quel est 
l’écart entre l’émission du corps noir et celle du corps qu’on observe. Il est 
forcément compris entre 0 (réflexion totale) et 1 (émissivité égale au corps 
noir). 
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Le produit de ce coefficient par la température physique de l’objet est une 
grandeur fondamentale de la télédétection, qu’on appelle température de 
brillance  :  
        (3.5) 
Sa définition pourrait être : la température que devrait avoir un corps noir 
pour que, à la fréquence , l’intensité de la radiation émise soit égale à celle 
observée du corps réel, à la même fréquence. Autrement dit c’est une 
température artificielle, qui est forcément inférieur à la température physique 
du corps, et qui, pour un même point et pour une direction de visée donnée, 
dépend de la fréquence. Le coefficient d’émissivité étant adimensionnel, la 
température de brillance se mesure aussi en Kelvin. 
Pour être précis il faut inclure la dépendance du coefficient d’émissivité à la 
direction de visée. La relation (3.5) devient alors : 
     (3.6) 
où  indique l’angle entre la direction de visée et la direction perpendiculaire à 
la surface, appelé angle d’incidence. 
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3.3. De la température de brillance aux variables 
climatiques 
 
3.3.1.  Le choix de la fréquence 
 
En fonction de la fréquence utilisée la température de brillance sera plus ou 
moins sensible à différents paramètres géophysiques. 
En Figure 3.5 et Figure 3.6 on voit qu’aux fréquences relativement basses on a 
une meilleure sensibilité de la température de brillance du sol à l’humidité, et 
de la température de brillance des océans à la salinité.  
De plus cette zone du spectre n’est pas absorbée par l’atmosphère et les 
nuages apparaissent quasiment transparents, permettant ainsi d’effectuer des 
mesures par toutes conditions météorologiques (voir Figure 3.7). 
 
3.3.2.  Actif ou passif 
 
L’instrument pour mesurer ces paramètres peut être actif ou passif. Les 
instruments actifs envoient des ondes qui sont plus ou moins réfléchies ou 
absorbées par la surface en fonction de ses caractéristiques ; la partie réfléchie 
ou rétrodiffusée est alors mesurée par le même instrument. Les instruments 
passifs par contre mesurent simplement l’émission naturelle de la surface. 
Toutefois les instruments actifs pour mesurer l’humidité du sol sont plus 
sensibles aux effets de surface [4] et à la couverture végétale [5], ce qui a porté 
sur le choix d’un instrument passif, et donc d’un radiomètre. Dans le reste 
du document on va donc s’intéresser à la partie de la télédétection qui étudie 
les mesures passives, c’est-à-dire à la radiométrie.  
Certaines bandes de fréquence sont allouées par la réglementation 
internationale aux instruments passifs [6]. Parmi ces bandes spectrales, une se 
trouve entre 1400 et 1427 MHz, là où la sensibilité à l’humidité et à la salinité 
est très bonne. C’est donc cet intervalle de fréquence qui a été retenu. 
 
3.3.3.  Inversion de l’humidité et de la salinité 
 
Un corps opaque à l’équilibre thermique émet la totalité de la radiation 
absorbée, c’est-à-dire la radiation reçue diminuée de la partie réfléchie. Ceci 
s’écrit simplement :  
 "=
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
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     (3.7) 
où l’on indique avec  le coefficient de réflectivité. 
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Pour une surface lisse, le coefficient de réflectivité peut être explicité avec les 
formules de Fresnel en fonction de l’angle d’incidence et de la constante 
diélectrique  [10]: 
 
  
     
     

 
  
      
      

 
(3.8) 
Ces formules décrivent les composantes polarisées horizontalement () et 
verticalement () de la radiation réfléchie et supposent que la perméabilité 
magnétique du milieu soit égale à l’unité. 
En effet, on a vu que le champ électrique propagé par une onde 
électromagnétique est perpendiculaire à celle-ci. Or, considérons le plan décrit 
par la direction de visée depuis le satellite vers un certain point de la surface 
et la direction perpendiculaire à celle-ci dans le même point. Le champ 
électrique peut être perpendiculaire à l’onde et appartenir à ce plan – on parle 
alors de polarisation verticale – ou alors il peut être perpendiculaire au 
plan et à l’onde – on parle alors de polarisation horizontale (voir Figure 
3.8). Il s’agit plus généralement d’une combinaison de ces deux composantes1. 
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1 L’état de polarisation d’une onde est entièrement décrit par quatre paramètres, 
comme les paramètres de Stokes. Ceux-ci seront introduits dans le paragraphe 5.5.2.  
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Avec un radiomètre on peut observer la température de brillance dans les 
polarisations horizontale et verticale. Donc en connaissant – par le biais d’un 
modèle météorologique – la température physique de la surface on peut en 
déduire le coefficient d’émissivité, et donc la constante diélectrique. C’est cette 
dernière qui va nous renseigner sur les caractéristiques géophysiques de la 
surface et donc sur l’humidité et la salinité. 
Les méthodes pour inverser l’humidité des sols et la salinité des océans à 
partir des constantes diélectriques sont très complexes et ne seront pas 
abordés ici ; elles sont basées sur les modèles directs des constantes 
diélectriques pour les surfaces continentales et océaniques, qui sont développés 
dans la littérature, par exemple en [11], [12] et [13]. 
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4. Bases d’interférométrie 
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La télédétection a connu une importance grandissante pendant les dernières 
décennies. Ceci a porté au développement du programme « Earth Observing 
System » par la NASA dans les années ’90, dans le cadre duquel 21 satellites 
ont été mis en orbite et, un peu plus tard, du programme « Living Planet » 
de l’ESA, grâce auquel SMOS (Soil Moisture and Ocean Salinity), BIOMASS 
ainsi que 5 autres satellites ont été lancés ou vont être lancés dans le futur 
proche. 
Sélectionné pour être la deuxième mission « Earth Explorer », SMOS a été 
lancé le 2 novembre 2009 depuis la base de Plesetsk en Russie, par un lanceur 
Rockot, un ancien missile balistique reconverti.  
 /L
%
	 		



Son déploiement et la mise en service de ses systèmes ont été complétés le 17 
novembre et 3 jours plus tard les premières données étaient analysées. 
Son objectif est d’observer les surfaces terrestres, océaniques et glacées du 
globe avec un temps de revisite assez court pour permettre de dresser un bilan 
des échanges en eau entre les différents acteurs du cycle de l’eau [2]. 
Plus précisément ses objectifs sont [3]: 
> Précision des mesures d’humidité des sols : 0,04 m3/m3 (volume d’eau 
par unité volumique de sol) 
> Résolution spatiale des mesures d’humidité : <50 km 
> Résolution temporelle des mesures d’humidité : 3 jours 
> Précision des mesures de salinité des océans : 0,1 psu (0,1 grammes de 
sels par kg de solution) 
> Résolution spatiale des mesures de salinité : 200 km 
> Résolution temporelle des mesures de salinité : 10 jours 
Pour les atteindre il utilise les techniques de l’imagerie interférométrique. 
Quelques chiffres clés de SMOS : 
 
Caractéristiques descriptives de SMOS 
Date de lancement 2 novembre 2009 
Durée de vie nominale 3 ans 
Durée de vie étendue 5 ans 
Altitude de l’orbite 763 km en moyenne 
Inclinaison de l’orbite 98.4 deg 
Type d’orbite Héliosynchrone avec passages à 
l’équateur à 6h et 18h  
Charge utile MIRAS  
 /L
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Poids au lancement 683 kg 
Angle de tilt (entre la direction 
de visée et le nadir2) 
32.5 deg 
Fréquence centrale du 
filtre instrumental 
1.413 GHz (microonde, bande L) 
Largeur du filtre 17 MHz 
Résolution spatiale 35 km au nadir 
Echantillonnage spatial 
des données distribuées 
15 km 
Résolution temporelle 
(temps de revisite) 
3 jours à l’équateur 
Résolution radiométrique 1.8 K (à 180 K)                        
2.2 K (à 220 K) 
Plage angulaire pour chaque image 0 – 55 deg 
Ouverture du champ de vue 
(largeur de l’image au sol) 
environ 1000 km 
=9
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4.1. Introduction à l’imagerie interférométrique 
 
Bien que la faisabilité des mesures d’humidité et de salinité depuis l’espace ait 
déjà été démontrée pendant les années ’70, lors d’une expérience avec un 
radiomètre à bord de la station spatiale Skylab [4], de nombreuses années 
d’avancées technologiques ont été nécessaires avant la mise en orbite de 
SMOS. 
En effet, l’approche classique demande une antenne de plusieurs mètres de 
diamètre pour obtenir une résolution spatiale suffisamment bonne pour 
l’exploitation scientifique. La résolution spatiale () pour un radiomètre à 

2 Le nadir indique dans ce contexte la direction depuis la position du satellite vers le centre de 
la Terre 
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puissance totale s’exprime en fonction de l’altitude du satellite  , de la 
longueur d’onde centrale , et du diamètre de l’antenne  : 
 
 


 (4.1) 
La longueur d’onde est fixée pour des raisons scientifiques, et l’altitude du 
satellite doit obéir à des contraintes de mission, tels que rester loin des 
couches atmosphériques plus denses (c’est-à-dire plus proches de la Terre), et 
garder un champ de vue assez large, pour diminuer le temps de revisite.  
Alors pour atteindre la résolution spatiale souhaitée on peut agir seulement 
sur la dimension de l’antenne. 
Les radioastronomes, qui utilisent les mêmes fréquences pour observer des 
objets lointains, ont affronté le problème de l’amélioration des résolutions 
spatiales dans le passé, et la solution élaborée au fil des années peut être 
représentée par un célèbre exemple, le Very Large Array (VLA) du Nouveau 
Mexique, aux Etats-Unis (Figure 4.2). 
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Le VLA est un ensemble de 27 antennes paraboliques, chacune de 25 m de 
diamètre. Ensemble, ces antennes forment un seul radiotélescope, dont la 
résolution spatiale est donnée par la plus grande distance entre 2 antennes, 
dite ligne de base maximale.  
Autrement dit, on peut synthétiser une antenne réelle de diamètre (ouverture) 
 par un réseau d’antennes, dont la ligne de base maximale serait égale à . 
Cette approche est appelée imagerie à synthèse d’ouverture, ou imagerie 
interférométrique. 
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Pour SMOS le même concept a été adopté et avec cette mission le premier 
radiomètre interférométrique 2-D a été mis en orbite. 
 
 
4.2. Expérience de Young 
 
L’interférométrie est en réalité une technique qui trouve ses origines il y a plus 
de deux siècles quand Young, par sa célèbre expérience [6], a fourni la 
première preuve de la nature ondulatoire de la lumière, soutenant la théorie 
d’Huygens formulée un siècle plus tôt. 
Dans son expérience, Young utilise une source lumineuse dont la radiation se 
propage jusqu’à un filtre, sur lequel se trouvent deux ouvertures (trous ou 
fentes) ; la lumière passe donc par ces ouvertures jusqu’à un écran qui nous 
permet d’observer le résultat de l’expérience, c’est-à-dire l’interférence entre 
les ondes lumineuses provenant des ouvertures. 
Pour mener cette expérience il faut que : 
> la distance entre les ouvertures () soit petite devant la distance entre 
la source et le filtre () et entre le filtre et l’écran () 
>  soit grand devant les autres dimensions du problème 
> la source primaire soit ponctuelle (ou un ultérieur filtre avec une seule 
ouverture doit être positionné juste après la source, comme en Figure 
4.3) 
> les ouvertures soient ponctuelles 
 
Cette dernière hypothèse nous permet de supposer que l’intensité de la 
radiation soit constante à travers les ouvertures. Pour des trous circulaires de 
diamètre  cette dernière contrainte s’exprime en fonction de la dimension de 
la source () [8]: 
 
 


 (4.2) 
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4.2.1.  Cas d’une source monochromatique 
 
Pour le développement mathématique de ce paragraphe on suppose qu’on peut 
approximer le spectre d’émission de la source à un intervalle infinitésimal de 
fréquences et que les moyennes temporelles sont faites sur un temps infini. 
Un signal lumineux s’exprime mathématiquement sous la forme : 
 
  
   (4.3) 
où : 
  est l’amplitude de l’onde (demie distance entre un pic et un creux) 
  est l’unité complexe 
  est la fréquence 
  indique le temps 
  la phase de l’onde, en radians 
Tous les points de l’écran sont éclairés avec une intensité qui dépend de 
l’interaction entre les ondes provenant des deux ouvertures. On peut donc 
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écrire le signal incident dans le point générique de l’écran     avec 
l’expression suivante : 
             
               
(4.4) 
dans laquelle les indices  et  indiquent les ouvertures, et les amplitudes des 
deux signaux sont supposées sans pertes, donc égales entre elles et avec le 
signal d’origine. 
On indique l’intensité du signal en   comme la moyenne temporelle du 
produit entre  et son complexe conjugué : 
 
      (4.5) 
 
    

 
     
  
  

  

  (4.6) 
Puisqu’on suppose que les signaux ont la même intensité que le signal 
primaire  , on a : 
 


  

  
  (4.7) 
avec : 
 


 

 

  (4.8) 
De plus, en tenant compte de : 
      (4.9) 
on peut réécrire les deux derniers termes de (4.6) de la manière suivante : 
 


   

   

  

 





  
 

 
   

        
 

   
(4.10) 
La relation (4.6) devient alors : 
 
         

     
         (4.11) 
La différence de phase entre les signaux   et   peut être écrite plus 
intuitivement en fonction des chemins parcourus  et  respectivement. 
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Pour expliciter les chemins parcourus par les deux rayonnements on définit un 
repère orthogonal   dans le plan du filtre. Les deux ouvertures se 
trouvent alors aux coordonnées  et  respectivement. 
Dans le développement mathématique qui suit on traite le cas d’ouvertures 
ponctuelles (trous), le cas d’ouvertures longitudinales (fentes) pouvant s’en 
déduire comme cas particulier. 
Avec cette nouvelle définition on peut écrire (selon le schéma en Figure 4.4) : 
 
   
    
    
  
 
   
  



  


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Les suppositions initiales nous permettent d’écrire 
 
   
  



  


 (4.13) 
Il en suit que : 
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   
  



  


 (4.14) 
La différence de chemin s’écrit alors : 
 
   
  
    

   

   


  
 
   




 



     

 (4.15) 
Et en introduisant les symboles pour la distance des sources de l’origine,  et 
: 
 
   


 
   


 
(4.16) 
et les composantes du segment reliant les sources : 
       
    
(4.17) 
(4.15) devient alors : 
 
   




 

     (4.18) 
et (4.12) devient : 
 
      


 

   

 (4.19) 
On a donc exprimé l’intensité du signal reçu dans un point générique de 
l’écran en fonction de la géométrie de l’expérience (position des sources, 
espacement de celles-ci avec l’écran) et des caractéristiques de l’onde 
(intensité, fréquence). 
De (4.19) on peut déjà déduire quelques propriétés de la figure d’interférence : 
> Son intensité moyenne est donnée par la somme des intensités aux 
ouvertures  
> Un des pics d’intensité se trouve sur le point de l’écran équidistant des 
deux ouvertures. 
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> Tant que les hypothèses de départ sont respectées, les pics d’intensité 
forment des droites en direction perpendiculaire au segment reliant les 
ouvertures. Les équations de ces droites sont : 
 
    







 


   (4.20) 
Dans le cas des fentes rectilignes dont la largeur respecte la contrainte (4.2) 
on arrive à la même expression (4.19). 
Pour la suite on va simplifier la notation, sans perte de généralité, en 
définissant l’axe  en direction perpendiculaire aux fentes et avec origine dans 
un point équidistant des deux fentes. On peut alors écrire : 
 
   
   


 

  
   
(4.21) 
La relation géométrique (4.18) se réduit alors à l’expression suivante : 
 
   


 (4.22) 
et la figure d’interférence devient : 
 
      


  
 
      


 (4.23) 
On peut donc remarquer que l’intensité du signal sur l’écran varie comme un 
cosinus, dont la période est fonction uniquement de la longueur d’onde, de 
l’espacement entre les fentes et l’écran  et de la distance entre les fentes : 
 
  


 (4.24) 
Dans le cas d’une source monochromatique la figure d’interférence n’a pas 
d’atténuations et elle s’étend, périodiquement, à l’infini. 
A partir de (4.23) on définit aussi la visibilité, qui donne une indication du 
contraste entre les pics et les creux de la figure d’interférence : 
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 (4.25) 
 
4.2.2.  Cas d’une source à bande spectrale limitée 
 
On considère maintenant une source rayonnante dans une bande spectrale de 
largeur  et de fréquence centrale . On suppose que sa bande spectrale est 
fine, c’est-à-dire   . 
En reprenant le développement (4.8), on intègre sur l’ensemble des fréquences 
de la bande spectrale. 
En indiquant avec  la variable d’intégration : 
 









 








 

  (4.26) 
Le développement (4.10) devient : 


   

 






  

 






 
 
 

 





 






 
 
 

 
  






 
 
ce qui, avec les hypothèses géométriques (4.21), donne : 
 
 /L
%
	 		


"
 

 











 
 
L’intégrale définie de la fonction exponentielle correspond à calculer la 
transformée de Fourier d’une fonction porte qui, dans notre cas, a une largeur 
 autour de . 
 
 

 






   
 
 

  


   


  


   
 
 

 


 


   
   





  (4.27) 
 
Avec les résultats (4.26) et (4.27), l’expression de l’interférogramme (4.23) 
devient :  
       





  (4.28) 
Par rapport au cas monochromatique la cohérence entre les deux signaux 
n’évolue pas comme un cosinus indéfiniment, mais elle suit une enveloppe 
imposée par le sinus cardinal (schéma en Figure 4.5). Celle-ci s’annule quand 
la relation suivante est vérifiée : 


   
 
  


      (4.29) 
Le sinus cardinal étant aussi fonction de la largeur de la bande spectrale, on 
peut dire que plus il y a des fréquences différentes dans le signal d’origine 
moins il y aura de corrélation. Pour exprimer ce concept on parle en général 
de longueur de cohérence (), définie : 
 /L
%
	 		


 ">
 
  


 (4.30) 
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Si la différence de chemin (4.22) est du même ordre, ou plus grande, que la 
longueur de cohérence on dit que les signaux ne sont pas corrélés. 
Dans l’expérience de Young on s’intéresse à la cohérence spatiale entre 
signaux. Lorsqu’on s’intéresse à la cohérence temporelle, par exemple avec 
l’interféromètre de Michelson [9], on introduit une grandeur correspondante : 
le temps de cohérence (), défini par  
 
  


 (4.31) 
 
 
4.3. Théorème de van Cittert-Zernike 
 
Dans la démonstration précédente on a supposé les deux sources (trous ou 
fentes) de dimensions infinitésimales. Dans ce paragraphe on va étudier la 
figure d’interférence qu’on obtient en remplaçant les deux sources ponctuelles 
par une source étendue. 
Pour ce faire on suppose que la source est spatialement incohérente. Pour une 
telle source l’intensité de l’interférence entre deux points disjoints est nulle ; 
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elle n’est donc pas nulle seulement si les deux points coïncident. Ceci revient 
pratiquement à considérer individuellement chaque point de la source. 
On a vu en (4.23) que l’espacement des franges d’interférence dépend de la 
différence de marche depuis les ouvertures jusqu’au point  de l’écran. 
En fait, dans l’expérience de Young, les chemins qui portent de la source 
primaire aux sources secondaires (ouvertures du filtre) ne sont pas égaux en 
général. En considérant nul ce déphasage, dans le paragraphe précédent on est 
arrivé à la relation (4.23) ; or, si l’onde sphérique au départ de la source 
primaire arrive aux ouvertures avec deux phases différentes, ceci a comme 
simple conséquence le déplacement des franges d’interférence 
proportionnellement au déphasage initial () aux deux ouvertures.  
Dans ce cas la relation (4.23) devient alors : 
 
      


   (4.32) 
La source étendue étant constituée d’un ensemble de sources ponctuelles (), 
on intègre l’expression (4.32) sur la surface  de la source.  
    

    


  

 (4.33) 
qui s’écrit sous forme exponentielle 
    

   






  
  

   






  (4.34) 
Si on indique avec   la contribution de tous les points de la source à 
l’intensité de l’interférence : 
   

 (4.35) 
et en introduisant la grandeur  
  




   


 (4.36) 
on peut réécrire : 
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      


  (4.37) 
Où  indique le degré complexe de cohérence spatiale, dont la phase est 
liée au déplacement des franges d’interférence et dont l’amplitude est un 
indicateur du contraste d’intensité entre les franges. On peut en effet exprimer 
la visibilité (4.25), et tenant compte de (4.37), simplement comme : 
     (4.38) 
Considérons maintenant un couple de points sur l’écran : on est intéressé par 
le dégrée de cohérence entre ces points. Alors avec les résultats (4.38) et  
(4.36) on peut écrire : 
   


 (4.39) 
Par souci d’exhaustivité on va maintenant introduire une troisième dimension 
pour l’écran et pour la source. On note les nouveaux référentiels  et 
   
En suivant l’exemple du paragraphe précèdent et la géométrie de la Figure 4.6 
on explicite  en fonction des chemins parcourus ( et ) depuis un point 
de la source     jusqu’aux deux points de l’écran      et 
    : 
 
  
  

 (4.40) 
avec 
   
    
   
    
 
  
    
   
    
 
(4.41) 
  étant beaucoup plus grand que les autres grandeurs et en utilisant le 
développement de Taylor au premier ordre on écrit : 
 
 
   
  
   
    


 
   
  
   
    


 
(4.42) 
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La différence de chemin s’écrit alors : 
 
   


   
   
    
  
   

  
    
  
 
(4.43) 
  


 

 

 

 

 

 

 
                
  
En introduisant les symboles pour la distance entre les deux points selon les 
directions ,  et : 
 
      
      
      
(4.44) 
et pour la distance de chaque point de l’origine des axes : 
          (4.45) 
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(4.43) devient : 
 
    




 




     (4.46) 
et (4.39) devient : 
   




 




  (4.47) 
Pour rejoindre la notation du chapitre précédent on note que l’intensité du 
signal lumineux à la longueur d’onde , n’est autre que la température de 
brillance de la source, et elle est inversement proportionnel à la distance 
parcourue par le signal, en accord avec le principe d’Huygens-Fresnel sur la 
propagation d’un champ électrique. Pour la description de l’expérience de 
Young les pertes liées à la propagation du signal avaient été négligées par 
simplicité de notation, mais on s’apprête à décrire des mesures satellitaires et 
cette approximation ne tient donc plus. 
Toujours dans le cadre de la télédétection on peut négliger le terme de phase 






  puisque les distances  et  sont petites devant la distance entre 
Terre et satellite (). La nouvelle relation est alors : 
  






  (4.48) 
et avec les définitions (4.42) et en approximant au premier ordre on écrit : 
  






  (4.49) 
ou en termes d’angles solides : 
   




  (4.50) 
avec   

. 
Par praticité pour la suite on introduit les angles   et  , les cosinus 
directeurs  et  et une troisième direction  qui complète le référentiel des 
cosinus directeurs (voir Figure 4.7). 
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Les suivantes relations sont vérifiées : 
 
     
       
      
(4.51) 
   
 
 


 
 


 
 


 
(4.52) 
       

   
 (4.53) 
On introduit aussi les fréquences spatiales angulaires : 
 
 
 
 


 
 


 
(4.54) 
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qui décrivent l’espacement entre les points de l’écran en termes de longueurs 
d’onde dans les directions des axes.  
Les points    représentent les positions des antennes dans le repère 
l’instrument ( étant la coordonnée hors du plan, proche de zéro pour toutes 
les antennes), et les points   forment la grille spatiale qu’on utilise pour 
décrire la distribution des températures de brillance. 
La forme finale des visibilités devient donc :  
     



 (4.55) 
avec  température de brillance modifiée de la source : 
    
 
   
 (4.56) 
La relation (4.55) est une forme du théorème de van Cittert-Zernike, qui joue 
le rôle fondamental de lier la distribution de température de brillance d’une 
source étendue, par le biais de sa transformée de Fourier, aux champs 
électriques enregistrés en deux points de l’écran, par le biais de la visibilité. 
Dans la littérature on peut trouver la démonstration de ce théorème avec plus 
de détails, par exemple dans [8], [10] ou [11], mais pas dans [12]. 
Pour comprendre le principe de mesure de SMOS il suffit maintenant de 
penser à la Terre comme la source étendue qu’on observe, et aux antennes en 
orbite comme à des points sur un écran. 
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5. SMOS – Un radiomètre 
interférométrique 
 
 
 
 
	
43$
<*+3
 
5.1. MIRAS – L’instrument de SMOS 
 
SMOS est équipé d’une seul instrument : MIRAS (Microwave Imaging 
Radiometer by Aperture Synthesis). Celui-ci est constitué d’un réseaux 
d’antennes disposées en forme de « Y » le long de trois bras déployables. Ses 
antennes peuvent être de deux types : on appelle NIR (Noise Injection 
Radiometer) trois radiomètres à puissance totale situés dans la partie centrale 
de l’instrument et LICEF (LIght-weight Cost-Effective Front-end) les autres 
antennes dont on considère les corrélations entre chaque couple (Figure 5.1). 
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Voici quelques caractéristiques clés : 
Caractéristiques descriptives de l’instrument 
Nombre d’antennes 69 (dont 3 NIR et 66 LICEF) 
Espacement entre les antennes 0,875  18,37cm 
Polarisations de chaque antenne X ou Y 
Polarisations de l’instrument Double (polarisation pures 
uniquement) ou Totale 
Résolution radiométrique 0.8 – 2.2 K 
Longueur des bras 4.5m 
           Diamètre de l’antenne 
réelle équivalente 
8m 
Temps d’intégration 
pour chaque image 
1.2 s (polarisation pure)             
0.4 s (polarisation croisée) 
=9
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La mise au point a été délicate puisque les deux objectifs principaux de la 
mission – mesurer l’humidité des sols et la salinité des océans – comportent 
des contraintes différentes. Au dessus des surfaces continentales on a intérêt à 
ce que la résolution spatiale des données soit fine, alors qu’au dessus des 
océans la résolution spatiale n’est pas aussi importante que la résolution 
radiométrique, puisque tous les océans du monde ont une température de 
brillance incluse dans un intervalle de quelques Kelvins (Figure 5.2). 
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La résolution radiométrique (ou sensibilité radiométrique) pour un 
instrument type SMOS s’exprime [3]: 
  




  


  
     (5.1) 
avec  
  = espacement entre les antennes en termes de longueur d’onde 
  = température de brillance moyenne de la scène 
  = température équivalente du bruit du récepteur 
 = temps d’intégration pour chaque image 
 = largeur de bande spectrale 
 = angle solide de l’antenne 
 = diagramme d’antenne normalisé 
  = cosinus directeurs 
 = facteur dépendent du fenêtrage appliqué 
 = nombre de visibilités 
Donc si la résolution spatiale (4.11) varie inversement à la dimension des bras, 
la résolution radiométrique est proportionnelle à la racine de cette même 
dimension, par le biais de . Pour SMOS un compromis idéal a été adopté 
(Figure 5.3). 
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5.2. Champ de vue SMOS 
 
Le champ de vue (FOV, pour « Field Of View ») de SMOS est divisé en 
plusieurs zones qu’on introduit schématiquement ici. 
Le repère du champ de vue est centré dans la direction de visée (boresight) et 
ses axes sont les cosinus directeurs  et , introduits dans le paragraphe 4.3. 
La grille d’échantillonnage spatiale ainsi que les différentes zones du champ de 
vue s’expriment donc en fonction de  et  (Figure 5.4). 
 
	
4/D
	

	


3<23
 
Le cercle unité (UC, pour Unit Circle) représente le demi espace devant 
l’instrument et est décrit par l’inéquation : 
      (5.2) 
 
L’hexagone correspond à la région du cercle unité qui inclut la grille spatiale 
et qui délimite la zone du FOV dans laquelle l’image est reconstruite (voir 
paragraphe 5.5). Sa forme, en coordonnées spatiales, est la forme duale, au 
sens de Fourier, de l’hexagone défini par les fréquences spatiales angulaires 
(Figure 5.5). 
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En fonction du nombre d’antennes ces grilles sont définies par [4]:  
 
   
 




    
(5.3) 
    


  


  
Avec     espacement entre les antennes,   nombre d’antennes et 
      . 
 
Puisque SMOS est orientée avec un certain angle (« angle de tilt ») par 
rapport à sa verticale locale, la Terre apparaît dans le bas de son champ de 
vue ; le ciel occupe donc le reste du cercle unité (Figure 5.6). 
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Pour une grille hexagonale comme celle adoptée pour SMOS, l’espacement 
maximal entre antennes qui respecte le critère de Nyquist – pour éviter les 
repliements ou « alias » – est égale à 

 [5]. Puisque pour SMOS cette 
distance n’est pas respectée, alors les répliques se trouvent à l’intérieur du 
champ de vue et on a des alias dans la zone reconstruite. 
En conséquence, on définit la zone sans repliements du cercle unité « Alias-
Free Field Of View » (AFFOV), parfois appelé aussi « Restricted AFFOV » 
ou « Strict AFFOV » (Figure 5.7). 
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Dans le cercle unité on considère que la région du ciel est bien connue ; on 
peut donc soustraire la radiation simulée du ciel pour élargir la portion utile 
du FOV. On défini alors l’« Extended AFFOV » (EAFFOV) comme la 
région sans alias de la Terre (Figure 5.8). 
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Les alias de la Terre et la forme de l’hexagone définissent la forme particulière 
des images ou « snapshot »SMOS. 
 
Par définition, l’hexagone suffit à rassembler toutes les informations sur le 
champ de vue complet de l’instrument, mais par clarté par rapport aux alias, 
dans la suite on utilisera plutôt le cercle unité. Dans celui-ci on trouve des 
zones avec 1, 2 ou 3 représentations de la Terre (schéma en Figure 5.9). 
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5.3. La séquence d’acquisition 
 
Les antennes de SMOS peuvent être utilisées pour mesurer les composantes de 
polarisation de la radiation selon deux directions perpendiculaires entre elles 
et appartenant au plan de l’antenne ; ces directions sont indiquées ici avec les 
symboles X et Y pour éviter la confusion avec la polarisation de la radiation 
au sol (H et V, voir Figure 3.8). Ici la direction Y est définie dans la direction 
du déplacement du satellite, et la direction X est perpendiculaire à celle-ci 
dans le plan instrumental. 
Les deux modes d’opération pour MIRAS prévoient deux séquences 
d’alternance entre les polarisations X et Y de ses antennes. 
En polarisation double (Figure 5.10), les images sont acquises toutes les 1,2 
secondes et lors de chaque image les antennes de SMOS se trouvent toutes 
dans la même polarisation (ce qu’on appelle images en polarisation pure) ; les 
images sont alors polarisées en X ou en Y, comme les antennes. 
En polarisation totale (Figure 5.11) des images en polarisation pure 
s’alternent à des images en polarisation croisée, pendant lesquelles les 
antennes d’un bras de l’instrument sont polarisées en une direction et celles 
des deux autres bras dans l’autre. Pour ces images il est prévu que par 
intervalles de 0,4 secondes les bras changent de polarisation selon le schéma 
en Figure 5.12. 
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Lors du passage du satellite au dessus de la cible, celle-ci se déplace dans le 
champ de vue de l’instrument comme représenté en Figure 5.13. La multitude 
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d’observations pour chaque point au sol fourni la signature angulaire qui 
servira pour l’inversion des variables géophysiques. 
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5.4. L’équation des visibilités pour SMOS 
 
Pour décrire le fonctionnement de MIRAS, la relation (4.55) n’est pas 
exhaustive puisque, naturellement, dès qu’on prend en considération un 
instrument réel la relation entre les visibilités et la température de brillance se 
complique. 
 
5.4.1.  Effet du filtre instrumental 
 
Par exemple la relation (4.55) a été calculée pour une source 
monochromatique, alors que le filtre instrumental a une largeur de bande non 
négligeable. 
Pour tenir compte du filtrage appliqué il faudrait repartir des expressions 
(4.39) et (4.40) et intégrer sur la bande spectrale. Puisque ceci est analogue  
au développement du paragraphe 4.2.2.  pour l’expérience de Young, on 
reporte ici seulement le résultat : 
     

  (5.4) 
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où : 
 
     
    

  (5.5) 
et puisque le sinus cardinal est une fonction paire et en utilisant la définition 
de : 
 
    
        

  (5.6) 
La Fringe Washing Function (), plus fréquemment notée par , nous 
décrit comment la corrélation entre les signaux diminue en fonction de la 
richesse spectrale du signal. 
 
5.4.2.  Effet des gains d’antennes 
 
La relation (4.55) suppose une antenne isotrope, c’est-à-dire sensible de la 
même manière aux radiations provenant de toutes les directions. Cependant 
une antenne réelle a forcément une directivité, c’est-à-dire une sensibilité plus 
grande à ce qui se trouve devant elle plutôt qu’à ses cotés. Ceci se quantifie en 
utilisant les gains d’antennes. 
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Pour une antenne (voir exemple en Figure 5.14) on définit un lobe principal 
dans la direction de visée et un nombre variable de lobes secondaires et de 
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lobes arrière. Les lobes ont une dimension angulaire définie par leur largeur à 
mi hauteur ( dans la figure), c’est-à-dire l’angle qui unit les points où la 
sensibilité est de moitié (-3dB) par rapport au point central.  
Pour SMOS les gains d’antenne ont l’aspect en Figure 5.15. 
Les gains d’antennes ont l’effet de coefficients multiplicatifs à appliquer aux 
températures de brillance de la scène, point par point, antenne par antenne et 
polarisation par polarisation. 
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Il faut donc modifier la relation (5.4) en tenant compte des dimensions et des 
intensités des lobes d’antenne : 
   






 


  

  (5.7) 
où  et  indiquent les antennes considérées,  et leur gains d’antennes, 
et  indiquant les polarisations et  les angles solides équivalents des 
antennes. 
 
5.4.3.  Effet de la température des antennes 
 
La température enregistrée par chaque antenne est en réalité affectée d’un 
bruit radiométrique lié aux températures physiques des récepteurs. En 
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rappelant la définition de température de brillance modifiée, on tient compte 
de cet effet par le biais d’une soustraction : 
   









  
   
 (5.8) 
où  indique la température équivalente du bruit au récepteur. 
L’équation (5.8) définit la relation théorique entre la distribution des 
températures de brillance devant l’instrument et les visibilités mesurées par 
l’instrument [7]. 
 
 
5.5. Des visibilités aux températures de brillance 
 
5.5.1.  Reconstruction d’image 
 
Dans la pratique le problème se pose dans le sens inverse : à partir des 
visibilités on veut retrouver la scène en températures de brillance.  
Idéalement, si les gains d’antennes étaient exactement égaux entre eux, si la 
décorrélation spatiale introduite par la FWF était négligeable et si les 
positions des antennes étaient connues parfaitement, alors les températures de 
brillance seraient simplement la transformée inverse de Fourier en deux 
dimensions des visibilités. 
Puisque on ne peut pas faire ces hypothèses, inverser la relation (5.8) n’est pas 
trivial, et il faut procéder par étapes qu’on introduit ci-dessous. 
 
Grille des fréquences spatiales angulaires 
 
Tout d’abord on définit l’ensemble des fréquences spatiales angulaires qu’on 
peut échantillonner avec MIRAS. Ceci consiste à dessiner dans le plan de 
Fourier les lignes de base correspondant à chaque couple d’antenne. En faisant 
l’hypothèse que toutes les antennes se trouvent dans le même plan, la 
construction de la grille   se fait comme dans le Tableau 5.2. 
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Autocorrélations (     ) 
 
       
 
           
 
"Translation" du 2e bras dans la direction du 1er 
 
Répétition des deux derniers points pour le 3e bras 
 
"Translation" du 2e bras dans la direction du 3e 
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Pour l’instrument entier la grille de Fourier devient celle représentée en 
Figure 5.16. 
On peut facilement constater que plusieurs couples d’antennes vont 
correspondre à un même point de grille. On parle alors de fréquences 
redondantes, à distinguer des fréquences non redondantes qui sont obtenues 
seulement par un couple précis d’antennes. 
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La matrice G 
 
Une fois définie cette grille, on peut particulariser la relation (5.8) pour un 
couple d’antennes   et pour un point de la source étendue  . On écrit 
alors synthétiquement :  
 
             (5.9) 
Evidemment on peut généraliser cette écriture sous forme matricielle :  
devient alors le vecteur colonne des visibilités,   le vecteur colonne des 
températures de brillance dans la grille spatiale, et   une matrice 
rectangulaire, appelée aussi « de modélisation » avec les caractéristiques du 
principe de mesure et de l’instrument. 
En séparant les parties réelles et complexes des visibilités et avec une grille 
spatiale   de 256x256 éléments, cette matrice a 15996 lignes et 65536 
colonnes. Elle n’est donc pas inversible (l’inversion des températures de 
brillance à partir des visibilités a une infinité de solutions) et on dit que le 
problème est mal posé. 
  
La matrice J 
 
On utilise alors une autre caractéristique des interféromètres : leur 
comportement est équivalent à des filtres passe bas en terme de fréquences 
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spatiales angulaires. La définition de la grille d’échantillonnage dans le plan de 
Fourier aide à comprendre cette propriété : il y a une limite supérieure pour 
les fréquences spatiales qui peuvent être mesurées, et celle ci est donnée par la 
distance maximale entre antennes, alors que la limite inférieure est la 
fréquence nulle, qu’on mesure à partir des autocorrélations (lignes de base 
nulles).  
On peut alors fixer à zéro un certain nombre de fréquences qui ne sont pas 
mesurées par l’instrument. On parle alors de « remplissage de zéros » ou 
« zero padding » et on étend la grille de Fourier à un hexagone (Figure 5.17). 
Si au lieu des températures de brillance de la scène on utilise les composantes 
de Fourier de ces températures, et en remplissant de zéros à l’extérieur de la 
couverture fréquentielle de MIRAS, on peut procéder à la résolution du 
problème inverse selon l’approche proposé dans [8], décrit synthétiquement ici. 
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En définissant la matrice   comme l’opérateur liant les visibilités aux 
composantes de Fourier des températures de brillance (similairement à ) : 
 
   (5.10) 
Alors la régularisation du problème d’inversion, qui s’écrit :
 
    
  
 (5.11) 
devient : 
 
   

 (5.12) 
à l’extérieur de la couverture fréquentielle 
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avec  pseudo inverse de . 
De cette manière on a reconstruit l’image, par le biais de ses composantes 
de Fourier, à partir des visibilités. 
 
5.5.2.  Les températures du plan instrumental au 
référentiel local 
 
A partir de (5.12) il suffit donc d’appliquer une transformée inverse de Fourier 
(IFFT) pour retrouver la distribution des températures de brillance. Toutefois 
pour passer des températures vues par SMOS aux températures au sol 
quelques pas supplémentaires sont nécessaires.  
 
La rotation de Faraday 
 
Lorsque la radiation terrestre traverse la couche d’atmosphère chargée 
électriquement, l’ionosphère, sa direction de polarisation tourne légèrement en 
fonction de la densité de charge, de l’intensité et orientation du champ 
magnétique terrestre, et de la direction de visée. La rotation de Faraday () 
est le résultat de toutes ces rotations le long du chemin parcouru par l’onde 
[9], [10]: 
 
        (5.13) 
avec :    intensité du champ magnétique terrestre (typiquement c’est 
l’intensité modélisée à 400 km d’altitude), en Tesla 
 angle entre la direction de visée et l’orientation du champ 
magnétique  
  angle d’incidence (entre la direction de visée et la verticale locale) 
 nombre d’électrons par colonne verticale de section 1m2 dans la 
direction du nadir, mesurée en TECU. (1 TECU = 1016 e-/m2) 
Le coefficient  de cette expression est en fait issu d’approximations sur la 
fréquence du plasma, la fréquence du cyclotron et l’intensité du champ 
magnétique à 400km d’altitude. Plus de détails sur la dérivation de cette 
expression peuvent être trouvés dans [11]. 
Bien que l’expression de cette rotation soit simple elle est sujette à 
d’importantes variations selon l’heure, le jour,  l’activité solaire, la position du 
satellite et la direction de visée.  
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Dans la Figure 5.18 on montre la faible amplitude des angles de Faraday et la 
variation en fonction de la position du satellite.  
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La rotation géométrique 
 
La dérivation mathématique de l’angle de rotation géométrique (voir [12]) est 
assez compliquée et ne sera pas traitée ici. Par contre son sens physique est 
assez intuitif.  
Pour les points qui se trouvent exactement dans le plan orbital, devant ou 
derrière le satellite (    ou    , respectivement), les directions de 
polarisation X et H coïncident ainsi que Y et V ; de la même manière pour les 
points exactement à droite ou à gauche du satellite (par rapport à la direction 
de la verticale locale) la direction de polarisation X coïncide avec V ainsi que 
Y avec H (   ou   ). Pour tous les autres points on doit 
appliquer une rotation pour retrouver les directions X et Y à partir de H et 
V : 
 
  

   

 
  

   

 
 (5.14) 
Cette rotation est définie de manière à préserver l’énergie totale de la 
radiation (1er paramètre de Stokes, ) : 
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          (5.15) 
Dans la Figure 5.19 on a reporté la distribution des angles pour la rotation 
géométrique de polarisation pour les points à l’intérieur du EAFFOV. Cette 
distribution a un centre dans la verticale locale du repère satellite et évolue 
dans le sens inverse des aiguilles d’une montre à partir du plan orbital (devant 
le satellite). 
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Combinaison des deux rotations 
 
L’angle de Faraday et l’angle géométrique ont tous les deux l’effet d’une 
rotation de la polarisation du signal. On peut donc en tenir compte en 
définissant un nouvel angle  : 
      (5.16) 
Alors on peut trouver les polarisations à la surface avec : 
 
  

   

 
  

   

 
 (5.17) 
La matrice équivalente de changement de repère devient singulière pour 
  


, avec   . 
Pour avoir une description complète de l’état de polarisation de la radiation et 
pour éviter cette singularité, la modalité d’acquisition en polarisation totale a 
été choisie pour l’instrument. 
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Pour la polarisation totale on peut généraliser la relation (5.17) et obtenir un 
système de 4 équations toujours inversible, où paraissent les températures 
issues des snapshots en polarisation pure (, ) et croisée () en fonction 
des quatre paramètres de Stokes (  et  ) où       est 
proportionnel à l’énergie totale,       donne l’orientation de la 
polarisation dans le plan horizontal ou vertical,  donne l’orientation de la 
polarisation dans un plan incliné de 45º ou 135º par rapport à l’horizontal, et 
 indique la similitude entre la polarisation de la radiation et une rotation 
circulaire dans le plan instrumentale. 
 
  

   

       
  

   

       
             
   
 (5.18) 
 
 
5.6. Les produits SMOS 
 
Plusieurs types d’information sont distribués dans les produits SMOS. Dans 
l’ordre de la chaine de traitement on a : 
> L1A : visibilités (voir paragraphe 5.4.3. ), mais aussi polarisations des 
images et pointage de l’antenne 
> L1B : composantes de Fourier de la scène en température de brillance 
(voir paragraphe 5.5.1. ), mais aussi direction de pointage de l’antenne 
et position de la Lune et du Soleil 
> L1C : températures de brillance dans le plan de l’instrument (voir 
paragraphe 5.5.2. ), mais aussi description de l’environnement 
géomagnétique du satellite, des angles pour la rotation de polarisation 
et des « flags » pour l’utilisation des données. 
> L2 : cartes d’humidité des sols et de salinité des océans pour chaque 
demie-orbite 
> L3 : cartes d’humidité des sols et de salinité des océans, au niveau 
global et moyennées temporellement 
Les produits L1C et L2 sont distribués selon une grille au sol (DGG, pour 
Discrete Global Grid [13]) à surfaces égales, appelée ISEA 4H9 (Icosahedral 
Snyder Equal Area projection avec aperture 4, grille Hexagonale et résolution 
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9). Cette grille fournit un espacement homogène d’environ 15 km entre les 
points de grille. 
Par contre les produits L3 utilisent une grille EASE (Equal-Area Scalable 
Earth) plus régulière en coordonnées géographiques mais sans un espacement 
homogène (en km) entre les points.  
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6. Interférences en 
radiofréquence 
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Le grand nombre d’applications exploitant les ondes électromagnétiques a 
créé, au milieu du siècle dernier, le besoin d’instituer un organisme de gestion 
supranational. Ainsi est née l’ITU (International Telecommunications Union), 
qui encore aujourd’hui coordonne l’utilisation du spectre électromagnétique.  
Dans l’allocation des fréquences plusieurs bandes ont été dédiées aux mesures 
passives.  
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En particulier une de ces bandes a une importance particulière pour les 
astronomes et a été la première à être établie, en 1959 : celle entre 1400 et 
1427 MHz [1] (voir la Figure 6.2).  
Dans le contexte de SMOS on définit Interférence en Radiofréquence 
(RFI) tous les signaux artificiels utilisant cette bande. 
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En effet, quelques années plus tôt la raie à 21cm (longueur d’onde 
correspondante à environ 1420 MHz) de l’hydrogène avait été découverte [3] 
et son potentiel pour l’étude de la structure de la galaxie avait déjà été mis en 
évidence [4]. 
Créée par les atomes neutres d’hydrogène quand les spins de ses particules 
subatomiques passent de la configuration parallèle (plus énergétique) à celle 
antiparallèle (plus stable), cette raie offre un grand potentiel pour l’étude de 
la structure de notre galaxie et des galaxies proches, l’hydrogène étant de loin 
l’élément le plus abondant dans l’univers, et à cette fréquence le rayonnement 
pouvant traverser les poussières interstellaires ainsi que l’atmosphère terrestre. 
Cette bande spectrale, protégée depuis longtemps, était encore libre de RFI 
dans les années ’70 lorsque la Terre avait été observée avec un radiomètre à 
bord de Skylab [5]. 
Malheureusement déjà avant le lancement de SMOS, la présence de RFI avait 
été mise en évidence lors de campagnes de préparation avec des radiomètres 
aéroportés ([5] à [8]) ; toutefois la situation générale restait inconnue et il n’a 
pas été possible de développer une stratégie de filtrage des RFI avant le 
lancement. 
Une fois les premières données SMOS analysées, il a été clair qu’une multitude 
de sources utilisaient la bande protégée. 
 
 
6.1. Emetteurs typiques  
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Les applications de ces sources sont variées, et peuvent être des émetteurs 
pour la télévision, la radio ou les communications militaires, des dispositifs 
sans fils, des utilisateurs mobiles de données satellitaires (Mobile Satellite 
Services), ou des radars aéroportuaires ou pour la navigation aérienne ([2], [6], 
[9] et [10]). 
On peut classer les sources en deux catégories : 
> Utilisation de la bande protégée, qui peut être volontaire ou 
inconsciente (comme en Figure 6.3.a) 
> Rayonnements non-essentiels trop élevés à l’intérieur de la bande 
protégée : mauvais filtrage de la bande d’émission (comme en Figure 
6.3.b) ou des rayonnements harmoniques 
Aux sources du premier groupe s’associent généralement des puissances 
considérables et donc de forts RFI. Celles-ci polluent significativement les 
mesures mais sont facilement identifiables. 
A la deuxième catégorie appartiennent des antennes utilisant les bandes 
spectrales voisines, comme les radar aéroportuaires, dont les signaux ne sont 
pas filtrés correctement par exemple à cause du vieillissement de l’équipement. 
Si ces émissions fallacieuses ne sont pas très intenses, les émetteurs vont 
paraître comme de faibles RFI. Ils polluent donc moins les données mais 
peuvent être difficiles à détecter (dans le cas limite leurs températures 
apparentes sont tellement faibles qu’elles se confondent avec les températures 
de brillance de la scène naturelle) : le risque est donc différent pour ces source, 
mais la pollution qu’elles engendrent est aussi très dangereux pour 
l’exploitation des données. 
Enfin, la réglementation de l’ITU [6] s’exprime en termes de puissance émise 
dans les 27 MHz de la bande ; il n’est donc pas exclu que certaines des sources 
de ce type soient en accord avec la réglementation même si elles créent des 
interférences sur les mesures SMOS. 
  
 
&-
 
&9-
	
"=1
%
	 	


9
&-
	1

7


&9-
 
 
 *
	 	


	 	(



>!
6.2. Coopération internationale 
 
La pollution par les RFI est probablement la première cause de perte de 
données SMOS. Bien que des algorithmes de correction des RFI soient 
développés, la meilleure solution reste d’éteindre ces sources ou d’empêcher 
qu’elles émettent à l’intérieur de la bande protégée. 
Pour arriver à ce but une coopération au niveau international est nécessaire et 
l’ESA se charge de garder le contact avec les différentes agences qui gèrent 
l’utilisation des fréquences au niveau national. 
Les réglementations définies par l’ITU ont un caractère de recommandation 
pour les pays membres ; ainsi différents dégrés de coopération ont été 
rencontrés par l’ESA selon les pays. Concernant l’Europe – une des zones les 
plus polluées, après le Sud-Est asiatique – le CEPT (Conférence Européenne 
des administrations des Postes et des Télécommunications) en reconnaissant 
la valeur économique et sociale des missions d’observation de la Terre, et en 
particuliers de SMOS, a pris en mars 2011 la décision de traduire les 
recommandations de l’ITU en limites obligatoires. L’implémentation de cette 
décision doit ensuite être approuvée par l’administration de chaque pays. 
Une des clefs pour le succès de cette coopération internationale est la 
localisation des sources à partir des données SMOS. 
En effet, à cause d’une résolution spatiale de l’ordre de quelques dizaines de 
kilomètres, la localisation précise des sources représente un défi. Les 
localisations sont alors fournies avec une incertitude de quelques kilomètres et 
un effort conséquent est nécessaire sur place pour l’identification de la source. 
L’identification des émetteurs au sol est faite avec des véhicules (voitures ou 
hélicoptères) équipés d’antennes pour la réception des signaux en bande L  
(exemples d’équipement en Figure 6.4).  
 
 
6.3. Traitement des RFI à partir des données 
 
A cause de l’important impact de ces interférences, il a été nécessaire de 
s’équiper d’une série d’outils pour le traitement des RFI sur les données 
SMOS.  
Les objectifs poursuivis concernent la localisation au sol, qui permet 
d’initialiser les échanges entre l’ESA et les agences nationales pour la gestion 
des fréquences, et qui permet potentiellement d’identifier l’émetteur et donc 
de l’éteindre. 
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Mais on s’intéresse plus en général à la détection des RFI sur les données, de 
manière à éviter autant que possible l’exploitation scientifique de données 
contaminées, et à la correction des signaux d’interférence introduits par ces 
émetteurs. 
Après une description de la dégradation de la qualité des données SMOS par 
les interférences (dans le chapitre suivant), des algorithmes pour la détection, 
la localisation au sol et la correction des sources seront présentés ainsi que 
leurs résultats et les conclusions auxquelles ils ont menés. 
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7. Effets des RFI 
 
 
 
 
 
 
 
 
 
 
 
 
7.1. Physique de la transmission de puissance 
 
Avant de détailler les effets des sources de RFI sur les données SMOS, on 
décrit comment la puissance des antennes au sol est transmise jusqu’au 
satellite. 
Dans la suite de ce paragraphe on supposera que le signal n’est ni absorbé ni 
dévié par les différentes couches de l’atmosphère, ce qui est raisonnablement 
vrai en bande L [1]. Puisqu’on ne connaît pas le contenu fréquentiel des 
signaux reçus par SMOS on supposera aussi que les diagrammes d’antenne de 
SMOS et de la source au sol sont indépendants de la fréquence. 
On considère alors une antenne au sol de puissance   : si l’antenne est 
isotrope sa densité de puissance (  ) se transmet dans l’espace selon 
l’expression : 
 
  


 (7.1) 
où  est la distance entre l’observateur et la source. 
Toutes les antennes réelles dirigent leurs signaux dans une direction précise à 
un instant donné ; on introduit alors les gains d’antenne de la source, qui 
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dépendent à leur tour de la direction de visée. En définissant un repère 
sphérique   centré sur la source on peut écrire : 
 
   


 (7.2) 
Et en considérant la somme des surfaces des antennes élémentaires de SMOS 
(), la puissance reçue par l’instrument () est égale à : 
 
  


 (7.3) 
La plupart des antennes n’émettent pas en continu ; pour un signal dit 
« rectangulaire » l’amplitude varie dans le temps comme en Figure 7.1. 
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On définit alors le rapport cyclique , comme le rapport entre la durée de 
l’émission  et la période du cycle . 
 
  



  



 (7.4) 
Où on a généralisé l’expression de  au cas d’un signal d’amplitude variable 
   normalisée par rapport à l’intensité maximale. 
De manière analogue on définit une grandeur   sur la durée du temps 
d’intégration de SMOS  ( ): 
 
  



  



 (7.5) 
Avec cette définition et (7.3) on trouve que l’énergie totale reçue par SMOS 
() pendant une acquisition est : 
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    


 (7.6) 
Si on suppose maintenant que la source est ponctuelle et en utilisant la 
linéarité de la relation entre visibilités et températures de brillance on peut 
définir la température de la source vue par SMOS comme : 
     (7.7) 
avec  gains des antennes élémentaires de SMOS (supposés égaux) et   
cosinus directeurs indiquant la position de la source dans le champ de vue. 
On a introduit, jusqu’à présent, le diagramme d’antenne de la source – et 
donc indirectement sa direction de visée – ainsi que sa puissance et la durée 
de l’impulsion dans le  temps d’intégration de SMOS ; pour compléter la 
caractérisation il ne reste plus que la polarisation du signal.  
On suppose que la polarisation du signal émis ne change pas dans le repère sol 
(H, V), alors au fur et à mesure du passage du satellite, les températures 
enregistrées par l’instrument (en polarisation X et Y) suivent l’évolution de 
l’équation (5.17) : 
 
  

 

  

 


  

 

  

 


 (7.8) 
Dans les chapitres suivants on appellera  et  « températures apparentes 
de la source », à ne pas confondre avec l’expression « températures au sol de 
la source » utilisée parfois pour indiquer la température qu’un point au sol 
devrait avoir pour que sa température apparente soit égale à celle des produits 
SMOS, la différence entre les deux étant la fonction d’étalement du point 
(PSF, pour Point Spread Function) de l’instrument (voir paragraphe 7.2.2. ). 
 
 
7.2. Effet des RFI sur les données 
 
7.2.1.  Catégories de sources d’interférence 
 
Avant de décrire les effets des interférences on introduit quelques distinctions 
entre les sources par rapport à leur position dans le champ de vue et à leur 
température apparente. 
Par rapport à leurs positions on sépare deux catégories : 
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> Sources à l’intérieur de l’EAFFOV (voir paragraphe 5.2) : ce sont les 
sources facilement visibles dans les produits et leur position au sol est 
connue – avec un marge de confiance – sans ambiguïtés. 
> Sources à l’extérieur de l’EAFFOV : ces sources ne sont pas 
directement visibles dans les données de niveau L1C ou supérieures 
(voir paragraphe 5.6), mais on devine parfois leur présence grâce aux 
déformations des températures de brillance qu’ils introduisent sur la 
scène naturelle (exemples en Figure 7.2 et Figure 7.3, où la source à 
l’extérieur de l’EAFFOV provoque saturation des NIR) ; il y a une 
ambiguïté sur leur position au sol.  
Parmi les sources à l’extérieur de l’EAFFOV, celles se trouvant en 
proximité de l’horizon dans la direction du déplacement du satellite ont 
une importance particulière (voir la Figure 7.11.a). En effet beaucoup 
d’antennes radar sont orientées avec des faibles angles d’élévation 
(donc à l’horizon le satellite se trouve dans le lobe d’antenne 
principale) ; de plus, en correspondance de l’horizon devant 
l’instrument les gains d’antennes de SMOS sont assez élevés ce qui 
augmente la température apparente de la source.  
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Il y a une gamme très large de températures apparentes pour les RFI. Les 
plus faibles, qui sont très difficilement détectables sont de l’ordre de quelques 
Kelvin, et les plus fortes qui ont été observées étaient de l’ordre de cent mille 
Kelvin. Les intensité des interférences observées peuvent donc varier entre 5 
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ordres de grandeurs. En ces conditions il est facile qu’une source plus faible 
soit cachée par une source plus forte. 
A cause de cette grande variété de températures, on peut séparer les RFI en 
différentes catégories ; si les seuils et la terminologie sont variables selon les 
références (confronter avec [1]), il est important de comprendre les différents 
comportements : 
> Sources très fortes : l’intense radiation reçue par les récepteurs (en 
particuliers par les NIR), provoque une augmentation de toutes les TB 
reconstruite et par conséquent entraine la perte totale des données sur 
tout le champs de vue (Figure 7.3). Bien que dans la plupart des cas où 
on rencontre ce scénario, une multitude de sources sont en fait visibles 
dans le champ de vue, dans le cas d’un seul RFI avec TB >10000 K 
toutes les mesures de l’image sont visiblement affectées. 
> Source forte : les effets de la contamination sont clairement visibles sur 
toute l’image, qu’elle soit à l’intérieur de celle-ci ou pas. Il est 
déconseillé d’utiliser les données de l’image pour l’inversion des données 
géophysiques. (TB > 2000 K) 
> Source moyenne : seul son point centrale est clairement visible. Si elle 
se trouve à l’extérieur de l’EAFFOV, son impact sur les données est 
plutôt faible et selon la puissance de la source une partie des données 
peut être utilisée pour l’inversion des données géophysiques. (350 K < 
TB < 2000 K) 
> Source faible : sa température est dans la gamme des valeurs attendues 
de température naturelle et dans le bruit de mesure. La dangerosité de 
ces sources est surtout liée à leur nombre, qui reste inconnu au niveau 
global à cause de la difficulté à les identifier. (TB < 350 K) 
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7.2.2.  Effet des RFI sur une image 
 
L’effet théorique d’un RFI sur le champ de vue est donné par la fonction  
d’étalement du point de l’instrument. En Figure 7.4 est représentée la réponse 
de l’instrument (températures apparentes) pour un RFI avec température au 
sol de 1000 K dans le champ de vue, et en Figure 7.5 de manière statistique. 
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L’énergie du RFI crée trois types de contamination sur les points de grille de 
l’image : la zone plus affectée (« hot spot ») est limitée à quelques points de 
grille (Figure 7.4.a), et correspond à un diamètre d’environ 70km au sol, la 
2ème zone la plus affectée est constituée des « tails » qui s’étendent du « hot 
spot » dans les directions des lobes d’antenne secondaires (directions des bras 
de l’instrument) (Figure 7.4.b), mais l’effet du RFI s’étend par le biais 
d’oscillations ou « ripples » sur tous les points de grille de manière plus ou 
moins importante (Figure 7.4.b). 
On a parlé de la possible ambiguïté sur la position de la source : or, si celle-ci 
se trouve à l’extérieur de l’EAFFOV des repliements (ou alias) apparaissent et 
on se trouve dans un des deux cas de la Figure 7.6. 
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Dans ces images l’espacement entre alias correspond exactement aux 
dimensions de l’hexagone (introduit dans les paragraphes 5.2 et 5.5). 
Les RFI de la Figure 7.6 ne sont pas directement visibles dans le EAFFOV. 
On ne peut donc pas les traiter en utilisant les produits L1C qui ne 
contiennent que les températures à l’intérieur du EAFFOV.  
Bien qu’à l’extérieur de l’EAFFOV les gains d’antennes soient en général plus 
faibles (et donc les RFI ont moins d’impact), il faut tenir compte du fait que 
les RFI se trouvent bien plus souvent à l’extérieur du EAFFOV qu’à 
l’intérieur de celui-ci : alors qu’il y a 3,6% de la surface terrestre qui apparaît 
dans le FOV de SMOS, la projection de l’EAFFOV couvre seulement le 
0,23%, environ 15 fois moins (Figure 7.7). 
Les RFI à l’intérieur du EAFFOV ont un impact plus important sur les 
données L1C et L2, toutefois l’effet de ces interférences est rarement 
négligeable. En Figure 7.8 est représenté la pollution du EAFFOV de la part 
d’une source avec une température apparente donnée, en fonction de la 
position de cette source à la surface. 
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Différencier la source réelle de ses alias 
 
Quand les sources d’interférence sont à l’extérieur du EAFFOV il y a une 
ambiguïté sur la position de la source. Evidemment on a intérêt à distinguer 
la position réelle du RFI de celle de ses alias, mais à cause de la périodicité de 
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la représentation en Fourier les deux « hot spots » ont la même température, 
à la précision de calcul près. 
Cependant, selon la position réelle de la source, les gains d’antennes et les 
autres termes de l’équation (5.8) vont influencer différemment l’aspect du 
RFI. On peut utiliser le rapport entre la TB du « hot spot » et celles des 
« tails » pour déduire la position réelle de la source. 
En Figure 7.9 sont représentées trois sources avec la même température 
apparente ; les RFI ont été simulés à l’intérieur des cercles orange de manière 
à ce que dans les trois cas les positions réelles et repliées soient aux mêmes 
positions en   . 
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Il est donc possible, en théorie, de reconnaître la position de la source réelle 
sur chaque image en fonction de la forme et de l’intensité de ses « tails ». 
Mais dans les données réelles les RFI ne sont pas aussi réguliers qu’en Figure 
7.9 et leurs « tails » se confondent dans la scène et dans le bruit de mesure, 
rendant très difficile l’utilisation pratique de cette propriété. 
Une approche plus fiable pour traiter les données réelles consiste à géo-
localiser tous les alias de chaque image et de les analyser par groupes. En 
effet, seules les localisations de la vrai source resteront proches d’un point 
géographique, tandis que les localisations des alias vont former des traces au 
sol, comme en Figure 7.10, dans laquelle on déduit la position réelle d’une 
source qui est toujours à l’extérieur du EAFFOV pour ce passage du satellite. 
L’inconvénient de cette approche est que sur chaque image, la position de la 
source peut être identifiée seulement a posteriori.
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7.2.3.  Effet des RFI lors d’un passage du satellite : 
caractérisation d’une source 
 
En accord avec (7.8), la température d’un RFI évolue lors d’un passage du 
satellite. 
Si certains facteurs sont maitrisés, comme les gains d’antenne SMOS ou le 
mélange des polarisations, d’autres ne le sont pas du tout comme les gains 
d’antenne ou la direction de visée de la source, d’autant plus que de 
nombreuses sources sont pulsées ou tournent. 
L’évolution de la température de brillance d’un RFI d’une image à l’autre est 
alors largement imprévisible. 
En Figure 7.11 on suit la température apparente d’un RFI réel en fonction de 
sa position dans le champ de vue (Figure 7.11.a) et en fonction du temps 
(Figure 7.11.b). 
On remarque d’abord que les températures les plus élevées sont enregistrées 
quand la source se trouve proche de l’horizon. On peut donc en déduire que 
c’est une source puissante et orientée avec un angle d’élévation faible. En 
supposant que l’antenne au sol est utilisée de la même manière pendant le 
passage du satellite et si la réfraction de l’onde est négligeable, on peut aussi 
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donner une estimation grossière de la directivité de l’antenne : SMOS se 
trouve dans le lobe d’antenne principal de la source pendant environ 1 
minute, la période orbitale du satellite étant environ 100 minutes, on a : 

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 (7.9) 
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A juger des premières mesures on pourrait penser qu’il s’agit une source 
pulsée, mais en regardant de plus près (Figure 7.12) on peut voir que les deux 
polarisations enregistrent des températures élevées alternativement et avec 
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une période bien régulière. Il s’agit alors probablement d’une source tournant 
sur elle même, et sa période de rotation peut être estimée à 48s (1,25 
tours/minute) à partir de la distance entre trois pics de même polarisation (en 
référence aux équations (5.17), au 1er pic :   , au 2ème pic :    et au 
3ème pic :   ).  
L’effet des gains d’antenne de SMOS est aussi visible dans l’évolution des 
températures faibles (quasi-naturelles) : elles sont au maximum peu après 
l’entrée dans le EAFFOV et diminuent rapidement à la sortie de celui-ci, 
jusqu’à masquer complètement le signal au bord du cercle unité, i.e. en 
proximité de l’autre horizon. 
Un autre exemple de l’évolution de la température des RFI est aussi montré 
en [3] par le biais des mesures des NIR. 
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7.2.4.  Effet des RFI sur les inversions des variables 
géophysiques sur une zone géographique 
 
L’impact sur une zone géographique serait à évaluer à chaque passage, mais 
en cumulant les passages on peut identifier les régions dans lesquelles il est 
plus ou moins facile d’obtenir des mesures. 
On trouve par exemple qu’au dessus des mers en Europe, au Proche-Orient ou 
en Asie du Sud-Est on a moins des données (voir Figure 7.13).
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Selon les auteurs de [4] les lacunes de Figure 7.13 se trouvent à la proximité 
des cotes ou de la banquise, dans les zones tropicales ou dans les régions 
polluées par les RFI. En effets en comparant Figure 7.13 avec les détections de 
RFI pour la même période (Figure 7.14) on devine facilement la 
correspondances de certaines lacunes avec des zones très polluées. 
Les cartes en Figure 7.14 sont un bon moyen pour avoir une idée de la 
persistance des RFI dans sa zone d’intérêt. Elles représentent la probabilité 
que l’inversion de l’humidité des sols échoue à cause des RFI sur le nombre 
total d’observations sur un certain point.  
L’inversion de l’humidité peut échouer pour différentes raisons : parce que la 
température de brillance est trop grande ou trop faible par rapport à des 
seuils adaptatifs qui sont fixés à partir de la température du sol (depuis un 
modèle météorologique) et en appliquant des marges de sécurité (sur la 
température du sol et sur la précision radiométrique de l’instrument) ; ou 
parce que l’énergie totale de l’image (1er paramètre de Stokes) présente une 
variation trop importante entre une image et la suivante (on exploite donc la 
propriété des RFI à paraître avec des températures très variables). 
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Dans les zones rouge foncé on a donc des sources qui sont toujours allumées, 
et les halos bleu clair autour des sources indiquent l’influence que les RFI 
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peuvent avoir même très loin de leur position à cause de la largeur du champ 
de vue. 
 
 
7.3. Prise en compte et filtrage des RFI dans les 
données SMOS 
 
L’utilisateur de données SMOS veut pouvoir travailler sur un jeu de données 
avec une contamination RFI minimale. Aujourd’hui filtrer correctement les 
RFI n’est pas forcément simple et l’approche à suivre dépend de la zone 
d’intérêt, mais quelques techniques et quelques astuces ont validité générale et 
sont introduites ici dans le but d’aider dans le filtrage des RFI. 
Comme règle générale il faut garder à l’esprit l’ampleur du champ de vue de 
SMOS qui s’étend bien au delà de l’EAFFOV ; autrement dit l’absence de 
RFI dans la zone d’intérêt n’est pas une condition suffisante, et les 
interférences peuvent polluer très loin de leurs positions. 
Cet effet de « pollution à distance » est particulièrement important pour les 
sources proches de l’horizon et dans la direction du satellite, à cause du faible 
angle d’inclinaison de nombreuses sources. Si la source est suffisamment forte 
ses « tails » apparaissent clairement dans l’EAFFOV, et on sait alors que 
chaque point est plus ou moins affecté. 
Le satellite peut se trouver dans la partie ascendante (vers le Nord) ou 
descendante (vers le Sud) de son orbite. Dans les deux cas la scène 
géographique vue par l’instrument n’est pas la même, et il est donc important 
de différencier les deux types de passages. Dans certains cas les passages d’un 
type sont significativement moins contaminés par rapport aux passages de 
l’autre type : dans ces cas c’est probablement une bonne idée de traiter 
séparément les données des passages ascendants de celles des passages 
descendants. 
La même logique s’applique au cas où des sources fortes se trouveraient sur les 
cotés du EAFFOV. 
On peut aussi utiliser les cartes type Figure 7.14 pour avoir rapidement une 
idée de l’historique et des statistiques RFI pour une certaine période, dans une 
certaine zone d’intérêt et ses alentours. 
 
7.3.1.  Produits de températures de brillance (L1C) 
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Le processeur de niveau 1 ne filtre pas les données par rapport aux éventuelles 
interférences ; en affichant ces produits on se rend compte de l’état général de 
la pollution sur une certaine zone géographique.   
En plus des informations qu’on peut déduire à partir des températures de 
brillance, dans les produits de niveau L1C deux flags ont été attribués aux 
RFI. Ils sont codés dans les deux bits de poids fort de la variable booléenne 
« Flags » et sont nommés « RFI_Flag1 » et « RFI_Flag2 ». 
Le premier est levé quand la température de brillance dépasse un certain 
seuil : il marque les « hot spots » des sources, mais pas leurs « tails » et ne 
donne pas d’indications sur les RFI en dehors de l’EAFFOV. Le deuxième est 
levé en correspondance des coordonnées de sources connues, en utilisant la 
base de données dans le fichier auxiliaire « AUX_RFILST » : il est donc utile 
pour les sources persistantes et donne des informations de type statistique.  
Un flag est aussi associé à l’algorithme de correction de RFI appliqué aux 
données, mais pour l’instant est inutilisé. 
L’implémentation d’un flag supplémentaire est prévue, basé sur [3]. 
L’avantage de ce flag est de donner une indication globale sur chaque image, 
mais ne tient pas compte de la position des sources et la sensibilité de cette 
méthode aux sources faibles reste à vérifier. 
 
7.3.2.  Produits de variables géophysiques (L2 et L3) 
 
Les processeurs de niveau 2 par contre doivent obligatoirement tenir compte 
de la pollution des données. En regardant ces produits on apercevra alors des 
zones où l’inversion à échouée, une des causes possibles étant les RFI. Pour les 
autres points, différents indicateurs RFI sont reportées [6], [7]. 
Par exemple le processeur pour la salinité des océans marque comme suspectes 
les acquisitions qui s’écartent trop du model direct. Il enregistre donc pour 
chaque point à la surface le nombre d’acquisitions suspectes (variables 
« Dg_RFI_L1/2 »), et lèvera un flag dépendant du pourcentage de mesures 
suspectes pour ce point (« Fg_ctrl_suspect_rfi » et « Fm_l1c/l2_rfi »). 
Le processeur pour l’humidité procède en deux étapes : tout d’abord les 
températures sont filtrés par rapport à des seuils adaptatifs (calculés avec une 
marge de confiance par rapport aux données de modèles météorologiques) et 
par rapport à l’évolution temporelle (la scène naturelle évolue lentement, alors 
que les RFI peuvent changer très rapidement) ; avec les données restantes il 
inverse les variables géophysiques et compare la signature angulaire ainsi 
obtenue avec les acquisitions : les températures qui s’écartent trop sont aussi 
marquées comme contaminées (ce qu’on appelle les données aberrantes). 
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Malgré la large gamme de températures de brillance naturelles des terres 
émergées (environ 100 K) on considère aujourd’hui que cette approche est 
capable de filtrer des RFI assez faibles (jusqu’à <15-20 K d’anomalie sur la 
température de brillance naturelle). 
Comme pour la salinité, le processeur d’humidité associe à chaque point un 
flag et le nombre d’acquisitions suspectées d’être contaminées, en séparant les 
polarisations (« FL_RFI_Prone_H/V » et « N_RFI_X/Y »). De surcroit la 
variable « RFI_Prob » donne la probabilité de corruption pour chaque point 
(qui peut être calculé simplement à partir des produits auxiliaires 
« AUX_DGGRFI »). Enfin les indices de qualité (Data Quality Index, DQX, 
Global Quality Index, GQX) fournissent une indication de la confiance sur les 
données qui est en partie liée au filtrage des RFI. 
  
 >C  

*


Bibliographie 
 
 SMOS Level 2 Processor for Soil Moisture – Algorithm Theoretical [1]
Basis Document (ATBD), SO-TN-ESL-SM-GS-0001, issue 3. (2010) 
 Oliva, R. ; Daganzo, E. ; Kerr, Y. H. ; Mecklenburg, S. ; Nieto, S. ; [2]
Richaume, P. ; Gruhier, C. ; "SMOS radio frequency interference scenario : 
status and actions taken to improve the RFI environment in the 1400-1427 
MHz passive band". Geoscience and Remote Sensing, IEEE Transactions 
on, vol. 50, n. 5, pp. 1427-1439. (1997) 
 Anterrieur, E. ; Khazaal, A. ; "One year of RFI detection and [3]
quantification with L1a signals provided by SMOS reference radiometers". 
Geoscience and Remote Sensing Symposium (IGARSS), IEEE International, 
pp. 2245-2248. IEEE. (2011) 
 Sena Martins, M. ; Köhler J. ; Stammer, D. ; "A new SMOS surface [4]
salinity product". SMOS Science Workshop, Arles. (2011) 
 SMOS Blog (http://www.cesbio.ups-tlse.fr/SMOS_blog/smos_rfi/). [5]
(2013) 
 SMOS Level 2 and Auxiliary Data Products Specifications, SO-TN-[6]
IDR-GS-0006. (2011) 
 CATDS Level 3 Data Product Description, SO-TN-CB-CA-0001. [7]
(2012) 
 
 
"
8. Réduction de l'impact 
des RFI 
 
 
 
 
 
 
 
 
 
 
 
 
La présence de RFI induit la perte d’une quantité significative de données et 
les acquisitions retenues sont aussi potentiellement contaminées, ce qui est 
peut-être encore plus gênant pour l’exploitation scientifique. 
La solution idéale serait alors de corriger l’effet des RFI, c’est-à-dire de créer 
synthétiquement un signal le plus proche possible du signal d’interférence et le 
soustraire aux données, pour que la pollution de celles-ci soit la plus faible 
possible. Dans la suite de ce document le terme « correction » sera employé 
par simplicité, même si l’effet des RFI n’est pas complétement corrigé, mais 
réduit. 
La présence d’interférences dans un signal utile est un problème tout à fait 
général et peut être fait volontairement, par exemple pour brouiller des liens 
de communications sensibles.  
Des solutions ont déjà été proposées par les astronomes par exemple pour 
l’observation de la raie de l’hydrogène quand celle-ci est tellement affectée par 
l’effet Doppler au point de sortir de la bande protégée [1], ou pour d’autres 
opérations dans les bandes passives ou actives. Même pour les astronomes la 
correction des interférences est une discipline assez récente, aussi à cause de la 
 .
,
*

/
plus grande sensibilité des instruments modernes, et les approches à utiliser 
sont choisies au cas par cas [2]. 
Mais les techniques utilisées en astronomie ne sont pas directement 
exploitables dans le cadre de SMOS, en particulier à cause de la diversité 
entre les instruments : les télescopes sont des instruments qui observent une 
zone très limitée du champ de vue avec une grande stabilité tandis que SMOS 
se déplace à une vitesse de 7,5 km/s et doit reconstruire des images très 
larges. 
 
 
8.1. Méthodes existantes pour traiter les RFI 
 
Les méthodes présentées dans la littérature jusqu’à aujourd’hui sont 
différentes. 
Dans [3] et [4] sont présentées des techniques de correction basée sur la 
méthode de correction du Soleil pour SMOS [5], à son tour basée sur la 
méthode CLEAN [6].  
Dans [3] on trouve aussi une analyse statistique de la pollution par les RFI, et 
d’après les auteurs "presque toutes les images présentent quelques degrés 
d’interférence", en contraste avec "plus que 20% des images" reporté en [7]. 
Une étude statistique qui sera présentée dans le chapitre suivant se 
positionnera entre les deux. 
Une approche différente consiste à filtrer des données plus polluées en utilisant 
des connaissances a priori [8], [9] ou en se basant sur les propriétés 
statistiques des températures de brillance pour la détection des RFI [7], [10]-
[13]. 
 
8.2. Une approche distribuée pour la correction 
 
La méthode proposée ici est de type physique et se base sur l’observation que, 
parmi les sources vues par SMOS, toutes ne sont pas assimilables à des 
sources ponctuelles (exemple en Figure 8.1).  
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Un cas de figure équivalent est celui où deux ou plusieurs sources sont 
suffisamment proches pour qu’elles ne soient pas résolues et la combinaison de 
leurs contributions donnent ce qui a l’apparence d’un seul RFI, « déformé » 
(Figure 8.2) dans le sens où l’intensité et la forme du « hot spot » ne sont pas 
reproductibles avec une seule source. Ceci a lieu seulement si les sources se 
trouvent à une distance comparable à celle des pixels radiométriques de 
SMOS, compris entre 35 et 50 km en fonction de l’angle d’incidence. C’est 
probablement le cas de plusieurs sources dans les zones très polluées (Moyen-
Orient, Chine). 
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8.2.1.  Cartes idéales de température de brillance 
 
Le premier pas consiste à créer des cartes de température de brillance que 
l’instrument devrait voir dans le cas idéal, c’est-à-dire en absence 
d’interférence (exemple en Figure 8.3). 
L’algorithme pour l’obtention de ces cartes est basé sur un simulateur de 
données SMOS [14] qui a été modifié pour utiliser des données à résolution 
spatiale fine (variable selon les données, jusqu’à 1km) et dont 
l’implémentation a été améliorée pour réduire le temps de calcul. 
Ce simulateur ne permet pas de simuler des snapshot en polarisation croisée, 
seulement les images en polarisation pure seront donc traitées par la suite. 
Ces cartes sont obtenues à partir de données météorologiques. Deux références 
sont utilisées : les produits auxiliaires SMOS alimentés par les modèles du 
Centre Européen de Prévision Météorologique à Moyen terme (ECMWF) avec 
la modélisation de certains paramètres de la surface et de l’atmosphère ; et les 
bases de données ECOCLIMAP [15], mises à disposition par Météo-
France/CNRM.  
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Ces modélisations de la surface et de l’atmosphère sont utilisées pour estimer 
la valeur de la constante diélectrique sur différents types de sol (forêts, sol nu, 
neige, océan, banquise, etc.), ensuite, avec un modèle de transfert radiatif on 
obtient l’ensemble des températures de brillance au dessus de l’atmosphère 
[16]. 
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8.2.2.  Scène RFI 
 
Avec l’ensemble des températures on peut créer un jeu de visibilités SMOS 
synthétiques. 
Pour le même instant on considère les visibilités réelles. S’il n’y a pas 
d’interférences, la différence entre les deux jeux de visibilités est liée à la 
différence entre les températures de brillance simulées et les températures de 
brillance réelles ainsi qu’à la différence entre la modélisation de l’instrument 
et l’instrument lui-même (gains d’antennes, coefficients de la Fringe Washing 
Function, etc.) ; la scène reconstruite dans ce cas a l’aspect d’un bruit 
distribué uniformément. Sur les terres émergées ce bruit est beaucoup plus 
important que sur les surfaces océaniques, pour lesquelles la sensibilité de la 
constante diélectrique aux paramètres en entrée est plus faible. Par contre, s’il 
y a des interférences leur impact est en général considérablement plus fort que 
le bruit de fond et dans l’image reconstruite leurs « hot spots » apparaissent 
clairement.  
Par la suite on appellera « scène RFI » la scène reconstruite à partir de la 
différence entre visibilités (Figure 8.4). L’utilisation de cette scène présente 
deux avantages : elle représente tout le champ de vue et elle permet de 
s’affranchir des forts gradients en température de la scène naturelle (c’est-à-
dire le long des côtes), qui peuvent modifier la distribution de température des 
RFI. De nombreuses sources se trouvent à proximité des côtes (accessibilité, 
densité démographique), et il est donc important de pouvoir traiter ces cas. 
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8.2.3.  Identifications de maxima locaux 
 
Pour identifier les maxima locaux à partir des scènes RFI on utilise la forme 
hexagonale de la grille spatiale. Celle-ci implique la présence de trois 
directions principales : une selon la verticale, une diagonale avec un coefficient 
angulaire positif, et une diagonale avec le même coefficient angulaire mais 
négatif. Ces directions principales (en couleur en Figure 8.5) sont celles où on 
trouve un échantillonnage maximum de la grille spatiale ; en d’autres termes à 
partir d’un point de grille, ses voisins les plus proches se trouvent en haut et 
en bas (vertical), en haut à droite et en bas à gauche (diagonale « positive »), 
et en haut à gauche et en bas à droite (diagonale « négative »). 
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Dans l’identification des RFI, une des conditions à satisfaire est que le 
gradient de température soit également fort dans toutes les directions.  
Alors en calculant le gradient de température le long de chaque direction 
principale, on peut marquer les zones où le gradient est plus fort qu’un certain 
seuil, fixé en proportionnellement à la température maximale de la scène. 
Ensuite, seules les zones qui ont été marquées trois fois (c’est-à-dire selon les 
trois gradients), sont retenues comme potentiels RFI. 
Ce seuil est fixé à 1/15 de la température maximale de la scène RFI ce qui 
permet d’identifier au moins un RFI par image. Ce seuil sera ensuite appliqué 
à nouveau après la correction du(des) RFI identifiés. 
En Figure 8.6 sont représentés les marquages (en bleu, rouge et vert en 
référence à la Figure 8.5) des points de grille où le gradient est plus fort que le 
seuil. Les zones d’intersection entre les trois marquages sont considérées par 
l’algorithme comme potentiels RFI. 
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8.2.4.  Définition des clusters 
 
A partir des points ainsi identifiés on applique un algorithme de clusterisation 
pour séparer les sources entre elles et pour écarter les points aberrants.  
L’algorithme développé se base sur l’approche DBSCAN [17] (Density-Based 
Spatial Clustering of Applications with Noise) et présente les avantages 
suivants : 
> Ne nécessite pas de connaissance à priori sur le nombre de clusters (le 
nombre de RFI sur chaque image varie de manière presque aléatoire) 
> Des points peuvent n’être attribués à aucun cluster (permet d’écarter 
les points isolés) 
> La forme des clusters peut varier (important pour les sources non-
ponctuelles) 
Des points de grilles peuvent être marqués par les gradients dans les trois 
directions et être écartés ici s’ils sont « isolés ». En effet un RFI est 
suffisamment grand, dans le plan de l’instrument, pour occuper plusieurs 
points de grille (voir Figure 8.6). Alors, si un cluster n’est pas formé par au 
moins 3 points de grille il est écarté. 
Cette méthode se limite à la définition de clusters avec des densités 
comparables, c’est-à-dire que la distance entre les points doit être maitrisée, ce 
qui est le cas pour une grille régulière comme celle qu’on utilise. 
Les paramètres de cet algorithme sont un seuil sur la distance () qui 
définit si les points sont voisins ou pas, et le nombre minimum des voisins 
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pour former un clusters (). Autrement dit, un cluster est défini comme 
l’ensemble des points ayant au moins  voisins à moins de . 
En plus d’être spatialement proches, les points appartenant aux clusters 
doivent satisfaire des conditions sur leurs températures, leur distribution 
spatiale et sur les gradients de températures. Schématiquement : 
> La température de chaque point du cluster doit être supérieure à un 
pourcentage de la température maximale du cluster (évite que le cluster 
soit trop étendu) 
> Le gradient de température à partir du centre de gravité du cluster 
vers l’extérieur ne doit jamais être positif (permet de séparer les 
clusters de deux sources proches mais résolues) 
> Chaque point peut faire partie du cluster seulement s’il a un certain 
nombre de points voisins déjà dans le cluster (évite que les clusters 
soient trop allongés) 
Après clusterisation, parmi les résultats de Figure 8.7.a, on retient seulement 
les points en Figure 8.7.b, où les clusters ont été représentés avec des couleurs 
différentes. 
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8.2.5.  Sélection des clusters 
 
Avec les critères appliqués jusqu’ici on trouve encore des fausses alarmes 
surtout lorsqu’on essaye de détecter de faibles RFI.  
On définit alors des conditions complémentaires : par exemple le centre de 
gravité (moyenne des positions pondérées par la TB) doit être très proche du 
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centre du cluster, et la distribution des températures doit être proche de celle 
d’un RFI simulé (notamment les gradients de température doivent avoir une 
certaine amplitude en fonction de la température de la source). 
Puisqu’on utilise les données L1A dans cette méthode, la correction des 
sources externes n’a pas encore était faite. Ainsi un cluster qui a satisfait 
toutes les conditions peut en réalité être une source naturelle : le Soleil. En 
effet la dimension apparente de celui-ci et sa distribution de température 
ressemblent en tout points à un RFI. Pour le reconnaître on a le choix entre 
comparer sa position (connue à partir des éphémérides) avec celle des centres 
de gravité de clusters, ou de vérifier son absence dans les produit L1C. 
Puisque les produits L1C devront être lus plus tard, lors de l’attribution des 
résultats de la correction aux points de la DGG (grille au sol des données 
SMOS), alors la seconde option est choisie. 
Un autre problème classique est celui des alias : en effet si une source est à 
l’extérieur de l’EAFFOV elle a au moins un repliement dans le champ de vue. 
Comme on a vu dans le chapitre précédent il n’y a pas de méthodes fiables 
pour distinguer la vraie position de son alias sur une seule image. Alors on 
enregistre la position de tous les repliement se trouvant à l’intérieur de la 
silhouette de la Terre pour la localisation, et on en choisit un (le plus proche 
de la direction de visée) pour appliquer la correction. 
 
8.2.6.  Correction 
 
Tout d’abord les clusters sont rangés par ordre décroissant de température, de 
manière à minimiser l’influence réciproque entres RFI. 
Ensuite, pour chaque cluster, on définit une grille spatiale plus fine d’un 
facteur deux par rapport à la grille nominale. Ceci a pour but d’augmenter les 
degrés de liberté du système d’équations qu’on va définir plus tard. 
Pour chaque point de la grille fine, on simule l’effet qu’un RFI a en sa 
position sur tous les points du cluster. 
En Figure 8.8 sont reportés, en couleur, les points de grille appartenant à un 
des clusters de Figure 8.7. La croix noire se déplace le long des points de la 
grille fine (plus fine d’un facteur 2 par rapport à la grille nominale). Une 
source est simulée en correspondance de la croix noire. La couleur des points 
de grille indique à quelle hauteur chaque point est affecté par la source 
simulée. 
Ceci revient à définir la température apparente d’un point  du cluster à la 
contribution de tous les points  de la grille fine. 
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 (8.1) 
Deux symboles différents ont été adoptés pour les températures de  () et 
de   (  ) parce que pour le cluster on travaille avec les températures 
apparentes (), alors que des températures au sol () devront être appliquées 
à la grille fine pour simuler les RFI (voir paragraphe 7.1). Les coefficients   
donnent une mesure de l’impact du point  sur les points  et sont fonction de 
la distance et de l’orientation entre ces deux points ; leurs valeurs dérivent de 
la matrice G et de la fenêtre d’apodisation.  
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On peut exprimer (8.1) en forme matricielle pour tout le cluster : 
    (8.2) 
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avec  pour cluster et  pour grille fine. 
Si le cluster est composé de  points de grille, et la grille fine a  points à 
l’intérieur du cluster, alors le système a   équations en   inconnues, et 
puisque    le système (8.2) a un nombre infini de solutions. Parmi celles-
ci on choisit celle à norme euclidienne minimale, par l’approche des moindres 
carrés. 
La solution du système représente les intensités à attribuer à chaque point de 
la grille fine pour que la combinaison des contributions donne une distribution 
de températures la plus proche possible de celle décrite par le cluster. 
Cette approche est dite « distribuée » parce que les RFI sont distribués sur un 
grand nombre de points dans le voisinage de la source. 
Tandis que d’autres approches se concentrent surtout sur la localisation du 
RFI et sur sa température apparente, ici on s’intéresse surtout à la 
distribution de la température de la source, et le concept de localisation, qui 
n’a pas encore été introduit, sera abordé seulement après les résultats de la 
correction. 
Plusieurs jeux de points ont été considérés d’une part pour la définition de 
grille fine, et d’autre part pour le choix de la distribution cible. On peut par 
exemple choisir de cibler la distribution de TB des « tails » en plus du cluster 
(« hot spot ») ou de définir une grille plus ou moins fine. Il a été choisi 
d’adopter une grille plus fine d’un facteur 2 par rapport à la grille nominale, 
et d’utiliser seulement le « hot spot » du RFI pour la comparaison des TB. 
Ces choix ont été faits en fonction du temps de calcul (qui est moins élevés 
par rapport à l’utilisation d’une grille plus fine d’un facteur 3 ou plus) et du 
coefficient de corrélation entre la distribution de TB observée et celle simulée 
(qui est unitaire avec une précision inférieure à 1E-15). 
Les résultats ainsi obtenus sont utilisés pour créer un jeu de visibilités qui est 
soustrait aux visibilités mesurées. On peut ainsi obtenir une nouvelle scène 
RFI après chaque correction.  
Cette méthode a pour effet de remplacer les températures de la scène RFI à 
des valeurs proches de zéro. Faire ça voudrait dire ne pas tenir compte du 
potentiel écart entre les scènes simulées et les scènes mesurées. Pour en tenir 
compte on compare, pour les sources dans l’EAFFOV, les températures 
voisines au cluster dans le L1C et dans la scène RFI ; le biais de température 
entre la scène simulée et celle mesurée est considéré au moment de la 
définition des coefficients de (8.2) ; ceci est fait à partir des températures de 
brillance dans la scène RFI qui se trouvent dans le voisinage du cluster. On 
fait par contre l’hypothèse que, à l’intérieur du cluster, l’erreur entre la scène 
observée et la scène synthétique ne présente pas d’oscillations qui 
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modifieraient significativement la distribution de températures du « hot 
spot » du RFI. 
Pour le snapshot considéré (Figure 8.4) la correction des deux sources donne 
les scènes RFI en Figure 8.9 et Figure 8.10 :  
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8.2.7.  Localisation 
 
Une fois obtenus les résultats pour la correction, on a une distribution de TB 
à l’intérieur du cluster qu’on peut évaluer en n’importe quel point. Par un 
algorithme de maximisation on trouve alors le point correspondant au 
maximum de cette distribution. Ainsi on définit la position de la source dans 
le plan de l’antenne (voir schéma en Figure 8.11) 
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8.2.8.  Un processus itératif  
 
On a donc obtenu une scène RFI « nettoyée » des contributions des RFI 
détectés sur la scène originale.  
Toutefois, à cause des caractéristiques des interférences, introduites dans le 
chapitre précédent (notamment la répartition de l’énergie sur l’ensemble du 
champ de vue, et la large gamme de températures apparentes possibles), les 
seuils qui avaient été fixés en fonction de la scène, lors de l’identification des 
maxima ont permis de détecter seulement les sources dont les intensités 
avaient le même ordre de grandeur.  
Il est alors nécessaire de traiter les images itérativement en identifiant de 
nouveau les maxima locaux à partir de la scène RFI « nettoyée », jusqu’à ce 
que les gradients de la scène RFI soient suffisamment faibles ou que sa 
température maximale soit inférieure à un certain seuil. 
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8.2.9.  Résultats sur une image 
 
Ensuite, pour chaque image, l’ensemble des résultats de correction (ce sont 
des visibilités) est évalué pour tous les points du snapshot L1C, de manière à 
obtenir les images corrigées simplement par une différence à partir des 
températures observées. Pour l’image en considération on obtient Figure 8.12, 
dans laquelle deux RFI étaient présents : l’une le long de la côte de la 
Caroline du Nord et l’autre, en pleine mer, n’est pas visible dans le produit 
L1C « Terre ». 
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8.3. Evaluation des performances 
 
8.3.1.  Performances nominales 
 
Pour évaluer les performances propres de la méthode proposée ici, on a 
d’abord utilisé une série d’images dans lesquelles aucune interférence n’était 
visible. Aux jeux de visibilités correspondants on a sommé les visibilités d’un 
RFI simulé, dont on connaît parfaitement les caractéristiques. 
En cette série, composée de 20 snapshots, une source a été simulée à une 
position fixe en coordonnées géographiques (39° N, 83° O), de manière à ce 
que sa position dans le champ de vue soit toujours inscrite dans l’EAFFOV et 
dont le profil de températures a été généré aléatoirement entre 100 K et 1e4 K 
(Figure 8.13). 
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Les résultats en termes d’erreur de localisation et d’estimation de température 
sont reportés en Figure 8.14. L’erreur d’estimation de la température est 
d’environ 4 K en moyenne et ne dépend pas de la température de la source. 
Une différence est toutefois visible entre les polarisations (les snapshots pairs 
sont en polarisation « Y » et les impairs en « X »), au moins sur une partie 
des résultats. 
L’erreur de localisation de la source est très faible (environ 40 m en moyenne) 
et sur toutes les images elle est inférieure à la précision de pointage de 
l’instrument en orbite, d’environ 400m [18]. 
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Nota : la source simulée ici est ponctuelle, tandis que la correction est faite 
par l’approche « distribuée » décrite plus haut. 
 
8.3.2.  Performances de correction 
 
Puisque l’évaluation des performances en ce qui concerne la correction ne peut 
pas être faite directement, différentes méthodes indirectes sont proposées : 
> Comparaison des écarts-types des températures pour des surfaces 
océaniques 
> Signature angulaire pour des sources intermittentes (qui ne sont pas 
toujours allumées lors d’un passage du satellite) 
> Evaluation statistique des résultats en utilisant le processeur de niveau 
2 pour l’humidité des sols (SML2PP). 
Ces méthodes s’intéressent à la fois aux points au sol (DGG) affectés par le 
« hot spot » de la source et aux points aux alentours du « hot spot ». Il faut 
donc garder à l’esprit que l’erreur sur les autres points de l’image est 
proportionnelle à l’intensité du « hot spot » (voir Figure 7.4). 
 
Ecart type des points océaniques en proximité de RFI 
 
Comme on l’a vu dans le chapitre précédent, les RFI, lorsqu’ils sont assez 
puissants, créent des oscillations visibles sur toute l’image. Puisque les 
surfaces océaniques sont plutôt homogènes, on peut exploiter le faible écart 
type de leurs températures pour détecter des RFI dans leur voisinage. Le 
changement de l’écart type entre les données de départ et les données 
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corrigées montre combien les oscillations ont été réduites en corrigeant la 
source se trouvant sur la côte, quelques dizaines de kilomètres plus loin. 
Pour calculer l’écart type des points océaniques pour chaque image il faut 
d’abord reconduire les températures de brillance, qui varient en fonction de 
l’angle d’incidence et de la polarisation, à une valeur constante. Ce qui revient 
à calculer l’écart type de la différence entre les observations et un modèle 
approximé. Ceci est fait en deux étapes : 
> Rotation des polarisations de « X, Y » (plan de l’instrument) en « H , 
V » (plan à la surface) 
> Application d’une approximation polynomiale de la loi de Fresnel qui 
lie l’émissivité à l’angle d’incidence. (voir équation (3.8)) 
La Figure 8.15 représente l’évolution de l’écart type sur 50 images pour la 
zone environnante la République Dominicaine. En bleu les écarts-types avant 
correction et en rouge après correction. On remarque d’abord que les pics sont 
lissés par la correction : en effet ils représentent des changements qui ne sont 
vraisemblablement pas naturels. En dehors de ces pics l’écart type après 
correction est en général égal à la valeur originale (pas de correction 
appliquée) ou légèrement inférieure (correction d’une source faible), mais peut 
aussi être légèrement supérieure (mauvaise correction ou non nécessaire, un 
exemple au snapshot 30 de la polarisation horizontale). 
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Les écarts-types de la Figure 8.15 sont plus important de ceux obtenus au 
dessus de surfaces océaniques loin des côtes [20] ou de l’antarctique [21]. Ceci 
est dû au fait que pour les données analysées ici les terres émergées sont 
relativement proches et leurs températures, beaucoup plus élevées, 
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augmentent la dispersion des températures de brillance des surfaces 
océaniques voisines. Il est toutefois difficile de l’éloigner beaucoup des terres 
émergées puisque plus on se trouve loin des côtes, et donc loin des sources 
d’interférences, moins les oscillations des RFI seront sensibles. 
 
Signature angulaire d’une source intermittente 
 
Il a été montré que les sources peuvent être pulsées ou rotatives, ce qui fait 
qu’elles ne sont pas visibles sur toutes les images. Pour le cas des sources 
pulsées si la période de leur cycle d’opération est de quelques secondes, alors 
SMOS observe alternativement la température naturelle et l’interférence. 
Dans un tel cas en traçant l’évolution de la température du cluster au passage 
du satellite, on obtient une des croix de Figure 8.16. 
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Dans cette figure sont représentées les températures pour 3 points de la DGG 
au centre du « hot spot » d’une source à Porto Rico. Les données avant 
corrections présentent des valeurs aberrantes quand la source était allumée ; 
après correction les températures de brillance attribuées aux mêmes points 
sont plus proches aux valeurs attendues et l’évolution angulaire est beaucoup 
plus progressive.  
En quelques cas, la température de la source n’est pas parfaitement estimée, 
ce qui fait apparaître des pics des courbes de Figure 8.16 vers le haut 
(exemple pour des angles d’incidence de 21-22 degrés) ou vers le bas (exemple 
pour les angles d’incidence de 48-49 degrés). Cette mauvaise estimation de la 
source, qui était déjà présente dans les performances nominales, est due à la 
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mauvaise estimation de la température de brillance naturelle en 
correspondance du RFI, qui est faite à partir des températures de brillance 
dans le voisinage de la source (voir paragraphe 8.2.6. ). A partir de ces 
résultats on peut en conclure que l’estimation de la température de la source 
est précise à 5K près environ. Toutefois, le calcul de l’incertitude à associer à 
la température estimée de la source ne peut être fait que si on connaît la 
température naturelle en correspondance de la position du RFI, ce qui est le 
cas des RFI simulés ou des RFI intermittents et avec une période du cycle 
d’émission (voir paragraphe 7.1) assez long pour qu’il soit possible d’identifier 
la signature angulaire du signal. Ce dernier cas est rare, et il serait optimiste 
d’attribuer une valeur trouvée pour des cas particuliers à la généralité de cas 
possibles. 
Les différences en température de brillance avant et après correction aux 
faibles incidences sont dues à la correction de la source de la République 
Dominicaine quelques centaines de kilomètres plus loin. Ceci est très 
intéressant puisqu’on peut y voir clairement l’estimation de l’impact d’une 
source assez forte sur une zone éloignée : cette source augmente légèrement les 
températures sans créer des aberrations ; autrement dit il est facile d’imaginer 
que ces points ne soit pas suspectés d’être pollués même si, en réalité, leur 
température est significativement modifiée. 
 
Evaluation statistique (détection par le processeur de niveau 2 
d’humidité des sols) 
 
Bien que les méthodes proposées jusqu’ici aient montré des changements 
introduits par la correction, elles ont le défaut d’être applicables seulement 
pour des cas particuliers (sources intermittentes ou sources côtières). Une 
méthode plus générale consiste à utiliser les critères de détection des RFI du 
processeur d’inversion de l’humidité des sols (SML2PP). 
En effet, lors de l’inversion de l’humidité, certains points au sol (se trouvant 
sur la grille DGG) ne sont pas traités parce qu’il n’y a pas suffisamment de 
mesures considérées comme bonnes. Parmi les conditions qu’ils doivent 
satisfaire il y en a plusieurs concernant la détection des RFI. Ceux-ci 
concernent l’amplitude de température (en dessus ou en dessous d’un certain 
seuil les mesures sont écartées), la variation du premier paramètre de Stokes 
(si trop importante d’une image à l’autre les données sont écartées) ou les 
données aberrantes (celles qui s’éloignent trop du modèle inversé). 
Ces dernières ne sont pas considérées parce que la qualité du modèle joue un 
rôle important et on pourrait inclure un nombre important de données 
aberrantes qui ne sont pas liées aux RFI. Le deuxième critère n’est pas non 
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plus considéré puisqu’il utilise des acquisitions en polarisation totale alors que 
la correction est appliquée seulement aux snapshots en polarisation pure. 
En Figure 8.17 sont reportés les points DGG pour lesquels, pendant une 
orbite, le test sur l’amplitude des températures a échoué.  
Après correction le nombre de tests échoués diminue mais est encore 
important à proximité des sources les plus fortes (exemple en République 
Dominicaine, point vert brillant dans les Caraïbes).  
D’autres points ont échoué ce test parce qu’ils se trouvaient dans les 
directions des « tails » de la source, comme par exemple au Venezuela à cause 
de la source en République Dominicaine, ou dans le golfe de Boothia et la baie 
Committee dans le nord du Canada (série de points bleu alignés), à cause des 
sources de la DEW Line (Distant Early Warning) ; la correction des sources 
lointaines permet à ces points de passer le test d’amplitude.  
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D’autres points encore, à proximité des Grands Lacs américains, échouent au 
test lorsqu’ils se trouvent dans le bord du EAFFOV, là où il y a parfois des 
températures anormales à cause des alias de l’horizon terrestre. Ces points ne 
sont pas liés aux interférences et ne sont pas modifiés par la correction. 
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Au total, pendant la demi-orbite, le test sur l’amplitude avait échoué 5336 
fois. Après correction le nombre d’échecs devient 3298, c’est-à-dire environ 
60% du chiffre initial. 
 
8.3.3.  Performances de localisation 
 
Pour tester les performances de localisation des sources réelles on a pris 
comme référence les stations de la DEW Line dont les positions sont connues  
et suffisamment bien isolées pour ne pas les confondre avec d’autres sources. 
La DEW Line est une ligne imaginaire qui part de l’Irlande, traverse l’Islande 
et le Groenland, et parcourt le nord du Canada jusqu’à l’extrémité occidentale 
de l’Alaska. Le long de cette ligne de nombreuses bases états-uniennes ont été 
construites pendant la guerre froide pour anticiper les attaques provenant de 
l’autre coté du pôle Nord. Bien que de nombreuses stations aient été 
désaffectées au fil des années, pendant la première année et demi de données 
SMOS plusieurs stations au Nord du Canada étaient encore bien visibles. 
Les positions de ces sites sont celles reportées en [19], mais selon les références 
leurs coordonnées ne sont pas exactement les mêmes. Cependant avec cette 
méthode de localisation il a été possible de discriminer les références et 
l’ensemble des positions en [19] a été retenu comme fiable. 
Pour plusieurs passages du satellite sur le Nord du Canada, une série de 50 
images a été considérée. Pour chaque passage les localisations des différentes 
images ont été moyennées.  
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Les résultats pour chaque passage sont représentés par les lignes bleues 
verticales de la Figure 8.18, tandis que l’erreur par rapport à la moyenne de 
toutes les localisations précédentes est donnée par la courbe rouge. La 
localisation devient plus précise au fur et à mesure que les localisations 
s’accumulent ; l’erreur arrive à environ 5 km et semble dépendre de la source. 
La différence considérable avec les performances nominales de localisation est 
liée à la différence entre source simulée et une source réelle : la première est a 
une forme parfaitement régulière et son point le plus intense se trouve 
exactement au centre du « hot spot » ; pour une source réelle ces 
caractéristiques ne sont pas forcément respectées et un déplacement du point 
le plus intense d’une certaine source peut être observé entre deux snapshots 
consécutifs de SMOS. Ceci est du probablement à l’hétérogénéité des couches 
atmosphériques (et en particulier de l’ionosphère) qui sont traversés par le 
rayonnement (pendant la durée d’un snapshot, 1.2s, le satellite parcourt 9km 
en orbite), ainsi qu’aux caractéristiques propres de l’antenne émettrice 
(présence de surfaces réfléchissantes, ou de gradients naturels de température 
de brillance en proximité de l’antenne émettrice). 
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Ainsi les performances nominales n’ont pas pour but de donner une indication 
de la précision de localisation des émetteurs réels, mais plutôt de confirmer 
que l’algorithme ne comporte pas d’erreurs intrinsèques importantes. 
 
8.3.4.  Conclusions 
 
L’algorithme de correction des RFI proposé ici tente de recréer les signaux des 
interférences pour corriger leur impact sur les produits. Il se base sur la 
distribution des sources d’interférence à l’intérieur d’un cluster défini avec des 
critères sur la distribution de température. 
La correction consiste dans la création d’un signal synthétique qui soit le plus 
proche possible du signal d’interférence. Puisque les deux signaux ne sont 
jamais strictement égaux, plusieurs méthodes pour l’évaluation de cette 
différence ont été proposées. 
Vue la grande variété de sources d’interférences pour SMOS (à l’intérieur ou à 
l’extérieur du EAFFOV, sources ponctuelles ou pas, sources en proximité des 
côtes) un effort a été fait pour développer un algorithme capable de traiter 
tous les cas de figure. L’utilisation des produits L1A permet de traiter les 
sources à l’extérieur du EAFFOV ; les sources non-ponctuelles sont traitées en 
étudiant la distribution de température de leurs « hot spots » ; et avec 
l’utilisation des cartes de TB simulées on s’affranchit des gradients naturels de 
la scène ainsi que d’une bonne partie du paysage (il reste inévitablement du 
bruit dû à différence entre la modélisation météorologique du sol et son état 
réel), ce qui permet de traiter des sources à proximité des côtes ainsi que des 
sources faibles. 
La quantité de données traitées avec cette méthode est limitée à cause des 
longs temps de calculs nécessaires, surtout à cause de l’utilisation des cartes 
de TB simulées. 
Les erreurs introduites par l’utilisation de ces cartes ainsi que celles dues à la 
définition des clusters sont prises en compte lors de l’évaluation des 
performances nominales et sont considérées négligeables dans la plupart des 
cas. 
L’erreur de localisation individuellement sur chaque image est assez 
conséquente. Des possibles différences entre les sources simulées et les sources 
réelles ont été considérées, par exemple la différence entre les paramètres 
utilisés pour les simulations et l’instrument réel, ou des possibles 
configurations particulières des antennes (plans de réflexion des ondes), ou des 
perturbations atmosphériques ou ionosphériques ; mais avec les éléments à 
disposition il n’a pas été possible de trouver une corrélation claire. Toutefois 
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les localisations semblent graviter autour de la position réelle de la source, et 
au fur et à mesure que le nombre de localisation augmente l’erreur par 
rapport à la position moyenne semble diminuer. 
Les trois méthodes proposées pour l’évaluation de la correction montrent une 
amélioration générale de données. Pour les sources particulièrement fortes la 
correction n’est pas parfaite et le « hot spot » de celles-ci est encore filtré par 
le processeur de niveau 2. Mais l’incertitude dans le « hot spot » est en tous 
cas très grande ; là où la correction peut apporter des bénéfices est sur la 
réduction de la pollution sur tous les autres points à des niveaux acceptables 
pour les traitement successifs. Ce résultat est en bonne partie atteint en 
regardant Figure 8.17 (les points qui étaient filtrés loin des « hot spots », ne 
sont pas filtrés après correction) mais il faut garder à l’esprit que des erreurs 
peuvent aussi être introduites (Figure 8.15). 
 
8.3.5.  Perspectives 
 
Malgré les résultats plutôt positifs de la méthode proposée ici ainsi que 
d’autres méthodes existantes, il reste très difficile d’estimer globalement 
l’impact de la correction.  
Pour avoir une idée plus claire, il faudrait mener une étude exhaustive sur une 
zone géographique et comparer les deux jeux de données (avant et après 
correction) aux données terrain. Puisque différentes zones sont polluées 
différemment par les RFI il faudrait utiliser une zone assez hétérogène de ce 
point de vue ou plusieurs zones. Mais toutes les méthodes de correction sont 
assez couteuses en termes de temps de calcul, et une telle étude n’a jamais été 
faite. 
De plus ces méthodes peuvent avoir des fausses alarmes ou appliquer une 
correction imprécise et donc introduire des erreurs. 
A cause de l’incertitude sur l’amélioration de données, pour éviter le risque 
d’introduire des erreurs, et pour éviter une utilisation « naïve » des données 
corrigées, pour l’instant le choix a été fait de ne pas implémenter 
d’algorithmes de correction dans la chaine de traitement des données SMOS. 
 
 
8.4. Seuils d’impact et « flagging » 
 
 .
,
*

 >
Une autre solution pourrait être de fournir aux utilisateurs des informations 
sur l’impact estimé des RFI sur chaque image et sur chaque point DGG. 
En utilisant les résultats de la correction (de n’importe quelle approche) il est 
possible d’établir des cartes avec les points qui seraient affectés à une hauteur 
supérieure à un seuil fixé. En fournissant une variété de cartes de ce type – en 
utilisant différents seuils – les utilisateurs pourraient filtrer les valeurs polluées 
au dessus d’un certain seuil qu’ils considèrent comme acceptable. 
Par exemple pour l’image de départ en Figure 8.19 et en définissant des seuils 
d’impact, en valeur absolue, de 1, 3, 5 et 10 K on obtient les cartes en Figure 
8.20. Ces seuils sont vraisemblablement trop élevés pour permettre 
l’exploitation scientifique des produits géophysiques, mais ils montrent 
clairement le principe pour l’exemple choisi. 
Ces cartes ont l’avantage d’empêcher l’utilisation des données corrigées 
comme si c’était des données propres. Elles fournissent une information 
qu’aujourd’hui les utilisateurs n’ont pas à propos de l’estimation de la 
pollution sur leurs zones d’études. Elles ont aussi l’avantage d’être 
comparables entre applications différentes et de permettre aux utilisateurs de 
fixer une marge de confiance par rapport au problème des RFI. 
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9. Détection et localisation 
rapide des RFI 
 
 
 
 
 
 
 
 
 
 
Les méthodes de correction sont en général assez coûteuses en termes de 
temps. Ce sont des techniques pour lesquelles l’implémentation dans la chaine 
opérationnelle peut être compliquée et qui ne sont pas adaptées au suivi 
opérationnel des RFI. 
En effet la contamination RFI sur un pays ou sur une zone géographique peut 
varier significativement dans le temps : d’un coté la « chasse » aux émetteurs 
dans la bande protégée de la part des différentes agences nationales porte 
régulièrement à l’extinction de sources ; d’un autre coté l’extinction d’une 
source forte peut révéler la présence de sources plus faibles, et, tout aussi 
régulièrement, il y a des nouvelles sources qui apparaissent à cause, par 
exemple, d’un changement d’équipement. 
La volonté d’avoir, dans la gamme d’outils pour le traitement des RFI, une 
méthode plus souple a conduit au développement d’un algorithme en mesure 
de détecter et  de localiser les sources sur une certaine zone d’étude de 
manière rapide et précise. 
Cet algorithme a permis de créer des bases de données sur les caractéristiques 
des RFI suffisamment complètes pour permettre des traitements statistiques 
des résultats. 
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9.1. Description  
 
9.1.1.  Réduction des données traitées 
 
Le premier problème à affronter pour un outil dont la vocation est d’analyser 
une grande quantité de données est le filtrage de celles-ci.  
En effet le processeur SMOS fournit plus de 10000 produits par an et par type 
(voir paragraphe 5.6). Les régions à l’équateur sont visibles environ 2 fois tous 
les 3 jours, mais les hautes latitudes peuvent être visibles plusieurs fois par 
jour. Un premier effort est donc celui de réduire le nombre de produits et 
d’images à traiter. 
Puisque souvent on s’intéresse à une région géographique cet outil permet de 
définir une zone d’intérêt ; dans l’exemple traité par la suite il s’agira de la 
France métropolitaine.  
Bien que les surfaces océaniques soient considérablement affectées par les RFI, 
la quasi totalité de ceux-ci se trouvent sur la terre ferme. Pour cette raison, 
l’algorithme présenté ici, qui a comme vocation de localiser les sources 
d’émission, ne traites pas les snapshots où la totalité du EAFFOV est occupé 
par des surfaces océaniques, ce qui représente environ 15% de la totalités des 
snapshots SMOS (quelques sources à bord de bateaux ont été observées, mais 
c’est des cas plutôt rares [1]). 
En utilisant les produits de télémétrie (TLM), on écarte d’abord tous les 
produits dans lesquels la trace au sol du satellite passe trop loin par rapport à 
la zone d’étude, pour garder uniquement les cas où la trace du satellite se 
trouve à l’intérieur d’une région proche de la zone d’étude (Figure 9.1). 
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Les produits SMOS sont distribués avec un léger chevauchement entre la 
partie ascendante et celle descendante de l’orbite. L’étape suivante est 
d’éliminer ce chevauchement en ne considérant que la partie avec latitudes 
croissantes ou décroissantes selon le type de demie-orbite. 
Enfin, pour les images prises en proximité de la zone d’étude, on vérifie que 
celle-ci soit à l’intérieur de l’EAFFOV (voir paragraphe 5.2). 
Bien que le demi espace entier soit considéré, notamment pour la définition 
des seuils de détection (voir ci-dessous), seulement les RFI à l’intérieur du 
EAFFOV sont considérés. Ce choix est fait surtout pour éviter le problème de 
l’ambiguïté sur la position des sources (aliasing) mais aussi parce que la 
localisation au sol se dégrade lorsque les angles d’incidences sont très élevés. 
On fait donc le choix de limiter l’étude aux données de meilleure qualité et 
plus faciles à analyser ; de plus le gain en temps de calcul est considérable. 
 
9.1.2.  Evaluation des composantes de Fourier  
 
Pour chaque snapshot à traiter on considère les composantes de Fourier 
correspondantes (produits L1B). 
En évaluant les composantes de Fourier sur la grille spatiale à l’intérieur de 
l’hexagone on crée une carte de la distribution spatiale de température de 
brillance qui nous permet de connaître l’état général de la pollution RFI sur 
l’image, puisque les interférences apparaissent avec des températures de 
brillances élevées et des forts gradient de température de brillance dans les 
trois directions principales de la grille hexagonale.  
De cette carte on considère séparément la portion du champ de vue qui nous 
intéresse (à l’intérieur de l’EAFFOV et de la zone d’étude, c’est-à-dire à 
l’intérieur du rectangle noir de la Figure 9.2) du reste de l’image. 
L’image est analysée seulement si la température maximale dans la portion 
d’intérêt du champ de vue est supérieure à un certain seuil (300 K). Cette 
limite a été fixée de manière empirique et a pour but de limiter autant que 
possible le nombre de fausses alarmes crées par l’algorithme ; elle correspond à 
celle pour le filtrage des maxima locaux du paragraphe suivant. 
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9.1.3.  Localisation des sources 
 
Recherche des maxima 
 
On procède donc à la recherche de maxima locaux pour l’image considérée.  
L’approche utilisée est semblable à celle du chapitre précédent, mais on 
n’utilise ici que les données réelles (pas de connaissance a priori). 
On définit alors des seuils adaptatifs pour chaque image : 
> Un seuil sur le gradient de température de brillance (), fixé à la 
valeur plus élevée entre : 1/70 de la température maximale de 
l’hexagone, 1/60 de la température maximale dans la portion d’intérêt 
et 10 K (sur la distance entre points de grille). 
> Un seuil sur la température de brillance (), fixé à la valeur la plus 
élevée entre : 1/10 de la température maximale et 270 K. 
Ces seuils ont été déterminés à partir du cas théorique de sources simulées, c.-
à-d. qu’ils doivent permettre d’identifier toujours le maximum d’une source 
simulée, sans identifier les oscillations secondaires (voir Figure 7.4) comme 
ultérieures sources. Les seuils ont été ensuite fixés aux sources réelles comme 
compromis entre des valeurs faibles qui permettent d’identifier des sources 
faibles mais qui peuvent engendrer des fausses alarmes (par exemple en 
identifiant les oscillations secondaires des RFI comme des nouvelles sources, 
voir Figure 8.13) et des valeurs plus élevées qui permettent d’identifier moins 
de sources (dans la cas d’une image avec plusieurs RFI à des températures 
différentes).  
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Avec ces seuils il est théoriquement possible d’identifier des maxima locaux 
avec une température apparente >280 K (les deux critères en température de 
brillance supérieure à 270K et de gradient de température supérieure à 10K 
doivent être respectés). Mais pour avoir une marge raisonnable par rapport 
aux fausses alarmes, seules les sources à plus de 300 K sont considérées.  
Ces seuils impliquent aussi que seules les sources avec intensités similaires 
(même ordre de grandeur des températures apparentes) seront détectées sur 
chaque image. En effet, n’appliquant pas de correction il est inutile de traiter 
les images itérativement, et abaisser trop les seuils pourrait amener à détecter 
les « ripples » introduites par une source (voir paragraphe 7.2.2. ) comme 
d’autres sources. 
Les valeurs de  et  sont été choisies en fonction de l’expérience acquise 
sur les RFI et en utilisant les retours de l’analyse de résultats obtenus ; ces 
seuils donnent des résultats satisfaisants, dans le sens où le nombre des fausses 
alarmes est très faible, au point que aucune n’a été individuée lors de l’analyse 
ou l’exploitation des résultats, et, en même temps des sources de peu 
supérieures à 300K ont été détectées et il a été possible d’identifier nombreuse 
source à l’intérieur de la même image (voir paragraphe 9.2.4. ) ; toutefois il 
n’est pas exclu que des définitions plus fines existent. 
On se limite à chercher les maxima parmi les points satisfaisant le seuil , 
dans la portion d’intérêt du champ de vue. L’algorithme utilisé à ce stade se 
base sur celui décrit dans les paragraphes 8.2.3. et 8.2.4. où les critères de 
définition des clusters ont été simplifiés pour tenir compte de la condition sur 
 appliquée ici. 
 
Sélection des clusters 
 
En utilisant les produits L1B les sources externes (Soleil, Lune) ont déjà été 
corrigées. Toutefois la correction du Soleil est parfois imparfaite et peut 
introduire des erreurs liées à l’application de la correction à une position qui 
ne correspond pas exactement à celle du Soleil dans le champ de vue de 
SMOS. Ces erreurs peuvent être vues comme des RFI par l’algorithme. En 
Figure 9.3 un point ressemblant à un RFI est en fait un artefact dû à la 
correction imparfaite du Soleil ; pour cette raison on écarte tout maximum se 
trouvant proche de la position du Soleil. 
De plus seulement les maxima se trouvant à l’intérieur de la zone 
géographique d’intérêt et avec une température apparente >300 K (qui en 
plus satisfont le critère sur les gradients de températures de brillance appliqué 
précédemment) sont gardés à ce stade. 
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Optimisation des localisations et géolocalisation 
 
Les maxima sélectionnés sont enfin traités avec un algorithme d’optimisation 
qui, à partir de la position du centre de gravité du cluster (pondération des 
positions de points de grille par leurs températures), est chargé de trouver 
l’endroit précis du maximum local (avec une précision de 10E-6 en termes de 
cosinus directeurs, qui est la précision imposée à l’algorithme d’optimisation 
lors de l’évaluation des composantes de Fourier).  
Ceci est fait à partir des composantes de Fourier de la scène qui sont évaluées 
itérativement sur des positions différentes de la grille spatiale, jusqu’à obtenir 
le point de température de brillance maximale. 
Enfin pour chaque maximum sa position dans le plan de l’instrument ( ) est 
traduite en coordonnées géographiques. 
 
9.2. Résultats 
 
Les résultats de cette méthode sont enregistrés sous forme de liste des 
caractéristiques des RFI détectés pour chaque demi-orbite traitée. 
Les paramètres qui caractérisent les RFI dans les données SMOS sont : 
> Position dans le plan de l’instrument 
> Angle d’incidence 
> Position au sol 
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> Température  
Cette méthode s’est révélée robuste et a permis de traiter : 3 ans de données 
sur le continent Américain (Nord et Sud), 2 ans sur la France, et plusieurs 
mois au niveau global, entre autres. 
Elle a aussi permis de détecter des RFI faibles, à peine plus puissants que la 
limite fixée à 300 K. 
Des fausses alarmes avaient été repérées en correspondance de la position du 
Soleil, ce qui a porté à l’implémentation de la marge de confiance décrite plus 
haut. Bien que de fausses alarmes n’aient plus été repérées depuis, lors de 
l’analyse des résultats, des critères sur la persistance et sur la précision des 
localisations sont toujours adoptés comme outils de filtrage ultérieur des 
éventuelles fausses alarmes. 
 
9.2.1.  Analyse des résultats 
 
Les listes de résultats directement fournies par cette méthode ne sont pas 
facilement exploitables ; un traitement ultérieur des données est nécessaire.  
Ce traitement se base sur la lecture systématique des résultats et sur la 
définition de clusters sur une période de temps donnée. 
La notion de temps est très importante dans ce contexte : non seulement la 
nature variable des RFI fait qu’une source allumée pendant une période est 
peut être éteinte pendant une autre ; mais aussi, une source qui serait allumée 
seulement une fois par jour, formerait un cluster seulement si un nombre de 
jours suffisants étaient analysés en même temps. D’un autre coté si des fausses 
alarmes sont présentes, une période d’intérêt très longue augmente, 
théoriquement, le risque que des fausses alarmes créent un cluster. 
Enfin l’analyse des résultats doit s’adapter à la zone d’étude puisque la 
pollution RFI est très différente d’une région à l’autre. Par exemple il serait 
difficile d’afficher les résultats en même temps pour la Chine (nombreux RFI, 
fortes TB, sources persistantes) et pour la France (nombreux RFI, mais pas 
très persistants et TB moyennes ou faibles). 
Donc une variété d’algorithmes pour l’analyse de ces résultats a été 
développée, en fonction de la fenêtre temporelle, de la séparation ou pas entres 
demi-orbites ascendantes et descendantes, de la persistance et du nombre de 
RFI. 
Quelques exemples sont reportés ici dessous. 
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9.2.2.  Evaluation des performances à partir de 
mesures terrain 
 
Malgré le nombre important de sources qui ont été éteintes dans les 3 ans et 
demi d’opérations SMOS, pour très peu d’entre elles ont été mesurées les 
coordonnées géographiques sur place. 
La qualité des localisations a été évaluée à partir des deux positions connues 
de RFI, une en Pologne, l’autre en Ukraine, et les résultats sont montrés en 
Figure 9.4 et Figure 9.5 respectivement, en terme d’erreur de localisation, 
c’est-à-dire de distance, en kilomètres, entre la position de la référence et la 
position moyenne calculée à partir de toutes les localisations. 
Les erreurs de localisation semblent assez faibles, mais les performances ne 
sont pas les même dans les deux cas. En effet il est possible que les 
caractéristiques des antennes (puissance, cycle d’opération, présence de 
surfaces réfléchissantes) portent à des résultats différents ; mais dans ce cas 
particulier il y a probablement aussi une raison beaucoup plus simple pour ce 
décalage de performances : en effet aux coordonnées indiquées pour les deux 
sources on a un bâtiment en Ukraine et des terrains cultivés en Pologne. Les 
images satellitaires en Figure 9.6 étant de 2013, il est donc probable que les 
coordonnées de la source polonaise n’aient pas été communiquées 
correctement. 
Comme les résultats de localisation issus de l’algorithme de correction, ces 
résultats sont très inférieurs à la résolution spatiale du radiomètre. Pour 
éclaircir ce point il est important de garder à l’esprit que même si chaque 
pixel radiométrique contient des informations sur une zone étendue (environ 
40km de diamètre) une source ponctuelle très intense à l’intérieur du pixel 
radiométrique donne des distributions spatiales très différentes en fonction de 
sa position dans le pixel radiométrique.
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9.2.3.  Exemples 
 
France métropolitaine 
 
Puisque la France est un des pays principalement impliqués dans la mission 
SMOS, à la fois d’un point de vue économique et technique, il y a un intérêt 
particulier pour l’exploitation des données et donc pour l’identification des 
RFI. 
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Dans le cadre d’un effort commun entre le CESBIO, le CNES, l’ESA et 
l’Agence nationale des fréquences (ANFR), les sources en territoire français 
ont été localisées entre mi-2011 et mi-2013. 
La surveillance systématique de l’ESA fournit, par la méthode décrite en [1], 
des listes de RFI par pays, indiquées avec le préfix « FR » en Figure 9.7. Pour 
chacune de ces sources, la distance entre les localisations et les positions 
fournies par l’ESA, a été reportée (en bleu, avec une marge proportionnelle à 
l’écart-type des résultats sur chaque jour).  
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Dans certains cas ont pu être identifiées des antennes au sol potentiellement 
responsables de la pollution dans la bande protégée : le cas échéant, la 
distance entre les localisations et la position de ces antenne a été représentée 
(en rouge) dans le même graphique. 
La dispersion des résultats en Figure 9.7 est assez importante : en effet, à 
cause des faibles températures des sources (voir Figure 9.8 avec les TB 
correspondantes), les variations de la scène naturelle ont probablement un 
impact significatif sur l’aspect des RFI.  
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Des dynamiques peuvent aussi être observées, comme pour FR2, pour laquelle 
après une longue période de températures faibles et de localisations à peu près 
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constantes, à partir de mi-octobre 2011 a commencé à émettre à des 
températures plus fortes et les localisations ont commencé à donner des 
résultats distants d’environ 10 km des localisations précédentes. Ensuite elle 
est apparue éteinte pendant environ deux semaines en début novembre, pour 
enfin recommencer à émettre de fortes puissances ; les localisations se sont 
stabilisées autour d’une nouvelle position. Plusieurs explications sont 
envisageables : par exemple un renouvellement d’équipement qui aurait été 
installé à une position un peu différente, avec une phase d’essais avec les deux 
systèmes fin octobre, un temps de mise en opération du nouvel équipement en 
début novembre et l’allumage de celui-ci à la mi-novembre. Mais ces 
considérations ont un intérêt purement spéculatif. 
Avec les données acquises pendant cette étude sur la France, de nombreuses 
sources ont été localisées loin des antennes suspectées et loin des sources 
répertoriées par l’ESA. En Figure 9.9 ont été représentées tous ces RFI avec 
pour chacun une indication de température (TB moyenne) et de persistance 
(nombre d’observations). 
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Ile de la Réunion 
 
Dans le même cadre de coopération, un an de données a été traité sur l’Ile de 
la Réunion. La première remarque qui a été faite est qu’en réalité deux 
sources étaient présentes sur l’île. Celles-ci sont assez proches l’une de l’autre 
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(environ 40 km), ce qui fait que parfois les deux sources se trouvent dans le 
même pixel radiométrique (voir Figure 8.2).  
Les résultats sont reportés en Figure 9.10 : lorsque les sources ne sont pas 
optiquement résolues (c’est-à-dire quand, pour des grands angles d’incidence, 
les sources apparaissent dans le même pixel radiométrique) les résultats se 
trouvent sur le segment qui lie les deux positions réelles (Figure 9.10.a) ; en 
filtrant ces cas en affichant les résultats journaliers on obtient les résultats 
montrés dans la Figure 9.10.b. 
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Pour chaque source on peut afficher la dispersion des résultats et l’évolution 
de la température moyenne (Figure 9.11). Ici aussi on remarque que la source 
la plus puissante, au Nord de l’île, a changé de mode d’opération en décembre 
2012. 
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Toutes les localisations se trouvent à quelques kilomètres les unes des autres. 
 
 
Exemple à l’échelle continentale 
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Exemple à l’échelle globale 
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9.2.4.  Statistiques sur la pollution RFI 
 
Une autre manière de contrôler la pollution globale des RFI, en complément à 
des cartes type Figure 9.13, est d’étudier la distribution des températures 
maximales des snapshots. 
Ainsi on obtient que pour tous les RFI pour lesquels des terres émergées se 
trouvaient dans l’EAFFOV la probabilité d’avoir des images sans interférence 
est d’environ 50% pour le mois de janvier 2013 (Figure 9.14) ; celle d’avoir 
une pollution faible (350K < scène + RFI < 500K) est d’environ 14% et celle 
d’avoir au moins une source très forte (> 1E4 K) est d’environ 7%. 
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Une autre manière d’étudier globalement la pollution RFI est de considérer la 
concentration des interférences dans le snapshots. Dans la Figure 9.15 on a 
affiché, pour janvier 2013 et sur les terres émergées, le nombre d’RFI localisés 
pour tous les cas où des maxima locaux ont été identifiés dans l’EAFFOV. 
Dans la majorité des cas (60%) on a une seule source et dans plus que 20% 
des cas on en a deux. 
Toutefois il faut garder à l’esprit que par sa vocation, cet algorithme sous-
estime le nombre de RFI pour un certain snapshot. En effet puisque la 
correction n’est pas appliquée, seules les sources avec intensités semblables 
sont détectées. De plus un « hot spot » peut en cacher un autre plus faible ou 
peut correspondre à deux ou plus sources non résolues. 
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Pour le mois de janvier un maximum de 15 RFI ont été localisés sur le même 
snapshot à l’intérieur du EAFFOV. Il a été donc nécessaire de vérifier 
l’absence de fausses alarmes. Une vérification sur l’image en question révèle 
que effectivement les sources étaient en nombre supérieur à 15 (Figure 9.16). 
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9.2.5.  Suivi de la pollution par pays 
 
Un autre volet important de cette méthode est de permettre le suivi de la 
pollution RFI sur une zone au cours du temps. On peut donc tracer des 
courbes comme sur la Figure 9.17, sur laquelle on voit, pour chaque mois, le 
nombre de sources localisées en France (chiffres au dessus de la courbe) et la 
somme des TB moyennes de ces sources (courbe bleue). 
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Les valeurs en ordonnées sont à prendre avec précautions, puisque on a du 
faire des hypothèses sur la contribution de la scène naturelle, mais l’évolution 
de la courbe nous donne des informations potentiellement utiles. 
Par exemple deux sources fortes (2000 K environ) étaient allumées en même 
temps pendant l’été 2012. Ainsi on s’aperçoit que la pollution en France a 
augmenté progressivement pendant le printemps 2012 et a brusquement 
diminué en automne. Alors si on doit choisir une période pour faire une étude 
globale sur la France il est conseillé d’utiliser les données de l’automne ou de 
l’hiver entre 2012 et 2013, plutôt que celles 6 mois plus tôt ou de l’année 
précédente. 
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Par la même approche on peut suivre la pollution comparative entre deux 
pays. En Figure 9.18 on voit par exemple que, malgré l’apparition de sources 
très fortes, le nombre des sources aux Etats-Unis diminue progressivement 
pendant 2011 (ce qui correspond à l’extinction des sources de la DEW Line) ; 
par contre pour le Brésil le nombre de sources ainsi que leurs températures 
sont assez constants. 
 
 
9.3. Conclusions 
 
Dans ce chapitre est présentée une méthode pour la localisation rapide des 
sources d’interférences vues par SMOS. 
Il s’agit d’une méthode simple, ce qui contribue à sa robustesse, et qui 
présente des bonnes performances en termes de fausses alarmes (aucune n’a 
été détecté pour l’instant), de détections manquée (les interférences non 
détectées sont celles avec températures apparentes <300K ou celles ayant des 
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températures apparentes inférieures, d’environ un ordre de grandeur, à celles 
d’autres interférences dans la même image) et en terme de précision des 
localisations (sur une période d’un mois les erreurs de localisation sont 
inférieures à 2km, et ont tendance à s’améliorer au fur et à mesure que le 
nombre de localisation augmente).  
Cette méthode permet l’analyse statistique des interférences à partir de leurs 
positions, de leurs intensités et de leurs persistances sur une certaine période 
d’étude. 
Elle a permis aussi d’évaluer globalement l’état de la pollution des 
interférences sur les données SMOS, et il est possible, à partir des résultats de 
cette méthode de suivre l’évolution des interférences dans le temps sur une 
échelle nationale ou internationale. 
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10. Erreurs systématiques et 
variations saisonnières 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
L’outil présenté dans le chapitre précédent a permis de créer une base de 
données suffisamment conséquente pour permettre une analyse statistique des 
erreurs de localisation. 
L’étude des distributions des erreurs de localisation au sol ainsi que dans le 
champ de vue de l’instrument a permis de mettre en évidence des tendances : 
en particulier il a été remarqué un biais entre les résultats au sol lors de la 
partie ascendante et lors de la partie descendante de l’orbite, ainsi qu’une 
dépendance des erreurs de localisation de la position dans le champ de vue. 
Enfin, une variation saisonnière des résultats de localisation a été remarquée 
lors de la comparaison des résultats avec les coordonnées des stations de la 
DEW Line au Nord du Canada. 
Pour chacun de ces cas des causes potentielles sont présentées. 
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10.1. Biais ascendant-descendant 
 
Depuis que des travaux ont été réalisés sur les RFI de SMOS, une question 
récurrente concerne l’existence d’un éventuel biais entre les localisations de 
sources lors des passages ascendants et des passages descendants du satellite. 
Bien que des indices d’un tel biais avaient été remarqués en certains cas, la 
quantification sur large échelle d’un tel biais n’avait jamais pu être abordée. 
Pour des raisons de temps de calcul, cette étude n’a pas été faite au niveau 
global, mais seulement sur le continent Américain (Nord et Sud) depuis les 
premières données de la mission, en janvier 2010, jusqu’en août 2012. 
 
10.1.1.  Mesure du biais et sa minimisation 
 
Pour chaque jour toutes les localisations des sources dans le continent 
américain ont été séparées entre passages ascendants et descendants. Avec ce 
double jeu de données on définit pour chaque source deux clusters, chacun 
avec son centre de gravité. 
Un premier résultat consiste dans la mesure de l’écart moyen entre ces deux 
centres, de manière à avoir une mesure du biais ascendant-descendant et donc 
vérifier son existence. Comme il sera montré en Figure 10.1, cet écart est de 
l’ordre de 1-1,5 km. Bien évidemment cet écart est petit par rapport à la 
résolution de données SMOS, mais il n’est pas tout-à-fait négligeable, surtout 
lorsqu’on considère les grands gradients de températures comme les zones 
côtières ou les RFI. 
En utilisant les couples de localisations pour l’ensemble des sources, on essaye 
de minimiser l’écart entre eux en simulant une modification de l’attitude du 
satellite. Cette modification fictive de l’attitude, calculée pour chaque jour, est 
exprimée par la suite en fonction d’un triplet de rotations autour des axes du 
satellite. 
Avec ces résultats on calcule à nouveau les clusters ascendants et descendants 
et l’écart entre eux. On obtient ainsi le biais ascendant-descendant minimisé. 
Autrement dit il s’agit d’une minimisation où le critère à minimiser est la 
distance moyenne entre localisations ascendantes et localisations descendantes 
et la minimisation est effectuée en itérant sur les valeurs des trois angles de 
rotation. 
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10.1.2.  Résultats de minimisation et potentiel pour 
l’estimation du pointage de l’instrument 
 
En Figure 10.1 on peut donc voir que ce biais moyen peut être réduit de 1-
1,5km à environ 100m, c’est-à-dire moins que la précision de pointage de 
l’instrument [1].  
Les angles d’attitude qui ont permis d’obtenir ce résultat sont représentés en 
Figure 10.2 : on remarque qu’ils ont des valeurs faibles et presque constants 
dans le temps. Les angles en Figure 10.2, obtenus à partir de quaternions, sont 
reportés en tant qu’angles d’Euler pour en faciliter l’interprétation. Ces angles 
sont à appliquer dans l’ordre ZYX, ce qui correspond dans notre cas à : 
rotation autour de la direction de pointage (lacet, « yaw »), rotation autour 
de  (tangage, « pitch ») et rotation autour de  (roulis, « roll »). Ces angles 
apparaissent relativement constants jusqu’à l’extinction des sources de la 
DEW Line. 
Une légère variation saisonnière est visible (surtout pour les angles de roulis et 
de lacet). Celle-ci est due au fait que parmi les sources américaines qui ont été 
utilisées pour le calcul des valeur en Figure 10.2, il y en a, aux hautes 
latitudes, qui présentent une variation saisonnière dans leurs localisations ; cet 
aspect sera traité dans le paragraphe 10.3). 
En effet les RFI peuvent fournir un point de vue privilégié pour l’évaluation 
du pointage de l’instrument. Mis à part le Soleil, aucune autre cible ne peut 
potentiellement être localisée à partir d’une image SMOS avec autant de 
précision que les sources RFI. Leur nombre ainsi que leur forte présence dans 
le champ de vue de l’instrument comportent des avantages par rapport à 
l’utilisation du Soleil. L’inconvénient principal dans l’exploitation des sources 
est que leurs positions précises sont inconnues ; mais en exploitant leur 
position relative entre passages ascendants et descendants on s’affranchit de 
cet inconvénient. 
Il est donc envisageable d’utiliser la localisation des RFI comme méthode pour 
estimer l’erreur de pointage de l’instrument, en complément des autres 
méthodes existantes, comme l’observation des côtes ou de l’horizon terrestre 
[2]. 
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10.2. Erreur de localisation & position dans le 
champ de vue 
 
10.2.1.  Données de référence : la DEW Line 
 
Une grande partie du travail de validation de l’outil décrit dans le chapitre 8 
a consisté dans la comparaison des résultats de localisation avec les 
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coordonnées des stations de la Distant Early Warning (DEW) Line, système 
de défense américain pendant la guerre froide, situé principalement au Nord 
du Canada. 
Ces sites forment un jeu de données privilégié pour l’évaluation de la 
localisation. En effet il s’agit d’un nombre assez conséquent de sources très 
persistantes, clairement séparées entre elles, loin d’autres sources et dont les 
positions sont répertoriées en plusieurs références. 
Malheureusement pour certaines de ces stations les références reportent des 
coordonnées différentes. Déjà avec la localisation du chapitre 7 il avait été 
possible d’écarter les coordonnées trop loin des résultats, mais il est prudent 
de garder à l’esprit cette incertitude sur la référence lors de l’analyse des 
résultats suivants. Les coordonnées retenues pour la suite sont celles reportées 
en [3]. 
 
10.2.2.  Erreurs de localisation dans le champ de vue 
 
Avec un grand nombre de références au sol il a été possible d’étudier la 
variation de l’erreur de localisation en fonction de la position du RFI dans le 
champ de vue. 
On considère un nombre suffisamment grand de localisations pour les sources 
de la DEW Line : ces résultats sont exprimés en terme des cosinus directeurs 
( ) et pour chacun d’entre eux on calcule la position réelle de la source dans 
le même plan instrumental. 
A partir de ces deux couples de coordonnées on calcule la rotation qui permet 
de passer de l’un à l’autre en utilisant les quaternions pour éviter l’ambiguïté 
liée à l’ordre d’application des rotations. 
Une manière d’exprimer un quaternion () est de séparer sa partie réelle de sa 
partie vectorielle : 
       (10.1) 
Or les cosinus directeurs indiquent, par définition, une direction et donc un 
vecteur dans l’espace (de composantes   ) ; à partir de ces vecteurs on 
peut définir le quaternion correspondant à la rotation de l’un à l’autre, en 
utilisant les produits scalaire et vectoriel entre ces deux vecteurs. 
En effet en normalisant le vecteur , la partie vectorielle du quaternion se 
réduit à un vecteur unitaire multiplié par un facteur ( ).    et   étant 
respectivement le cosinus et le sinus de l’angle () entre les deux vecteurs de 
départ, (10.1) devient alors : 
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           (10.2) 
avec   vecteur unitaire correspondant à l’axe de rotation.   et   sont 
facilement déterminés à partir des produits scalaire et vectoriel 
respectivement. 
En utilisant un nombre de données suffisamment large on obtient les images 
semblables à celle en Figure 10.3, où on a décomposé l’erreur de localisation 
selon ces composantes dans la direction de  et de  ( et ). 
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L’erreur en   apparait donc dépendante de   et indépendante de   et 
inversement pour l’erreur en .  
Pour mettre en évidence ces dépendances on projette les deux composantes de 
l’erreur selon les deux axes. On a alors la Figure 10.4. 
Combinées, ces deux tendances ont un effet similaire à celui d’une homothétie 
centrée à l’origine des axes entre la position réelle de la source et la position 
obtenue par l’algorithme de localisation. 
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10.2.3.  Possibles causes  
 
Plusieurs causes possibles ont été prises en considération pour essayer 
d’expliquer cette tendance : 
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> Déviation du rayonnement à cause des variations atmosphériques et 
ionosphériques de l’indice de réfraction 
> Déplacement apparent de la source par effet Doppler (par le biais du 
terme de phase de l’équation des visibilités) 
> Altitudes des sources 
> Ellipsoïde de référence pour la Terre 
> Différences entre les positions physiques des antennes de l’instrument 
(irrégulières à cause des imperfections et des déformations thermiques 
et mécaniques) et la grille d’échantillonnage dans le plan de Fourier 
(régulière) 
L’ellipsoïde de référence ainsi que l’altitude des sources et l’effet Doppler 
n’introduisent pas de corrélations significatives entre l’erreur de localisation et 
la position de la source dans le plan de l’instrument. Des résultats légèrement 
meilleurs sont obtenus en tenant compte de la réfraction du rayonnement 
lorsqu’il traverse l’atmosphère, mais les corrélations introduites restent 
largement insuffisantes pour justifier les tendances en Figure 10.4.a et Figure 
10.4.d.  
L’effet qui a sans doute plus de poids est de considérer les positions réelles des 
antennes au lieu de chercher la grille régulière qui en est la meilleure 
approximation. Ceci a été fait en suivant la méthode proposée en [4], qui 
consiste à réduire la matrice G pour que sa pseudo-inverse soit utilisable pour 
la résolution du problème inverse (voir paragraphe 5.5.1. ). Dans ce cas les 
corrélations en Figure 10.4 diminuent d’environ un cinquième, mais c’est dû 
aussi à une plus grande dispersion des résultats, ce qui a porté à écarter aussi 
cette approche. 
 
10.2.4.  Correction par optimisation 
 
Une autre approche par rapport à cette erreur systématique peut être 
d’essayer de le corriger, en particulier à travers la définition d’une autre grille 
(spatiale ou dans le plan de Fourier, ce qui est équivalent). 
En effet puisque les dépendances en Figure 10.4 semblent linéaires, on peut 
chercher un facteur de multiplication pour l’espacement de la grille spatiale 
qui permet de minimiser la corrélation entre les variables, c’est-à-dire 
l’inclinaison de l’ajustement numérique linéaire. Puisque cette approche n’est 
pas physique, on garde la liberté de traiter les deux directions (  et  ) 
séparément. 
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Pour le jeu de données considéré (localisation de la DEW line en juin 2010, ce 
qui correspond à plus de 20000 localisations), avec une simple optimisation on 
trouve un facteur de 1,0032 en direction  et un facteur de 1,0055 en direction 
. Les graphiques en Figure 10.4 deviennent alors : 
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Les facteurs appliqués pour obtenir la Figure 10.5 correspondent à une 
déformation de la grille régulière dans l’espace de Fourier de 0,0028 et 0,0048 
longueurs d’ondes respectivement pour  et , ce qui correspond à 0,6 et 1mm 
en termes d’espacement entre les antennes. 
La variation dans le temps de ces facteurs a aussi été considérée. En calculant 
les corrélations une fois pour chaque jour et en appliquant une moyenne 
glissante sur un intervalle de 30 jours on obtient Figure 10.6. 
Ces facteurs ne sont donc pas forcément constants, mais on remarque qu’il est 
possible d’appliquer des valeurs fixes différentes de l’unité qui donneraient des 
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meilleurs résultats au moins jusqu’à mi-2012, quand les sources de la DEW 
line ont été éteintes. 
Dans la Figure 10.6 on remarque aussi que les évolutions des deux variables 
sont souvent correspondantes ; de plus il semble il y avoir un facteur de 
proportionnalité entre les deux variables. Toutefois d’importantes différences 
entre les deux évolutions, comme les pics de la courbe verte aux environ des 
jours 110 et 260, suggèrent que la correspondance entre les deux variables 
n’est pas toujours respectée. 
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10.3. Variations saisonnières 
 
L’erreur de localisation devrait être non seulement indépendante de la position 
du RFI dans le champ de vue, mais elle devrait aussi être indépendante du 
temps. 
Pour vérifier que ce soit le cas, on a tracé l’erreur de localisation pour les 
stations de la DEW Line depuis le début de la mission jusqu’à l’extinction de 
celles-ci. Les résultats obtenus pour les 11 sources les plus persistantes sont 
représentés en Figure 10.7. 
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Nota : il est important de ne pas confondre les courbes de la Figure 10.7 avec 
celles sur l’évaluation des performances de l’algorithme en Figure 9.4 et Figure 
9.5 ; on a ici la moyenne de l’erreur de localisation, alors que dans le chapitre 
précédent on considérait l’erreur de localisation de la position moyenne. 
Pendant l’hiver la moyenne de l’erreur de localisation est d’environ 2 km. 
Pour certaines sources une variation saisonnière de cette erreur apparaît 
clairement. Cet effet peut « déplacer » la position mesurée de la source 
d’environ 4 km pendant les 6 mois qui vont de la fin du printemps au début 
de l’automne. 
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Les écarts types des échantillons sur lesquels on a calculé les moyennes 
glissantes restent significativement constants dans le temps. 
Pour les sources affectées par le phénomène de variation saisonnière des 
résultats de localisation, la position mesurée pendant l’hiver, s’éloigne 
progressivement à partir de la fin du printemps ; rejoint un écart maximale en 
milieu d’été, pour ensuite diminuer légèrement en septembre, s’éloigner à 
nouveau à partir d’octobre et redescendre définitivement en novembre. Cette 
évolution est étonnamment semblable pour toutes les sources qui présentent 
cette variation saisonnière. Les écarts types des échantillons sur lesquels on a 
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calculé les moyennes glissantes restent significativement constants dans le 
temps. 
 
10.3.1.  Recherche de possibles causes 
 
Puisque l’algorithme de localisation a été appliqué sans interruptions et donc 
sans changement de version pour toute la période, des artefacts induits par 
l’algorithme lui-même sont probablement à exclure. 
La version des produits SMOS étant la même on peut aussi exclure des 
éventuels artefacts induits par la chaine de traitement des données. 
Par rapport à l’instrument, on considère que son état peut changer avec la 
saison en fonction des déformations thermo-élastiques engendrées par 
l’éclairage différent du satellite par le Soleil ou par ses phases d’éclipse. En 
effet, tous les six mois le Soleil se trouve devant ou derrière l’instrument 
respectivement pendant la partie ascendante ou descendante de ses orbites, et 
il traverse des périodes d’éclipse lorsqu’il se trouve aux hautes latitudes, mais 
seulement pendant la période novembre-janvier [5]. Toutefois si l’instrument 
était en cause on ne pourrait pas expliquer le comportement différent d’une 
source à l’autre. 
Pour aller plus loin dans l’analyse de cette variation saisonnières on a étudié 
toutes les sources du continent américain. Puisque celles-ci ne sont pas 
connues, l’erreur de localisation a été calculée par rapport à une position 
moyenne. 
Pour les 50 sources les plus persistantes du continent américain pour la 
période 2010 – mi-2012, une valeur a été attribuée à chaque source pour 
quantifier l’amplitude de la variation saisonnière. Celle-ci a été calculée selon 
la formule: 
        (10.3) 
où   indique l’erreur de localisation,   la moyenne des erreurs de 
localisation pour l’été et  l’amplitude de la variation saisonnière. Avec ces 
valeurs on peut représenter  en fonction de la position géographique des 
sources, comme en Figure 10.8, dans laquelle on a aussi reporté les angles 
d’élévations du champ magnétique terrestre. 
On remarque donc que en dehors de la DEW Line les sources présentent une 
variation saisonnière nulle ou faible. 
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On en déduit que toutes les sources avec cette caractéristique ont les points en 
commun suivants : de se trouver aux hautes latitudes géographiques et 
géomagnétiques et d’appartenir à la DEW Line. 
La possibilité que la variation saisonnière soit due aux opérations de la DEW 
Line est aussi écartée puisque les opérations de base des radar auraient un 
effet connu sur les données SMOS (voir paragraphe 7.1) qui est différent de 
celui qu’on observe ; de plus l’écart s’établit, en général, de manière 
progressive. 
Les deux causes encore envisagées concernent les variations saisonnières de 
l’atmosphère et de l’ionosphère. 
En effet l’ionosphère, surtout à proximité des pôles magnétiques, est très 
sensible aux variations de l’environnement solaire-terrestre : une plus longue 
exposition au Soleil favorise la formation d’électrons libres dans la haute 
atmosphère qui ensuite influencent l’atténuation et la direction de propagation 
du rayonnement ainsi que la rotation de sa polarisation (rotation de Faraday). 
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Ces effets ont été étudiés par le biais de l’indice de réfraction, mais il n’a pas 
été possible de trouver une explication satisfaisante, l’impact calculé étant 
significativement plus faible que les déplacements apparents observés. De plus 
le rôle de l’ionosphère n’expliquerait pas l’absence de variations saisonnières 
pour certaines sources dans la même région. 
Une autre explication possible utilise les changements saisonniers locaux et en 
particuliers la formation de la banquise. 
En effet, vu la grande différence de température de brillance entre terre et 
mer, la formation/fonte de la banquise pourrait modifier la distribution de 
température autour de la source et ceci pourrait provoquer le déplacement 
apparent des RFI. Cette hypothèse serait compatible avec l’observation que 
certaines sources dans la même région ne présentent pas ce comportement. 
Si on superpose aux résultats de Figure 10.7, moyennés sur 10 jours, une 
indication de la concentration d’eau libre (inversement à la concentration 
d’eau glacée) mesuré au large de chaque source, on obtient la Figure 10.9. Ces 
indications sur la formation et la fonte de la banquise ont été obtenues à 
partir des mesures de AMSR-E [6] et sont relatives aux zones de surface 
océanique proches des positions de chaque RFI.  
Dans cette image on peut suivre la formation de la banquise pendant 
l’automne et sa fonte pendant le printemps (ligne verte). Les maxima et les 
minima de ces lignes ont été ajustés sur chaque graphique pour coïncider avec 
le maximum et le minimum de l’erreur de localisation. L’amplitude de la 
courbe verte n’est donc pas importante : en effet on n’espère pas retrouver la 
quantité de banquise qui s’est formée en proximité du RFI, mais on espère 
retrouver la dynamique (dates de formation et de fonte, ainsi que la rapidité 
des deux processus). 
Bien qu’un accord général soit trouvé, il faut prendre en compte que des 
lignes tracées à partir d’autres paramètres climatiques pourraient fournir des 
résultats similaires.  
Dans la plupart des cas la dynamique est assez bien reproduite, mais le 
minimum local que plusieurs sources présentent pour le mois de septembre ne 
trouve pas d’explications. 
Si en plus de l’amplitude on inclut dans cette étude la direction du 
déplacement apparent, on s’aperçoit qu’effectivement celui-ci arrive dans la 
direction perpendiculaire à la côte, s’éloignant de celle-ci. Un exemple pour 
l’été et l’hiver en Figure 10.10. 
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En effet les sources en Figure 10.9 se trouvent toutes au Nord du Canada, et 
donc dans une zone où périodiquement se forme la banquise, et parmi les 
sources qui présentent une faible ou nulle variation saisonnière on trouve des 
sources plus au Sud (entre 61 et 64˚Nord) ou à plus de 10km de la côte (1er 
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et 3ème graphique de la colonne de gauche, respectivement à 24km et 14km de 
la côte). 
Le déplacement apparent des RFI semble en effet être lié à la modification de 
la distribution de température de brillance du « hot spot » par le fort gradient 
naturel de température : lorsque la mer est glacée la température est presque 
homogène entre terre et mer, le « hot spot » du RFI n’est donc pas modifié et 
les localisation sont plus précises ; par contre pendant l’été le gradient de 
température naturel dans la direction perpendiculaire à la côte est plus 
important et, en fonction de la TB de la source, son « hot spot » (dont le 
diamètre est de l’ordre de 70km) sera plus ou moins perturbé et le maximum 
de la distribution se déplacera vers l’intérieur des terre (voir schéma en Figure 
10.11).  
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On en déduit que pour la localisation des sources côtières, la position réelle se 
trouve probablement entre les localisations de cette méthode et la côte, 
l’erreur étant fonction de la température de la source et de la distance RFI-
côte. 
De plus, les pixels radiométriques étant orientés différemment entre les 
passages ascendants et descendants du satellite, la côte peut avoir un impact 
différent pour les deux types d’orbite, ce qui pourrait expliquer les écarts 
entre les courbes rouges et bleues de certains graphiques de la Figure 10.9. La 
prise en compte d’une telle différence devrait considérer la forme de la côte, la 
position de la source par rapport à la côte (information en général non 
disponible), l’intensité de la source et l’ensemble des formes des pixels 
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radiométriques (qui varient avec la distance de la trace au sol du satellite) 
pour la période utilisée pour la moyenne temporelle. 
Ceci justifie, a posteriori, l’utilisation de cartes synthétiques de températures 
de brillance pour la correction des RFI, lorsque les sources doivent être 
caractérisées avec précision. 
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La mesure de l’humidité des sols et de la salinité des océans depuis l’espace 
par des instruments passifs est une discipline récente et seulement deux 
satellites sont actuellement en orbite avec ce but : SMOS et SAC-D [1], dont 
l’instrument principal, Aquarius, a pour objectif de mesurer la salinité des 
océans. Pour ces instruments la résolution spatiale est définie par l’équation 
(4.1) et est limitée, par la dimension physique de l’instrument, à plusieurs 
dizaines de kilomètres.  
Un satellite scientifique américain, SMAP, dont le lancement est prévu en 
2014, devrait atteindre une résolution spatiale de l’ordre de la dizaine de  
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kilomètres, grâce à l’intégration des données du radiomètre (passif) avec celles 
d’un diffusiomètre (actif) [2].  
En effet la radiométrie à puissance totale et celle à synthèse d’ouverture sont 
proches de leurs limites, respectivement à cause du diamètre de l’antenne et à 
cause du compromis entre résolution spatiale et résolution radiométrique (voir 
Figure 5.3). Des technologies de type « actif » comme le SAR (Synthetic 
Aperture Radar) représentent l’inconvénient de fournir des mesures 
d’humidité des sols qui sont influencées sensiblement par la couverture 
végétale et par la topographie de zone observée (voir paragraphe 3.3.2. ) et 
pour cette raison elles sont écartées. 
Toutefois pour pouvoir utiliser les données satellitaires dans les modèles 
hydrologiques, ou pour gérer les réserves en eau à l’échelle des zones irriguées, 
une résolution spatiale encore plus fine serait nécessaire, environ 10 fois plus 
fine que celles de SMOS (Figure 11.2). 
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De plus, les données SMOS ont été utilisées pour une variété d’applications en 
plus de celles nominales (humidité des sols, salinité des océans, suivi de la  
cryosphère), comme l’estimation de la vitesse du vent sous les ouragans [3], le 
suivi des icebergs [4] ou l’estimation de la biomasse des forêts [5], et les 
produits SMOS avancés commencent aussi à être créés, comme le suivi ou le 
risque d’inondation ou de sècheresse. Bien évidemment une résolution spatiale 
plus fine bénéficierait à toutes ces applications et permettrait aussi d’améliorer 
l’observation du mélange entre eau douce et eau de mer le long des côtes [6]. 
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Il est possible par l’interférométrie d’obtenir une telle résolution mais au prix 
d’un instrument 10 fois plus grand, et au détriment de la résolution 
radiométrique ; le défi est donc d’améliorer l’une sans dégrader l’autre. 
Avec cet objectif une idée originale a été proposée en [7] et [8] qui devrait 
permettre d’atteindre une résolution spatiale de l’ordre de quelques kilomètres 
tout en maintenant environ la même résolution radiométrique. 
SMOS-NEXT, la mission spatiale qui doit implémenter cette idée, a aussi 
pour objectif d’assurer la continuité des mesures pour la salinité des océans et 
pour l’humidité des sols, en prenant la relève de SMAP, SMOS et Aquarius. 
 
 
11.1. Interférométrie spatio-temporelle 
 
L’approche proposée en [7] et [8] est appelée synthèse d’ouverture spatio-
temporelle. Comme l’expression « synthèse d’ouverture » indique la 
technique par laquelle on fait coopérer deux antennes séparées spatialement 
pour obtenir une seule image, la synthèse d’ouverture spatio-temporelle est la 
technique qui utilise cette coopération (c’est-à-dire l’interférence) entre deux 
antennes séparées spatialement et temporellement (Figure 11.3). 
Dans le cas limite une seule antenne avec vitesse non nulle est suffisante pour 
utiliser cette technique. 
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En radioastronomie le déplacement de l’antenne a déjà été utilisé pour 
améliorer la qualité des images interférométriques, mais dans un sens 
différent. En effet dans les années ’60 le groupe de radioastronomes de 
l’Université de Cambridge, guidé par Sir Martin Ryle, utilisait déjà la rotation 
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terrestre pour multiplier les fréquences spatiales échantillonnées par les lignes 
de bases du One Mile Telescope [9]. En combinant donc les observations à des 
instants différents il a été possible d’obtenir une finesse d’observation 
jusqu’alors inaccessible. Cette technique est nommée « super-synthèse ». 
Mais la différence est de taille : dans la super-synthèse deux antennes 
physiques mesurent le même train d’onde au même instant ; dans la synthèse 
spatio-temporelle l’antenne s’est déplacée pendant la mesure, et il faut donc 
que le même train d’onde soit mesuré à l’instant  et à l’instant    pour 
avoir des signaux cohérents. 
On considère le temps de cohérence  d’un signal d’amplitude spectrale . A 
partir de la définition (4.31), on rappelle la relation entre ces deux grandeurs : 
 
 


 (11.1) 
Donc si la bande passante du filtre utilisé est suffisamment fine, il est possible, 
en exploitant la vitesse de déplacement du satellite, d’observer le signal à un 
instant successif et à un endroit différent en restant dans les limites de 
cohérence (4.30) et (4.31). 
Sur ce concept, dont les fondements physiques ont été étudiés en profondeur 
en [10], se base le principe de mesure de SMOS-NEXT. Ce satellite serait donc 
un radiomètre interférométrique 1-D, dont la deuxième dimension spatiale est 
donnée par le déplacement de l’instrument le long de son orbite (Figure 11.4). 
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Avec cette approche la relation entre résolution spatiale et radiométrique est 
moins rigide et il est possible de satisfaire les contraintes pour les deux. 
En effet l’instrument qu’on obtient peut être schématisé par une série 
d’antennes physiques (le long de la structure du satellite, perpendiculaire à la 
vitesse orbitale) et par une série d’antennes virtuelles, c’est-à-dire d’antennes 
physiques à des instants successifs (voir schéma en Figure 11.4). La résolution 
radiométrique est donnée par la surface globale des antennes physiques, alors 
que la résolution spatiale utilise à la fois les antennes physiques et virtuelles. 
Ce principe de mesure rappelle celui utilisé en technologie SAR pour la 
définition de la résolution azimutale. la différence fondamentale entre les deux 
principes est que les SAR sont des instruments actifs, qui donc maitrisent 
parfaitement l’impulsion envoyée vers le sol qu’ils mesurent après que celle-ci 
ait été réfléchie par la surface terrestre, l’interférométrie spatio-temporelle se 
propose de mesurer la radiation naturelle émise par la Terre à deux instants 
successifs. La contrainte sur la cohérence entre signaux n’a donc pas le même 
sens et devient beaucoup plus contraignante pour l’interférométrie spatio-
temporelle. 
 
 
11.2. Conception préliminaire 
 
L’instrument de SMOS-NEXT doit nécessairement avoir une longueur 
considérable. Deux choix sont envisagés : le premier consiste dans le 
lancement d’une structure déployable de 40-45 m de long ; le second prévoit 
deux satellites volant en formation sur deux orbites. 
Bien que les deux solutions présentent des difficultés techniques, la deuxième 
impliquerait que la résolution spatiale se dégrade aux hautes latitudes, 
lorsque les plans orbitaux se croisent et la distance entre les satellites diminue. 
Par simplicité on va considérer la première solution dans la suite. 
Puisque les orbites de SMOS et les autres satellites semblables sont toutes 
quasi-circulaires et avec une altitude d’environ 700 km, il est raisonnable 
d’utiliser ces valeurs pour définir le dessin préliminaire de SMOS-NEXT. 
Pour une telle orbite la vitesse tangentielle est donnée par : 
 
 


 (11.2) 
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où  est le paramètre gravitationnel standard, égal à  km3s-2 et  est le 
demi-grand axe de l’orbite. La vitesse du satellite est donc égale à environ 
 ms-1. 
Le long du bras du satellite vont être disposées les antennes élémentaires : si 
comme dans le cas de SMOS, on choisit la configuration de redondance 
maximale et un espacement de 0,875 longueurs d’onde, le satellite serait alors 
équipé d’environ 250 antennes. Dans le cas des deux satellites en formation le 
nombre d’antennes reste environ le même par rapport à SMOS. 
La fréquence d’échantillonnage (  ) est calculée de manière à ce que 
l’espacement entre antennes virtuelles soit au moins égale à l’espacement entre 
antennes physiques () : 
  


 




  
  (11.3) 
Par comparaison, SMOS acquiert les images avec une fréquence 
d’échantillonnage de 56 MHz, avant de moyenner temporellement sur 1,2 
secondes. 
Chaque image SMOS-NEXT est donc formée par la séquence des acquisitions 
faites par le satellite lorsqu’il se déplace de 45m le long de son orbite. Ceci 
correspond à un intervalle de 0,006s, ce qui doit être inférieur au temps de 
cohérence du rayonnement mesuré. En reprenant les développements dans les 
paragraphes 4.2.2. et 5.4.1. on rappelle que l’intensité de la corrélation entre 
les deux mesures diminue avec : 
 



 (11.4) 
Un temps de cohérence de 0,01s implique alors une diminution d’un facteur 2 
de l’intensité de l’interférence, ce qui est acceptable. 
Par contre pour obtenir cette valeur, on doit être capable de filtrer le signal 
entrant, à 1400 MHz, en bandes de largeur 100 Hz. 
 
 
11.3. Défis techniques 
 
La conception préliminaire de SMOS-NEXT pose plusieurs défis d’un point de 
vue technique. 
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11.3.1.  Filtres fréquentiels 
 
Chaque antenne élémentaire doit être équipée d’un filtre très fin pour garantir 
la cohérence du signal entre les acquisitions. De plus, pour avoir un signal 
assez intense, on doit disposer de plusieurs bandes de 100 Hz. 
Bien que la réalisation d’un filtre de largeur 100 Hz sur un signal de 1400 
MHz soit maitrisée, il faut assurer que les filtres soient sensiblement égaux 
entre eux, et ceci peut poser un problème. 
 
11.3.2.  Effet Doppler 
 
A cause de la finesse spectrale requise et de la vitesse élevée du satellite, l’effet 
Doppler aura un impact non négligeable sur le signal mesuré. Ceci implique 
donc qu’entre signaux acquis à des instants différents les bandes spectrales à 
comparer soient différentes. Ce décalage en fréquence est proportionnel à la 
vitesse relative cible-satellite, c’est-à-dire qu’il est proche de zéro pour les 
points dans la direction de la verticale locale du repère satellite là où la vitesse 
relative est nulle, et augmente en s’éloignant de cette zone, à cause de la 
rotation de la Terre (en direction Est-Ouest) et à cause de la vitesse du 
satellite (en direction Nord-Sud pour une orbite polaire).  
Autrement dit deux signaux à des endroits différents du champ de vue (c’est-
à-dire avec des vitesses différentes, relativement au satellite) devront être 
décalés différemment en fréquence.  
Ceci implique aussi qu’avec un décalage en fréquence on peut obtenir une 
corrélation pour une zone du champ de vue, alors que le reste du champ de 
vue serait incohérent. En réalité le problème étant hermitien on a de 
l’interférence en deux zones, symétriques par rapport à la verticale locale. On 
a donc une ambiguïté qui devra être résolue à bord dans l’analyse des 
données. 
 
11.3.3.  Datation 
 
Les lignes de bases d’un interféromètre doivent être connues avec précision. Si 
pour les antennes physiques ceci se traduit par un problème de stabilité 
mécanique de la structure, pour les antennes virtuelles ça se traduit par un 
problème de datation. 
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On considère que les positions des antennes doivent être connues avec une 
incertitude de moins de 3mm. A la vitesse de la lumière 3mm sont parcourus 
en 1E-11s : il faut alors un système de datation qui ait une précision d’au 
moins 1E-11s sur l’horizon de temps nécessaire au satellite pour parcourir 
45m, c’est-à-dire 0,006s. 
Il s’agit d’une contrainte forte, mais des horloges avec de telles 
caractéristiques et la qualification à être utilisées dans l’espace existent déjà. 
 
11.3.4.  Traitement des RFI 
 
L’expérience sur les RFI pour SMOS porte à considérer dès la définition de la 
mission une stratégie pour les éviter.  
Une stratégie efficace présentée en [11] exploite la haute fréquence 
d’échantillonnage temporelle et les différentes bandes fines de fréquences. 
En effet avec ces informations en plus il est possible d’appliquer une analyse 
en temps-fréquence pour éliminer les données polluées par les RFI.  
En Figure 11.5 est représenté un exemple de traitement en temps-fréquence 
par lequel une partie des données serait filtrée suite à la détection 
d’interférence. 
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11.3.5.  Volume de données 
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Le grand nombre d’antennes, la haute fréquence d’échantillonnage et 
l’utilisation de plusieurs bandes de fréquence génèrent un volume très 
important de données. 
Une fois acquises, ces données doivent être stockées à bord du satellite en 
attendant que celui-ci se trouve dans le champ de vue d’une station au sol et 
ensuite elles doivent être transmises au sol dans le temps du passage du 
satellite, c’est-à-dire en quelques minutes. 
Ceci pose des problèmes en termes de ressources en mémoire, de capacité de 
calcul à bord et de débit de transmission au sol. Deux approches sont 
envisagées. La première consiste dans l’envoi au sol des données brutes, après 
prétraitement des RFI : la contrainte est alors posée sur la capacité de 
stockage et sur le débit de télémesure. La deuxième consiste à calculer les 
corrélations à bord, en relâchant la contrainte sur la transmission, et en la 
déplaçant sur la capacité de calcul.  
 
 
11.4. Corrélations entre antennes à instants 
différents 
 
Reprenant le développement en chapitre 3 on cherche à décrire l’expression de 
la corrélation entre antennes séparées d’un intervalle . 
En explicitant la phase du signal reçu en fonction du temps et de la position  
de l’antenne, selon le principe d’Huygens-Fresnel on a : 
 
    



 

  (11.5) 
où  est l’amplitude du signal,  sa fréquence,  la vitesse de la lumière dans 
le vide,  le temps et  la distance source-antenne. 
Bien que  varie dans le temps à cause de l’ellipticité de l’orbite et celle de la 
Terre, ces variations pendant le temps d’intégration d’un snapshot sont 
négligeables devant l’altitude de l’orbite. 
En considérant l’amplitude unitaire et sous l’hypothèse que les sources au sol 
soient spatialement incohérentes, la corrélation entre les signaux mesurés par 
deux antennes s’écrit : 
 
 

 




 



 (11.6) 
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où les indices 1 et 2 indiquent les deux antennes et  est la température de 
brillance, correspondant à la moyenne temporelle de l’intensité de 
l’interférence entre les antennes. 
Sans perte de généralité on continue le développement en considérant le cas 
où les antennes 1 et 2 correspondent à la même antenne physique à deux 
instants différents. On a alors : 
 
 

 




 



 (11.7) 
A un instant donné, pour une source se déplaçant à la vitesse  et un 
satellite se déplaçant à la vitesse , on note  le module de la vitesse 
relative entre les deux, égale à la somme des vitesses de la cible et du satellite 
projetées dans la direction satellite-cible : 
 
         (11.8) 
avec  (ou ) l’angle entre la direction de la vitesse de la cible (ou du 
satellite) et la direction satellite-cible. 
L’expression de l’effet Doppler pour cette vitesse relative   et pour la 
fréquence  s’écrit : 
    


  (11.9) 
La vitesse relative dépendant de la position de la cible dans le champ de vue, 
il faudrait en fait écrire : 
             (11.10) 
Avec la définition (11.9) on réécrit (11.7) : 
 
 

 




 




 (11.11) 
où 
        (11.12) 
Contrairement au cas de SMOS la définition géométrique de   et   ne 
permet pas de simplifier la notation à cause du décalage fréquentiel  et on ne 
développera pas ultérieurement cette expression. 
Ce qu’il est important de noter est toutefois la destruction de la cohérence par 
l’effet Doppler. Il faut donc se reconduire au cas de la synthèse d’ouverture 
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spatiale en appliquant un décalage en fréquence correspondant à l’amplitude 
de l’effet Doppler. 
Pour mieux comprendre, considérons le cas où l’effet Doppler est nul (c’est-à-
dire dans la direction de la verticale locale). On peut alors écrire le produit 
des exponentiels en fonction des cosinus directeurs : 
 

 

 
 

  


  (11.13) 
L’intégration sur le champ de vue nous donne la visibilité : 
 
  
 
   
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

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 (11.14) 
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 (11.15) 
Pour retrouver l’expression du théorème de Van Cittert-Zernike il nous faut 
encore nous affranchir de la rampe de phase . Des méthodes dites de 
détemporalisation sont en ce moment à l’étude avec cet objectif. 
On a déjà vu en dans le paragraphe 5.4.2. comment, en considérant les filtres 
instrumentaux et les antennes réelles, (11.15) devient l’expression suivante  
 
  




   



 

 (11.16) 
avec  et  respectivement gains et angle solide des antennes, égales dans ce 
cas, et  
 
   
  

   (11.17) 
la nouvelle définition de la Fringe Washing Function, qui est ici fonction du 
décalage temporel entre les signaux. 
 
Dans le cas où l’effet Doppler n’est pas nul, les fréquences  et  ne sont pas 
égales, mais sont calculées en fonction de la vitesse relative entre cible et 
satellite :  
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
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 (11.18) 
avec ce décalage fréquentiel on peut se reconduire au cas de (11.15), mais 
seulement pour la zone du champ de vue où la vitesse relative des cibles vaut 
effectivement . 
Il faut donc procéder par tranches pour reconstruire l’image complète. 
En réalité il y a une ambiguïté entre la zone où la vitesse relative vaut  et 
celle où elle vaut  , et pour reconstruire l’image il sera nécessaire de 
résoudre cette ambiguïté. 
 
 
11.5. Désagrégation 
 
La résolution spatiale atteinte avec cette configuration instrumentale est 
donnée par : 
 
 


 
  

  (11.19) 
Ce résultat représente une amélioration significative par rapport aux données 
disponibles aujourd’hui ou dans le futur proche. 
Toutefois, pour l’intégration dans les modèles hydrologiques une amélioration 
ultérieure est nécessaire. Pour atteindre cet objectif des techniques de 
désagrégation sont nécessaires. Ces méthodes utilisent des capteurs à 
résolution plus fine, dans l’optique, le proche infrarouge ou l’infrarouge, pour 
connaître avec plus de précision la scène (en particulier la distribution de la 
fraction évaporative) afin de trouver la distribution d’humidité à une échelle 
plus fine,  qui correspond, à une résolution plus grossière, à la distribution 
observée par le satellite [12]. 
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12. Expérience de Nançay 
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La première phase pour le développement de SMOS-NEXT consiste dans la 
validation du principe de mesure par une campagne expérimentale. Cette 
campagne a été menée au radiotélescope de Nançay, un des plus grands au 
monde pour surface collectrice. 
L’objectif de l’expérience est d’étudier la longueur de cohérence du signal, par 
le biais de la relation d’incertitude : 
 
   (12.1) 
et en utilisant la rotation de la Terre pour le déplacement de l’antenne et 
donc pour la formation des lignes de base. 
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12.1. Le radiotélescope 
 
Construit au début de années ’60, peu après la découverte de la raie 
d’émission de l’hydrogène neutre à 21cm [2], le radiotélescope de Nançay a été 
constamment mis à jour et est toujours en activité.  
Aujourd’hui il est utilisé pour observer des objets très différents : des pulsars 
au comètes en passant par les galaxies et les enveloppes d’étoiles. 
Entouré par la forêt, de manière à réduire l’effet des interférences, la 
géométrie du radiotélescope est assez particulière. Le rayonnement provenant 
de la source céleste est d’abord réfléchi par un miroir plan mobile de 
dimension 200x40m, et puis par un deuxième miroir fixe sphérique vers un 
chariot mobile où un récepteur le transforme en signal électrique avant 
l’amplification. 
Puisque les ondes observées ont une longueur d’onde relativement élevée 
(entre 10 et 30cm) les miroirs sont en réalité des grilles métalliques, avec un 
espacement d’un peu plus que 1cm. Ces grilles reproduisent respectivement un 
plan parfait et une sphère parfaite avec une précision de 5-8mm [1]. 
 
 
12.2. L’expérience 
 
Deux expériences ont été menées : en suivant le mouvement de la Lune, et en 
observant son passage lorsqu’elle traverse le champ de vue. Dans la suite on 
considère seulement l’expérience avec le défilement de la Lune, mais les 
conclusions s’appliquent aux deux.  
Seulement un croissant de Lune était éclairé le jour de l’expérience. 
La fréquence d’échantillonnage () est de 960MHz et les observations ont 
été faites pendant environ 1 minute. La quantité de données générées est donc 
importante et dans la plupart des analyses seulement une partie a été utilisée.  
Les mesures ainsi obtenues sont enregistrées en octets sous la forme d’entiers 
signés, c’est-à-dire entre -128 et 127. 
La réponse du filtre instrumental est reportée en Figure 12.2. 
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Des oscillateurs locaux à 7800MHz et à 6537MHz ramènent la fréquence 
centrale de 1400MHz à : 
        (12.2) 
Les données acquises sont proportionnelles aux intensités des champs 
électriques mesurées auxquelles on a appliqué un gain variable. 
 
12.2.1. Différences radiotélescope-interféromètre en 
orbite 
 
Naturellement, l’instrument utilisé lors de cette campagne de mesure est très 
différent de celui prévu pour SMOS-NEXT. En particulier certaines 
caractéristiques vont rendre moins facile le traitement des données : 
> Ouverture du champ de vue et dimensions des cibles : un 
radiotélescope doit pointer avec précision sur une cible généralement 
peu étendue sur un fond très homogène et son diagramme d’antenne est 
donc très directionnel. Par contre pour SMOS (ou SMOS-NEXT) la 
cible est très étendue et les diagrammes d’antennes doivent donc être 
larges. 
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> Vitesse de déplacement de l’antenne : le satellite en orbite aura une 
vitesse d’environ 7500 ms-1, tandis que la vitesse tangentielle due à la 
rotation terrestre est d’environ 314 ms-1 à la latitude de Nançay. Ceci 
se traduit par un déplacement de l’antenne inférieur dans le temps de 
cohérence, mais la fréquence d’échantillonnage élevée compense cet 
effet. 
> Incertitude sur les données de l’instrument : certains paramètres 
de l’expérience, comme le diagramme d’antenne, le pointage, les gains 
adaptatifs appliqués aux mesures ou la datation ne sont pas connus 
avec précision. Bien que ce ne soit pas traité ici, cette incertitude a 
rendu difficile la comparaison entre les intensités des corrélations et les 
intensités attendues en fonction de la position de la Lune dans le 
champ de vue. 
> Effet Doppler : par rapport au cas du satellite, ici la vitesse de la cible 
est presque perpendiculaire à la direction de visée (à l’ellipticité de 
l’orbite de la Lune près) et le radiotélescope est orienté en proximité de 
son plan méridien et donc sa vitesse relative en direction de la cible est 
presque nulle. Pour ces raisons, et puisqu’on utilise des bandes 
spectrales beaucoup plus larges que celles prévues pour SMOS-NEXT, 
on négligera l’effet Doppler dans l’analyse des données. 
 
 
12.3. Analyse des résultats 
 
On considère les acquisitions avec le défilement de la Lune.  
En séparant l’ensemble des données en segments et calculant pour chacun 
l’intensité de son autocorrélation, on obtient la ligne bleue de la Figure 12.3. 
On peut y voir le croissant éclairé de la Lune entrer dans le lobe d’antenne 
principal et en sortir environ 30 secondes plus tard. Les autres courbes de la 
Figure 12.3 ont été calculées de la même manière, en remplaçant les 
autocorrélations par les corrélations entre segments décalés de 1, 2 ou 3 
mesures. 
En fonction du décalage entre les segments la corrélation a une amplitude 
positive, négative ou presque nulle. Pour y voir plus clair on trace un 
graphique, complémentaire à Figure 12.3, où l’on voit l’intensité de la 
corrélation varier avec le décalage : Figure 12.4. 
On remarque que pour chaque segment (chaque courbe), on a la même 
évolution périodique ; on remarque deux phénomènes de période différente, le 
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cosinus (haute fréquence), et un affaissement lié au sinus cardinal. En effet la 
Figure 12.4 représente l’interférogramme de Michelson. 
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12.4. Etude de la relation d’incertitude 
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Pour la synthèse d’ouverture spatio-temporelle, l’équation qui lie la visibilité 
entre deux antennes à la distribution de température de brillance dans le 
champ de vue est : 
 
 
        
   













 (12.3) 
avec :  
>  fréquence centrale du filtre instrumental 
>  largeur du filtre instrumental 
>  diagramme d’antenne 
> * opérateur conjugué 
>  température de brillance 
>     cosinus directeurs 
>     ligne de base 
>  produit scalaire 
>  vitesse de propagation dans le vide 
>  décalage temporel entre les acquisitions 
 
L’équation (12.3) reprend l’équation (5.7) avant intégration sur la bande de 
fréquence, et avec les hypothèses simplificatrices suivantes : les diagrammes 
d’antennes sont égaux et les angles solides correspondants sont négligés, les 
antennes sont sur le même plan et la polarisation des antennes est la même. 
Comme pour (5.7), on suppose que les diagrammes d’antenne et les 
températures de brillance ne dépendent pas de la fréquence. 
Par rapport au cas d’un interféromètre classique, ici   peut aussi être 
interprété comme la distance parcourue par l’antenne dans l’intervalle . 
Sans perte de généralité on définit la direction  vers l’Est, c’est-à-dire dans 
la direction du déplacement de l’antenne avec la rotation de la Terre, et le 
cosinus directeur  dans la même direction.  est alors toujours nul et on a : 
 
     (12.4) 
avec  
    (12.5) 
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où  indique la vitesse tangentielle, à la latitude de Nançay, due à la 
rotation terrestre. 
L’intégration de (12.3) sur la bande spectrale revient à écrire (voir paragraphe 
5.4.1. ) : 
 












  


  




 
(12.6) 
 
  











  
 
où le sinus cardinal correspond à la nouvelle définition de Fringe Washing 
Function (). 
 
12.4.1.  1er ordre  
 
Les termes de l’addition dans l’argument du sinus cardinal ou dans 
l’exponentiel sont très différents. Alors si on fait l’approximation suivante : 
 







 (12.7) 
on commet une erreur de l’ordre de 
 

 
 (12.8) 
Cette approximation correspond à négliger la vitesse du déplacement de 
l’antenne par rapport à la vitesse de la lumière ; autrement dit avec cette 
approximation on se reconduit au cas où le décalage entre les signaux soit 
purement temporel, c’est-à-dire qu’on se reconduit à l’étude de la cohérence 
temporelle entre signaux, comme on peut le faire à partir d’un interféromètre 
de Michelson. 
Avec cette approximation on peut réécrire (12.3) comme : 
  
        
   
  


 (12.9) 
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De cette manière on a éliminé la dépendance du terme de phase des variables 
d’intégration.  
     
        
   


 (12.10) 
On perd donc la possibilité de décrire la distribution de température de 
brillance par le biais de ses composantes de Fourier. 
Le résultat de (12.10) est alors donné simplement par le sinus cardinal, 
l’exponentiel et par un coefficient donné par la moyenne des TB à l’instant 
, pondérées par le facteur d’obliquité et par le produit des diagrammes 
d’antennes (  ). Autrement dit ce résultat a la forme : 
        (12.11) 
et sa partie réelle est : 
           (12.12) 
Cette expression correspond à une formulation de l’interférogramme de 
Michelson. 
En effet dans la célèbre expérience, la différence de chemin entre (lame -> 
miroir fixe -> lame) et (lame -> miroir mobile -> lame) [4] est parcourue en 
un temps , correspondant aux décalage temporel entre les signaux dont on 
calcule ici la corrélation. 
Il est effectivement possible de retrouver l’interférogramme de Michelson à 
partir des mesures de Nançay.  
En Figure 12.5 les mesures ont été découpées en segments décalés dans le 
temps, chaque segment a ensuite été filtré (avec largeur de bande environ 
4MHz dans ce cas) et on a calculé la corrélation entre ces segments. Les 
valeurs, normalisées par rapport à l’autocorrélation du segment de référence, 
correspondent sensiblement au modèle de Michelson. Le cosinus de (12.12) est 
largement sous-échantillonné en Figure 12.5 ; un échantillonnage approprié 
(comme en Figure 12.6) ne permettrait pas d’apprécier la comparaison entre 
les deux jeux de données. 
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12.4.2.  Ordres supérieurs 
 
L’approximation (12.7) nous a permis d’arriver à ce résultat (bonne 
comparaison entre les corrélations mesurées à partir des mesures de Nançay 
avec les corrélations théorique issues de l’interférogramme de Michelson), mais 
a détruit l’intérêt de l’expérience. 
Pour démontrer la validité du principe de mesure on revient à l’équation 
(12.3), qui après intégration sur la bande spectrale devient : 
  
 

   
 


  






 
(12.13) 
Cette expression ne peut pas être représentée analytiquement de manière 
simple, mais on peut commenter certains de ses termes : 
• Le terme  qui paraît à l’extérieur de l’intégrale a une période 
égale à   


 
Sa partie réelle s’annule alors pour : 
   


       (12.14) 
 
• La  , égale à   

   s’annule avec une périodicité 
donnée par : 
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 





   (12.15) 
   

   
 (12.16) 
 
        

 (12.17) 
Dans le cas classique (type SMOS) le terme en sinus cardinal est 
toujours centré en       et ses zéros se trouvent toujours à 
l’extérieur du domaine d’intégration.  
Ici par contre, le sinus cardinal est centré en : 






  (12.18) 
  


 (12.19) 
c'est-à-dire à l’extérieur du champ de vue. Ses zéros peuvent donc se 
trouver dans le champ de vue et l’intégrale sur le cercle unité peut 
s’annuler, comme on le voit lors de la comparaison avec le modèle de 
Michelson. 
A cause de cette propriété, et puisque le domaine d’intégration est très petit 
par rapport à la dimensions des lobes de la , l’intégrale du sinus cardinal 
et le sinus cardinal s’annulent pour les mêmes déplacements (avec précision 
nettement inférieure à m). 
Une simulation numérique de (12.13) avec    et    
donne, en accord avec (12.17), la Figure 12.6. 
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Un agrandissement sur la première partie de Figure 12.6 nous montre la 
période du cosinus, en accord avec (12.14) (Figure 12.7). 
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12.4.3.  Comparaison des visibilités théoriques de 
SMOS-NEXT avec le modèle de Michelson 
 
Les visibilités théoriques du paragraphe précédent ne correspondent pas à 
celles qu’on obtiendrait théoriquement par le modèle de Michelson, la 
différence entre les deux étant l’approximation (12.7). 
En particulier le temps de cohérence, qui pour Michelson s’écrit : 
 


 


 (12.20) 
Dans le cas de SMOS-NEXT s’écrit : 
 


 





 (12.21) 
A partir de la comparaison de ces expressions on définit la ligne de base 
spatio-temporelle  comme : 
   


 (12.22) 
La différence théorique entre les visibilités de SMOS-NEXT et 
l’interférogramme de Michelson, tracée en fonction de la ligne de base donne 
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la Figure 12.8, où apparaît clairement la dépendance linéaire entre les deux 
variables. 
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12.4.4.  Comparaison des visibilités expérimentales de 
Nançay avec le modèle de Michelson 
 
On calcule maintenant la même différence, cette fois en considérant les 
visibilités calculées à partir des données de Nançay (Figure 12.9). 
Il est tout de suite évident que la dépendance de la ligne de base n’apparaît 
pas. La différence entre les données expérimentales et le modèle de Michelson 
est en effet trop importante pour mettre en évidence la relation visible en 
Figure 12.8. 
Une autre manière d’approcher le problème est de considérer la définition 
(12.22) et de chercher la valeur de la nouvelle ligne de base () qui minimise 
l’écart entre les deux jeux de données, c’est-à-dire la fonction coût : 
 
 


 


  (12.23) 
En séparant la séquence de données en segments d’une seconde, avec le 
résultat de l’optimisation on obtient le facteur multiplicatif à appliquer aux 
lignes de base (c’est-à-dire les rapports  ). 
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Trouver une telle valeur correspond à justifier le fait que l’approximation 
(12.7) ne soit pas faite. 
En représentant ces facteur on obtient la Figure 12.10. 
Les rapports 

reportés en Figure 12.10 doivent être compris dans 
l’intervalle     à cause de la définition (12.22). Cet intervalle est 
représenté dans la figure par les lignes rouges horizontales. 
On en conclut que le bruit sur les mesures est trop important pour mettre en 
évidence quelque chose de plus sophistiqué que l’interférogramme de 
Michelson. 
Dans ce cas même l’application de méthodes de détemporalisation, qui 
auraient l’effet de supprimer le terme lié au modèle de Michelson, ne nous 
permettrait pas d’apprécier les termes d’ordre supérieurs. 
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12.5. Saturation des données 
 
Le bruit mis en évidence dans le paragraphe précédent est dû aussi à la 
présence de zones saturées et de plages de zéros dans les données. 
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En effet, si on partage les données en intervalles de 2ms, le maximum et le 
minimum de chaque segment donnent Figure 12.11. 
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En rappelant que les données sont des entiers signés entre -128 et 127, on 
remarque que lorsque le croissant de Lune se trouve dans le lobe d’antenne 
principale, de nombreuses données sont saturées, et que des plages de zéros 
sont présentes le long de toute l’expérience, pouvant aller jusqu’à 1800 zéros 
consécutifs [5]. 
 
 
12.6. Conclusions  
 
Il n’a donc pas été possible, pour l’instant, de conclure l’étude de faisabilité 
avec une réponse claire dans un sens ou dans l’autre. Une série de difficultés 
techniques (bruit de mesure, saturation des données, gains adaptatifs 
inconnus, datation précise inconnue) ont rendu plus difficile l’étude et 
empêchent probablement une exploitation ultérieure des données. 
Une deuxième expérience est donc envisagée pour vérifier le principe de la 
synthèse d’ouverture spatio-temporelle qui devra tenir compte des difficultés 
mises en évidence précédemment, en adaptant la partie du télescope, 
dénommé « back end », qui filtre et amplifie le signal pour qu’il soit 
analysable avant de l’enregistrer. Les gains appliqués devront être connus, 
qu’ils soient adaptatif à l’intensité de scène ou pas. La datation pourra être 
enregistrée facilement.  
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13. Conclusions 
 
 
 
 
 
 
 
 
 
 
 
 
Un cadre climatique en rapide évolution, ainsi que l’intensification du cycle de 
l’eau et le besoin croissant de ressources hydriques posent d’importants défis à 
la communauté scientifique.  
Pour les relever il est nécessaire d’acquérir une bonne connaissance de la 
distribution spatiale et de l’évolution temporelle de deux variables 
géophysiques en particulier, reconnues essentiels pour les études climatiques : 
l’humidité des sols et la salinité des surfaces océaniques. Celles-ci contribuent 
à définir les échanges en eau entre l’atmosphère, la surface et la végétation 
ainsi que les courants marins ; indirectement, elles influencent donc aussi les 
échanges en termes d’énergie (chaleur) et en termes de dioxyde de carbone. 
Dans ce contexte, SMOS a été le premier satellite à avoir été lancé avec 
l’objectif principal d’observer ces variables, ce qui lui a valu le surnom de 
« satellite de l’eau » de l’ESA. 
Pour remplir cet objectif, SMOS a été aussi le premier satellite à être équipé 
d’un radiomètre interférométrique opérant dans une bande protégée du 
spectre électromagnétique. Bien que la présence d’interférences (RFI) en cette 
bande ait été anticipée lors de campagnes de préparation aéroportées, 
l’étendue de ce problème s’est révélée plus importante que prévue et il a donc 
été nécessaire de s’équiper d’outils pour caractériser et corriger la 
contamination des données par les RFI. 
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Etant donnée la nouveauté du problème, un des objectifs de ce rapport est 
celui de présenter les RFI de SMOS ainsi que leurs effets en fonction de leurs 
positions dans le champ de vue, de leurs températures apparentes et des 
caractéristiques de leurs antennes ainsi que de celles de SMOS.  
Les principaux outils développés pendant la thèse ont ensuite été décrits en 
détail et leurs points forts ainsi que leurs limitations ont été mis en évidence 
afin de permettre une utilisation informée de tels outils dans le futur.  
Un deuxième volet des travaux de thèse s’est inscrit dans le cadre de la 
définition de SMOS-NEXT, un projet de mission dont le but est d’assurer la 
continuité des mesures d’humidité et de salinité depuis l’espace, et qui se 
propose d’exploiter une nouvelle technique interférométrique. 
Ce principe de mesure novateur a été présenté, ainsi que les difficultés 
techniques qu’il comporte. Une tentative de validation expérimentale a été 
faite à partir des données acquises au radiotélescope de Nançay, et bien qu’il 
n’ait pas été possible de conclure dans un sens ou dans l’autre, une série de 
difficultés ont été mises en avant qui devront être prises en compte lors d’une 
prochaine campagne de mesure. 
 
 
13.1. Perspectives 
 
Une technique de correction des RFI a été proposée, dont le but est celui de 
pouvoir être appliquée aux différents types de source et de manière 
automatique. L’évaluation des performances des techniques de correction pour 
les RFI de SMOS qu’on peut trouver dans la littérature est faite à partir de 
l’analyse statistique des mêmes températures de brillance qu’ils modifient ou à 
travers des exemple ponctuels. D’autres méthodes d’évaluation des 
performances de correction, qui exploitent les propriétés physiques des RFI et 
des images SMOS, ont été proposées dans cette contribution. Ces méthodes ne 
dépendent pas de la technique de correction utilisée et peuvent donc être 
utilisées pour l’évaluation d’éventuelles techniques futures. 
Bien que ces méthodes d’évaluation des performances aient indiqué une 
amélioration générale des données suite à l’application de la correction 
proposée, l'évaluation sur une large gamme temporelle et spatiale de produits 
SMOS n’a pas été effectuée  à cause de la complexité de la tache et de la 
difficulté de l’analyse de résultats nécessairement hétérogènes. En effet la large 
gamme des températures de brillance naturelles qu’on peut observer au dessus 
des terres émergées (environ 100K), l’hétérogénéité des surfaces différentes 
nécessairement présentes dans un pixel radiométrique (de l’ordre de 35-50km 
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de dimension), ainsi que la difficulté de lier les mesures terrain aux données 
satellitaires, rendent la validation des produits géophysiques SMOS très 
complexe et celle-ci nécessite d’un grand nombre de données. A cause de 
l’incertitude liée au manque de connaissance des performances globales de 
correction de RFI, ainsi que pour éviter une utilisation naïve des résultats de 
correction, il n’est pour l'instant pas envisagé d’appliquer systématiquement 
une méthode de correction sur les données SMOS. 
Le compromis proposé ici consiste alors dans la distribution, au lieu des 
données corrigées, de cartes d’impacts des RFI, indiquant, pour une chaque 
image, les points sur lesquels la contamination RFI est estimée supérieure à 
un ou plusieurs seuils prédéfinis. 
La localisation des RFI est un aspect moins délicat et la méthode proposée ici 
s’est révélée robuste (analyse automatique des produits sur tout le globe), 
fiable (pas de fausses alarmes identifiées pour l’instant), rapide (le temps 
nécessaire pour l’analyse d’une image est quasiment équivalent à celui 
nécessaire pour évaluer les composantes de Fourier de TB dans l’hexagone), et 
en cumulant les résultats les localisations sont assez précises (l’incertitude sur 
un jour est de l’ordre de 5km, sur un mois elle entre 1 et 2km). Pour ces 
raisons cette méthode pourrait être utilisée pour créer une base de données 
avec les localisations des sources ou pour surveiller la pollution RFI à l’échelle 
locale ou globale. 
Le principe de mesure pour SMOS-NEXT n’a pas pu être démontré par 
l’analyse des données expérimentales, et les données à disposition permettront 
difficilement de trancher sur la question. Pour cette raison une nouvelle étude 
de faisabilité est déjà envisagée et devra tenir compte des difficultés 
rencontrées lors de cette première expérience.   
 
 
