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With the recent development of deep neural networks, the demands and expec-
tations of using deep learning in robotic behavior learning are increasing. Methods
for controlling robots based on visual information using deep learning-based models
such as deep visuomotor policy have been actively explored. However, these meth-
ods do not consider much about a good neural network structure to process robot
configuration input. In this paper, we present a novel neural network inspired by
human cerebellum which contains 1-dimensional convolution layers. We evaluate
our model on various real-world and simulation tasks. It is experimentally demon-
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1 Introduction
It is natural for a person to recognize a surrounding environment through visual information
and create a movement that can actively cope with it. It is one of the important problems
to implement such an ability for robots, and many researches have been actively conducted to
solve it [3, 4, 6]. And some of them used artificial neural networks to solve the problem since
Convolutional Neural Networks (CNNs) has performed very well in various problems in the
computer vision field. In [11], Levine et al. trained a policy that generates motor commands
from observed images and robot configuration information (Visuomotor policy). They used a
novel CNN to represent a visuomotor policy which is shown in figure 1. It consists of three
convolution layers and a novel spatial softmax layer to extract image features and three fully
connected layers to generate motor commands from concatenated image features and robot
configuration. The network is trained by using an algorithm named Guided Policy Search (GPS)
[10] which uses guiding distribution generated from trajectory-centric reinforcement learning
under unknown dynamics [9, 17] as a label for training. However, their work doesn’t consider
much about a proper network structure to process robot configuration input. We know that the
convolution layer has very good performance in processing image input, but a fully connected
layer may not be the best option for processing robot configuration input.
The cerebellum acts as an accurate motion controller that regulates a timing, duration and
intensity of movements[19]. It processes a desired action received from the motor cortex in the
cerebrum and sensory information from the sensory cortex and the sensory organs to generate
a signal to control body parts[16, 18]. In addition, the plasticity of synapses between parallel
fiber and Purkinje cell of the cerebellum provides an ability to learn new behaviors according
to changes in environments[14, 2]. Based on the functional characteristics of the cerebellum, we
hypothesized that a neural network layer that mimics the structure of the neural circuit of the
cerebellum may perform better than fully connected layers at extracting features from robot
configuration data. By analyzing the cerebellum, we implemented a novel neural network which
contains 1-dimensional convolution layers instead of fully connected layers.
We evaluate our novel neural network on the Baxter robot and Mujoco simulator. Experi-
mental results demonstrate that our novel neural network converges faster than a fully connected
network in most of the cases.
Figure 1: Structure of a novel CNN network used to represent visuomotor policy
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2 Background
2.1 Policy training based on Guided Policy Search (GPS)
Direct control of a robot from visual information without various hand-engineered features is
one of the major challenges in a robotics field. In [11], the author proposed a method to train a
visuomotor policy using Guided Policy Search (GPS) which is one of the successful methods to
solve the problem. There are two main components of the algorithm, one is a local controller
pi (ut|xt) which generates action ut from full state information xt and another is a global policy
πθ (ut|ot) which only uses observation information ot.
Term Definition
xt state at time step t
ut action at time step t
ot observation at time step t
τ a trajectory τ = {x1,u1,x2,u2, . . . ,xT ,uT }
`(xt,ut) a cost function with respect to state and action
p(xt+1|xt,ut) unknown system dynamics
p(ot|xt) unknown observation distribution
πθ(ut|ot)
a global policy represented as deep neural network parame-
terized by θ
πθ(ut|xt)
an observation based policy conditioned on state,
πθ(ut|xt) =
∫
πθ (ut|ot) p (ot|xt) dot
pi(ut|xt)
a time-varying linear Gaussian local controller for initial
state xit, pi(ut|xt) = N (Ktixt + kti,Cti)
πθ(τ)
a trajectory distribution induced by πθ(ut|xt), πθ(ut|xt) =
p (x1)
∏T
t=1 πθ (ut|xt) p (xt+1|xt,ut)
Table 1: Definition of terms frequently used
At first, samples are gathered by executing previous iteration’s local controller on the sys-
tem. The dynamics which is assumed to be unknown is fitted by linear regression from the
samples. Based on the fitted linear dynamics and quadratic cost function, we can optimize
the local controller by running Linear Quadratic Regulator (LQR) backward pass. The global
policy is trained by using samples and guiding trajectory distribution as data and labels for su-
pervised learning. These procedures will be repeated at each iteration until global policy agrees
with local controller. Compared to previous policy search methods which directly calculates
policy gradient, it achieves better sample efficiency by transforming policy search problem into
supervised learning problem.
The goal of policy search method is minimizing expected cost Eπθ [`(τ)] where τ = {x1, u1, ...,
xT , uT } is a trajectory and `(τ) =
∑T
t=1 `(xt, ut) is the cost of the trajectory. GPS solves the
minimization problem by transforming it into a constrained problem as in Equation 1.
min
p,πθ
Ep[`(τ)] s.t. p (ut|xt) = πθ (ut|xt)∀xt,ut, t (1)




p (ot|xt) dot. This kind of constrained minimization problem can be solved using a dual descent
method such as Bregman ADMM (BADMM)[21]. BADMM solves it by alternately minimizes
Lagrangians augmented with Bregman divergence. Below are Lagrangians with respect to p










Ep(xt,ut) [` (xt,ut)] + Ep(xt)πθ(ut|xt) [λxt,ut ]− Ep(xt,ut) [λxt,ut ] + νtφ
p
t (θ, p)
λxt,ut is the Lagrange multiplier for state and action, and φ
θ
t (θ, p) and φ
p
t (p, θ) are expectations
of the KL-divergences defined as
φpt (p, θ) = Ep(xt) [DKL (p (ut|xt) ‖πθ (ut|xt))]
φθt (θ, p) = Ep(xt) [DKL (πθ (ut|xt)) ‖p (ut|xt)]
As a result, the problem is represented as alternating minimization of primal variables.




Ep(xt)πθ(ut|xt) [λxt,ut ] + νtφ
θ





Ep(xt,ut) [` (xt,ut)− λxt,ut ] + νtφ
p
t (p, θ) (3)
λxt,ut ← λxt,ut + ανt (πθ (ut|xt) p (xt)− p (ut|xt) p (xt)) (4)
Note that terms independent of the optimization variable are skimmed. The weight vt is heuris-
tically set as other usual augmented Lagrangian methods do. Minimization with respect to
θ and p corresponds to supervised learning of the global policy and optimization of the local
controller respectively. Both of them are easier to solve than direct policy optimization.
2.1.1 Optimization of local controller under unknown dynamics
A guiding distribution is a mixture of trajectory distribution over each condition, p(τ) =∑
i pi(τ). Each i denotes a condition distinguished by a different configuration such as ini-
tial or target position. For convenience, further explanation about the method is under the
assumption that p(τ) is a single Gaussian distribution, since the method can be applied in
parallel to each mixture element in real execution. If we assume p(τ) as Gaussian distribu-
tion, the dynamics p(xt+1|xt, ut) and the local controller p(xt+1|xt, ut) automatically becomes
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time-varying linear-Gaussian which denoted as,
p (ut|xt) = N (Ktxt + kt,Ct)
p (xt+1|xt,ut) = N (fxtxt + futut + fct,Ft)
One way of fitting this time-varying linear Gaussian is to determine coefficients make up it’s
mean and covariance using linear regression. However, a simple linear regression requires a huge
number of samples for a high-dimensional system such as a robot. Because the dynamics of
adjacent time steps are strongly correlated with each other, using data from different time steps
and the previous iteration can greatly reduce sample complexity. To use data from other time
steps and iterations, a global model is introduced as a prior for the dynamics and is fitted to state
transitions {xt,ut,xt+1} of all time steps and three previous iterations. A Gaussian Mixture
Model (GMM) is used to represent this global model because it is good at approximating a piece-
wise linear system [7] which is a good choice for a dynamics of a robot system that frequently
experience contact with environments.
Fitting a Gaussian model N (µ,Σ) to data {xt,ut,xt+1} at each time step and conditioning
it on (xt;ut) also contributes to reducing sample complexity for dynamics fitting. A normal-
inverse-Wishart prior to the Gaussian model which is defined by primal parameters Φ, µ0,m and
n0 enables to use prior data. The maximum a posteriori estimates for mean µ and covariance





Φ +N Σ̂ + NmN+m (µ̂− µ0) (µ̂− µ0)
T
N + n0
where µ̂ and Σ̂ are empirical mean and covariance of the dataset. The primal parameters can
be obtained from the global model of dynamics. When µ̄ and Σ̄ are mean and covariance of the
global model for dynamics, the prior will be Φ = n0Σ̄, µ0 = µ̄. m and n0 should be the number
of data. At last, the dynamics p (xt+1|xt,ut) = N (fxtxt + futut + fct,Ft) is approximated by
conditioning the Gaussian model N (µ,Σ).
A primal minimization with respect to p represented as Equation (3), corresponds to trajec-
tory optimization. A dynamics p(xt+1|xt, ut) which is needed for trajectory optimization, could
be unknown in general. However, a dynamics represented as linear Gaussian can be easily fitted
from samples generated from trajectory distribution of the previous iteration, denoted p̂(τ). If
p(τ) is too different from p̂(τ), optimization may diverge. To prevent it, an update of trajectory
distribution is bounded by KL-divergence between p̂(τ) and p(τ).
min
p(τ)∈N (τ)
Lp(p, θ) s.t. DKL(p(τ)‖p̂(τ)) ≤ ε (5)
Based on the quadratic cost and linear dynamics, we can then get an optimized local controller
from iterative Linear Quadratic Gaussian regulator (iLQG) [12].
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(a) morphology (b) somatotopy
Figure 2: (a) A morphology of the human cerebellum and (b) a somatotopy of the human
cerebellum. Adapted from Manni et al. Nat Rev Neurosci 2004;5:241–249, with permission of
Springer Nature [13]
2.1.2 Supervised learning of global policy
A global policy that generates action with respect to observation is trained using supervised
learning. Observation in the gathered samples and guiding trajectory distribution are used as
training data and label. The network is trained with a standard method such as Stochastic
Gradient Descent (SGD).
A novel CNN which is used to represent a visuomotor policy is shown in figure 1. It consists
of three convolution layers, a novel spatial softmax layer, and three fully connected layers.
Convolution layers extract features from the observed image. A spatial softmax layer followed
by expectation over a position in image converts pixel-wise image features into feature points
which represent the position of each feature in the image. Then three fully connected layers
process feature points concatenated with robot configuration information to generate a motor
command to control a robot.
2.2 Cerebellar neural circuit
2.2.1 Function of the cerebellum
The cerebellum is an organ that governs the movements of the human body. It regulates
a specific muscle or group of muscles based on desired action signals from the motor cortex
of cerebrum and sensory information from sensory organs. It doesn’t affect to initiation and
planning of actions. However, it is strongly established that the cerebellum plays a dominant role
in precise motor control from researches that patients with injured cerebellum have problems
in precise coordination and timing of movements. In addition, it also does an important role in
motor learning which makes a human body adapt to a changing environment. This comes from
the plasticity of the synapses between the Purkinje cells and the Parallel fibers. For example,
if a muscle is weakened due to injury, the previous pattern of muscle extraction timing and
intensity interfere with accurate control. Several computational models are proposed to explain
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Figure 3: (Left) A diagram of cerebellar neural circuit. (Right) A microscopic image of the
Purkinje cells.
the cerebellum’s such functionalities so far [2, 14].
2.2.2 Anatomy and somatotopy of the cerebellum
There have been many researches about somatotopy of the cerebellum. Larsell’s work [8] pro-
vided a basis for the cerebellar morphology of nowadays. Figure 2a shows the anatomy of the
cerebellum. The cerebellum is subdivided into anterior, posterior, and flocculonodular lobe
through the sagittal axis. And also, it is subdivided into vermis and hemisphere in a transversal
direction. A vermis and hemisphere is a medial and side part of the cerebellum respectively.
Based on Larsell’s classification, the vermis is further subdivided into ten lobules numbered
I-X. And the lobules of the hemispheres are prefixed by ’H’. Thanks to the development of
various neuroimaging technologies, the detailed functional mapping of the human cerebellum is
discovered. As shown in figure 2b, vermian lobule V, intermediate lobules HIV and HV, and
hemispherical lobules HVI and HVIII are related to control of the arm, elbow joint, wrist, and
all fingers respectively. Although the regions of the cerebellum involved in the control of certain
body organs are different, the morphological properties of the Purkinje cell and the parallel
fiber throughout the entire cerebellum remain unchanged.
2.2.3 Structure of the cerebellar neural circuit
At the left of figure 3, the structure of the neural circuit inside a human cerebellum is shown.
Mossy fiber, granule cell, Purkinje cell, and climbing fiber are the main components of the
cerebellar neural circuit. The mossy fiber and climbing fiber carry inputs to the cerebellar
neural circuit and the Purkinje cell is a sole output of it. Signals from the cerebrum motor
cortex and sensor cortex are transmitted to the cerebellar neural circuit through the mossy
fiber. In general, 4 - 5 mossy fibers make synapse with a granule cell. A granule cell has a
T-shaped axon named parallel fiber which rises from the cell body and splits into two branches
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heading to the opposite direction. Parallel fibers are arranged parallel to each other in the
cerebellum and form synapses with Purkinje cells which has a flat dendritic shape lying in a
plane perpendicular to the direction of the parallel fiber. A real microscopic image of Purkinje
cell is shown in 3. This structural characteristic maximizes the number of synapses between the
parallel fiber and the Purkinje cell in unit space. A climbing fiber is another major source of
input to the cerebellar neural circuit which carries error feedback signals. Climbing fiber climbs
a Purkinje cell and makes multiple synapses with it. The Purkinje cell processes signals from
parallel fibers and climbing fibers together and sends it to deep cerebellar nuclei. To summarize,
there are two main pathways in the cerebellum. One is a pathway composed of mossy fiber -
granule cell - parallel fiber - Purkinje cell - deep cerebellar nuclei and another which is composed
of climbing fiber - Purkinje cell - deep cerebellar nuclei. In our neural network, we don’t consider
the second pathway which is originated from climbing fiber. Instead, we assume that the update
of weights of a neural network can replace the role of the pathway which receives error feedback
signal as input.
2.3 Approaches to mimic the cerebellar neural circuit.
Because the cerebellum works as an accurate motion controller in the human body, there have
been numerous attempts to optimize control using a model inspired by the cerebellar neural
circuit. Cerebellar Model Articulation Controller (CMAC) [1] is a robotic control model with an
associative memory inspired by the cerebellum. In CMAC, input space is divided into several
hyper-rectangles which is associated with a memory cell. Each memory cell contains weights.
The output will be calculated by summing up the weights activated by the input point. The
weights in each memory are updated by learning algorithms. Because CMAC only has one
layer of adjustable weights, Deep CMAC (DCMAC) which is by stacking several single-layered
CMACs proposed in [20]. DCMAC could deal with nonlinear functions more effectively than
CMAC. Neural Episodic Control (NEC) [15] is also a method that uses memory. In NEC, for
each action, a memory module exists. Each memory module is a dictionary which contains Q
value paired with a query key produced from the state. The output is the Q value of state and
action which is calculated by weighted sum of Q values in the corresponding memory. Memory-
based methods differ from our approach in terms of the ways it interprets the structure of the
cerebellum.
In [5], the author proposed a novel spiking neuron model that relates a control algorithm to a
real neural spiking pattern. Neurons used in this model are implemented based on the anatomy
of the premotor, primary motor cortex of the cerebrum, and cerebellar cortices. It suggests
novel computations for behavior which considers changes in physical properties. As a result,
the proposed model can generate good trajectories and corresponding neural spiking activity
as well. Also, the model could work well under changes in kinematics and dynamics. Different
to the neural network we proposed, this model doesn’t consider anatomical characteristics of
Purkinje cell circuitry which is known as the unique structure of the cerebellar neural circuit.
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(a) novel neural network inspired from human cerebellum
(b) fully connected network
Figure 4: Two neural networks used in experiments. (a) A novel neural network inspired from
human cerebellum and (b) a fully connected network. A Number at below of each layer denotes
its dimension.
3 Methods
We hypothesized that a neural network that mimics the structure of the cerebellar neural
circuit can show better performance in processing joint information than a conventional fully
connected network. We focused on synapses between the Purkinje cell and the parallel fiber.
Because, first, the Purkinje cell produces a sole output of the cerebellar neural circuit from
signals transmitted through the parallel fiber, and second, the Purkinje cell and the parallel
fiber are unique characteristics that can be found inside the cerebellar neural circuit.
The Purkinje cell has a very unique structure that distinguishes it from other neurons. The
axon of this cell extends out of the cell body and bifurcate many times to form a flat dendritic
shape. It is very similar to the receptive field of CNN in that it uses the adjacent pixels from
the input to calculate the output. However, since the information transmitted through the
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parallel fiber is already processed by sensory organs or the motor cortex in the cerebrum, it is
appropriate to express it as a vector, rather than a 2D matrix that is used to represent a raw
image that has a strong spatial relationship between pixels. In conclusion, we implemented the
synapse between Purkinje cell and parallel fiber with a 1-dimensional convolution layer.
The structure of a novel neural network we propose(conv1d-fc-net) is shown in figure 4a. 1-
dimensional convolution layer replaces some of fully connected layers in the previous model. As
described in section 4.4, two fully connected layers are attached at the end of 1-dim convolution
layers because a neural network without fully connected layers cannot be successfully trained.
Figure 5: Configuration of observation used in the experiments.
The ideal input format for conv1d-fc-net is a 1-dimensional vector in which information
from a specific joint is adjacent to each other and followed by information from the next joint
as shown in Fig 5. It is designed that a receptive field not to process only partial information
of a certain joint by setting window and stride size to multiples of a dimension of observation
corresponds to one joint. For example, we used a window of size 4 or 6 and stride of size 2 since
most of the experiments in this paper used joint position and velocity as an observation.
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4 Experiments
Figure 6: A neural network only composed of 1-dim convolution layers.
4.1 Experiment 1 : Training a neural network only with 1-dim convolution
layers
From the analysis of the cerebellar neural circuit, we decided to imitate its structure with a
1-dim convolution layer. Figure 6 shows the structure of a neural network only composed of a
1-dim convolution layer (conv1d-only-net). conv1d-only-net can be distinguished from a novel
neural network we proposed which is shown in figure 4a in the aspect that it doesn’t have fully
connected layers at the end. The purpose of this experiment is to test whether the 1-dim conv
layer solely is enough to represent a policy or not. To test it on the ability to process a joint
information, we trained this network with GPS algorithm on Baxter reaching task and Mujoco
2D reacher and peg insertion task.
4.2 Experiment 2 : Training a neural network composed of 1-dim conv layers
and fc layers
To demonstrate our hypothesis, we trained both conv1d-fc-net and typical fully connected
network with a policy training using GPS algorithm on real robot and simulation environment.
In order to compare the two networks only for the ability to process joint information, the input
to the network consists of joint position and velocity without observed image.
4.3 Experimental settings
In a GPS based policy training algorithm, the global policy is greatly affected by the local
controller, since it is trained to match with the local controller. In order to rule out the adverse
effect of the local controller on correct comparison of two neural networks, we initialized it
with a pretrained local controller and disabled trajectory optimization, so that it will not be
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Figure 7: Tasks used in experiments. (Left) 2D reacher of Mujoco simulator, (Center) Peg
insertion task of Mujoco simulator and (Right) reaching task with Baxter robot.
updated. Because two different neural networks trained from the same local controller show
same performance when converged, we compared them for convergence rate.
The cost function we used in our experiment is defined as below. dt and ut are distance

















The first term 12w`2d
2
t is used to make the end-effector to get close to the target point. The




is another term that penalizes distance between the end-effector
and the target point. helps the end-effector to approach to the target point when it is near
the target. Because the first term is a second-order function of dt, the cost does not decrease
rapidly when the end-effector is near the target. However, introducing the second term defined
as log function could help to reduce the cost even the end-effector is already close to the target.
The last term 12wu ‖ut‖
2 penalizes the action to protect the system from abrupt movement.
w`2 , wlog, and wut are coefficients of terms which is heuristically determined.
4.3.1 Mujoco 2D reacher task
We used a real Baxter robot and Mujoco simulator for our experiment. Figure 7 shows the
environments used in experiments. A 2D reacher of Mujoco simulator has a 2-DoF arm with
its first joint is fixed at the origin. The goal of this task is to move its end-effector to the target
depicted as white box as close as possible. The angle and velocity of each joint and position
and velocity of the end-effector are included in the state, whereas the observation only includes
angles and velocity of each joint.
4.3.2 Mujoco peg insertion task
A peg insertion of Mujoco simulator has a 7-DoF arm. The goal of this task is to insert a peg
into the hole in the middle of the table. Data included in state and observation are same as
Mujoco 2D reacher.
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4.3.3 Baxter reaching task
The Baxter robot has a 7-DoF arm. In this task, a right hand holding a block should approach
to the left hand which denotes the target position. Although the configuration of state and
observation is same as 2D reacher of Mujoco simulator, dimensions of them are different. The
dimension of fully connected layers and size of window and stride is adjusted to deal with the
increased dimension of input, but the number of layers are unchanged.
5 Experimental results
5.1 Experiment 1 : Training a neural network only with 1-dim convolution
layers
Figure 8: A trajectory graph. Red cross line : Mean of a local controller, Green line : trajectory
samples from local controller, Blue line : a trajectory sample from trained global policy. From
left to right, graphs are corresponding to result of Mujoco 2D reacher, Mujoco Peg insertion
and Baxter reaching task experiments.
Figure 8 shows the trajectory samples produced by the local controller and a global policy
represented as a conv1d-only-net. The Red cross line and green lines mean the mean and samples
of the local controller respectively, and blue line means a sample trajectory produced by the
trained global policy. As we can see, a local controller and global policy show a very different
trajectory for all environments. A policy that is represented only with 1-dim convolution layers
is not trained well to match with an optimized controller. Although we conducted experiments
with various structures of neural networks and learning rate, global policy is not trained well.
Adding fully connected layers next to the 1-dim convolution layers solved the problem. To
match the dimension of the feature of the last 1-dim convolution layer makes it to have one
channel and a dimension as same as the motor output.
5.2 Experiment 2 : Training a neural network composed of 1-dim conv layers
and fc layers
We compared conv1d-fc-net with a fully connected network by changing the number of param-
eters in both networks. Two fully connected layers at the end of both neural networks are set
to be same so that 1-dim convolution layers and three fully connected layers at the front should
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(a) Results on Mujoco 2D reacher
(b) Results on Mujoco Peg insertion
(c) Results on Baxter reaching
Figure 9: Loss graph of (a) Mujoco 2D reacher, (b) Mujoco Peg insertion and (b) Baxter
reaching experiment.
have the same number of parameters. Since two networks trained on the same local controller
show same performance at convergence, we used convergence rate as a metric.
Figure 9a shows the experimental results of 2D reacher of Mujoco simulator. The com-
parisons are conducted on models with 3400, 6200, and 10000 number of parameters. The
difference between the two models for the convergence rate is very clear. Our novel network
showed a better convergence rate than the fully connected network, regardless of the number
of parameters in the model.
For Mujoco peg insertion task, we used models with a number of parameters as 2600, 5600,
and 10000. Although it is not clear as much as Mujoco 2D reacher task, still it is observed that
conv1d-fc-net converges faster than fc network.
Experimental results on Baxter reaching task are shown in figure 9c. In this case, models
with 2600, 5600, and 10000 number of parameters are used. When models have 5600 and 10000
number of parameters, it is observed that our novel network converges slightly faster than a
fully connected network. It surpassed the fully connected network at iteration 3 and converged
1 iteration faster for models with 5600 and 10000 number of parameters. However, for models
with 2600 number of parameters, two networks showed incomparable differences.
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6 Discussion
As we can see in the result of experiment 1, trajectories produced from the conv1d-only-net do
not agree with trajectories produced from an optimized local controller. However, conv1d-fc-
net, a neural network constructed by adding fully connected layers at the end of conv1d-only-net
is trained successfully. To figure out factors that determine successful training of the neural
network, we analyzed visualized weight matrices of fully connected layers in conv1d-fc-net as
shown in figure 10. The weight matrix of two fully connected layers and a matrix obtained from
their multiplication are visualized.
The pixel of the lower index at the input contains information of the joint closer to the body.
For example, information of the shoulder joint locates at the front of the input and information
of the end-effector joint locates at back of the input. Same configuration is applied to the output
of the neural network, so pixels at the front contains a motor command for the shoulder joint
and pixels at the back corresponds to the end-effector joint. Based on this configuration of
input and output, we could expect columns with partially non-zero values where other pixels
contain zero weights to be observed in the rightmost matrix if there exists a local relationship
between certain joints.
Figure 10b and 10c show weight matrices visualized for Mujoco 2D reacher and Peg insertion
tasks respectively. There exist some hidden features that do not contribute to the output of
all joints (e.g., features of index 10,12 and 19 in figure 10c). Most of the other features in the
feature map contribute to each joint output and it is hard to observe a fixed pattern in the
weight matrix.
The visualized weight matrix for Baxter reaching task 10d, as same as Mujoco case some
hidden features has zero weights for all joints. However, all hidden features contribute in a very
similar way to all the joints. A hidden feature positively contributes to the first three joints
and negatively to the next three. And the end-effector doesn’t depend on any hidden feature.
We suspect that the reason for a uniform pattern of weights across all features is the simplicity
of the Baxter reaching task compared to tasks of Mujoco simulator. The Baxter reaching task
has a very simple linear trajectory where trajectories of Mujoco tasks are complex.
We conclude that the observed results suggest a necessity of the global model in robot
control. There is no definite sign of correspondence between input and output of a certain joint.
Except for a few features that have zero-weights to all joint output, most of the hidden features
contribute to the control of joints with non-zero weights. This can be explained with a global
model that information from all joints contributes to the control of each joint rather than a
local model that only a few joints participate in the control of a specific joint.
Another remarkable result is that conv1d-fc-net showed a better convergence rate than a
typical fully connected network. Usually, a CNN performs better than a fully connected network
when dealing with a data whose adjacent pixels has strong spatial relationship such as an image.
Based on this characteristic of a convolution layer, we suspect that there exists some sort of
spatial relationships between adjacent pixels of the robot configuration input we used.
23
(a) Visualization of weight matrix of fully connected layers.
(b) Weight matrix visualization for Mujoco 2D reacher
(c) Weight matrix visualization for Peg insertion
(d) Weight matrix visualization for Baxter reaching
Figure 10: Visualization of weight matrix for task (a) Mujoco 2D reacher, (b) Mujoco Peg
insertion and (b) Baxter reaching experiment.
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7 Conclusion
In this paper, we present a novel neural network to represent motor policy which is inspired by
the cerebellum. We hypothesize that a neural network that mimics the structure of the human
cerebellar neural circuit can process joint information well because the human cerebellum takes
an important role in motion control. By analyzing the cerebellar neural circuit, we transform
it into a neural network with 1-dim convolution layers followed by fully connected layers. The
policy represented by our new network is trained with policy training based on GPS algorithm.
A neural network which only composed of the 1-dim convolution layers could not be trained
successfully. This problem could be solved by introducing fully connected layers at the end of
1-dim convolution layers. From the results of weight matrix visualization of fully connected
layers, we conclude that a global model that integrates information from all joints is necessary
for robot control and a fully connected layer is an important component to achieve it.
We test the proposed network (conv1d-fc-net) on the Baxter robot and Mujoco simulator
and compared it with a typical fully connected network about convergence rate. For both
environments, conv1d-fc-net converged faster than a fully connected network for most of the
cases. We suspect that this is because there exists a spatial relationship between adjacent
pixels in the robot configuration input and this is consistent with the advantage of CNN that
it performs better than a fully connected network for data with a strong spatial relationship.
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