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Due to its abundance and its relevance for life, water is one of, if not the, most important liquid(s). It
has various anomalies and an extremely rich phase diagram. Not only are water, and correspondingly
aqueous solutions, everywhere, but often they are found in confined conditions. Examples range from
the biological, e.g. the cells in our own bodies, to technical applications of microfluidics and, of course,
geological concerns.
There are many areas concerning the behavior of water that are still not completely understood. In
many such cases molecular dynamics simulations can play an important role, since they not only allow
us to experience a resolution on the molecular scale, but also the possibility to actualize gedanken ex-
periments which are not accessible to current experimental methods - or if accessible, at the very least,
highly expensive. Of course, it is of utmost importance concerning the insights from such simulations
to be aware of their limitations, and to keep the influence of the inevitable simplifications any molecular
dynamics model will necessitate in mind. It is necessary to distinguish between effects from geomet-
rical parameters, finite-size effects, the characteristics of different water models, and their interaction
potentials.
The aim of this study is to investigate the behavior of pure water and aqueous solutions, namely
isobutyric acid and water, in confinement, with special regard given to the roughness and structure of
the confining interfaces. This is done by first considering hydrophobic and hydrophilic confining walls,
with a planar geometry, and systematically varying wall roughness while keeping the same average
potential, as well as observing the effects on different water models, namely TIP3P, TIP4P and TIP5P.
We find that in the hydrophobic regime the smooth wall generally represents a usable abstraction of the
atomically rough walls, while in the hydrophilic regime there are pronounced differences in structure
and dynamics between all stages of wall roughness. For a small lattice constant, however, the smooth
and the atomically rough wall still share a number of structural and dynamical similarities, although the
degree of conformity depends on the water model. Out of the three water models, TIP5P water shows
the largest degree of tetrahedral ordering and is often the one that is least perturbed by the presence of
the wall.
Further, the behavior of SPC/E water in cylindrical confinement is investigated. In this case confine-
ment refers to amorphous silica pores and amorphous ice pores as well as completely smooth pores,
where the potential felt at a given distance from the pore wall is an averaged atomic potential. As com-
pared to rough walls, smooth walls induce stronger distortions of water structure for both silica and ice
confinements. On the other hand, unlike the smooth pores, the rough pores strongly slow down water
dynamics at the pore wall. The slowdown vanishes when reducing the atomic charges in the wall, i.e.
when varying the hydroaffinity, while keeping the surface topology intact, indicating that this is not a
geometric effect, but rather due to the fact that the wall atoms provide a static energy landscape along
the surface, e.g. fixed anchor-points for hydrogen bonds, to which the water molecules need to adapt,
blocking channels for structural rearrangement. In the smooth pores, water dynamics can be faster than
in the bulk liquid, not only at the pore wall, but also in the pore center. Changes in the tetrahedral order
rather than in the local density are identified as the main cause for this change of the dynamical behavior
in the center of smooth pores.
Lastly, molecular dynamics simulations of an isobutyric acid (iBA) and TIP3P water mixture in a
cylindrical silica nanopore are performed for a number of different weight percentages. The general
behavior is only weakly dependent on the mixture ratio and contrary to expectations the iBA features
prominently at the pore wall, despite the hydrophilic nature of the pore. Increasing temperature triggers
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more thorough mixing of the components which, coupled with other results, suggests an energetic cause
for the accretion of iBA at the pore boundary.
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Zusammenfassung
Aufgrund seiner Häufigkeit und der ausgeprägten Relevanz in Hinsicht auf das Leben an sich, ist Wasser
eines der, wenn nicht das, wichtigste(n) Fluid(e) überhaupt. Wasser weist zahlreiche Anomalien auf
und besitzt ein reichhaltiges Phasenverhalten. Wasser, und entsprechend wässrige Lösungen, sind nicht
nur überall zu finden, sie tauchen auch häufig unter eingeschränkten geometrischen Verhältnissen auf.
Beispiele dafür reichen von der Biologie - man denke an die Zellen aus denen unsere Körper aufgebaut
sind - über technische Applikationen von Mikrofluidität zu geologischen Gegebenheiten.
Es gibt zahlreiche Bereiche in Bezug auf das Verhalten von Wasser, für welche noch Erklärungsbedarf
vorliegt. In vielen dieser Fälle können Molekulardynamiksimulationen hilfreich sein. Molekulardy-
namiksimulationen erlauben nicht nur eine Auflösung auf der molekularen Ebene, sondern auch die
Möglichkeit Gedankenexperimente zu verwirklichen, welche experimentell aufgrund der technischen
Gegebenheiten nicht umsetzbar sind - oder falls umsetzbar, zumindest sehr teuer wären. Natürlich ist
es von äußerster Wichtigkeit in Bezug auf die Einsichten, welche durch Simulationen gewonnen wer-
den, die Grenzen dieser Vorgehensweise und die Einflüsse der unvermeidlichen Vereinfachungen welche
Atom- und Molekülmodelle mit sich bringen im Hinterkopf zu behalten. Man muss zwischen den Ef-
fekten unterscheiden, welche durch geometrische Parameter gegeben sind, welche sich durch finite-size
Effekte ergeben oder welche von gegebenen Charakteristika der Modelle und ihrer Interaktionspotentiale
abhängen.
Das Ziel dieser Studie liegt darin, das Verhalten von Wasser und wässrigen Lösungen, genauer gesagt
Isobuttersäure und Wasser, unter geometrischer Einschränkung zu untersuchen, und dabei den Fokus auf
den Einfluss der Rauigkeit und Struktur gegebener Grenzflächen zu legen. Dazu werden zunächst ebene
hydrophobe und hydrophile Grenzflächen mit systematisch variierter Rauigkeit in Betracht gezogen,
wobei das mittlere Wandpotential beibehalten wird. Der Einfluss dieser Grenzflächen auf verschiedene
Wassermodelle (TIP3P, TIP4P und TIP5P) wird untersucht. Es stellt sich heraus, dass im hydrophoben
Regime die glatten Wände eine annehmbare Abstraktion darstellen, während im hydrophilen Regime
die strukturellen und dynamischen Unterschiede zwischen verschiedenen Rauigkeitsstufen wesentlich
ausgeprägter ausfallen.
Für kleine Gitterkonstanten teilen die glatten und rauen Wände noch einige strukturelle und dynami-
sche Eigenschaften, wobei der Übereinstimmungsgrad noch zusätzlich vom Wassermodell abhängt. Von
den drei genannten Modellen weist TIP5P die größte tetrahedale Ordnung auf und wird generell am
wenigsten durch die Präsenz einer Grenzfläche gestört.
Des Weiteren wird das Verhalten von SPC/E Wasser in zylindrischem Confinement, bestehend
aus amorphen Silikaporen, amorphen Eisporen und vollständig glatten Poren, welche auf radialsym-
metrische Potentialen beruhen, untersucht. Die ”glatten” Poren basieren auf dem mittleren Potential,
welches von den Silika- und Eisporen ausgeht. Im Vergleich zu den atomar ”rauen” Poren induzieren
die glatten Poren stärkere Störungen in Bezug auf die native Wasserstruktur. Im Gegensatz zu den glatten
Poren wird bei den rauen Poren die Wasserdynamik nahe an der Porenwand stark verlangsamt. Diese
Verlangsamung verschwindet, wenn innerhalb der rauen Pore die Ladungen einzelner Atome reduziert
werden, also bei Variation der Hydroaffinität unter Beibehaltung der Porenstruktur. Dies impliziert,
dass es sich dabei nicht um einen geometrischen Effekt handelt, sondern um eine Folge davon, dass
die Wandatome eine statische Energielandschaft erzeugen, z.B. durch das Auftreten starrer Anknüp-
fungspunkte für die Bildung von Wasserstoffbrücken, an welche sich die Wassermoleküle anpassen
müssen. Dies blockiert dann strukturelle Umgestaltungen. In den glatten Poren tritt eine beschleu-
nigte Wasserdynamik nicht nur an den Porenwänden auf, sondern auch im Poreninneren. Änderungen
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im tetraedischen Ordnungsparameter werden als Hauptinitiator für das Verhalten im Poreninneren iden-
tifiziert, während lokale Dichteschwankungen nur eine untergeordnete Rolle spielen.
Schließlich werden Molekulardynamiksimulationen von Isobuttersäure-Wasser Mischungen in einer
zylindrischen Silika-Nanopore mit einer Reihe an unterschiedlichen Gewichtsverhältnissen durchge-
führt. Das Verhalten der Mischung hängt nur schwach vom Gewichtsverhältnis ab und im Gegensatz
zu ersten Erwartungen tritt, trotz des hydrophilen Charakters der Porenwand, vor allem Isobuttersäure
an der Porenwand auf. Höhere Temperaturen führen zu einer vollständigeren Durchmischung und damit
einer Reduktion der Menge an Isobuttersäure an der Porenwand. Dies deutet auf einen energetischen
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3LW denotes the three-layered waterlike atomistic walls from 5.1
C0 denotes the atomistic walls from 5.1 (middling roughness)
C1 denotes the atomistic walls from 5.1 (pronounced roughness)




ISF intermediate scattering function
LJ Lennard Jones
MD Molecular dynamics
OAC orientational autocorrelation function
OCP one component plasma (a system of charged classical particles moving in a uniform charge
neutralizing background)
RCF residence correlation function
SS soft spheres, here denoting a system of interaction points with a repulsive r−l potential, l ∈ N




This thesis is about the behavior of water and mixtures involving water in confinement. Water is one
of the most important liquids there are, due to its abundance and its relevance for life. Water plays an
important role in our everyday life as well as in various scientific fields. It also displays many unusual
properties, which are often attributed to the presence of hydrogen bonds. Among these properties are
various anomalies and an extremely rich phase diagram. In many biological, geological, or technological
systems water is spatially confined on the nano-scale, with various types of geometries and surface
interactions, which modify the structure and dynamics of water. In fact, it has been proposed that most
of Earth’s water is confined by minerals in the lower Earth mantle [1].
Examples and applications for systems with confined water range from environmental studies [2] over
microfluidics [3] to lab-on-a-chip [4], biological investigations [5, 6], and efforts to verify the existence
of a liquid-liquid critical point [7, 8, 9].
Understanding the structure and dynamics of water in confinement is therefore of great importance.
There exist various theoretical approaches to model and simulate water at interfaces, ranging from quan-
tum mechanical [10, 11, 12], over classical molecular dynamics simulations [13, 14, 15, 16, 17], to more
abstract models [18, 19, 20, 21, 22, 23, 24, 25]. These studies use different water models and model the
interface and its interaction with water in different ways. How these differences affect the structure and
dynamics of water is not yet fully understood. In particular, the basic structure of water on hydrophilic
surfaces remains a major open issue [26], as does the influence of the amount of adsorbed water on a
given surface [27, 28, 29], i.e. the influence of pressure.
Molecular dynamics (MD) simulations are often an insightfull tool when studying such phenomena,
since they allow the user to observe the system and evaluate interactions on a molecular scale, as well as
correlate different observables which the experimentalist has no direct access to. More on MD simula-
tions can be found in section 2.
The choice of the water model already has an effect on the observed properties, even when only
bulk behavior is investigated, without the presence of interfaces. There exist a large number of water
models [30], and new models are still being invented with the aim to better reproduce the experimental
properties of water. However, until today no water model is able to simultaneously reproduce the melting
temperature and the temperature of maximum density.
In this study TIP3P [31], TIP4P [32], TIP5P [33] and SPC/E [34] water are used. A comparison of the
three models TIP3P, TIP4P and TIP5P, was done by Vega et al. [35], where TIP5P and TIP4P water were
judged to be of similar quality. TIP3P water performs poorer, but it has the advantage of simplicity and
thus allows for larger simulations. Additionally, the TIP3P model is part of the CHARMM package and
often used in simulations of biological systems. Another comparison of SPC, SPC/E, TIP4P and TIP5P
water has led to the conclusion that TIP4P water and SPC water are best for reproducing experimental
values [36]. Thus there is no agreement as to which water model is the best one.
The modeling of water-wall interactions is done in many different ways, attempting to correctly cap-
ture the different experimental situations with hydrophobic, hydrophilic, or functionalized walls, or with
different types of confinement such as in naturally abundant nanoporous systems like zeolithes or in ar-
rays of designed pores [37].
Modeling ranges from ab-initio models for atomic level interactions [10, 11, 12], to molecular inter-
actions with e.g. crystalline hydrophobic and hydrophilic alkans or alcohols [38], carbon alkyl chains
bound to a substrate, where the hydroaffinity is tuned by using different functional head groups [39, 40]
and smooth walls given by an exterior potential [13], which can also include orientating contribu-
tions [41].
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One great advantage of theoretical investigations of confined water is that the effects of the general
geometry, the wall structure, and the interaction potentials can be studied separately. The mere confine-
ment effect can be investigated by pinning part of the water molecules, thus ensuring that no foreign
local structure is forced upon the free part of the liquid [15, 16, 14]. Klameth and Vogel [14] showed
that while the structure of the confined water is not modified, the dynamics is spatially inhomogeneous
and slow down when approaching the boundary of pinned water. Watanabe et al. [15] investigated geo-
metrical confinement effects near the glass transition point and found that these lead to slower dynamics
coming from a wall-induced enhancement of glassy structure. Kumar et al. [42] studied systems with
purely repulsive potentials, resulting in qualitatively similar behavior to Lennard Jones systems, indicat-
ing that the effects of the confinement might be only weakly dependent on the exact form of the confining
potential.
Besides pure confined water this study also contains a section on the confined water and isobutyric
acid mixture. Isobutyric acid (iBA), or 2-methylpropanoic acid, has both hydrophilic and hydrophobic
functional groups, leading to phase separation when mixed with water. It belongs to the group of car-
boxylic acids, which play an important role in a number of industrial relevant separation processes [43].
Furthermore they are used as basic building blocks of soaps and detergents [44, 45], used as raw ma-
terials for the production of nylon, biodegradable plastics, and certain pharmaceuticals, used as buffers
and acidulants (food preservatives), flavoring agents, fungicides, and insecticides, biomass products, and
catalysts [44, 46, 47]. Carboxylic acid derivatives find widespread application in various commercial
sectors as well [45, 48], and are often present in aqueous waste streams and as byproducts of industrial
operations [49].
In general the behavior of liquid-liquid mixtures and liquid-liquid transitions are very important as
well, with a large impact on relevant topics such as oil recovery, lubrication, coating technology and
pollution [50, 51, 52].
Confinement can severely change the phase diagram of mixtures, especially for very small pores [53]
with a large amount of surface area. Therefore, understanding these effects is vital to developing new
separation technologies and optimizing currently used techniques. A short introduction to the main
theoretical approaches used for binary mixtures in confinement is given in section 4, subsection 4.3.
In a one dimensional system we cannot see a true phase transition between a one- and two-phase state
[54], of course, but rather microphase separation with alternating domains of both phases [53]. While not
strictly one dimensional systems, nanopores are small enough to be effected by this. When increasing
the temperature the system does not pass a true critical point, but still shows phenomena reminiscent of
a critical point, like e.g. a peak in the heat capacity [55, 56].
The phase behavior of simple fluids, mixtures and liquid crystals is dramatically altered when these
fluids are contained in porous media having a pore size ranging from ten to a thousand ångströms [57]. In
general the effects of confinement consist of a lowered critical temperature (in case of an upper critical
solution temperature, in case of a lower critical solution temperature it is generally elevated), a shift
in the phase envelope towards the preferentially adsorbed phase, if existent, and a slight reduction in
the area of immiscibility as evidenced by both experimental [58, 55, 59, 60, 50, 51] and theoretical
[53, 52, 61, 62, 50, 51] studies. Generally the effects are stronger for smaller pore widths, although this
is not always the case [63].
The investigative part of this study, section 5, is divided into three main parts. All feature a comparison
of the effects of rough and smooth confining walls of comparable average potential, although pertaining
to different geometries and/or contents.
In the first part, 5.1, the results of a comprehensive study of the combined influence of water model,
wall modeling, and hydroaffinity on the structure and dynamics of confined water are presented. Smooth
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and atomistic flat walls are used. The smooth walls interact with the water via potentials that have
either a hydrophobic or a hydrophilic effect. The atomistic walls have a hexagonal graphene-like lattice
structure. Two different lattice constants, i.e., different wall ”roughness”, are used and the strength of the
hydrophobic and hydrophilic interactions are chosen in such a way that the average potential at a given
distance from the wall is identical to that of the smooth walls. This allows to distinguish the effect of
interaction strength from the effect of wall roughness. Additionally, another type of hydrophilic wall is
implemented, which consists of three atomic layers, mimicking hydrogen and oxygen atoms respectively.
This water-like wall thus attracts the oxygen atoms of water as well as the hydrogen atoms. In this part
the TIP3P [31], TIP4P [32] and TIP5P [33] water models at ambient temperature and pressure are used.
In the second part, 5.2, the structure and dynamics of SPC/E [34] water in cylindrical confinements
are studied in a broad temperature range. The matrices consist of either amorphous silica or amorphous
ice, specifically, a suitable set of pinned water molecules. All studied pores have radii between 11 Å and
15 Å, with some results pertaining to a 25 Å pore. To gain insights into the role of the topology of the
wall, not only atomistic walls are considered, but also smooth walls corresponding to silica or ice envi-
ronments. These are produced by potentials averaging the Lennard-Jones (LJ) interaction of the given
pore with the water molecules. To determine the role of the hydroaffinity of the confinement, focus is
put on the atomistic pores and the charges of the wall atoms are reduced, while leaving the wall topology
unchanged. The relation between structure and dynamics is considered by correlating tetrahedral entropy
[64] and correlation time for water in the various types of confinements. The atomistic simulations and
evaluation of the resulting data was done by Felix Klameth.
In the third part, 5.3, a mixture of isobutyric acid (iBA) and TIP3P water is examined in a silica
nanopore of roughly 4.2 nm diameter. The behavior of the mixture is contrasted with the behavior as
shown when confined in a smooth pore based on the average potential of the silica nanopore. W.r.t. the
rough pore, the model system results in wetting of the iBA, with a small amount of water at the pore
wall, and a broad distribution of dynamic relaxation times. Interestingly the distribution of relaxation
times of the iBA is not completely monotonic w.r.t. translational motion, but rather shows a slight speed
up of dynamics directly at the pore boundary, a facet of behavior not seen for pure confined iBA. When
observing the susceptibility w.r.t. translational and orientational movement different dynamic regimes
are apparent for both dynamics. Comparison to the smooth pore makes it possible to gauge the influence
of pore roughness and the availability of hydrogen bonding sites.
The make-up of these sections is always the same. In the beginning the simulation methods are pre-
sented. This is followed by the presentation of results and a discussion, after which the most important
aspects of our findings are reiterated and put into context concerning their meaning for the scientific
community.
The rest of this study is organized as follows. Section 2 gives an overview of how molecular dynamics
simulations work, with a short listing of the advantages and disadvantages in 2.2. Section 3 introduces
the main observables which are evaluated in the simulation. Section 4 touches on some of the theory and
state of research relevant to this thesis. A more detailed listing is given at the beginning of the section.
Details concerning simulation methods and results of this thesis are given in section 5. As described
above it is split into three major subsections. Afterwards the most relevant parts are reiterated in the
conclusion 6. In addition there follows a listing of all figures, tables and references, publications by the
author, as well as a short curriculum vita and acknowledgment.
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2 Molecular dynamics simulations
Classic molecular dynamics simulations, in the following referred to as MD simulations, allow us to
observe position, orientation, and velocity of single atoms, or rather position and velocity of given inter-
action points, representing part of a molecule. As such, any observable rooted in these parameters can be
calculated. This makes such simulations a valuable tool, enabling us to investigate on a molecular level.
However, MD simulations have their drawbacks as well. In the following a short overview will be
given on how MD simulation work, followed by a list of advantages and drawbacks of this method.
Mainly I will refer to the NAMD program [65]. While other molecular dynamics programs use the
same basic functions and procedures, there are slight differences with respect to availability of certain
algorithms, naming conventions and similar. In this work all MD simulations were done either using the
NAMD or GROMACS [66] simulation package.
2.1 Molecular dynamics simulations - how do they work?
In molecular dynamics simulations atoms, or even parts of molecules, are represented by a given set of
interaction points, each outfitted with parameters describing the potential it carries. For convenience we
will generally refer to these interaction points as ”atoms” in this section. Such a many-body problem
cannot be solved analytically, but has to be calculated numerically. The dynamics of the atoms is assumed
to be governed by the Newtonian equations of motion,




~r1,~r2, . . . ,~rN
)
, (1)
where mi is the mass of the i’th atom, ~ri its position, and Utotal the total potential energy, depending on
all atomic positions. Utotal consists of bonded and non-bonded interaction,
Utotal = Ubond + Uangle + Udihedral + Uvdw + UCoulomb + Uext, (2)
where the bonded interactions Ubond, Uangle and Udihedral govern things like bond-length and angles
between atoms or groups of atoms, while Uvdw and UCoulomb denote the van der Waals and Coulomb
interaction respectively. Additionally, NAMD supplies the user with the ability to impose external po-
tentials, Uext, on the system.
Typically periodic boundary conditions are used in these kinds of simulations, thus eliminating surface
effects at the system boundary. This also means that it is unfeasible to calculate the exact force owing
to non-bonded interactions, since every atom interacts with every other non-bonded atom - and their
counterparts in neighboring cells. Therefore the van der Waals interaction is cut off at a specified dis-
tance. Electrostatic interaction can either be handled the same way, or the periodicity can be exploited,
computing the full electrostatic interaction with minimal additional cost, using the particle-mesh Ewald
(PME) method, where the electrostatic interaction is divided into short-range and long-range parts. The
short-range part is calculated directly, while for the long range part the charges are distributed on a grid
based on the unit cell, allowing the interaction to be calculated via fast Fourier transform in reciprocal
space.
13
NAMD uses the Verlet method [67] for NVE simulations, where velocities are evaluated in half-integer









rn+1 = rn + vn+ 12
∆t (”drift”) (4)
Fn+1 = F (rn+1) (”compute force”) (5)








where v stands for velocity, r for position, F for force, m for mass and ∆t are the timesteps. For a
fixed time period, the method exhibits a global error proportional to ∆t2. Usually however, simula-
tions are done in the NVT or NPT ensemble. There are several algorithms for maintaining temperature
and pressure. The ones most commonly used in this thesis are the Langevin thermostat [65] and the
Langevin-Piston barostat [68], respectively. The generic Langevin equation is given by




R (t) , (7)
where γ is the friction coefficient, kB is the Boltzmann constant, T is the temperature, and R (t) is a
univariate Gaussian random process. Coupling to the reservoir is modeled by adding the fluctuating and
dissipative forces to the Newtonian equations of motion. The Langevin-Piston barostat is based on the
extended system method by Anderson [69], where an additional degree of freedom is introduced to the
system, corresponding to the volume of the simulation cell, which adjusts itself to equalize the internal
and applied pressures. One can think of this additional degree of freedom as a ”piston”, hence the naming




, which determines the decay
time of the volume fluctuations. In the Langevin-Piston barostat the coupling of the piston degree of
freedom to a heat bath is done by means of a Langevin equation.
Parameters for simulations can be established in a number of ways. Some, e.g. bond lengths and
equilibrium angles, can be taken directly from experiment [70]. Others are parametrized via comparison
to experimental findings like the temperature of maximum density [71]. And of course quantum chemical
computations are used as well [70].
As such a MD simulation consists of the following steps:
1. set up the system parameters (potential interaction, volume/pressure, temperature, time step. . . )
2. set up initial atomic positions and velocities (e.g. taken from a Maxwell-Boltzmann distribution
w.r.t. the correct temperature)
3. calculate the force on the atoms
4. determine velocity and position
5. repeat steps 3.) and 4.) while saving atomic positions and velocities with appropriate frequency
2.2 Advantages and disadvantages of molecular dynamics simulations
The advantages of MD simulations are rather clear. Positioning and dynamics of the molecules involved
are completely open to the observer. System responses to arbitrary initial set-ups can be explored, includ-
ing molecular configurations that are experimentally hard to reach or simply not achievable. This allows
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the realization of gedanken experiments not accessible to current experimental methods and therefore
the ability to distinguish between different influences, e.g purely geometric aspects of confinement as
opposed to surface effects.
On the other hand the simulation can only be as good as the underlying potential. Different molecular
models and interaction potentials might show different effects, neither of which necessarily have to
conform to physical reality. Computational costs necessitate small system unit cells, with dimensions of
a few nanometers and short time scales, usually in the nanosecond range. The use of periodic boundary
conditions does not eliminate finite size effects and enforces long reaching unphysical correlations in
bulk simulations, even in systems with only one component. The idea of periodic images is nonsensical
as soon as critical length scales reach the size of the unit cell. This is especially important to keep
in mind when investigating systems close to phase transitions, where correlation lengths can become
infinite. And of course macroscopic phase separation or similar effects cannot be simulated in an infinite
system built up from mirror images of a single small unit cell.
Since the interactions are built up using Newtonian equations of motions quantum mechanical ef-
fects are not taken into account and neither chemical reactions nor other processes based on electronic
configurations are reproduced. While simulations on the level of electronic structure, so called ab-
initio computations, can be done they are even further limited with regard to time scale and system
size. Partially these problems can be mitigated, both on the level of MD simulations, by refinement
of the molecular models, e.g. polarizable water models like the SWM4-NDP [72], and by hybridiza-
tion of the simulation process. There exist both combinations of classical MD simulations and ab-initio
computations [73], as well as combinations of classical MD and continuum mechanical simulations
[74, 75].
Furthermore, MD simulations have come a long way since their beginning, an achievement which is
strongly correlated with the advances in computing power. Since we can expect further progress on that




Hydrogen bonding can be investigated experimentally with a number of different techniques. X-ray
diffraction responds to the electron density, which for water is most pronounced around oxygen atoms
[76, 77]. Neutron diffraction is sensitive to the positions of the nuclei. Studies with H2O, D2O, and
mixtures of the two lead to H − H and H − O as well as O − O radial distribution functions [78, 79].
Vibrational spectroscopy, both infrared and Raman, grants information about hydrogen bonding as well,
since a local mode’s vibrational frequency is highly sensitive to its hydrogen bonding environment [80,
81, 82, 83, 84]. X-ray absorption spectroscopy and x-ray emission spectroscopy have been shown to
provide information about local structure in liquid water as well [85].
Figure 1: A water molecule with four
hydrogen bonded neighbors.
The tetrahedral structure is
clearly recognizable. Graphic
taken from [86], where it is dis-
played under under a Creative
Commons license. First es-
tablished by User Qwerter at
Czech wikipedia, who is not
affiliated with this work.
One controversy about hydrogen bonding is in how far
it makes sense to assign the label of ”hydrogen bond” to
a given configuration, given that water consists of a three-
dimensional network of hydrogen bonds with a broad dis-
tribution of O-H. . . O angles and distances, rendering the
existence of a cut-off w.r.t. hydrogen bond definitions some-
what arbitrary. Some experimental data seems to indicate
the existence of spectrally distinguishable hydrogen bond
configurations. Such results have typically been interpreted
as indicating that liquid water comprises two classes of
HB domains: intact and broken [87]. Using temperature-
dependent spontaneous Raman spectroscopy in conjunction
with Monte Carlo simulations Smith et al. [87] were able to
show that some of the supposed evidence for a multi-state
system can originate from continuous distributions. As such
one should keep in mind that the definitions for hydrogen
bonds as used in molecular dynamics simulations are to a
certain degree arbitrary.
A number of different hydrogen bonding definitions are
used in molecular dynamics simulations, both energetic [88,
89, 90, 91] and geometrical, utilizing a number of different
distances and angles [85].
In this study we use the same definition as Hartnig et al.
[92], and consider two water molecules to be bonded when the angle between the intramolecular O-
H vector and the intermolecular O. . . O vector is less than 30°, provided that the O. . . O separation is
less than 3.35 Å. The same criteria is applied when assigning hydrogen bonds to other molecules, e.g.
between isobutyric acid and silanol groups. In the latter case simple distance and energetic criteria were
applied as well, however, the qualitative behavior did not change.
3.2 Tetrahedral order, tetrahedral order parameter, and tetrahedral entropy
Due to hydrogen bonding water has a tendency to settle in a tetrahedral structure, as fig. 1 illustrates.
In reality of course, the structure is not quite as regular and a tetrahedral order parameter is one way
to determine the quality of the tetrahedral distribution. We use the tetrahedral order parameter Q as
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suggested by Errington and Debenedetti [93], which consists of a slightly rescaled version of the one
originally developed by Chau and Hardwick [94], and is given by


















where the angular brackets denote the averages over all oxygen atoms and different points in time, and
ψ jk is the angle formed by the lines joining the oxygen atoms of two neighboring molecules j, k ≤ 4 to
the considered oxygen atom i. qi varies between -3 and 1, with Q = 0 for an ideal gas and Q = 1 for a
perfectly tetrahedral network.
Based on the distribution of tetrahedral order a tetrahedral entropy [64] can be defined by






ln (1 − qi) P (qi,T ) dqi, (9)
with qmin = −3 and qmax = 1. In this work the term ”tetrahedral entropy” will generally be used
for the difference
(
S Q (T ) − S 0) /kB, where S 0 is a constant, the exact value of which depends on the
discretization of possible states for qi.
In contrast to other types of entropy, such as the excess entropy S ex or the contribution of the two-
point translational correlations to entropy S 2, the tetrahedral entropy can be easily evaluated in MD
simulations, both for the bulk and for confined water.
3.3 Deviation from the uniform angular distribution
Let β denote the H–O–H angle of a given water molecule, e.g. 109.47◦ for SPC/E water. The uniform
distribution fu (cos (ψ1) , cos (ψ2)) of cos (ψi), where ψi denotes the angle of the i’th O–H arm (i ≤ 2) of
a given molecule to an arbitrary vector ~n, is given by




2 cos (ψ1) cos (ψ2) cos (β) + sin2 (β) − (cos2 (ψ1) + cos2 (ψ2)) (10)
We evaluate the deviation of the distribution of angles g (cos (ψ1) , cos (ψ2)) from the uniform angular




d cos (ψ1) d cos (ψ2) . (11)
This observable is a clear indicator of the existence of some kind of preferred orientational arrangement
and also works well for one dimensional distributions, where the uniform distribution is given by




3.4 Intermediate scattering function












where ~ri (t) gives the position of the atom or molecule under investigation at time t and ~q denotes the
scattering vector. They are related to the van Hove correlation functions,







~r + ~ri (0) − ~ri (t))〉 (15)







~r + ~r j (0) − ~ri (t)
)〉
, (16)























Thus the coherent intermediate scattering function Fs,~q characterizes how a density fluctuation of a
tagged particle relaxes. Similarly one can study the relaxation of a density fluctuation relative to a
given particle, i.e. a collective quantity via Fd,~q.
For the actual evaluation however, we mostly use a form of the intermediate scattering function, where
we assume an isotropic system [96, 97] and can therefore ignore the vectorial nature of ~q, retaining only
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∣∣∣~ri (t) − ~r j (0)∣∣∣)
q
∣∣∣~ri (t) − ~r j (0)∣∣∣
〉
. (20)
The intermediate scattering function can be directly compared to experiments from inelastic neutron
or X-ray scattering experiments. The magnitude of the scattering vector determines the length scale
on which the dynamics of the system are probed. Therefore we generally chose a scattering vector of
approximately 2pi/∆nn, with ∆nn giving the distance between nearest neighbors. In the case of water
the intermediate scattering function was generally evaluated with respect to oxygen atom positions, with
either q = 2.27 Å−1 (5.2, 5.3) or q = 2.3 Å−1 (5.1), while for isobutyric acid (5.3) we chose the center of
mass of a given molecule, resulting in q = 1.05 Å−1. Slight deviations from the targeted magnitude of the
scattering vector, imposed by the finite system size, arose when evaluating directionally (and therefore
not using the simplified form of eq. (19)). These are recorded at the beginning of the corresponding
sections. The correlation time τisf is defined as the time at which the function has decayed to a value of
e−1.
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3.5 Residence correlation function
The residence correlation function R (r, t) is given by [98]





θi (r, 0) θi (r, t) (21)
θi (r, t) =





where Nr is the average number of molecules in the region r, and gives the fraction of molecules that
stay within the region r during a time t. We define the correlation time τrcf of the residence correlation
function as the time at which the function has decayed to a value of e−1.
3.6 Orientational autocorrelation function
The intermediate scattering function and residence correlation function both yield information about
translational dynamics. While these are often coupled to rotational dynamics, decoupling, e.g. w.r.t.
the melting temperature [99, 100] has been observed in experimental data as well. We calculate the







~ei (0) · ~ei (t))2 − 1〉 , (23)
where ~ei (t) denotes the normalized unit vector describing the orientation of a predefined part of the i’th
molecule at time t. As such the orientational autocorrelation function is given by the ensemble average
of the second Legendre polynomial of ~ei (0) · ~ei (t). We define the correlation time τrot as the time at
which the function reaches a value of e−1.
3.7 Susceptibilities
From linear response theory it is known [95] that given a time correlation function CAA (t), w.r.t. the
dynamical variable A the imaginary, or dissipative, part of the dynamic susceptibility χ, denoted as χ′′
is proportional to the Fourier transform of CAA (t),




dt CAA (t) e−iωt, (24)
given that A is conjugate to the field causing the disturbance.
In this thesis calculation of the susceptibility is done in the real domain, evaluating only the cosine
transformation via Filon’s algorithm [101], as described in the dissertation by Thomas Blochowicz [102].
This is sufficient when the correlation function C (t) is not only defined for positive times t, and therefore
can be regarded as even, but also strictly real, since then the Fourier transform of C (t) yields a real and
even function as well [103].
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4 Theoretical background
In this section of the thesis concepts and theoretical background which are relevant for the understanding
and discussion of the results as given in section 5 will be introduced. A general understanding of the
concept of molecular dynamics simulations has already been given in section 2, while the observables
which are investigated are presented in section 3. A basic familiarity with both sections is therefore
presumed.
4.1 Supercooled liquids, fragile and strong glass formers
In this section the concept of a glass will be discussed, along with an explanation as to the difference
between fragile and strong glass formers. Afterwards the main ideas of the potential energy landscape
description, which supports the slowdown of dynamics at rough, attractive interfaces, will be given,
followed by a closer look at the Adam-Gibbs theory, a popular theory to explain the behavior of fragile
glass formers.
The relevance of this topic becomes clear in 5.2, where we observe SPC/E water at temperatures below
its melting point [104] and observe how the translational correlation time changes with temperature. The
data is fitted to both the Arrhenius and the VFT (Vogel-Fulcher-Tammann) law [105, 106, 107], which
will be further explained below.
So, what is a glass? A glass is in a non-equilibrium state of matter, with a liquid-like lack of long
range order combined with solid-like elastic properties. Glasses are created when a fluid is cooled below
the temperature of crystallization, but the actual process of crystallization is kinetically hemmed in and
the fluid crosses over into the supercooled region. In this region the viscosity of the fluid can grow
dramatically, by up to and over twelve orders of magnitude [108, 109].
With these high relaxation times the fluid can be kinetically unable to reach the state of thermal equi-
librium, therefore becoming trapped in the glassy state. Experimentally this can be seen by a kink in the
entropy or volume of the system. Since the glassy state is not a state of thermal equilibrium, but rather
represents a kinetic transition, the glass transition temperature usually depends on external factors, like
e.g. the cooling rate. Typically used definitions of the glass transition temperature Tg are accomplished












= 100 s. (26)
This is where the Arrhenius,




τ (T ) = τ0 e
BT0
T−T0 , (28)
come in. Both are equations which are often used to describe the viscosity or configurational relaxation
time. Glass formers which follow the Arrhenius equation are known as strong glass formers, while
fragile glass formers are often well described using the VFT equation. Both types are showcased in
fig. 2. For experimental data on fragile and strong glass formers see e.g. [112].
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Figure 2: Depiction of fragile and strong glass form-
ers with relaxation time τ as function of re-
duced temperature. Typical examples would
be SiO2 (fragile) and O-Terphenyl (strong).
See e.g. fig. 3 from [112] for experimental
data.
The Arrhenius law seems very intuitive.
Structural relaxation can be seen as rear-
rangement of molecular order, transition-
ing between two local minima of the poten-
tial energy (this thought will be further ex-
pounded in the next part, where the main
idea of the potential energy landscape de-
scription is given). To accomplish this tran-
sition an energy or free energy barrier  has
to be overcome, resulting in a relaxation
time τ of
τ = τ0 e

kBT . (29)
Therefore, relaxation times following the
Arrhenius law, and consequently strong
glass formers, are associated with constant
energy barriers, whereas for fragile glass
formers the energy barriers change with tem-
perature. One explanation for such a change,
which results in the originally phenomeno-
logical VFT equation, is given by the Adam-
Gibbs theory [113], which is briefly ex-
plained further below.
4.1.1 Potential energy landscape description
The potential energy landscape description for glasses was originally conceived by Goldstein [114]. In
this context the potential energy landscape is understood as the potential energy U plotted as a function
of 3N atomic coordinates in a 3N +1 dimensional space. In such a representation the state of a system is
represented by a point moving on a surface with a 3N dimensional velocity, the average value of which
is temperature dependent. Goldstein states a few main points in the justification of his description [114]
for liquids in the glassy state and ”not too far” from their glass transition, which can be summarized as
follows.
• A glass at low temperatures, like a crystal, is at or near a potential energy minimum.
• The portion of the potential energy surface that represents the liquid or glassy region has a large
number of minima of varying depths.
• At absolute zero, the state point of a glass will be trapped (ignoring quantum mechanical un-
certainty considerations) in a minimum. As temperature is raised, sufficient thermal energy will
become available to allow transitions to take place over potential barriers, even though they are
large compared to the thermal energy.
• A transition over a potential barrier in U-space can be perceived as local in the sense that during
the rearrangement from one local minimum to another most atomic coordinates change very little
and only those in a small region of the substance change by appreciable amounts.
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• At higher temperatures molecular rearrangement will take place in more than one region at a time.
However, the system will always be close to a potential minimum in the sense that sudden cool-
ing will force it into a potential minimum in such a way that most of the molecular coordinates
experience little change.
• The potential barrier description of flow will have a range of validity at low temperatures, but
gradually wash out as temperature is raised and the liquid becomes very fluid.
Figure 3: Schematic diagram of the potential
energy hypersurface in the multidi-
mensional configuration space for
a many-particle system. The min-
ima correspond to mechanically
stable arrangements of the collec-
tive molecular coordinates of the
system. From ref. [115], A Topo-
graphic View of Supercooled Liq-
uids and Glass Formation by F.
H. Stillinger (Science 267, 1935
(1995)), reprinted with permission
from AAAS.
As pointed out, while the potential energy landscape
is defined by the global state of the system, transitions
can be seen as taking place on a local scale. The poten-
tial energy barrier separating two minima in the phase
space is proportional to the number of particles, z, par-
ticipating in the transition, which again is small com-
pared to the overall number of particles. The temper-
ature dependence of z is a natural candidate to explain
fragile behavior [110], as seen in the following section
on Adam-Gibbs theory.
Fig. 3 shows a schematic diagram of the potential
energy hypersurface in the multidimensional configu-
ration space for a many-particle system. The minima
correspond to mechanically stable arrangements of the
collective molecular coordinates of the system. The
lowest lying minima are those whose neighborhoods
would be selected for occupation by the system if it
were cooled to absolute zero slowly enough to maintain
thermal equilibrium. Higher lying minima correspond
to amorphous particle packings [115].
Goldstein [114] assumes Arrhenius like (cf. eq. (29))
relaxation times for energy barriers of specific transi-
tions. Given the different nature of predominantly local
energy barriers this leads to a heterogeneous scenario,
as seen in both experiments and computer simulations
[116, 117, 118, 119].
4.1.2 Adam-Gibbs theory
Adam-Gibbs theory is based on the existence of so-called cooperatively rearranging regions (CRR).
These CRRs are defined as subsystems of the sample which, upon a sufficient fluctuation of enthalpy,
can, independently of its environment, rearrange into another configuration.
A graphical depiction of the notion of cooperativity is given in fig. 4. Let the number of molecules
in such a CRR be denoted by z, with the system consisting of N CRRs, with n subsystems allowing
cooperative rearrangement and N − n subsystems in a state where a transition is not possible.
The cooperative transition probability W (T ) is then proportional to n/N, which is proportional to the
ratio of the ”partition function” ∆′ when only summing up over energy and volume states allowing a
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transition and the general partition function ∆, with the corresponding Gibbs energies of G′ = zµ′ =
−kBT ln (∆′) and G = zµ = −kBT ln (∆). This leads to a transition probability of






where z∆µ = z (µ′ − µ) is the difference in the Gibbs free energy and therefore the free energy bar-
rier which must be overcome. The dependence of the energy barrier per particle ∆µ on temper-
ature T and the number of constituents z of the CRR can be considered to be negligible. Com-
pared to the exponential function the same is true for the proportionality factor, denoted by A.
Figure 4: Graphical depiction of the concept of co-
operativity. At high temperatures and
low densities (top) a molecule is able
to jump to a new position without rear-
rangement of neighboring molecules. At
lower temperatures and higher densities
some of its neighbors (shown shaded)
must move cooperatively to make room.
Graphic sketched according to visual
representation from ref. [120], ”SOFT
CONDENSED MATTER” by R. A. L.
Jones (2002): Fig 2.13 (p. 22), by
permission of Oxford University Press
(www.oup.com).
To obtain the average transition probability W¯ (T )
one has to sum over all possible transition prob-
abilities W (T ), corresponding to all possible z.
These are restricted by a minimal z?, the smallest
number of constituents which allows a transition.
As Adam and Gibbs [113] show, this number can
be expressed by the Avogadro number NA, the
critical configurational entropy of the subsystem
s?c and the molar configurational entropy of the





The sum of possible transition probabilities
W (T ) can be expressed as a truncated geomet-
rical progression, leading to








where the denominator is nearly equal to unity for
∆µ  kBT , such that its temperature depen-
dence is negligible compared to the nominator
and can simply be absorbed into a new propor-
tionality factor A¯. Plugging in the expression for
z? leads to
W¯ (T ) = A¯e−
∆µs?c
kBTS c = A¯e−
C
kBTS c , (33)
where most of the constants have been subsumed in C and ∆µ now describes the molar enthalpy.
Since the relaxation time is reciprocally related to the transition probability, this expression is easily
rewritten to describe relaxation times. To obtain the VFT equation, however, one has to further approxi-









where ∆cp = c
f luid
p − cglasp is the specific heat of the glass forming liquid. Using an empirical approxi-





the configurational entropy can be written as
S c =
K (T − T0)
TT0
. (36)






Thus we have finally obtained the VFT formula.
Therefore, according to this theory, the divergence of the the relaxation times can be traced back to the
increasing size of the CRRs.
One problem with this approach, is that it lacks a fleshed out explanation to the morphology and
composition of these CRRs. An idea to reconcile this problem has been given by Stanley et al. [122],
who have used MD simulations to provide a connection between the configurational entropy and the
average mass of mobile particle clusters, which occur in spatially heterogeneous dynamics, as seen in
SPC/E water.
4.2 Entropy scaling
In section 5.2 we evaluate the relationship between the tetrahedral entropy and the correlation time of the
incoherent intermediate scattering function for SPC/E water in confinement and in the bulk. The idea of
finding a relationship between entropy and mobility of particles of a fluid is hardly new and has in many
cases been shown to be quite successful.
The excess entropy S ex, is the difference between the systems thermodynamic entropy and that of the
equivalent ideal gas. The magnitude of excess entropy characterizes the extent to which static interpar-
ticle correlations, present due to interparticle interactions, reduce the number of microstates accessible
to the fluid.
The excess-entropy scaling relation is a semiquantitative model (like the van der Waals equation of
state), rather than a theory. However, it is useful for estimation of unknown transport coefficient and for
providing guidelines for theoretical analysis [123].
An intuitive argument for a linear relationship between S ex and a reduced diffusion coefficient D?Z has
been given by Dzugutov [124].
Consider a simple liquid. The transfer of momentum and energy at high densities is facilitated by
the short-range repulsive interatomic interactions, which can be described as binary collisions of hard
spheres. The rate of this process is thus defined by the collision frequency which, according to Enskog
theory [125], can be calculated for the temperature T and the number density ρ as






where m and σ are the atomic mass and the hard sphere diameter respectively. g (σ), the value of the
radial distribution function at the contact distance, represents the density of the immediate neighbors.
In a real system, σ can be interpreted as the position of the first maximum of g (r). Using σ and






In a system at equilibrium, the constraints imposed by the structural correlations reduce the number
of accessible configurations per atom by a factor of eS ex . Furthermore, the rate of cage diffusion is
defined by the frequency of local structural relaxations, which is proportional to the number of accessible
configurations. Hence the D?Z and e
S ex must be connected by a universal linear relationship.
In 1977, Rosenfeld [126] originally noticed that casting the transport coefficients, D (self diffusion)
















makes them approximately single-valued functions of excess entropy. In his original publication he ex-
amines data for self-diffusion and shear viscosity using data from the hard-sphere (HS) model, a one
component plasma (OCP), soft spheres (SS, in this case referencing an inverse 12th power potential),
and a LJ-fluid, thus also showing the effect of adding an attractive part to the purely repulsive SS po-








are nearly linear in the excess entropy for the three
repulsive systems. Adding an attractive force at a given density ρ, and temperature T , to the inverse
12th power potential increases the diffusion coefficient. Basically the attractive term reduces the re-
pulsion and decreases the size of the effective hard spheres, thereby increasing their diffusivity. At the
same time the entropy is increased, with both effects quantitatively balancing each other (cf. fig. 1 from
ref. [126]). A similar analysis holds also for the shear viscosity, except that there is also a long-range
contribution to momentum transport from the potential in addition to the kinetic part. These data were
corroborated by the plots of hundreds of simulation results for the reduced transport coefficients, of sys-
tems with quite disparate pair interactions [123], as functions of (minus) the reduced excess entropy,
s = −S ex/ (NAkB) > 0. The quasi-universal behavior can be approximated by
D?R ≈ 0.6e−0.8s (42)
η?R ≈ 0.2e0.8s (43)
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for all strongly coupled simple fluids, i.e. s & 1.
This observation has predictive value because, while the transport coefficients of dense fluids can
be difficult to estimate from first principles, the excess entropy can often be accurately predicted from
liquid-state theory.
Similar observations to Rosenfeld’s have been made by others as well. Dzugutov [124] looked at three
model liquids of strongly differing local order, namely a LJ liquid (at different densities and at constant
pressure), related to face-centered cubic pattern, a liquid characterized by predominantly icosahedral
local order [127] and a liquid with local order topologically related to the primitive hexagonal lattice
[128]. Included were also two liquid metals, Cu [129] and Pb [130], as well as hard sphere fluid.
He assumed the two-particle approximation to be sufficient to describe the entropy
S 2 = −2piρ
∫ ∞
0
dr (g (r) ln (g (r)) − (g (r) − 1)) r2, (44)




and S 2. More precisely, the data closely
clusters around
D?Z = 0.049e
S 2 . (45)
Interestingly this observation, i.e. scaling property, is not confined to the domain of conventional liq-
uid dynamics. For the liquid with the predominantly icosahedral local order data was also taken from
near its melting point, where a high rate of vacancy-driven activated hopping was observed [131]. And
this is not the only non-conventional transport phenomenon Dzugutov investigated. Atomic diffusion in
an equilibrium quasicrystal [132, 133], shows good agreement with the scaling law (45) as well. This
process is driven by a generic form of structural relaxation, associated with incommensurate degrees of
freedom.
The observation of general compliance with (45) implies that atomic diffusion is an entirely geo-
metrical phenomenon which can be uniquely and universally accounted for by the frequency of binary
collisions and the excess entropy, representing the measure of structural uncertainty. A more general
conclusion is that the rate of exploration of the configurational space, which, in condensed systems, de-
fines the diffusion rate, is controlled by the entropy [124].
While Dzugutov used microscopic parameters to scale the diffusion coefficient D?Z (cf. eq. 39) and
arrived at a slightly different scaling law (cf. eq. (42) and eq. (45)), Rosenfeld used only macroscopic
parameters for D?R (cf. eq. (40)) and was later able to show [123] that their results are in good agreement.
Rosenfeld [123] further states that the exponential forms only provide a good numerical representation
to results which are fundamentally of a rational form which stems from series in powers of the density.
The idea behind this is the following:
In the Green-Kubo formalism [134] the transport coefficients are given in terms of the time integral of




dt 〈vx (t) vx (0)〉 . (46)
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Expansion of the autocorrelation functions can be done in a Taylor series in powers of the time, with
coefficients that are given in terms of space integrals, involving the equilibrium correlation functions of
the system, and the pair interactions and their derivatives. For physical interaction potentials of the form





with the excess entropy S ex as parameter, with minimal errors [135]. The inverse
power potentials in general rigorously obey density scaling, i.e.





The approximation of universality therefore comes from approximation of a given dense fluid by using
a pair-correlation function from a soft r−l potential. Rosenfeld states that he expects similar entropy
scaling of integrals of higher-order correlation functions to be valid as well. To the extent that this kind
of information is dominant in determining the Green-Kubo integral, one can expect entropy scaling for
the transport coefficient.
However, the complexity of the expressions involved and the slow convergence of the time series es-
sentially prohibit a direct test of this conjecture.
However, even lacking a rigorous theoretical underpinning this form of entropy scaling has enjoyed
large successes and consequently attracted attention w.r.t. to not-so-simple liquids or under non-bulk
conditions.
Mittal, Errington and Truskett [136] investigated the relationship between diffusivity and excess en-
tropy in the hard sphere fluid under two- and one-dimensional confinement, with smooth interacting
walls. They report that, although confinement strongly affects local structuring, the relationships between
self-diffusivity, excess entropy, and average fluid density are, to an excellent approximation, independent
of channel width or particle-wall interactions.
Similarly they studied the effect of confinement on excess entropy scaling for LJ fluids [137], conclud-
ing that the scaling laws of Rosenfeld and Dzugutov can collapse appropriately reduced self-diffusivities
of the bulk and confined LJ fluids as a function of excess entropy over a wide range of thermodynamic
conditions.
They further investigated entropy scaling with respect to a core-softened fluid [138], which is based
on a pair interaction of the 12-6-LJ potential plus a Gaussian well, and shows similar anomalies as the
SPC/E water model [139]. They found that when plotted along curves of constant density the self-
diffusion coefficient showed entropy scaling of the form D ∼ eA(ρ)S ex , where A (ρ) is a T -independent
parameter. They further investigated a binary LJ alloy [138] and noted that, at constant ρ, S ex and
− (TS c)−1, where S c denotes the configurational entropy, are linearly related and therefore contain the
same thermodynamic information about the supercooled fluid (at least over all conditions for which data
was available [140, 141]).
Fomin and Ryzhov [142] note that in the case of core-softened potentials [139, 143] the validity of
Rosenfeld scaling depends of the thermodynamic path, as it is successful along isochors, but breaks
down along isotherms.
Sharma, Chakraborty and Chakravarty [144] studied entropy, diffusivity, and structural order in liquids
with waterlike anomalies. In their work they approximate the excess entropy by the pair correlation





on S 2 for liquid silica.
Krekelberg et al. [145] have generalized the dimensionless form of the self-diffusion coefficient and
were able to show via MD simulations that this quantity is approximately a single-valued function of
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excess entropy for a range of model one- and two-component fluid mixtures, demonstrating that the
”generalized Rosenfeld” scaling applies more broadly than other simple approaches such as Enskog the-
ory or empirical scalings based on the pair-correlation contribution to the excess entropy. The approach
however breaks down for highly asymmetric hard-sphere mixtures for packing fractions near the freezing
transition, as well as for Gaussian-core mixtures, where the softness of the interactions combined with
the size asymmetry gives rise to significant decoupling of the single-particle dynamics of the species.
Entropy scaling in the form of Rosenfeld has been tested with regard to different water models [146,
147, 148, 149, 150] as well, and not only with respect to the diffusivity, but also concerning observables
such as the correlation time of the coherent intermediate scattering function [146]. The main points
regarding these studies are mentioned in the discussion of the chapter concerning the simulation and
evaluation of SPC/E water in cylindrical pores (cf. section 5.2.3).
4.3 Binary mixtures in confinement
The main theoretical approaches to binary mixtures in confinement are given by the random field Ising
model (RFIM), first proposed by Brochard and De Gennes [151, 152], suggesting that the effect of a
containing gel on a liquid mixture should be much like a random field, the single pore model (SPM) by
Liu et al. [153], which focuses on the wetting properties of a liquid mixture in a pore geometry, and finite
size scaling.
In a bulk system near to a critical point, the correlation length, ξ, of order parameter fluctuations, in
the system is well described by a function of the form





where t = (T − Tc) /Tc, Tc is the critical temperature, Ξ± a scaling function where ± refers to t > 0
and t < 0 respectively, H is the applied field, L denotes the system size, and ∆ = β + γ is a sum of
critical exponents. The behavior of other quantities such as the specific heat, magnetic susceptibility, and
isothermal compressibility are also dominated by a divergent function when near the critical temperature,
with e.g. the specific heat C, or rather the singular part of the specific heat Cs, given by





with scaling function C±. When the system size L is large compared to the correlation length, L  ξ, no
significant finite-size effects should be observed. On the other hand, for L ≤ ξ the system size will cut
off long-distance correlations, so that an appreciable finite-size rounding of critical-point singularities is
to be expected. Since the bulk correlation length scales with (48), the finite-size scaling combination is
naturally L/ |t|−ν. Thus, one assumes
ξ (t,H; L) ∼ |t|−ν Ξˆ±
(
H |t|−∆ ; L |t|ν
)
, (50)
Cs (t,H; L) ∼ |t|−α Cˆ±
(
H |t|−∆ ; L |t|ν
)
, (51)
with scaling functions Ξˆ± and Cˆ±, and similar expressions for the other quantities.
In confinement the pore structure limits the growth of the correlation length, and a crossover to dconf.-
dimensional behavior occurs near the shifted critical point. For a planar pore system e.g., a shift of
L−1/ν ∼ |Tc − Tm (L)| /Tc (52)
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occurs [154], where Tm (L) is the position of the shifted maximum and L is the pore width of the system.
An extensive review of finite size scaling theory can be found in [155].
However, in general real materials will possess complex geometries, which may be locally cylindrical
or planar, but have connections and correlations between pore sections - therefore the use of the RFIM.
The idea behind the connection to the RFIM is that when the correlation length of the gel matrix is
short compared to the correlation length of the mixture, the presence of the gel can be interpreted as a
short-ranged random field acting on the fluid mixture. There are experimental observations supporting
both the RFIM [156], and the SPM [157, 158], and indicating that neither theory is actually sufficient
[57]. The fact that RFIM theory should only be relevant if the correlation length of the field is very short,
i.e., much shorter than the thermal correlation length of the fluid itself is one weakness of this approach.
Further it is also implicit in the RFIM that the field itself does not occupy space, excluding the presence
of the spins, and thereby interfering with their exchange interaction. In many real systems this is not a
sensible assumption w.r.t. the pore matrix.
However, clearly the wetting behavior of binary fluids is crucial for the evolution of systems in con-
finement. In 1977, Cahn [159] predicted that sufficiently close to the critical point in a binary system
in the unstable two-phase region in contact with a third phase, e.g. a glass wall, one of the components
would preferentially wet the third phase with a macroscopic layer, and the importance of wetting has
since been validated in a number of experimental studies [158, 160, 161, 162, 163, 164].
In the following section the main conditions and results of the SPM by Liu et al. [153] are introduced.
4.3.1 Single pore model
Liu et al. [153] decided to model the behavior of a binary liquid in the idealized case of a cylindrical pore
by focusing on the wetting behavior. They assume a constant overall composition, as can be found in
experiments on binary liquid mixtures confined in sealed Vycor samples, and a symmetric coexistence
curve, so that the volume fraction occupied by each phase is 1/2.
Let the constituents of the mixture be denoted as α and β. Pore length and radius are given by L and
r0. Liu et al. [153] argue that in equilibrium there are two possibilities. Either the nonwetting phase is
suspended in the pore middle, while surrounded by the wetting phase (corresponds to complete wetting,
denoted by cw), or the pore is filled up to L/2 with α and from L/2 to L with β (corresponds to partial
wetting, denoted by pw). Accordingly they established the free energies per length of the configurations
by
Fcw/2pi = ϕβr20







where ϕβ = 1/2 is the volume fraction occupied by the β-phase, σαβ is the α-β interfacial tension,
A¯V (r) is the free energy per unit area, as a function of the inner radius r, and A¯ and A¯2 are temperature-
dependent Hamaker constants, corresponding to the interface potential and the free energy difference of
filling the pore with β instead of α, respectively. End-cap contributions to the free energy are neglected,
since they vanish with r0/L. The bubble radius rc is determined by choosing the effective interface
potential for two concentric cylinders of radius r and r0, V (r), based on van der Waals forces and
minimizing Fcw. To prevent unphysical divergences the authors have introduced a molecular cut-off a.
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At the critical point the Hamaker constants and interfacial tension vanish. They vary with temperature
according to
A¯ ∼ Atβ (55)
A¯2 ∼ A2tβ (56)
σαβ ∼ σ0tµ = σ0t2ν (57)





which is positive in the two-phase region.
The calculation of rc allows for radial values not consistent with a tube configuration (two concentric
cylinders stretching along the complete pore), but rather a series of bubbles of the β phase, while still
remaining in the completely wetted regime. This configuration is referred to as ”capsules”. Further,
when transitioning from a completely wetted to a partially wetted regime, one will usually encounter
alternating bubbles of both species instead of a complete phase separation. This configuration will be
referred to as the ”plug” configuration.
Fig. 5 shows a sketch of these phases and the resulting phase diagram - based on the phase dia-
gram as calculated by Liu et al. (cf. fig. 1 from ref [153]). The values used for the original calcula-
tion are roughly based on the case of nitromethane and carbon disulfide against glass, with exponents
µ = 2ν ≈ 1.264 and β ≈ 0.328 based on the three-dimensional Ising model (cf. eq. (55) and (57)).
Figure 5: Wetting phase diagram for a binary
liquid mixture confined in a cylindri-
cal pore with radius r0 and length
l  r0 as a function of reduced
temperature t and inverse pore ra-
dius a/r0. Adapted with permission
from ref. [153]. Copyrighted by the
American Physical Society.
The solid curve denotes the wetting transition, i.e. the
crossover from complete to partial wetting behavior.
The short-dashed curve shows the boundary between
”tube” and ”capsule” configurations. The long-dashed
line can be viewed as a ”spinodal line”. Contrary to
the case of an isolated cylinder, wetting forces from
the pore walls can counter the destabilizing effect of
surface tension, such that there is no Rayleigh instabil-
ity, i.e. a cylinder of the β phase enclosed in the pore
is stable against small sinusoidal perturbations. This
area of stability is demarcated by the spinodal line, so
that the tube configuration is actually metastable be-
tween the short-dashed and long-dashed line. Monette,
Liu and Grest [165] have remarked that the condition
for the ”spinodal line” as originally proposed by Liu et
al. [153] is not quite correct. Recalculations, however,
show the exact same qualitative behavior. There is no
fundamental change to the phase diagram.
The transitions as drawn in the phase diagram were
evaluated numerically, but the qualitative behavior is
easily explained. There exists a competition between
surface tension and wetting forces. At the critical tem-
perature there is no surface tension and wetting forces
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prevail. As reduced temperature t increases, so does the difference in composition between the phases,
leading to a growing interfacial tension and wetting potential. The interfacial tension, however, increases
more rapidly (since 2ν > β, cf. eq. (55) and (57)), leading to a decrease of the wetting layer thickness.
Since the composition is kept constant this either directly causes a transition to a ”plug” configuration, or
first to a ”capsule” configuration and, if the temperature increases further, then to a ”plug” configuration,
where the interfacial area is minimized to the pore cross section.
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5 Simulation results and discussion
This section of the thesis presents the results of the simulations and subsequent investigations. It is
divided into three main parts, each of which discusses a particular aspect of water or aqueous solutions
in confinement. However, all of them contain comparisons concerning the behavior of the fluid when
confined by smooth, featureless interfaces as realized by external forces and atomically rough interfaces.
In the first part, 5.1, the different contributions of wall roughness, water model and interaction strength
on water confined by planar interfaces is investigated. In the second part, 5.2, the structure and dynamics
of SPC/E water in cylindrical confinements are studied in a broad temperature range. In this part of
the thesis, simulations concerning confinement by atomistic pores were done by Felix Klameth, who
coauthored the resulting publication [166]. In the third part the results of cylindrical confinement on a
mixture of isobutyric acid and water is researched. This project was inspired by NMR measurements
done on a iBA/water mixture confined to a silica nanopore [99] conducted by the AK Buntkowsky of the
TU Darmstadt. The unexpected simulation result of the iBA clustering at the pore wall in turn prompted
further experimental investigations (as of yet unpublished), which supported the simulation results.
As explained in the introduction, the make-up of these sections is always the same. In the beginning
the simulation methods are presented. This is followed by the presentation of results and a discussion,
after which the most important aspects of our findings are reiterated and set into context concerning their
meaning for the scientific community.
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5.1 TIP3P, TIP4P and TIP5P water at planar walls of differing roughness
This section of the thesis concerns itself with the structure and dynamics of water using different water
models (TIP3P [31], TIP4P [32], TIP5P [33]) at ambient conditions, constrained by planar walls, which
are either modeled by smooth potentials or regular atomic lattices, imitating the honeycomb-structure
of graphene. The constraining walls exhibit differing hydroaffinity and lattice constants. Two different
lattice constants are used, with the interaction strength chosen in such a way that the average potential
as a function of distance from the wall is identical to that of the smooth walls for each category, i.e.
hydrophobic or hydrophilic respectively. This allows us to distinguish the effect of interaction strength
from the effect of wall roughness. Interaction with these walls takes place via the LJ potential.
Additionally, another type of wall is implemented, consisting of three atomic layers, which mimic
hydrogen and oxygen atoms respectively. These waterlike walls thus attract the oxygen atoms of water
as well as the hydrogen atoms.
The main results are that in the hydrophobic regime the smooth wall generally represents a usable
abstraction of the atomically rough walls, especially for TIP3P, while in the hydrophilic regime there
are strongly pronounced differences in structure and dynamics between all stages of wall roughness,
especially w.r.t. motion perpendicular to the wall. For a small lattice constant however the smooth and
the atomically rough wall still share a number of structural and dynamical similarities. Out of the three
water models, TIP5P water shows the largest degree of tetrahedral ordering and is often the one that is
the least perturbed by the presence of the wall.
In this section results pertaining to a directional evaluation of the incoherent intermediate scattering
function (3.4) are shown. Deviations from the the targeted absolute value of the scattering vector q =
2.3 Å−1 are generally less than 1.42%.
5.1.1 Simulation methods
Water models
All MD simulations were performed using NAMD 2.8 [65], with the water models TIP3P [31], TIP4P
[32] and TIP5P-Ewald [33]. Table 1 shows the corresponding parameters. The models TIP3P and TIP4P
are an integral part of the NAMD-package, while we used a modified version of NAMD 2.8, created by
David J. Huggins [167] to simulate the TIP5P water.
Wall types and simulation unit cell dimensions
All simulations were performed using the NVT ensemble with periodic boundary conditions. The
cross section in the x-y-plane (parallel to the walls) is given by 51.577×51.048 Å2, while the z-dimension
is in the range 33 to 39 Å, depending on the system (see below).
We used smooth walls (SW) and atomistic walls with a hexagonal atomic structure with the nearest-
neighbor distance being either ≈ 1.418Å (C0 wall) or ≈ 2.127Å (C1 wall), such that there were 1008
or 448 atoms per unit cell. For each of these three wall types, we constructed a hydrophobic and a
hydrophilic version, which interacts with water only via the LJ potential, with the parameters given
in table 2. The interaction parameters of the atoms constituting the atomistic walls were chosen such
that they lead to the same average energy well depth per area as given by the potential wall, while the
R′mins, Rmin denoting the distance of the minimal potential energy c.f. table 1, were chosen such that at
a distance of RS Wmin to the smooth wall the average distance of a given atom to the nearest atom of the
atomistic wall equals RC0/C1min .
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parameters TIP3P TIP4P TIP5P
rOH 0.9572 0.9572 0.9572
rOM 0.15
rOLP 0.7
∠H − O − H 104.52 104.52 104.52
∠LP − O − LP 109.47
q (O) -0.834
q (H) 0.417 0.52 0.241
q (M) -1.04
q (LP) -0.241
εO 0.152100 0.155000 0.178000
εH 0.046000
Rmin,2,O 1.768200 1.770100 1.737914
Rmin,2,H 0.224500
Table 1: Parameters used for the water models. Distances are given in Å, angles in degrees, charges
in units of the elementary charge, and energies in kcal/mol. εi and Rmin,2,i characterize
the Lennard-Jones (LJ) interactions, with the potential energy VLJi, j (r) given by V
LJ

















Table 2: Parameters of the LJ interaction between the water molecules and the smooth walls. In the
case of TIP4P and TIP5P water there is no interaction between the hydrophilic walls and
the H-atoms. Distances are given in Å and the energy density in kcal/mol × Å2
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For the smooth walls, the LJ interaction is implemented such that every infinitesimal wall area dA in-
teracts with a given atom via the LJ-12-6 potential. The associated energy well depths (for the interaction
with the oxygen atoms) are given by ≈ −1.38 kcal/mol and ≈ −8.22 kcal/mol respectively.
In the case of the hydrophobic wall we chose the parameters to be roughly consistent with the interac-
tion of water and graphene [168]. The hydrophilic wall has an energy well depth deep in the hydrophilic
region [169, 41], while Rmin,O was chosen to be roughly in the vicinity of the typical O . . .O separation
distance in the O − H . . .O hydrogen bond [41]. An energy density of εO = 0.45 kcal/mol × Å2 for
the oxygen-wall interaction was near to the highest possible value we could use in the NPT ensemble
without the computer simulation giving way to unrealistic dynamical behavior.
The z dimension of the unit cell was determined by NPT-simulations at a pressure of 1 bar using the
TIP3P water model and the smooth wall, with a given number of 2836 water molecules. The appropriate
number of TIP4P and TIP5P water molecules was taken from the density-ratio of TIP3P to TIP4P and
TIP5P water determined in NPT-bulk-simulations, and the same number of molecules was used for the
atomistic walls. For TIP4P water, this led to 2772 molecules, and for TIP5P water to 2811 molecules.
The resulting z dimensions were 36.48 Å for hydrophobic walls and 33.67 Å for hydrophilic walls. This
difference is not important for the obtained structural and dynamical properties, since the influence of
the wall is felt only to a distance of up to 15 Å, as shown by simulations with different water models and
wall types [170, 171, 38, 172, 173, 12] as well as experiments [174].
Figure 6: Illustrates the 3LW wall type.
The basic design is shown
both flat and at an angle.
In addition to the one-layer walls three-layer walls (3LW)
were constructed as well, with parameters inspired from
those of the H and O atoms of water molecules. These water-
like walls consist of three atomistic sheets arranged directly
over each other in a distance of 0.957 Å, where the atoms of
the inner sheet emulate oxygen atoms (or lone pairs) w.r.t.
charge and LJ-parameters, while the outer walls emulate
hydrogen atoms. Fig. 6 illustrates the 3LW walls, which
are specific to each water model. To increase the water-wall
attraction the energy well depth of the LJ interaction of the
”hydrogen” atoms was increased by 5%. The same param-
eters were used for both mesh sizes. The number of water
molecules for each cell was determined in such a way that
the z dimension of the unit cell became identical to that of
the hydrophobic C0 and C1 walls, plus 2×0.957 to take into
account the thickness of the three-layer wall. In order to achieve this, NPT simulations were performed
for three different molecule numbers roughly in the target area. The three z extensions obtained from
these simulations were used to deduce the required number of molecules by linear interpolation.
Molecular dynamics
All simulations were performed using rigid bonds for the water molecules and at a temperature of 296
K, using Langevin dynamics, with a coupling coefficient of 1.0 ps−1 and the hydrogen atoms included in
the Langevin dynamics. Both LJ- and electrostatic interactions were cut off at a distance of 18.0 Å, with
a switching distance of 15.0 Å, using the standard NAMD switching functions. The simulation time step
was usually set at 1.0 fs, although in some of the simulations involving TIP5P water and the waterlike






Fig. 7 shows the density distributions perpendicular to the wall for the three hydrophobic walls (left
hand side). These distributions show the familiar behavior, with pronounced peaks close to the wall
and an amplitude that decays rapidly with increasing distance from the wall, so that the peaks cannot
be discerned beyond 12 Å to 14 Å. Similar profiles were reported for a number of water models and
hydrophobic walls [170, 38, 39, 40, 17].
These peaks indicate a layering of the water molecules close to the wall. By comparing the differ-
ent density profiles, one can see that the layering is less pronounced for TIP5P water, with a broader
hydrogen distribution at the first oxygen peak, owing to the higher degree of angular order for TIP5P
water at the wall (see below). The wall type has little influence on the density profiles. The first oxygen
peak broadens somewhat and the first hydrogen shoulder becomes less pronounced for TIP4P and TIP5P
water when going from the smooth to the structured walls, but not for TIP3P water.
In the following, several quantities are presented, which have been evaluated by averaging over all
molecules within the same peak. The peak boundaries used for these evaluations are indicated by a color
change in fig. 7 (left hand side).
The upper right hand side of fig. 7 shows the density profile within one hexagon for the first two
density peaks of TIP4P water at C0 and C1 wall types. TIP3P and TIP5P water behave similarly. For
the C0 wall there is only a slight hint of the hexagonal structure, while for C1 the middle of the hexagon
is favored by the oxygen atoms.
Angular distribution
Next, we evaluated the angular distribution of the water molecules. The results are shown in fig. 7 on
the lower right hand side. To ease coordination with the density peaks the density distribution is shown
in the uppermost panel. The deviation from the uniform distribution is shown in the middle panel. The
deviation grows when approaching the wall, and several peaks are superimposed to this increase. The
water model has a stronger influence on the shape of the curves than the wall type. Interestingly, the
curves for TIP5P water show an additional local minimum close to the wall, which does not occur for
the other two models. This indicates again that the structure of TIP5P water is less perturbed by the wall.
The bottom panel shows the ratio between the number of OH bonds oriented away from and towards
the wall, with an angular deviation from the perpendicular direction of at most 30 degrees. The curves are
similar for all water models and wall types, with the TIP5P water curves having slightly lower values.
The molecules nearest to the wall have more OH bonds oriented towards the wall than away from it,
indicating dangling bonds pointing to the wall. This is typical for hydrophobic walls [171, 175, 38, 40].
Tetrahedral order parameter
The tetrahedral order parameter is almost identical for all wall types and shows the same trend for all
water models, with about 80 percent of the bulk value in the first peak and almost the bulk value in the
second peak. Table 3 shows the values for the first three peaks.
DYNAMIC PROPERTIES
Fig. 8 shows the correlation times of the orientational autocorrelation function and the intermediate
scattering function perpendicular and parallel to the wall.
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Figure 7: Density and orientation at the hydrophobic walls. Left hand side: Density distribution
perpendicular to the walls (units: atoms per Å
3
). The color changes indicate the peak
boundaries used for the evaluation of various quantities. The density profiles are stacked,
with the SW wall at the bottom and the C1 wall at the top. Right hand side, upper panels:
Density distribution of water oxygen atoms, parallel to the wall and within the first and
second density peak close to hydrophobic C0 and C1 walls (distribution shown w.r.t. wall
hexagons). Data for the TIP4P water is shown. TIP3P and TIP5P water behave similarly.
Right Hand side, lower panels (top to bottom): Density distribution of oxygen atoms (for
easier comparison with density peaks); deviation from the uniform distribution; ratio of OH
bonds oriented away and toward the wall with an angular deviation from the perpendicular
direction of at most 30 degrees (cf. pictogram in upper right corner).
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Figure 8: Correlation times of the orientational autocorrelation function and the intermediate scat-
tering function perpendicular and parallel to the wall, for hydrophobic walls. The horizontal
lines indicate the bulk values.
Figure 9: Correlation times of the residence correlation function for the hydrophobic walls.
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water/wall 1st peak 2nd peak 3rd peak bulk
TIP3PSW 0.48 0.54 0.55
0.56TIP3PC0 0.47 0.55 0.56
TIP3PC1 0.47 0.55 0.57
TIP4PSW 0.51 0.62 0.64
0.64TIP4PC0 0.53 0.62 0.64
TIP4PC1 0.52 0.65 0.63
TIP5PSW 0.51 0.64 0.64
0.65TIP5PC0 0.51 0.65 0.65
TIP5PC1 0.52 0.65 0.66
Table 3: Tetrahedral order parameter within the first three peaks for the hydrophobic walls.
The correlation time of the orientational autocorrelation function shows little dependence on the wall
type. It deviates from the bulk value mainly in the first peak, and this deviation is strongest for TIP3P
water and positive for TIP3P and TIP4P water. For TIP5P water, which has the largest bulk value of the
correlation time, the correlation time in the first peak is somewhat smaller than the bulk value. All these
trends can also be seen in the intermediate scattering function parallel to the wall.
The correlation time of the intermediate scattering function perpendicular to the wall decreases with
increasing distance from the wall for all three water models. Compared to the first density peak the
second one already shows only little deviation from the bulk value. The correlation times differ only
little for the different wall types in the case of TIP3P. For TIP4P and TIP5P, however, dynamics speed
up somewhat when transitioning from the smooth to the rough walls, indicating that of the three water
models TIP3P water is most effected by the rough walls, and TIP5P the least. The correlation times at
the smooth wall are similar for all water models within the first peak.
Fig. 9 shows the correlation time of the residence correlation function, evaluated as the characteristic
time water molecules stay within the considered slab of thickness 0.5 Å. The correlation time is increased
close to the density maxima, being approximately two orders of magnitude larger in the first peak than
in the bulk. The qualitative features of the curves are the same for all water models and wall types. Near
the second peak all water models show slightly slower dynamics for the SW and C0 walls than the C1
wall. These data agree well with those of the intermediate scattering function perpendicular to the wall,
but show more details since the graph has a finer spatial resolution. In particular, one can see that the




Fig. 10 (left hand side) shows the density profile for the hydrophilic walls. Again, the peak bound-
aries used for the evaluation of mean correlation times and of the tetrahedral order parameter are also
indicated. Just as for the hydrophobic walls, there is little difference between the density profiles for
the SW and C0 walls, and a rapid decay of peak height with distance from the wall. The TIP5P water
profiles differ again from those of the other water models by lower hydrogen peaks. For the C1 walls,
the first oxygen peak splits into two smaller peaks, which relative to the density distribution contain
similar amounts of oxygen. The relative height of the two peaks differs between the three water mod-
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water/wall 1. peak 2. peak 3. peak bulk
TIP3PSW 0.42 0.53 0.56
0.56TIP3PC0 0.43 0.53 0.55
TIP3PC1 0.38 0.49 0.53 0.56
TIP4PSW 0.47 0.61 0.64
0.64TIP4PC0 0.48 0.61 0.65
TIP4PC1 0.40 0.58 0.61 0.63
TIP5PSW 0.44 0.61 0.68
0.65TIP5PC0 0.46 0.60 0.65
TIP5PC1 0.39 0.60 0.58 0.64
Table 4: Tetrahedral order parameter within the first three peaks for the hydrophilic walls.
els. All peaks are considerably higher than for the hydrophobic walls, and they are closer to the wall.
While there were shoulders and small peaks of the hydrogen density between the first two oxygen peaks
for hydrophobic walls, there are now clearly pronounced hydrogen peaks. Two or three distinct hydro-
gen peaks near the wall and a tapering off of the density oscillation beyond 12 Å was also reported by
other authors who performed MD simulations for hydrophilic walls [176, 170, 172, 40, 39], and for
experiments [177].
A look at the positions of the oxygen atoms relative to the hexagonal lattice of the wall shows that the
oxygen atoms of the first peak for the C0 wall and the first part of the double peak for the C1 wall are
concentrated at the center of the hexagon, and those of the second part of the double peak for the C1 wall
are situated at the corners of the hexagon, see fig. 10 (upper panels, right hand side). The oxygen atoms
in the next peak show also a slight preference for the corners of the hexagon.
Angular distribution
The deviation from the uniform distribution is shown in fig. 10 (lower panels, right hand side). As
for the hydrophobic walls, this deviation increases when approaching the wall and shows several peaks.
In particular the first peak is higher than for hydrophobic walls. In contrast to the hydrophobic walls,
the wall type has a larger influence on the curves than the water model, with the C1 curves having
considerably smaller peaks than those for the other wall types. The C1 curves as well as all TIP5P water
curves show an initial increase with increasing distance from the wall. After the first density peak the
TIP3P water curves are on average slightly below those for the other water models.
The ratio of OH bonds pointing away from and towards the wall is shown in the bottom panel of
fig. 10 (right hand side). It shows a strong alignment away from the wall in the first peak, as expected
for a hydrophilic boundary (not containing proton acceptors) [38, 178]. The alignment reverses, though
less strongly, in the second peak. Again the curves for the C1 walls differ from the SW/C0 walls, even
showing some dangling bonds close to the wall, as observed for hydrophobic walls.
Tetrahedral order parameter
Table 4 shows the tetrahedral order parameter within the first three peaks. It behaves very similar
to the hydrophobic case, with deviations from the bulk value occurring mainly in the first peak. This
deviation is stronger than for hydrophobic walls. For the C1 wall, the values for the two sub-peaks are
given separately, showing a considerably smaller order parameter in the first sub-peak.
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Figure 10: Density and orientation at the hydrophilic walls. Left hand side: Density distribution per-
pendicular to the walls (units: atoms per Å
3
). The color changes indicate the peak bound-
aries used for the evaluation of various quantities. The density profiles are stacked, with
the SW wall at the bottom and the C1 wall at the top. Right hand side, upper panels: Den-
sity distribution of the water oxygen atoms parallel to the wall. Data is shown for TIP4P
water and the first and second density peak (C0) as well as the third density peak for
C1. The hexagonal shape represents the wall hexagonal lattice of the wall. TIP3P and
TIP5P water behave similarly. Right Hand side, lower panels (top to bottom): Density
distribution of oxygen atoms (for easier comparison with density peaks); deviation from
the uniform distribution (plotted semi logarithmically for better resolution of the peaks);
ratio of OH bonds oriented away and toward the wall with an angular deviation from the
perpendicular direction of at most 30 degrees (cf. pictogram in upper right corner).
41
DYNAMIC PROPERTIES
Fig. 11 shows the correlation times of the orientational autocorrelation function and the intermediate
scattering function perpendicular and parallel to the wall. For the C1 walls, the correlation times for the
two sub-peaks of the first peak are shown.
Figure 11: Correlation times of the orientational autocorrelation function and the intermediate scat-
tering function perpendicular and parallel to the wall, for hydrophilic walls. The horizontal
lines indicate the bulk values.
Similarly to the hydrophobic walls, the orientational autocorrelation function deviates from the bulk
value mainly in the first peak, with this deviation being larger than for hydrophobic walls. In contrast
to the hydrophobic walls, the correlation time for the first peak is also increased for TIP5P water. The
correlation time in the first peak is shortest for TIP5P water, at least with regard to SW/C0 walls, therefore
also showing the smallest deviation from the bulk value. For C1 walls the correlation time is longer in
the second sub-peak than in the first and smallest for TIP3P water.
The correlation times of the intermediate scattering function evaluated perpendicularly to the wall are
shown in the middle panel of fig. 11. These times decrease with increasing distance from the wall. In the
first peak, the correlation times for the different water models agree very well in perpendicular direction,
with the C1 wall showing by far the fastest dynamics, and the other two wall types leading to correlation
times four orders of magnitude larger than in the bulk. In the parallel direction, the system with the SW
wall shows the fastest dynamics, and the correlation times for the other two wall types differ between the
different water models.
Fig. 12 shows the correlation times of the residence correlation function, evaluated as the characteristic
time water molecules stay within the considered slab of thickness 0.5 Å. All water models and wall types
show the same qualitative features. The C1 walls differ from the other two wall types by having lower
maxima in the first two peaks and a higher minimum between these two peaks. This correlates with
oxygen density being lower in the first two peaks than for the other two wall types, and higher between
the first two peaks.
42




Fig. 13 (left hand side) shows the density profile for the waterlike walls. The first oxygen peak is
sharper than for the other wall types. Again, TIP5P water has lower peaks than TIP3P and TIP4P water,
indicating that the water structure is less modified by the wall. When going from C0 to C1 walls, the
first peak broadens somewhat, and additional peaks occur.
Fig. 13 (upper panels, right hand side) shows the distribution of oxygen atoms parallel to the wall in
the first four peaks. Regardless of wall type or water model the oxygen atoms strongly favor the center
of the hexagons within the first peak. TIP5P water at the C0 wall shows less structure in the density,
indicating again that the water structure is little modified by the wall.
Angular distribution
The deviation from the uniform distribution is shown in the fig. 13 (lower panels, right hand side). As
for the hydrophilic walls, the wall type has a stronger influence on the curves than the water model. The
C0 walls induce larger deviations from the uniform distribution than the C1 walls, near the wall TIP5P
water deviates the least from the uniform distribution and TIP4P water the most.
The lowest panel of fig. 13 (right hand side) shows the ratio of OH links pointing away from and
towards the wall with an angular deviation from the perpendicular direction of at most 30 degrees. This
ratio is several orders of magnitudes larger (or smaller) than for the other wall types. In particular, in the
first peak the OH-bonds are oriented very strongly towards the wall.
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Figure 13: Density and orientation at the waterlike walls. Left hand side: Density distribution perpen-
dicular to the wall (units: atoms per Å
3
). The color changes indicate the peak boundaries
used for the evaluation of various quantities. The density profiles are stacked, with the C0
wall at the bottom and the C1 wall at the top. The cyan line on the left hand side denotes
the presence of the outer wall layer. Right hand side, upper panels: Density distribution
of the water oxygen atoms parallel to the wall. Data is shown for TIP3P and TIP5P wa-
ter and the first through fourth density peak. The hexagonal shape represents the wall
hexagonal lattice of the wall. TIP4P water (not shown) behaves similarly to TIP3P water.
Right Hand side, lower panels (top to bottom): Density distribution of oxygen atoms (for
easier comparison with density peaks); deviation from the uniform distribution (plotted
semi logarithmically for better resolution of the peaks); ratio of OH bonds oriented away
and toward the wall with an angular deviation from the perpendicular direction of at most
30 degrees (cf. pictogram in lower right corner).
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water/wall 1. peak 2. peak 3. peak bulk
TIP3PC0 0.33 0.51 0.55
0.56
TIP3PC1 0.29 0.55 0.56
TIP4PC0 0.29 0.61 0.61
0.64
TIP4PC1 0.30 0.61 0.63
TIP5PC0 0.37 0.58 0.56
0.65
TIP5PC1 0.30 0.64 0.65
Table 5: Tetrahedral order parameter within the first three peaks for the waterlike walls.
Tetrahedral order parameter
Table 5 shows the average value of the tetrahedral order parameter in each of the first three peaks. It
shows the same qualitative behavior for all three water models. In the first peak, the order parameter is
around half the bulk value, while the deviation from the bulk value is small in the other peaks. The order
parameter value in the first peak is considerably smaller than for the other wall types.
DYNAMIC PROPERTIES
Fig. 14 shows the correlation times of the orientational autocorrelation function and the intermediate
scattering function parallel and perpendicular to the wall.
Figure 14: Correlation times of the orientational autocorrelation function and intermediate scattering
function parallel and perpendicular to the wall, for waterlike walls. The horizontal lines
indicate the bulk values.
As for the hydrophilic walls, all correlation times decrease with increasing distance from the wall.
W.r.t. the C0 walls perpendicular movement is faster for the 3LW walls, while parallel movement is
slower. In general the correlation times of TIP5P water in the first peak are shorter than for the other two
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water models, and those of TIP4P water are largest. The exception is the correlation time of the C1 wall,
where the TIP5P water correlation time is roughly 3% larger than that of TIP3P water, which is small
compared to the 46% difference between the bulk values.
Except for the TIP5P water, the C0 walls lead to larger correlation times than the C1 walls. Compared
to the hydrophobic and hydrophilic walls the correlation times in the directions parallel and perpendicular
to the wall are very similar.
Figure 15: The correlation times of the residence correlation function for the waterlike walls.
Fig. 15 shows the correlation times of the residence correlation function, evaluated as the characteristic
time water molecules stay within the considered slab of thickness 0.5 Å. The curves for all water models
and wall types exhibit similar features. The dynamics is slowed down at the wall and sped up between
peaks, converging towards the bulk values with increasing distance to the wall. For TIP3P and TIP4P
water, correlation is slower close to C0 walls than close to C1 walls, while for TIP5P water the situation
is reversed.
5.1.3 Discussion
In the following paragraphs, the results obtained for the different wall types and water models are com-
pared, and related to other studies reported in the literature. The discussion of the static and dynamic
properties are kept separate.
STATIC PROPERTIES
In general, hydrophilic and waterlike walls have a stronger influence on the structure of water than hy-
drophobic walls. The peaks of the density distribution of the oxygen atoms are more sharply pronounced
at hydrophilic and waterlike walls compared to the hydrophobic walls, which has also been reported by
other authors [98, 172]. However, for more elaborate potentials the opposite case of sharper peaks near
hydrophobic walls has been reported as well [38].
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For the hydrophilic and waterlike walls, the density profiles are strongly affected by the mesh size of
the wall hexagons. The double peak for the hydrophilic C1 wall is reminiscent of the density profile of
SPC/E water at a SiO2 wall with a high density, 13.63 OH/nm2 of hydroxyl groups [170]. The density
of interaction points for the C0 and C1 walls are given by 38.28 nm−2 and 17.02 nm−2 respectively,
thus being comparable in magnitude for the C1 wall, suggesting that for the hydrophilic wall the density
profile is strongly influenced by the density of hydrophilic interaction points.
The density distribution within layers parallel to the wall reflects the honeycomb pattern of the wall
atoms, and this effect is stronger for larger mesh sizes. This seems obvious for the hydrophobic and
hydrophilic walls, where the potential energy depth of the wall-water interaction sites is inversely pro-
portional to the density of these sites, but it is also observed for the waterlike walls, where the potential
is independent of mesh size.
The angular orientation of water molecules is less affected by the wall for TIP5P water than for the
other two water models, similar to the dynamical effects discussed further below. Of the three wall types,
the waterlike walls have the strongest influence on the orientation of the molecules. We ascribe this to
the influence of the electrostatic forces for waterlike walls, which affect the hydrogen atoms as strongly
as the oxygen atoms. It is known from the literature that water molecules neighboring hydrophobic walls
have dangling bonds pointing towards the wall [98, 175, 171, 178, 40, 38], while the OH-bonds point
in the opposite direction close to hydrophilic walls [38, 98, 178]. We observe the same effect, with the
exception of the hydrophilic C1 walls.
DYNAMIC PROPERTIES
For the hydrophobic walls the correlation times depend somewhat on wall type, but also differ notice-
ably between water models. For the hydrophilic and waterlike walls, which create sites of low energy
for water molecules, the wall type has a considerable influence.
Water near hydrophobic walls shows faster dynamics than near hydrophilic or waterlike walls, consis-
tent with what has been observed at crystalline hydrophobic and hydrophilic alkans or alcohols [38], or
at graphite walls vs. hydrophilic SiO2 walls with a high hydroxyl density (13.63 OH/nm2) [170], but not
when comparing graphite walls and hydrophilic SiO2 walls with a low hydroxyl density (4.54 OH/nm2).
Considering that even our C1 walls have a higher density of water-wall interaction points than the high
hydroxyl density SiO2 walls, it is satisfying that our findings agree qualitatively with the high hydroxyl
density case. Quantitatively, we observe in the first peak at hydrophilic smooth (SW) and C0 walls corre-
lation times of the residence correlation function and the perpendicular intermediate scattering function
which are around two orders of magnitude higher than for the corresponding hydrophobic walls, while
the correlation times at the waterlike walls are in-between, spanning a large range. The correlation times
of the orientational autocorrelation function are up to one order of magnitude higher for hydrophilic and
waterlike walls than for hydrophobic walls. The correlation times of the parallel intermediate scattering
function differ relatively little for smooth hydrophobic and hydrophilic walls and between one and one
and a half order of magnitude for atomistic hydrophobic and hydrophilic walls. In general, dynamics
parallel to the wall is faster than dynamics perpendicular to the wall (in the first peak). This has been
observed for water at hydrophobic and hydrophilic walls [172] as well as for hard spheres at a hard wall
[179].
In the following, we will try to understand the factors responsible for the mentioned differences in
correlation times, and for some of the more subtle differences shown in 5.1.2. The strength and type
of the water-wall interaction, the structure of the wall, and the properties of the water model all have
an influence. Due to the setup of our study, where each of these factors is varied separately, we can
disentangle these different contributions to some extent.
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First, it seems obvious that, all other factors staying the same, an increase in attractive interaction
with the wall will slow down translational motion of water molecules. This is confirmed when going
from hydrophobic to hydrophilic smooth walls, or from hydrophobic to hydrophilic atomistic walls with
the same atomic structure and mesh size. Partially this slowing down can be attributed to the attraction
between wall atom and water molecule and partially to the increase in density in the first peak, such that
neighboring water molecules hamper translational movement.
When increasing the mesh size of the hydrophobic and hydrophilic walls, the water-wall attraction
per lattice atom is increased as well, while the average potential energy per wall area remains the same.
Given the increased energy per contact, an increase in mesh size should lead to a slowing down of trans-
lational motion. Since an increase in mesh size makes the wall more rough, the trajectories of water
molecules are probably less straight and have more collisions than for smoother walls, and this should
also slow down motion. On the other hand, rougher walls provide more space and less contact points
for water molecules, which could increase mobility. In fact, we found such an increased mobility, at
least w.r.t. to perpendicular motion, when going from hydrophilic C0 to C1 walls. For TIP4P and TIP5P
water the same is found for the transition from hydrophobic smooth to rough walls. But otherwise, our
computer simulations and the simulations of other authors show that water moves slower near rougher
walls when the average potential energy of both wall types with water is the same: Lee and Rosky
[98] examined TIP4P water at smooth and atomically rough, i.e. 24 interaction points/nm2, hydropho-
bic walls with the same average potential, finding that water molecules at the rough wall are slightly
slower than those at the smooth wall. Scheidler, Kob and Binder [16] found that simple liquids move
faster at non-attractive smooth walls than at non-attractive rough walls. Interestingly, both groups of
authors found that water near hydrophobic walls can be faster than in the bulk. We observe this only
for TIP5P water at hydrophobic SW and C0 walls, but not for the other water models, which we explain
by our hydrophobic wall having a larger interaction energy with water than Lee and Rosky’s. TIP5P
water differs from the other water models by having larger bulk correlation times, indicating a stronger
hydrogen bond network in the bulk, and apparently the mobility-increasing effect of disrupted hydrogen
bonds is slightly stronger than effects that hamper water motion close to walls.
For the waterlike walls, we did not change the potential when changing the mesh size. Thus increasing
the mesh size lowers the average potential per area, and consequently we observe for TIP3P and TIP4P
water an increase in both parallel and perpendicular translational movement when going from C0 to C1
walls. Similarly, Argyris, Tummala and Striolo [170], using the SPC/E water model, report a decrease
in translational motion when increasing the number of hydroxyl groups on a silica matrix. However, for
TIP5P water we observe the opposite effect, with translational motion becoming slower for larger mesh
size. Papavassiliou et al. [180], who used MD simulations to investigate slip vs. no-slip conditions at
hydrophilic interfaces made a similar observation with regard to SPC/E water [34] on a MgO surface,
when changing the lattice constants. They concluded that when preferential adsorption sites exist, which
are sufficiently close to each other that water migration from one to the next can occur without requiring
hopping events, hydrodynamic liquid slip occurs. In our case we correlate this effect with the in-plane
density distribution, cf. fig. 13 (upper panels, right hand side), which shows that TIP5P water is much
less trapped by C0 wall hexagons than TIP3P and TIP4P water, making TIP5P dynamics much faster
than TIP3P and TIP4P dynamics near C0 walls. Near C1 walls, the in-plane density distribution and dis-
placement parallel to the wall are comparable for all three water models. We attribute these phenomena
to the fact that for the C0 wall the mesh size (around 1.4 Å) is far from the bulk nearest neighbor distance
of the water molecules (around 2.7 Å), in combination with TIP5P water showing a stronger tendency to
form networks, thus being less perturbed by a wall with a mesh size further from its internal structure.
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Finally, let us discuss to some detail movement perpendicular to the walls, which is captured in the
perpendicular component of the intermediate scattering function and in the residence correlation func-
tion. In the literature there are different reports about the effect of hydroaffinity on residence times.
Lee and Rossky [98] report residence times of the same order of magnitude for their hydrophobic and
hydrophilic systems, around 100 ps using TIP4P water, stating that the strength of pair interactions and
local dynamics is not reflected in the residence times. Their hydrophilic system consists of a silica in-
terface with a hydroxyl density of 4.62 nm−2, which is low when compared to our density of wall water
interaction points. Argyris, Tummala and Striolo [170] investigated SPC/E water at 300 K at graphite,
as well as SiO2, where the crystal was cut along the (1 1 1) crystallographic face at different depths,
therefore obtaining surfaces with a high and low density of hydroxyl groups. They report an increase of
residence times at the graphite wall by one order of magnitude compared to the bulk, no increase at the
wall with low density hydroxyl groups, and an increase by two orders of magnitude at the wall with a
high density of hydroxyl groups. Their residence times at the graphite wall are comparable to ours at the
hydrophobic surface. Li, Du and Yuan [39] calculated residence times for a 4 Å wide slab of SPC water
on a pure water system and a hydrophilic and hydrophobic self assembled monolayer, with 34.71 ps,
9.64 ps and 10.68 ps, for the hydrophilic, hydrophobic and pure water systems respectively.
We observe an increase in the correlation times of the perpendicular intermediate scattering function
of about one to one and a half orders of magnitude at the hydrophobic walls, between two and four orders
of magnitude at the hydrophilic walls, and between one and a half and three orders of magnitude at the
waterlike walls.
Although the residence times near hydrophobic walls are comparable in order of magnitude for all
our systems and those reported in the literature, we see small systematic influences of wall type and
water model. While the perpendicular motion of TIP3P water slows down slightly, when going from
SW to C0 walls, TIP4P and TIP5P water speed up. Perpendicular dynamic properties change little when
wall roughness is further accentuated, while motion parallel to the wall shows a minimal slowdown,
indicating a larger preference of the water molecules to remain at the center of the wall hexagons, in
agreement with the (parallel) density profiles of fig. 7 (upper panels, right hand side).
For the hydrophilic walls, the perpendicular correlation times near the atomistic C0 walls are larger
than at smooth walls, while the correlation times at the C1 walls are noticeably shorter. This can be
explained by the parallel density distribution as well. At the hydrophilic walls the preference w.r.t.
positioning in relation to the hexagonal lattice structure of the wall is more pronounced than at the
hydrophobic walls, influencing perpendicular dynamics as well. At the C0 walls the water molecules are
less likely to find their way away from the wall unobstructed. This is not the case for the C1 walls, which
is probably due to the difference in preferred water molecule position in the first and second part of the
first density peak, c.f. fig. 10 (upper panels, right hand side), thus providing gaps where molecules can
slip through. This underlines again that for hydrophilic walls details of the wall-water interaction have a
considerable effect on correlation times.
5.1.4 Conclusion
In this section the influence of wall roughness, or mesh size of atomistic walls at a honeycomb structure
as opposed to smooth potential walls, on the static and dynamic properties of different water models at
ambient conditions has been investigated.
Dynamic and static properties vary in dependence on the density of wall-water interaction sites, the
strength of these interactions, the details of the potential and the properties of the water model. TIP5P has
a stronger inherent structure than TIP3P and therefore often responds differently. TIP4P is somewhere
in between and shares different characteristics with both water models. All three water models show
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pronounced density peaks close to the wall and a slowing-down of translational motion perpendicular
to the wall. Translational motion parallel to the wall is slowed down much less, and is even minimally
accelerated near hydrophobic walls for TIP5P water. Other authors [98, 16] found accelerated motion
parallel to hydrophobic walls also with other water models, but in their simulations the water-wall in-
teraction was weaker. Taking their results and our results together we can conclude that when walls
are sufficiently smooth and water-wall interaction is sufficiently weak motion parallel to the wall will
become faster than in the bulk for all water models, but for TIP5P water this happens most easily.
For hydrophobic walls and TIP3P water, we find that structural and dynamical properties of water
agree for smooth walls and atomistic walls with a lattice constant significantly smaller than the distance
between water molecules, when the interaction strengths are matched such that the average potential
energy at a given distance from the wall is the same. For TIP4P and TIP5P, with a more pronounced
inherent structure (cf. table 3 for the tetrahedral order parameter) there is a noticeable change in per-
pendicular dynamics when switching from a smooth to a rough wall, though a very small one when
compared to the case of the hydrophilic walls. This change is again more pronounced for TIP5P water,
compared to TIP4P. We thus extend earlier findings by Kumar et al. [42] who compared systems with
purely repulsive smooth walls and smooth walls with a Lennard Jones potential, concluding that the
properties of the confined liquid are only weakly dependent on the details of the confining potential.
For hydrophilic walls, which attract water molecules much stronger, the wall structure has a consider-
able influence on structural and dynamical properties of water, even when the walls are constructed such
that the average potential energy at a given distance from the wall is the same. The approximation of an
atomistic wall by a smooth potential works only when the lattice constant is significantly smaller than
the distance between water molecules and when motion perpendicularly to the wall is considered. For
larger lattice constants, the number of water-wall interaction points of our systems becomes comparable
to the density of hydroxyl groups on hydrophilic silica surface modeled by other authors, and we find that
motion parallel to the wall is strongly affected by wall structure since the wall structure creates preferred
sites for water molecules. For the same reason, residence times of water molecules within a given layer
close to the wall depend strongly on details of the wall structure.
For our ”waterlike” walls, which attract oxygen and hydrogen molecules with the same interaction
strength as that between water molecules, a change of the lattice constant also changes the structural and
dynamical properties of water. Interestingly, an increase in the lattice constant, which in this case implies
a decrease of the average water-wall potential energy, does not necessarily lead to faster translational
dynamics, as demonstrated in the case of TIP5P water. All these findings indicate that the dynamics
of water near hydrophilic (or waterlike) walls is affected by several details of the wall, part of which
accelerate and part of which slow down motion. In particular, when there are less interaction sites with a
stronger energy, this on the one hand prevents the water molecules from moving away from these sites,
but on the other hand the lower density of such sites leaves more space for motion. Which of these two
effects dominates depends also on the extent to which the structure of water is modified at the wall. For
these reasons, there are widely different findings in the literature (and also in our simulations) concerning
the time scales for motion of water molecules near hydrophilic walls.
To conclude, the extent of abstraction used when modeling water near surfaces, as for instance in bio-
logical systems, must be chosen carefully and with regard to the water model used. While hydrophobic
interactions may be averaged to a certain degree without compromising the characteristic response of
the system, hydrophilic interactions must be implemented more carefully, testing the robustness of the
findings with respect to different versions of the model that appear equally realistic.
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5.2 SPC/E water confined in cylindrical pores
In this part of the thesis molecular dynamics simulations of SPC/E [34] water in amorphous silica pores
and amorphous ice pores with radii slightly larger than 10 Å are evaluated with regard to structure and
dynamics of the water. In addition the behavior of the water is observed in completely smooth pores
such that the potential felt at a given distance from the pore wall is an averaged atomic potential. As
compared to rough walls, smooth walls induce stronger distortions of water structure for both silica and
ice confinements. On the other hand, unlike the smooth pores, the rough pores strongly slow down
water dynamics at the pore wall. The slowdown vanishes when reducing the atomic charges in the
wall, i.e., when varying the hydroaffinity, while keeping the surface topology, indicating that it is not a
geometric effect. Rather, it is due to the fact that the wall atoms provide a static energy landscape along
the surface, e.g. fixed anchor-points for hydrogen bonds, to which the water molecules need to adapt,
blocking channels for structural rearrangement. In the smooth pores, water dynamics can be faster than
in the bulk liquid not only at the pore wall, but also in the pore center. Changes in the tetrahedral order
rather than in the local density are identified as the main cause for this change of the dynamical behavior
in the center of smooth pores.
5.2.1 Simulation methods
MD simulations for the completely smooth and the atomically rough pores were carried out using the
NAMD and the GROMACS simulation package, respectively.
In both cases the SPC/E water model with rigid bonds was used, with a cutoff at 12 Å and a switching
distance of 0.0 Å (GROMACS) or 10−10 Å (NAMD). A time step of 2 fs was utilized. The Coulomb
interactions were calculated using the Particle-Mesh Ewald sum. Periodic boundary conditions were
applied. For the silica pore the LJ interaction parameters between silica and water were established
employing the LJ parameters given by Bródka and Zerda [181] together with the Lorentz-Berthelot
mixing rules.
Smooth pores
MD simulations for the smooth pores were done using NAMD 2.8 [65], with N = 2161 water
molecules in a ”silica-like” pore and 2856 ≤ N ≤ 3016 water molecules in an ”ice-like” pore. In
contrast to GROMACS, NAMD enables an implementation of smooth walls. An ice-like pore was im-
plemented by a radially symmetric force using a tclBC-script. The force was calculated numerically at
radial intervals of 0.05 Å by on average assigning the same LJ interaction potential to a given volume
element as in the corresponding atomistic pore. In the case of the silica-like pore we proceeded analo-
gously, assuming a surface density of 4 nm−2 silanol groups. Both types of smooth pores have a radius
of 12.5 Å.
Simulations at constant temperature were done with the Langevin thermostat [65]. Constant pressure
simulations were carried out using the Langevin-Piston [68] method. All temperatures had a minimal
equilibration time of 20 ns in the NPT ensemble before the appropriate density was determined and NVT
simulations were performed. For the water-like pore NPT simulations were conducted in the bulk, after
which the appropriate number of water molecules were excised for the pore. NVT simulations were
done using the Langevin thermostat, with a coupling coefficient of 1.0 ps−1 and with the hydrogen atoms
included in the Langevin dynamics.
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Atomically rough pores
MD simulations of the rough pores were done using the GROMACS [66] simulation software package.
The temperature was set using the Nosé-Hoover thermostat [182, 183].
Since constant pressure simulations cannot be performed when a fraction of the atoms have fixed
positions, three overall densities were used in the NVT simulations for the amorphous silica pore, two
of which resulted in core densities similar to those obtained in the NPT simulation for the smooth pore.
Only results for the best density match with the smooth pore are shown. The atomistic silica pore has a
radius of 11 Å. More details about this matrix can be found in [184].
In the case of the amorphous ice pore, SPC/E bulk water was simulated in cubic systems comprising
N = 11890 water molecules. The pressure P of 1 bar was maintained at a given temperature using the
Parrinello-Rahman barostat [185]. After NPT equilibration, the position-restraint feature of GROMACS
was used to pin the water molecules outside a cylindrical volume, thus creating the amorphous ice pore.





applied to oxygen atoms at a distance larger than the desired confinement size from the symmetry axis
of the simulation box. More details can be found in recent publications by Klameth and Vogel [14, 186].
Here, the focus lies on data for pores with a radius of 15 Å radius, complemented by some data for
a radius of 25 Å. To systematically investigate the dependence of the properties of confined water on
the hydroaffinity of the confining matrix, the charges of the oxygen and hydrogen atoms of the pinned
water molecules were varied in some of our studies, ensuring that charge neutrality of these molecules
is maintained.
5.2.2 Results
Comparison of Bulk Behavior for the Used Simulation Packages
In order to assess the effect of using two different simulation packages, we first compare static and
dynamic properties of SPC/E bulk water in the temperature range from 200 K to 270 K, as obtained
from NAMD and GROMACS runs, respectively.
The density shows very good agreement between both simulation packages, with the density maximum
around 250 K and deviations less than 0.75%. The tetrahedral entropy shows very good agreement as
well, with a difference below 2.0%.
Dynamic properties, such as the correlation time obtained from the incoherent intermediate scattering
function, show a difference of up to 14% at the lower temperature values. Since correlation times are
very long and plotted logarithmically, this is still a small effect in the plots, and it is due to slightly
different densities used in the two bulk simulations.
Structural Properties of Confined Water
Density profile and molecular orientation
Fig. 16 shows the oxygen density profile as a function of the distance from the pore axis. In order to
obtain actual densities, each oxygen atom is assigned the mass of a water molecule. Note that the center
of the pore is at the center of the figure.
Due to the rotational symmetry of the potential, the smooth pores cause pronounced density oscilla-
tions, which extend up to the pore center. The density in the pore center is approximately the same in the
atomistic and smooth silica pores. Due to the roughness of the walls, the density cutoff is smeared out for
the atomistic walls, and some water molecules even enter the silica matrix. The precise peak positions
and heights for a given pore type depend on water density and pore radius, and, thus, have no deeper
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Figure 16: Density profiles based on the positions of the oxygen atoms. For clarity, curves for dif-
ferent temperatures are vertically shifted. In contrast to the other figures, the distance to
the pore center is plotted on the horizontal axis.
Figure 17: Water structure in smooth pores: (top panels) density profile, (main panels) deviation
from the uniform angular distribution, and (insets) number of molecules pointing towards
pore center divided by number of molecules pointing towards pore boundary, each within
30◦ of the radial vector. The distance to the pore boundary, rather than to the pore center
is plotted on the horizontal axes. Results for silica-like and ice-like pores are shown on
the left hand and right hand sides, respectively.
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meaning. In contrast to the other pores, hardly any density oscillations are observed in the amorphous
ice pores, indicating an unperturbed water structure [14].
For both smooth pores, the strong density oscillation is accompanied by an oscillation in the orientation
of the water molecules with respect to the pore surface, see fig. 17.
The hydrogen atoms of the water molecules closest to the smooth walls tend to point towards the pore
surface. Since the smooth wall potentials do not interact with hydrogen atoms, these ”dangling bonds”
are due to entropic effects, and they are typical of hydrophobic walls [171, 38, 175, 40]. Indeed, the well
depths of the LJ potentials fall into the hydrophobic regime.
The water molecules within the first water layer tend to lie parallel to the pore surface, i.e., both O–H
vectors are perpendicular to the radial direction, with a preference to orient themselves parallel to the
symmetry axis. This produces the pronounced deviation from the uniform angular distribution at such
distances to the pore boundary. At the inner flank of the first density peak, hydrogen atoms tend to point
towards the pore center. This pattern of hydrogen atoms pointing in the direction of decreasing density
is repeated in the other density peaks, albeit to a smaller degree.
The number of hydrogen bonds per water molecule turns out to be larger near the density minima
than near the density maxima, where the number of hydrogen bonds is, however, still larger than in bulk
water at the corresponding density. Similar conclusions were drawn based on NMR shifts calculated in
ab-initio simulations of water in silica pores [10].
We considered two water molecules as hydrogen bonded when the angle between the intramolecular
O–H vector and the intermolecular O. . . O vector was less than 30◦, provided that the O. . . O separation
was less than 3.35 Å [92].
The formation of density oscillations is also well known from systems with flat confining surfaces. For
interfacial water at flat homogeneously hydroxylated silica surfaces [170, 187] the formation of the first
water layer is accompanied by a clear molecular orientation. Similarly, Bonnaud et al. [188], studying
SPC water confined in amorphous silica slit pores, found a large peak in the angular distribution in the
first adsorbed water layer. The cylindrical shape of our pores leads to a less pronounced molecular ori-
entation, similarly to the case of a partially hydroxylated silica surface with a heterogeneous distribution
of hydroxyl groups [187].
Tetrahedral Entropy
Fig. 18 shows the tetrahedral entropy S Q (T ) − S 0 (T ) in units of kB as a function of the distance to
the pore boundary. A value for S 0 can be determined when extending the Adam-Gibbs relation between
translational relaxation time and configurational entropy to the tetrahedral relaxation time and tetrahedral
entropy at high temperatures [64]. We found a value of S 0 ≈ 3.97kB, which is not far from the value
S 0 ≈ 4.21kB found by Kumar et al. [64] for the TIP5P water model. While the tetrahedral ordering
of the bulk is preserved in the amorphous ice pore, it is strongly distorted in the other pores. In the
former pore, the small peak at the boundary is the mere consequence of the fixed positions of the wall
atoms. In the other pores, in particular, in the smooth pores, we find a strong increase of the tetrahedral
entropy when approaching the pore boundary, which reflects the strong deviation from the bulk structure
observed in the above analysis of water orientations. Even in the center of these pores, water shows a
larger tetrahedral entropy than in the bulk. Not surprisingly, this effect is stronger at lower temperatures.
The full probability distribution P (qi) of the tetrahedral order parameter (not shown) in the center of the
smooth ice-like pore shows features which indicate reduced order and resembles that of bulk water at
considerably higher temperatures or densities. The strong density oscillations in the inner region of the
smooth ice-like pore have only a minor effect on P (qi).
54
Figure 18: Tetrahedral entropy
(
S Q (T ) − S 0 (T )) /kB vs. distance to the pore boundary. The short
thick lines denote the bulk values at 1 bar.
Figure 19: Correlation times of the incoherent intermediate scattering function Fq (t) as a function of
the distance to the pore boundary.
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Dynamic Properties of Confined Water
Intermediate Scattering Function
Fig. 19 shows the correlation times τ of the incoherent intermediate scattering function evaluated as a
function of the distance to the pore boundary.
The most striking feature of these plots is that dynamics slow down drastically towards the pore bound-
ary in the atomistic pores, but accelerate in the smooth pores. At low temperatures, dynamics is con-
siderably faster than in the bulk for the smooth pores even in the pore center. We made sure that this
acceleration of the dynamics is not an artifact of the numerical implementation by varying the size of the
simulation box and the algorithm for the electrostatics, which gave similar results.
In order to understand better why the correlation time strongly increases near the atomistic walls, while
it slightly decreases near the smooth walls, we studied a situation that is intermediate between the two
pore types. Apart from the wall roughness, the two pore types differ also by the electric dipole moments
present in the atomistic walls, but not in the smooth walls, which are defined only by a LJ potential. By
reducing the charges of the oxygen and hydrogen atoms in the wall of an amorphous ice pore, one can
interpolate between the two situations. Since this charge reduction reduces the strength of the interaction
between the pore and the water molecules, the pore becomes more hydrophobic.
Fig. 20 shows the position-resolved correlation times τ for a pore of 25 Å radius, formed by pinned
water molecules with variable charges of the oxygen and hydrogen atoms at a temperature of 240 K. The
charge on the oxygen atoms was varied between −0.3e and −1.0e, with a charge of −0.8476e for SPC/E
water. The charge of the hydrogen atoms was altered accordingly so as to preserve the charge neutrality
of the water molecules. For comparison, we also show the position-resolved correlation times for the
amorphous ice pore with a radius of 15 Å at 240 K.
Figure 20: Density, molecular orientation, and correlation time obtained from the intermediate scat-
tering function Fq (t) at 240 K, in dependence on the distance to the pore boundary for an
amorphous ice pore with 25 Å radius, where the charges of the pore atoms were modified
to the given values q for oxygen and −q/2 for hydrogen.
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As can be seen, the correlation time at the wall decreases by three orders of magnitude when the
absolute value of the charges of the wall atoms is decreased. Even at the pore center the correlation
time is reduced, despite the larger diameter of the pore. At the same time, oscillations in density and
molecular orientation become significant when reducing the absolute value of the charges, i.e., with
increasing hydrophobicity of the wall. The reduced correlation time in the pore center is accompanied
by a higher disorder in the water structure. To investigate the relation between dynamics and structure in











plotted against the tetrahedral entropy. Here, ρ is taken as the average value in the pore center, and M
denotes the molar mass. In addition to the data for the different pores, we show also the values for the
two bulk isochors at 0.9 g/cm3 and 1.1 g/cm3, and for the 1 bar isobar.
Figure 21: 1/τ∗ (inverse reduced correlation times) vs. −(S Q − S 0)/kB in the bulk and in the center
of the studied pores.
Apart from the smooth ice-like pore, the data for all pores lie between that for the two isochors and
follow the same trend, indicating that the degree of disorder is a determining factor for the correlation
time. This result is in agreement with a study by Nayar et al. [189], who found a correlation between
tetrahedral order and local bonding energy for water molecules. With decreasing temperature, i.e., with
increasing −(S Q − S 0), the difference between the different pores increases.
Fig. 22 shows an Arrhenius plot of the correlation time τ of the intermediate scattering function at the
pore center and the pore boundary for water in all studied pores and in the bulk liquid, along with fits to
the VFT-relation (cf. eq. (28) in 4.1) and simply (exponential) Arrhenius-like behavior.
It is evident that the temperature dependence of the correlation times is smaller for water in the center
of the smooth pores than in the center of the atomistic pores, at least in the studied temperature range.
Furthermore we observe a change from VFT-like behavior to Arrhenius-like behavior when going from
the pore center to the pore boundary for both atomistic and smooth pores.
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Figure 22: Arrhenius plot of the correlation times of water in the studied pores and in the bulk liquid.
The left hand figure shows the correlation time at the pore wall with an Arrhenius fit for
temperatures below and including 250 K, the left hand figure shows the correlation time
at the pore center (and bulk) with fits according to the VFT-relation, cf. eq. (28).
Fig. 23 shows the tetrahedral entropy as well as the second, third and fourth moment vs. the first
moment of the tetrahedral order distribution (the tetrahedral order parameter) for a number of different
densities (0.9 g/cm3 - 1.15 g/cm3) and temperatures (200 K - 300 K). While not topical w.r.t. confined
fluids, it is interesting to note not only the strong correlation between the tetrahedral entropy and the
tetrahedral order parameter, but also the strong correlation with the following moments of the tetrahedral
distribution.
This indicates that the better part of the information w.r.t. to tetrahedral order is already contained in
the tetrahedral order parameter, and that changes in the water network caused by variation of parameters
like density or temperature are only weakly dependent on the specific parameter or combination thereof.
5.2.3 Discussion
In this subsection, we will discuss and interpret our results for the correlation times and their relation to
density and entropy in the light of what is known about water dynamics.
The relation between dynamics and entropy was evaluated for bulk water by several groups.
Scala et al. [190] reported for SPC/E water that the diffusive dynamics is governed by the configura-
tional entropy. Mittal et al. [150] showed that the anomalous density-dependent trends in diffusivity for
SPC/E water are directly reflected in the two-body, translational correlation contribution to the excess
entropy, similar to their earlier work involving a core-softened fluid showing similar anomalies as the
SPC/E water model [138]. Errington et al. [146] and Agarwal et al. [147] investigated the dependence of
the dynamical properties of SPC/E water on entropy. They observed that the reduced diffusivity shows a
strong correlation with the excess entropy for higher temperatures, but for lower temperatures the curves
belonging to different densities do not collapse. This is even more so when the excess entropy S ex is re-
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Figure 23: Tetrahedral entropy, second, third and fourth moment of the tetrahedral order vs. the tetra-
hedral order parameter for different density (cf. legend) and temperature values (200 K -
300 K) in the bulk. The strong correlation between first and consecutive moments of the
order distribution is apparent.
placed with the pair correlation entropy S 2. Similar results hold for the reduced correlation times [146].
To the best of our knowledge, there are no publications comparing the tetrahedral entropy with the ex-
cess entropy for water models. However, Kumar, Buldyrev, and Stanley [64] showed that the tetrahedral
entropy for the TIP5P water depends linearly on S 2 for lower temperatures, with an increasing slope for
higher temperatures.
Agarwal et al. [148] and Prasad et al. [149] explored scaling relationships between transport properties
in water and excess entropy. Prasad et al. [149] modified the relative strength of the Lennard-Jones
and electrostatic interaction and found that Rosenfeld-scaling need not break down progressively as
the degree of energy-virial correlations decreases. Agarwal et al. [148] show that Rosenfeld-scaling
is approximately valid for TIP4P/2005, and that the magnitude of the tetrahedral entropy for the low
density, low temperature isochores is comparable with that of the pair correlation entropy S 2. In this
structurally anomalous regime, the excess entropy S ex and S 2 are therefore strongly correlated with
tetrahedral order. Kumar, Buldyrev, and Stanley [64] showed that for TIP5P water the tetrahedral entropy
depends linearly on S 2 for lower temperatures, with an increasing slope for higher temperatures.
Our results (cf. fig. 21) for the relation between tetrahedral entropy and correlation time at the pore
center are consistent with the cited bulk results, showing a strong correlation between the two quantities
at higher temperatures and a somewhat weaker correlation at lower temperatures. Only the smooth
ice-like pore behaves differently. This cannot be due solely to the different density value at the pore
center, since these values also differ between the other pore systems, although not to the same extent.
We suggest that the different behavior of the water in the smooth ice-like pore is the consequence of the
pronounced formation of density layers, which extend to the pore center and which are accompanied
by a large deviation of the water orientation from the bulk behavior. This different ordering of the
59
water molecules is not well captured by the tetrahedral order parameter, therefore the tetrahedral order
parameter is smaller than in the other pores for the same value of the correlation time.
Although the rough and smooth pores show a very different dynamic behavior when approaching the
pore boundary, in both cases we have observed a changeover from a VFT-like temperature dependence
to changes in temperature to a more Arrhenius-like behavior for lower temperatures (cf. fig. 22). For
the rough pores, where the behavior at the pore walls is strongly influenced by the (unchanging) energy
landscape this drastic change in fragility is to be expected [14]. For the smooth pores the walls do not
impose a complex energy landscape, but apparently determine nevertheless the structure of the water
close to it and thus the energy barriers that must be overcome. Mamontov et al. [191], who investigated
the behavior of water dynamics on the (110) surface of rutil (TiO2) nanopowder by experiment and
molecular dynamics simulations, identified three different components (slow, fast, and very fast) that
could be related with different dynamic behavior. The slow component showing non-Arrhenius behavior
was causally linked to a highly localized layer, which does not appear in our systems. The Arrhenius-
like behavior of the very fast components could be related to a relatively low number of hydrogen bonds
[192], and the authors suggested that in order to have a dynamic crossover from the low-temperature
Arrhenius to the high-temperature non-Arrhenius behavior, the hydration level of the surface should
be sufficiently high for a large fraction of water molecules to experience a bulk-like environment with
a saturated number of hydrogen bonds to the nearest neighbor water molecules. This suggestion was
experimentally corroborated by Mamontov et al. [193].
Water dynamics near the pore boundary is much slower for the atomically rough pores than for the
completely smooth pores. In the literature slower water dynamics were mostly observed at hydrophilic
compared to hydrophobic walls [194, 38, 170, 195]. Moreover, hard sphere liquids were found to show
slower dynamics near walls with a higher degree of roughness [196] and simple liquids were found to
move slower at non-attractive rough walls than at non-attractive smooth walls [16]. We have seen the
same thing w.r.t. the hydrophobic and hydrophilic walls in the last section.
Figure 24: Potential acting on a single
oxygen atom for planar and
cylindrical smooth confine-
ment.
In contrast to this Papavassiliou et al. [180] have used
MD simulations to investigate slip vs. no-slip conditions
and found slippage at hydrophilic interfaces as well, which
has been experimentally underpinned by the work of Lee
et al. [197]. To discriminate for atomistic walls between
roughness and hydroaffinity effects, we varied the polarity of
the pinned water molecules forming an amorphous ice pore,
while leaving the surface topology unchanged. We observed
that the slowdown of water vanishes when the polarity is
reduced and, hence, it is not a geometrical effect, e.g., an
excluded-volume effect. Rather, the slowdown results from
the wall atoms imposing a static energy landscape. E.g., they
provide fixed preferred sites for the formation of hydrogen
bonds, to which the neighboring liquid needs to be adapted,
blocking channels for cooperative structural rearrangements
[198]. Papavassiliou et al. [180] have observed a similar effect, when reducing the electrostatic interac-
tion between MgO and SPC/E water, resulting in slippage at the interface. They also report the formation
of ”density bridges” in which the water molecules rearrange themselves as opposed to switching layers.
Water dynamics near smooth walls can even be faster than in the bulk liquid, consistent with results by
Lee and Rossky [98] for water near hydrophobic walls. In the last section we predicted this to occur for
sufficiently smooth interfaces, given a sufficiently weak interaction potential. In the smooth pores there
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is no pendant to the electrostatic interaction between water and pore boundary. The resulting potentials
are more hydrophobic than what we termed ”hydrophobic walls” in the last section, as can be seen in
fig. 24. A breakdown of the translational dynamics with concern to movement along the pore axis and
perpendicular to it shows roughly the same picture as seen in fig. 19, with movement along the pore axis
showing slightly less oscillation of the correlation times and in-plane movement showing slightly more,
this simply being caused by the radial density peaks.
These faster dynamics at smooth surfaces permeate the entire pore. While both the rough silica pore and
the amorphous ice pore approximately reach bulk values of the correlation time at the pore center, this
is not the case for either of the smooth pores. Again, this effect is not due solely to the wall roughness,
as can be inferred from our finding that a decrease of the dipole strength of the pinned water molecules
leads to faster dynamics at the pore boundary, with the correlation time eventually falling below the bulk
value.
A decrease of the dipole strength leads to weaker hydrogen bonds between the confined liquid and the
confining matrix, implying an increase in hydrophobicity of the confinement. The resulting distortions
of water structure are felt across the whole pore.
We tested whether faster-than-bulk dynamics in the pore center can be due to the changed density. For
this purpose, we evaluated the change of correlation time in the bulk with density, finding a less than
30% reduction in the correlation time when density was increased by 10% at the relevant temperature
and density values. In contrast, in the amorphous ice pore with charges reduced to q = −0.3 a density
change of less than 5% in the pore center is accompanied by an almost 50% reduction in correlation time.
This means that the change in tetrahedral entropy, which in turn is strongly correlated with correlation
time, is only partly due to a change in density, and mainly due to the influence of the pore wall on the
water structure in the pore. Indeed, the oscillations in density and molecular orientation shown in figs.
16 and 20 confirm that the pore boundary strongly disturbs the structure of the adjacent water layers, and
that this disturbance permeates the entire volume of the studied pores, including the pore center.
5.2.4 Conclusion
We compared the structure and dynamics of SPC/E water in atomically rough and completely smooth
pores. Moreover, we varied the hydroaffinity of a rough confinement by changing the dipole moments
of the molecules forming the pore matrix, while keeping the wall topology unchanged.
We observed a difference in dynamics at the boundaries. Near rough walls comprised of charged
atoms, there is a strong slowdown of water dynamics since structural relaxation is hindered by an atomi-
cally rough and essentially static energy landscape imposed by the largely fixed wall atoms. Accordingly,
the slowdown vanishes when the dipole moments of the wall atoms are reduced and, hence, the fluctu-
ations of the potential energy along the wall surface are diminished. Likewise, the speedup of water
dynamics near smooth or uncharged walls can be explained by the absence of an inherent set of anchor-
points for hydrogen bonds in the pore matrix. Furthermore, the absence of orientating contributions by
the wall potential allows entropic orientational effects to dominate, eliciting structural oscillations. At
the pore boundary this results in a disturbed hydrogen bond network of water, encouraging faster dynam-
ics and Arrhenius-like behavior for higher temperatures. Farther in the pore these oscillations still distort
the tetrahedral order, shifting both tetrahedral entropy and structural relaxation from the bulk behavior.
We could demonstrate that despite these differences in the dynamic behavior dynamics at the wall
display increasingly Arrhenius-like behavior for both rough and smooth pore types.
We showed that, in the case of weak structural changes, the tetrahedral entropy, which is easily ac-
cessible in confined geometries, is a good indicator for the change in dynamics and, depending on the
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temperature range, weakly to strongly correlates with the correlation time of the incoherent interme-
diate scattering function. It is interesting to note that the cylindrical geometry of the confinement is
essential for observing effects of the wall on water structure and dynamics even at a distance of 25 Å.
For flat geometries, e.g., slit pores, the influence of the wall ranges only up to a distance of 15 Å, as
shown by simulations with different water models and wall types [170, 171, 38, 172, 173, 12] as well as
experiments [174].
The finding that the hydroaffinity and structure of the wall have a strong effect on the structure and
dynamics of water is very relevant for water in biological cells, which is always close to surfaces of
different hydroaffinity, for instance to proteins with patchy hydrophobic surfaces.
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5.3 Isobutyric acid and water mixture
This part of the thesis is devoted to the investigation of a mixture of water and isobutyric acid (iBA),
confined in a cylindrical nanopore. Both an atomistic (silica) pore of roughly 4.2 nm diameter, as well
as a smooth pore based on the average potential of the former are used. Pure confined iBA and water are
simulated as well, but the focus lies on the mixtures. Weight percentages of 0, 40, 50, 60, 70 and 100 are
simulated, where specification of the mixture ratio always reflects the iBA content, i.e. a 40wt% mixture
will consist of 40% iBA and 60% water w.r.t. to weight. Bulk simulations were done as well, however,
they were mostly used to bracket the temperature of demixing. Temperature values between 300 K and
400 K are used for the simulations.
The general behavior is only weakly dependent on the mixture ratio and contrary to expectations we
find that in the atomistic pore our model results in wetting of the iBA, with a small amount of water
at the pore wall, and a broad distribution of dynamic correlation times. Interestingly the distribution of
correlation times of the iBA is not completely monotonic w.r.t. translational motion, but rather shows a
slight speed up of dynamics directly at the pore boundary, a facet of behavior not seen for pure confined
iBA. When observing the susceptibility w.r.t. translational and orientational movement we find different
dynamic regimes for both dynamics. The mixture in the smooth pore also prefers iBA at the pore
boundary, molecular orientation and dynamics are very different, however.
Our investigation of the mixture was inspired by Professor Buntkowsky from the TU Darmstadt, who
had done corresponding experimental investigations before [199]. Vyalikh et al. [199] used 1H NMR
relaxometry and 1H-pulsed field gradient diffusion measurements to investigate a 54wt% iBA and D2O
mixture confined in a controlled pore glass of roughly 10.3 nm diameter. They found two main dynamic
processes w.r.t. to both translational and rotational motion and developed a qualitative model of the
phase separation process in the pores, which assumes a temperature-dependent domain-like structure of
the liquid below the phase transition temperature and a breakdown of these domains upon reaching the
transition temperature, with the pore boundary wetted by water.
In this section results pertaining to a directional evaluation of the incoherent intermediate scattering
function (3.4) are shown. Deviations from the targeted absolute value of the scattering vector q =
2.27 Å−1 are generally less than 1.07%, for water, for iBA, the deviation is generally less than 2.56%.
5.3.1 Simulation methods
The MD simulations were carried out using the NAMD [65] simulation package. Water is represented
by the TIP3P water model, which is part of the CHARMM [200] package, while the iBA was built
using the VMD [201] PSF Generation Plugin using ideal coordinates for the iBA taken from HIC-UP
[202, 203, 204] and parameters taken from the CHARMM22 [205] force field. A basic blueprint of
the molecule was compiled by combining elements of residues LEU and GLUP. In order to ensure
charge neutrality the partial charge on the connecting atom was slightly increased, cf. table 6 for a visual
representation and partial charges.
The silica nanopore has a diameter of roughly 4.2 nm and a density of roughly 7 silanol groups per
nm2. The manufacturing process of the pore was conducted analogously to the procedure described by
Rovere et al. [206]. A more detailed explanation concerning this particular pore can be found in the
master thesis by Alexander Janz [207], in section ”Die Implementierung der Pore mit einer Silanoldichte
von ca. 7 OH-Bindungen/nm2”, from page 26 onward. For the Lennard Jones (LJ) interaction parameters
and partial charges for the silica pore we used the values as given by Bródka and Zerda [181]. All pore
atoms except for the hydrogens were kept at fixed positions, all hydrogen bonds were kept at constant
length, and in the pore hydrogen positions were further restricted by the harmonic part of the angle
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potentials as given by Hill and Sauer [208]. Interactions between the various species were governed by
the Lorentz-Berthelot mixing rules.
Figure 25: Visual representation of the po-
tential interaction points of the
iBA molecule as represented in
NAMD. Parameters are given in
table 6.
atom type CT1 CT3 CD OB
charge q -0.12 -0.27 0.75 -0.55
 (LJ) 0.02 0.08 0.07 0.12
rmin (LJ) 4.55 4.12 4.0 3.4
atom type OH1 HA H
charge q -0.61 0.09 0.44
 (LJ) 0.1521 0.022 0.046
rmin (LJ) 3.54 2.64 0.449
Table 6: Simulation parameters of the iBA.
Charges are given in units of the
elementary charge. LJ parameters
according to NAMD conventions.
Since constant pressure simulations cannot be done using the pore we first determined an averaged
potential for all atom types of the mixture. NAMD enables the implementation of external potentials
and NPT simulations with constant cross sections of the unit cell. These features were used to identify
the density at the pore center corresponding to temperature at a pressure of 1 bar. We then did a number
of simulations at temperatures of 300 K, 350 K and 400 K to establish the ratio of molecules in the
rough pore with the correct density at the pore center and the smooth pore within a comparable volume
element. By linearly interpolating along these ratios, and filling the rough pores accordingly, we were
able to avoid a constant increase of pressure with rising temperature. Comparisons to the behavior in
the smooth pores also allow us to assess the influence of pore roughness and hydrogen bonding with the
pore wall.
In the bulk we generally used a minimal equilibration time of 10 ns, starting from a configuration
with separated components. For the smooth pores the bulk configuration was taken and the confining
potential slowly established. After formation of the pore we equilibrated for a further simulation time
of 15 ns. In the atomically rough pores the slowdown of dynamics at the pore boundary compelled us
to further monitor the weight averaged radius of iBA and water as a measure of equilibration, leading to
equilibration times between 7.5 ns and 17.5 ns depending on temperature and weight percentage of the
mixture.
For simulations within the atomistic pore a time step of 1 fs was utilized, simulations in the bulk or
smooth pore were carried out with a time step of 2 fs. The Coulomb interactions were calculated using
the Particle-Mesh Ewald sum. Periodic boundary conditions were applied. We used a cutoff at 15 Å and
a switching distance of 12 Å. In the NPT ensemble pressure was kept constant using the Langevin-Piston
[68] method. NVT simulations were done using the Langevin thermostat, with a coupling coefficient of
1.0 ps−1 and with the hydrogen atoms included in the Langevin dynamics. Temperature values were
spaced out in intervals of 10 K, with simulations generally in the 300 K to 400 K region.
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5.3.2 Results and discussion
Demixing in the bulk
A first test of the validity of our force field was to look at whether demixing occurs in the bulk. Due
to finite size effects the temperature of demixing cannot be pinned down exactly. We observe separate
regions of iBA and water at 300 K, mixed systems at 400 K and increasing mixing of molecules in
between, with the estimated transition temperature somewhere in the region of 350 K to 360 K.
This means that we observe a much higher temperature of demixing than is reported in the literature
for the experimental system [209, 210, 211]. Such a shift of temperature, however, is not an uncommon
occurrence in MD simulations.
Properties of the confined mixture
STRUCTURAL PROPERTIES
Radial density distribution
Fig. 26 shows the density profile of water and iBA as a function of the distance from the pore center
in a 60wt% iBA water mixture. The qualitative features are the same for 40wt%, 50wt% and 70wt%
mixtures. We can clearly observe the tendency of the iBA to form layers at the pore wall. With increasing
temperature the density peaks become smaller. At the smooth wall the first density peak is higher than
at the atomic wall, but the second peak is smaller.
Figure 26: Density profiles for iBA and water. In contrast to the other figures in this section of the
thesis, the pore boundary is on the right hand side.
Further we can observe that in the case of the rough pore there is a significant amount of water situated
at the pore boundary.
Whereas in the smooth pore the density profile shows no angular dependence, close to the wall of the
rough pore iBA and water form clusters more readily. Such strong differences between the influence of
smooth and atomistic surfaces on molecular ordering were also seen in the case of pure confined water
[166] as explained in the prior section. That the main part of the water is situated in the pore center,
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rather than at the hydrophilic pore boundary is further discussed in paragraph ”Accretion of iBA at the
pore boundary”.
Angular distribution
Fig. 27 shows the angular orientation of the iBA molecules in both pore systems for a 60wt% mixture,
based on the vector between the CG and CB atoms. Vectors are considered parallel (↑↑) or antiparallel
(↑↓) if they maximally deviate by 30° from ideal parallel or antiparallel orientation. ‖ indicates either
of the two cases. The numbers give the ratio of the proportion of suitably orientated vectors to the
proportion of the uniform distribution. For the smooth pore we defined the pore wall to be at 21.5 Å.
For the rough pores, the distance to the pore is defined as the distance to the closest non-hydrogen wall
atom.
In the smooth pore the atoms are ordered far more stringently than in the rough pore, at least at the pore
boundary. Closest to the pore boundary the molecules show an increase in orientation parallel to the wall.
The strong decline of radial orientation can be attributed to steric hindrance, the molecules cannot reach
past the potential barrier to orient themselves in a radial direction. There is a slight increase in radial
orientation with the carboxylic group pointing towards the pore center beforehand. This allows the water
at the pore center to form a larger number of hydrogen bonds with the surrounding iBA molecules, which
cannot form bonds with the smooth pore boundary.
In the case of the rough pore there is a minimal decline in molecules orientated in the ~ez- or ~eϕ-
direction. We observe a slight preference for the molecules to orient themselves radially with the
carboxylic group pointing towards the pore wall. The methyl groups are preferentially not pointed
towards the pore boundary when in close proximity to it. The radial orientations show a slight oscil-
lation with a minimum of the ~er orientation and a maximum of the ~er orientation at a distance of roughly
9 Å distance from the pore wall. Increasing temperature softens the orientational preferences but does
not completely eradicate them.
For both smooth and rough pores the qualitative features remain the same for all mixture ratios. When
observing the structure of pure confined iBA (not shown), however, these features are generally exag-
gerated in comparison and oscillations of the orientation are more pronounced and reach further inside
the pore. The orientation is roughly correlated with the density peaks, with the iBA molecules in the
rough pore exhibiting a slight tendency to have the methyl groups pointing towards each other, or rather
the carboxylic groups oriented towards pore boundary or water. This does not change for pure confined
iBA, where we observe a decline of the ratio of dimers when confined in the rough pore (from 300 K to
380 K: roughly 23.4% to 22% of the molecules involved in dimers in the bulk, compared to 14.3% to
13.3% in the rough pore, where a dimer consists of two molecules where the OB and OH1 atoms (cf.
table 6) of the two molecules each have a distance less or equal to 3.5 Å respectively).
DYNAMIC PROPERTIES
Incoherent intermediate scattering function
Fig. 28 shows the correlation times of the incoherent intermediate scattering function for a 70wt%
mixture of iBA and water. Again the qualitative characteristics are the same for all investigated mixtures.
The rough pore imposes a definite slowdown on translational motion, both for water and iBA. For the
water this yields a monotonic increase with decreasing distance to the pore wall, while in the case of
the iBA we can observe a slight speed-up. For pure iBA in the rough pore (cf. inlet in the uppermost
left panel) the speed up is very minor compared to the mixture, and, from a distance of roughly 3.75 Å
onward, seems to reach a plateau value instead. With increasing distance to the pore boundary the
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Figure 27: Angular orientation of the vector between CG and CB atoms in the iBA molecules in the
rough and smooth pore. Vectors are considered parallel (↑↑) or antiparallel (↑↓) if they
maximally deviate by 30° from ideal positions. ‖ indicates that both cases are considered
equally valid. The numbers give the ratio of the proportion of suitably orientated vectors
to the proportion of the uniform distribution. The data shown is from a 60wt% mixture.
The pore boundary is situated on the left hand side.
correlation times plateau. These values are very similar for all investigated weight percentages and only
slightly lower than for the pure confined iBA (less than a ratio of 2 for all observed temperatures).
In the case of the smooth pore the pore boundary does not significantly hinder translational motion.
The water molecules experience a definite speed up at the pore boundary for all temperatures, while the
correlation times for the larger iBA molecules oscillate. The peaks in the correlation time correspond to
the density peaks one can see in fig. 26.
We further investigated the direction dependent translational motion by evaluating the intermediate
scattering function using wave vectors ~q in z-direction (parallel to pore axis) and the xy-plane (perpen-
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Figure 28: Correlation times of the incoherent intermediate scattering function, for iBA and water in
smooth and rough pore for a 70wt% mixture of iBA and water. The uppermost left panel
contains an inlet with correlation times of pure iBA confined in the rough pore. The x-axis
indicates distance to the pore wall, such that the pore boundary is situated on the left
hand side.
Figure 29: Correlation times of the orientational autocorrelation function, for iBA, and water in the
smooth and rough pore for a 60wt% mixture. The x-axis indicates distance to the pore
wall, such that the pore boundary is situated on the left hand side.
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dicular to pore axis, in-plane movement). A further discrimination of the xy-plane in ~er and ~eϕ direction
would have suffered from a numerical evaluation standpoint. With regard to planar walls it has been
observed for water at both hydrophobic and hydrophilic walls [172, 195] as well as for hard spheres at a
hard wall [179] that dynamics are faster parallel to a wall, than perpendicular.
Concerning the smooth pore, correlation times regarding movement in the z direction show little vari-
ation. In-plane movement shows slightly slower dynamics at the water/iBA interface and the speed up at
the pore boundary.
The rough pore partially shows the same features. In the mixture there is a slight overtone of os-
cillations for in-plane movement, corresponding to the iBA density peaks. For the pure confined iBA
this feature is again more pronounced and covers the whole pore. The slight speed up very close to the
wall can be seen in both z-direction and the xy-plane, although again less so in the pure iBA. Generally
dynamics in the z-direction in the rough pore are faster than in the xy-plane when molecules are close
to the pore wall, with the factor ranging from roughly 9 for 300 K to 3 for 400 K. For water the ratio is
often even higher. We attribute this difference in translational motion to the interaction the rough pore
can undertake with the molecules, with the limited mobility of the hydrogen atoms of the silanol groups
sufficient to disperse some of the energy of in-plane motion. In the case of the smooth pore the molecule
simply overcomes a potential barrier and gains exactly the same energy when reflected back.
The slight speed up at the pore boundary is roughly correlated to the orientation of the molecule.
We evaluated the intermediate scattering function binning the molecules with respect to the ~er, ~ez and
~eϕ-orientation of the ~eCG−CB vector and in general those molecules oriented perpendicularly to the pore
boundary will move slowest. Since we evaluate the intermediate scattering function with respect to the
center of mass of a molecule it makes sense that closer to the pore boundary we would find a higher num-
ber of molecules oriented less perpendicularly. This explanation, however, covers both iBA molecules
in a mixture and pure iBA. It is therefore insufficient to explain the slightly higher degree of the speed
up seen for those iBA molecules in a mixture with water. It follows that the water molecules at the pore
boundary impact positively on the translational motion of the iBA molecules. This makes sense to us,
considering the volume ratio ensures that the water molecules are more mobile than the iBA.
Further, it should be noted that in the rough pore comparison of the coherent and incoherent inter-
mediate scattering function (ISF) shows that the collective motion of iBA molecules plays an important
role for lower temperatures. Correlation times of the coherent ISF are generally larger, with the ratio
(correlation times of coherent ISF vs. correlation times of the incoherent ISF) decreasing with increas-
ing temperature and initially dropping below 1.1 between 340 K and 370 K, depending on the weight
percentage of the mixture.
Orientational autocorrelation function
Fig. 29 shows the correlation times of the orientational autocorrelation function for a 60wt% mixture
of iBA and water. Again the qualitative characteristics are the same for all investigated mixtures. In
the case of the rough pore both iBA and water continuously slow down when approaching the pore
boundary. While only the rotational behavior of the ~eCG−CB vector is shown the correlation times of
other reorientation vectors of the molecule show the same trend.
In the case of the smooth pore rotation speeds up slightly for the small water molecules but generally
slows down for the larger and more unwieldy iBA molecules.
Similar to the case of translational motion the correlation times of the autocorrelation function traverse
several orders of magnitude. In contrast, however, to translational motion there is no apparent speed up
of reorientation at the pore boundary.
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While the qualitative behavior (monotonic increase of correlation times), is the same for different
rotational aspects of the molecule, rotational movement involving the methyl groups shows a smaller
range of correlation times. This is not unexpected considering the methyl groups are only indirectly
involved in the hydrogen bonding to the pore boundary. While the existence of interfacial hydrogen-
bond interactions is not a prerequisite to a slowdown of the interfacial dynamics, it often amplifies this
effect [212, 213, 214, 215].
Comparison to experimental findings
Vyalikh et al. [199] conducted NMR measurements on a iBA/D2O system confined in controlled pore
glass with a diameter of roughly 10.3 nm. W.r.t. self diffusion measurements they found clear devia-
tion from isotropic single-phase diffusion, with two components visible in the data. Consequently they
employed a two-phase diffusion model, which is in good agreement with the experimental data. They
also investigated 1H spin-lattice T1 and 1H spin-spin T2 relaxation times as a function of temperature.
The 1H spin-spin relaxation T2 shows strong deviations from mono-exponentiality at temperatures above
39°C, revealing the presence of two components with different spin-spin relaxation times. While the T2
decay time of the slower component is temperature dependent, the fast component is nearly temperature
independent with a value of ca. 1 ms.
While our MD simulations cannot perceive correlation times in that time regime we should see indica-
tions for two dynamic processes with regard to translational and rotational motion.
Fig. 30 shows translational and reorientational susceptibility in the whole pore, calculated from the
incoherent intermediate scattering function and the orientational autocorrelation function. With respect
to translational motion and iBA one can make out a temperature dependent main peak and a second
peak or shoulder for small frequencies. For lower temperatures the simulation time is insufficient for a
complete decline of the intermediate scattering function, resulting in oscillations in the Fourier transform
for small frequencies. It is still evident, however, that the second peak or shoulder grows with decreas-
ing temperature. In the case of the water we have only the one main peak, which shifts slightly with
temperature.
With regards to the orientational autocorrelation function we show data concerning the ~eCG−CD and
~eCG−CB vectors (cf. inlet in the upper left panel). While the susceptibility w.r.t. ~eCG−CD shows only
one, albeit drawn-out peak, we can clearly distinguish two processes for ~eCG−CB, a major peak and a
minor peak which devolves into a shoulder for higher temperatures. A similar division into two dynamic
processes can be made for ~eOB−OH1.
In both cases the distinction between the two dynamic processes can be seen on all temperature scales,
albeit only weakly for higher temperatures, in contrast to the study of Vyalikh et al. [199], where the
second fast rotational process only occurs from 39°C onward.
Accretion of iBA at the pore boundary
Vyalikh et al. [199] assumed in their study that the pore boundary was preferentially wetted by wa-
ter. Frisken and Cannel [216] performed light scattering experiments on iBA and water in a 4 wt.%
silica network with a crossover length of 300 Å. As the critical region was approached, they found that
the scattered intensity initially decreased, indicating that the lower refractive index component, namely
water, is preferentially adsorbed by silica.
In contrast in our simulations we see a clear accretion of iBA at the pore boundary, the density gradient
of which softens with increasing temperature. To check whether this might be dependent on initial
conditions we did simulations at 300 K, with the iBA completely in the pore center and completely
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Figure 30: Susceptibility, calculated from the intermediate scattering function and orientational auto-
correlation function of iBA and water in the rough pore. The orientational autocorrelation
function is taken with respect to two different molecular vectors (cf. inlet in the upper left
panel).
strung out along the pore boundary. Both cases devolved into the scenarios described in the paragraph
”STRUCTURAL PROPERTIES”, with the iBA mainly clustered along the pore boundary and some
water at the pore wall. We have also done simulations of a single water molecule in a pore filled with
iBA and a single iBA molecule in a pore filled with water. In both cases the foreign molecule was
preferentially situated at the pore boundary.
Fig. 31 shows data concerning a simulation with a starting case of iBA being confined in the pore
center. The upper panel shows the ratio of water of the radial density distribution beyond a given radius.
The dashed lines represent the equilibrium values. As we can see after 7.5 ns the simulation has almost
reached equilibrium values. The upper of the middel panels shows the development of hydrogen bonding
with the pore via the average number of hydrogen bonds given for one pore silanol group. While the
number of hydrogen bonds to iBA grows in time this is insufficient to counter the loss of hydrogen
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bonded water molecules and the overall number decreases. We consider two water molecules to be
hydrogen bonded when the angle between the intramolecular O–H vector and the intermolecular O. . . O
vector is less than 30◦, provided that the O. . . O separation is less than 3.35 Å [92]. The same criterion
was used for water and iBA.
Figure 31: Simulation of a 70wt% mixture with iBA confined to the pore center as starting configura-
tion. Upper panel: ratio of the radial distribution of water beyond a given radius (full lines)
and equilibrium values (dashed lines). Upper middle panel: average number of hydrogen
bonds between pore and iBA/water mixture per silanol group. Lower middle panel: av-
erage number of hydrogen bonds between water molecules per water molecule. Lower
panel: change in potential energy of the total system, between pore and mixture and
w.r.t. water-water interaction.
The lower of the middle panels shows the number of hydrogen bonds per water molecule which are
formed with another water molecule. For all four weight percentages the overall number of hydrogen
bonds per water molecule stays almost constant throughout the simulation (between 3.06 and 2.82 for
weight percentages 40 through 70, where 3.23 is the bulk (water) value at 300 K). The lower panel
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shows the energy differences. As one can see the vdw energy between pore and mixture decreases with
more iBA accumulating at the pore boundary, while the electrostatic energy increases. At the same
time the electrostatic energy of the water-water interaction decreases as simultaneously the number of
water-water hydrogen bonds increases.
The data is shown from 0.85 ns onwards, since the artificial separation of iBA and water initially left
a void between the fluid components. The relevant rearrangement of components is captured.
Since we have energy values for a number of different hydrogen bond situations we can evaluate the
simulations w.r.t. the average loss of energy between one component of the fluid and pore associated
with the loss of a hydrogen bond between pore and fluid. All four weight percentages show very similar
values, the average of which are given in fig. 32.
Figure 32: Average change in energy between fluid compo-
nent and pore per hydrogen bond (with pore).
Left hand side: hydrogen bonds between water
and pore; right hand side: hydrogen bonds be-
tween iBA and pore; middle: hydrogen bonds
between iBA and pore, normed by ratio of vol-
ume.
Fig. 32 shows the electrostatic, LJ
and total nonbonded energy compo-
nents of the hydrogen bonding, i.e. the
change in energy experienced in the
pore system with the loss of one hy-
drogen bond between pore and water or
pore and iBA, respectively. On the left
hand side is the change in energy for a
water molecule, on the right hand side
for an iBA molecule and in the mid-
dle is again the change in energy for
an iBA molecule, normed by the ratio
of a single water molecule in bulk wa-
ter and a single iBA molecule in bulk
water.
Clearly the water molecules show a
larger electrostatic component, while
for iBA molecules there is a larger LJ
ratio. The total gain in energy is larger
by almost half again as much for a hy-
drogen bonded water molecule when
compared to an iBA molecule when
normed by the relative volume. Thus
it seems somewhat surprising that the
pore boundary is favored by the iBA.
Basically there are two possibilities for the arrangement of molecules at the pore boundary. Either the
water molecules adhere to the wall, thus creating two main interfaces to the water front and reducing
the number of inter-water hydrogen bonds, or the iBA molecules adhere to the wall, creating two main
interfaces to the iBA. Looking at how the energy of the system evolves, one can see that the advantageous
electrostatic interaction of water and pore boundary is largely exchanged for a water rich block at the
pore center and more water-water hydrogen bonds. This arrangement is supplemented by a smaller
water deposit at the pore boundary, mainly due to the high electrostatic interaction between water and
pore wall. The difference in vdw energy between fluid and pore wall is minimal when exchanging water
and iBA.
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The simulations where the water is initially completely in the pore center show the same basic progress,
with an increase in the electrostatic water-water potential, and a decrease in the fluid-pore electrostatic
interaction as water attaches itself to the pore boundary.
This overall composition is relatively robust against changes in the pore potential. Increasing the
partial charges of the pore matrix by 15%, and thus further favoring electrostatic interaction with the
pore boundary slightly increases the amount of water at the pore wall, but does not change the basic
accumulation of water at the pore center.
5.3.3 Conclusion
We have established a model molecule for iBA based on the CHARMM22 [205] force field and simulated
pure iBA and iBA/water mixtures in the bulk and in confinement. In the bulk mixture we observe phase
separation occurring roughly in the vicinity of 350 K.
The confined mixture was simulated both in a realistic silica nanopore, denoted as rough pore, and an
external potential based on averaging the interaction as given by the rough pore, denoted as smooth pore
and devoid of anchoring sites for hydrogen bonding.
We have evaluated structural properties like the radial density distribution and orientation of molecules
as well as translational and rotational dynamics. For both smooth and rough pore we have observed
accretion of iBA at the pore boundary, though in the case of the rough pore there is a water density peak
at the pore boundary, showing a certain amount of water in close contact with the pore.
Orientation of the iBA molecules is highly divergent in the smooth and rough pore, with the carboxylic
group pointing towards pore boundary and potential bonding sites for the atomistic pore and towards the
water rich phase or other iBA molecules, and therefore again potential hydrogen bonding sites, in the
case of the smooth pore. While in the case of the smooth pore the density distribution imitates the strong
rotational symmetry of the potential, in the case of the rough pore the iBA/water interface is less smooth
for lower temperatures. Pure confined iBA generally exhibits stronger orientation than iBA in a mixture.
In the case of the rough pore the dynamics generally slow down when nearing the pore boundary,
although translational motion of the iBA shows a slight speed up very close to the pore wall. This speed
up, or plateau, is correlated with the orientation of the molecule and enhanced by the presence of water
molecules at the pore boundary. Close to the pore boundary we observe faster translational dynamics
in the z-direction than concerning in-plane movement. Orientational dynamics show no actual speed
up, even though the gradient of the correlation times diminishes slightly. Reorientation connected to
the carboxylic group of the molecule, i.e. the part capable of hydrogen bonding, shows a wider range
of correlation times and, in contrast to reorientation of the methyl groups, dynamic processes clearly
distinguishable in the Fourier transform of the orientational autocorrelation function.
Dynamics are very different in the smooth pore, where there is no strong slow down when approaching
the pore boundary. While translational motion of the water molecules distinctly speeds up at the pore
boundary, correlation times of the iBA are strongly correlated to the density profile. Reorientation speeds
up for the small water molecules at the pore boundary as well, while the larger iBA molecules are more
encumbered by their neighbors and correspondingly slow down.
Accordingly there is a very large difference both in terms of static and dynamic system properties
between smooth and rough pore, further emphasizing the important role of hydrogen bonding sites.
Comparison of the correlation times of the coherent and incoherent scattering functions (τinc/τcoh)
show a ratio of up to 1.8 for 300 K. This difference lessens with increasing temperature, more quickly
for the higher iBA weight percentages.
The translational and rotational susceptibility of the iBA in the rough pore reveal distinct dynamic pro-
cesses. Vyalikh et al. [199] made a similar observation in their experimental study concerning a 54wt%
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iBA/D2O mixture in a controlled pore glass of roughly 10.3 nm diameter, although we see both processes
in all observed temperatures, not only occurring after having traversed the consulate temperature.
We have performed a number of simulations with non-equilibrium starting conditions in the rough
pore, allowing us to track the energy-composition and changes in the hydrogen bonding network. We
find that with our parameters water is actually energetically favored as the wetting component w.r.t. fluid-
pore interaction. However, the increase in water-water hydrogen bonding and corresponding decrease
of electrostatic energy associated with the iBA not occupying the pore center is sufficient to counter this
attraction, resulting in the main component at the wall being the iBA, with a small reservoir of water.
Even an increase of the partial charges in the pore by 15% does not change the basic configuration, but
only slightly increases the amount of water situated at the pore boundary.
The large surface to volume ratio we encounter in our pore system fundamentally alters the behavior
we are familiar with from bulk systems. One should take note that we observe a density gradient of the
components throughout the complete temperature range we simulated, i.e. from a completely unmixed
to mixed state in the unconfined unit cells. In addition this density gradient seems to defy the preference
of the confining pore, at least in the case of the atomistic pore representation. However, we can expect
this effect to dissolve for larger pores, since the ratio of the existing interface diminishes with respect to
pore volume and thus the energetic advantage of iBA being relegated to the pore boundary decreases.
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6 Conclusion
In this thesis the question of how water and iBA/water mixtures react to confinement has been investi-
gated, with a special regard given to the transition of rough to smooth confining boundaries. We have
seen that different water models can show divergent qualitative behavior, thus defying easy categoriza-
tion. The ingredients the structural and dynamical behavior is based upon, as given by the interaction
strength of a given interface, its geometry, the details of the interaction and the properties of the water
model, are subtle and the relative strength of their contributions hard to predict. Of course, this is also
a feature which makes the involvement with molecular dynamics interesting and worthwhile. However,
some overall concepts have been identified.
A more specific conclusion to each of the three main investigations can be found at the end of each
subsection. Here a general overview over the key features of the behavior for pure water will be given.
• Concerning hydrophobic walls, the exact parameters of the interface are less important w.r.t. the
response as given by the surrounding water. Abstraction of an atomistic wall via an external po-
tential or change of lattice constant while keeping the same overall potential is less likely to result
in different structural or dynamic behavior the weaker the interaction between interface and water
and the less inherent order the water model possesses.
• Concerning hydrophilic walls, the structure of the interface has a strong influence on the behavior
of the water. While perpendicular translational motion is less effected for small changes in the
interfacial roughness, parallel mobility is strongly dependent on interfacial details.
• If the interface interacts sufficiently weakly or is sufficiently smooth, parallel mobility is only
weakly curtailed, or even enhanced.
• Some facets of water behavior are strongly dependent on the water model. Therefore it is not
automatically given that a reduction in the water/wall interaction will simultaneously lead to a
reduction of interfacial water mobility.
• Rough amorphous walls, incorporating charged atoms/dipoles lead to a strong slowdown of wa-
ter dynamics. This slowdown vanishes when the dipole moment is reduced, and therefore the
fluctuations of the potential energy landscape along the interfacial boundary are diminished.
• The absence of orientating contributions by the wall potential allows entropic orientational ef-
fects to dominate, eliciting structural oscillations. This results in a disturbance of inherent water
structure, encouraging faster dynamics and Arrhenius-like behavior for higher temperatures.
• Disturbance of the tetrahedral water structure reaches very far in cylindrical pores, shifting both
tetrahedral entropy and structural relaxation from the bulk behavior.
• Arrhenius-like behavior occurs at the pore boundary to both rough and smooth cylindrical pores,
despite the lack of specific anchoring points for the water molecules in the latter case.
• The easily accessible tetrahedral entropy is a good indicator for changes in dynamics and correlates,
the degree of correlation depending on the temperature, with the correlation time of the incoherent
intermediate scattering function.
These simulations and subsequent evaluation have given us qualitative insight into the behavior of wa-
ter near interfaces, and on the effect we can expect the hydroaffinity of these interfaces to have. This is
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especially relevant w.r.t. the topic of water in biological cells, since in these cases water is always close
to surfaces of different hydroaffinity, take e.g. proteins with patchy hydrophobic surfaces.
Furthermore a confined binary mixture of water and isobutyric acid was investigated in this thesis.
By successfully explaining the accretion of iBA at the pore boundary despite the hydrophilic nature of
the pore, we could showcase how confinement on the nanoscale effectively changes behavior patterns,
since we cannot expect the same behavior to occur at arbitrary (lower) surface to volume ratios. This
preference of the water to cluster together on the inside of the pore is likely to be valid for similar binary
mixtures. In response to our results Wadim Winschel and Torsten Gutmann from the the work group
of Professor Buntkowsky (TU Darmstadt) have undertaken a new set of measurements concerning the
iBA/water system in a silica nanopore. Using heteronuclear correlation, a technique they had no access
to at the time of the original series of experiments [99] and which offers information on the proximity of
certain atoms, they were able to show a definite presence of iBA close to the pore boundary in the low
temperature regime, thus validating this part of our results experimentally.
This is an excellent example for how MD simulations and experimental research can mesh together,
furthering our understanding of fluid behavior on the microscopic scale.
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