Abstract. Some estimates for the approximation of optimal stochastic control problems by discrete time problems are obtained. In particular an estimate for the solutions of the continuous time versus the discrete time Hamilton-Jacobi-Bellman equations is given. The technique used is more analytic than probabilistic.
In a complete filtered probability space (fl, P, , (t), t->_O) suppose we have two progressively measurable processes (y( t), A t), t>=O) satisfying the following stochastic differential equation in the It6 sense" dy(t):g(y(t),A(t)) dt+cr(y(t),A(t)) dw(t), t>--O, (0.1) y(0)=x, for given x, g, o-, and some n-dimensional Wiener process (w(t), t>=O). The processes (y(t), -> 0) and (A (t), -> 0) represent the state in t a and the control in A (a compact metric space) of the dynamic system, respectively.
The cost functional is given by (0. 2) J(x, A) E f(y( t), A t)) e -st at where f is a given function, a > 0, and r is the first exit time of a domain D in Yt a for the process (y(t), => 0).
The associated Hamilton-Jacobi-Bellman (HJB) equation (e.g., Bensoussan and Lions [2] , Fleming and Rishel [9] , Krylov [14] Let us mention that finite difference operators of the form (0.6) satisfy automatically the so-called discrete maximum principle. Problem (0.8) is indeed the discrete HJB equation associated with some suitable optimal control problem of a Markov chain. We remark that several computational methods are available for the discrete HJB equation (0.8) (e.g., Kushner and Kleinman [18] , Puterman [29] , Puterman and Brumelle [30] , Quadrat [31] , and Theosys [33] ).
Actually, the objective of the paper is to show how the underlying technique can be used with a typical problem (0.1)-(0.5). The probabilistic interpretation of the finite difference operator (0.6) is part of the key idea.. From a purely stochastic control viewpoint, an estimate on an approximation to the optimal cost is certainly of great value. However, we may question how optimal the discrete optimal feedback is when it is applied to the actual continuous time problem. Toward an answer to the preceding questions, we can argue in the following way. First of all, what really matters for the optimizers is to know how far they are from the minimum cost in the real model. The stochastic equation (0.1) is only an approximation of the real evolution, as well as being the Markov chain associated with the operator (0.6). Our claim is that by preserving the structure of the problem, i.e., to have a probabilistic interpretation of the approximating HJB equation (0.8), and by getting some estimates of the convergence of the corresponding optimal costs, we cannot be far away from the real model.
Even if the Markov chain associated with the operator (0.6) always has finite state, we may want to discretize the set A, just to improve the implementation of the operator infimum in equation (0.8) . In this case, we can replace A in (0.7) and (0.8) by a discretization A(h), and similar results hold true (cf. [24] ).
Deterministic versions along with the same kind of ideas can be found in CapuzzoDolcetta [4] , Capuzzo-Dolcetta and Ishii [5] , Crandall and Lions [6] , Falcone [8] , Gonzalez and Rofman [12] , Menaldi and Rofman [27] , and Souganidis [36] .
The cases where the discount factor a is actually a function, the coefficients g, oare time-dependent, the horizon is finite, the HJB equation is indeed a set of inequalities, and the domain D is unbounded can also be studied.
In 1 we consider the one-dimensional case. Even if this case is very restrictive, we obtain enough information from it to deal with the multidimensional case. Moreover, this section can stand by itself, but we believe it is a natural step in the technique to be developed. General problems are treated in 2.
1. One-dimensional case. It is clear that for one,dimensional problems we dispose of many classic tricks, probably more efficient in practice than the one we will describe.
However, we claim that by studying this simple case we may obtain some nonstandard ways of looking at a multidimensional finite difference scheme.
Let g, cr be real continuous functions on A such that
for some constants C C(g, or) and K K(g, or). '(x, A, h, w)=inf{t>-0: g(x, A)(t-h)+cr(x, A)w(t) equals either 6(x, A, h) or -6(x, A, h)}, 6 (x, A, h) or(x, A)3'(x, A, h)x/, w(0) 0, (x,A,h, w)=g(x,A)'(x,A,h, w)+o'(x,A)w(7"(x,A,h, w)). (8, 6) , u(-6)= u(6)=0, 1/2o'2v"+gv'=0 in (-8, 6) , v(-6)=0, v(6)=l, where 6 cry,/. If -8 <= -gh <= 8, then (1.14)
ET'(h, u(-gh),
with the notation (1.6). Since (1.15) gives y= yo(r) as in (1.9), for 0<lgl_-<r, because y> 1. If0 -< o-< Igl, then the equalities (1.14) hold true for functions u and v satisfying 1/2o2u"+gu'=-I in (-c,-6), u(-6)=0, u with polynomial growth, 1/2o'2v"+gv'=O in (-,-6), v(-6)= 1, v with polynomial growth, for g > 0 and replacing the interval (-c, -8) by (8, +) 
Again, in view of the definition (1.6) we deduce (1.19) q(t)-y"(t)C(g,) VtO , 0<hl, where C(g, ) is the constant of the assumption (1.1). Now, consider the process z(t)=y(t)-q'(t), with y(t)=y(t,A'), 
If we take (1.20) sup Lhq
Note that x belongs to Y2, so our Markov chain has states in .A ctually, we discretize first the time variable and then the state variable.
Denote by p(r) the modulus of continuity off, i.e.,
(1.31) 
ds + tp(r) <-ce-l(e 7"-1)C(f)Cl(r-lx/) t' + Tp(r), with a, C C1 being the constants of (1.18) in Theorem 1.2. Also,
where 'i 0i-0_1, and C is a constant such that (1.3) . If the data are smooth and the operator is uniformly elliptic, then the HJB equation (1.37) has one and only one solution with Lipschitz second derivative (cf. Krylov [13] ). In general we use either the viscosity solution (cf. Lions [20] ) or the maximum subsolution in the Schwartz' distribution sense (cf. Lions and Menaldi [21] ).
The approximate control is then
where (yh(t)=yhx(t,A(')), t>=O) and (On, n=O, 1,'" ") are defined by (1.17) and (1.7).
Note that
The optimal cost is
It is clear that an estimate of the type (1.18) will provide only a one-side bound for the rate of convergence of Uh toward u. Then we will modify the continuous time control problem as follows.
To simplify the exposition we assume g, o-Lipschitz-continuous in the control variable, i.e., It is clear that u(x, M)>-u(x) and, under reasonable assumptions we will have u(x, M) Moreover, sometimes the M-optimal cost is meaningful by itself. where the primes denote derivatives and we must take 3' 1 in (1.4), i.e., for g g(x, ), o-= (x, a),
Vxe, he(O, 1], and in A, and some constant C depending on the bounds of g, or, q", and the p-H61der constant of q", i.e., the constant K K(q")satisfying However, here we can do better:
(i) [q] l is dominated by the bounds of the second derivative q" and the constants C(g, o), K(g, or) of hypothesis (1.1).
(ii) If cr=o-(A), i.e., constant in x, then [q] p is dominated by the p-H/Sider constant and the bound of the first derivative q', and C(g, o-), K(g, or). THEOREM 1.5 . Under the assumptions (1.1), (1.52), and (1.53) there exists a constant C depending only on the constants C(g, tr), K(g, tr), C(f), K(f) of (1.1), (1.52 Because the constant K does not depend on e, q, we send e, q to zero to obtain the second part of (1.56) for u, assuming that u is smooth.
Similarly, we show the H61der-continuous estimate for Uh. In that case we use the extended operator (a(x,,= (/(x,a,/(),,t+o(-(x,a,z-(),,a-o(x,), z( ., a + g(., a h +/-(., a ,/.
Note that if u is not smooth then we have to approximate u by a smooth function u, either by regularization, i.e., o-+ e replaces o', or by the so-called infimum convolution.
The proof of the first part of (1.56) uses a technique analogous to the above.
Let us prove the estimate (1.54 Reversing the role of u and u we complete the proof. Ig(x, a) g(x', a)l + I(x, a) (x', a)l-<-/(Ix x' Vx, x' a, for some constants C C(g, r), K K(g, o-), some locally compact metric space A and where I" denotes the Euclidean norm in the corresponding space.
On a complete Wiener space (, P, o, (t), w(t), t-> 0) in n we consider the state equation ( In 2.1 we will give some properties of the finite difference operator (0.6). Next, we study the discrete HJB equations and its associated Markov chain. We present the main estimate in 2.3 and then we give some comments and extensions. A-= {w" i-_, < r/(w) < fit,}, A; {w"/-< r/(w)< Suppose we are given a sequence (r/i" i= 1, 2,...) of independent random variables with the same Gaussian density (2.28) in a complete probability space (lq, P, ). Standard arguments of the discrete optimal control theory (e.g., Bertsekas and Shreve [3] , Gihkman and Skorokhod [10] , Ross [32] for any x, A, h. All the above properties are useful for directly studying the dependence on the data of the optimal cost (2.34) (cf. [24] ). Hence there exists a unique solution to (2.40).
2.2) dy(t)=g(y(t),h(t)) dt+cr(y(t),h(t)) dw(t), t>O, y(O)=x

2(/3+
Since we can express for any u given the following" i+1 uh=limu, uh =Th(u), i=0,1,...
we easily deduce (2.38), where II" denotes the supremum norm in the corresponding space, i.e., for II/ll we take the supremum over L3h x A or x A.
To check (2.39), we use the discrete maximum principle on the function w= +/-u.-II/ll .. 
in a in A It has been proven independently by Evans [7] and Krylov [14] (cf. Gilbarg [20] , Lions and Menaldi [21] , Krylov [13] ) that under the assumptions (2.1), (2.4), (2. However, occasionally we can do better: (i) [q] is dominated by the bounds of the second-order derivatives of q and the constants C(g, o-), K(g, or), C of hypotheses (2.1), (2.16), provided n 1. This means that only one-dimensional Brownian motion is allowed, e.g., the system associated with an equation of order d perturbed by a white noise.
(ii) If cr r(A) and n 1, i.e., constant in x and only one Brownian motion, and (2.73) sup{inf{ll(x,,)-l(x,,')l" ,' A(h)}" x 5", a A}, for l=f, gi, O'ik, i= 1,'" ", d, k 1,''', n, will appear in the right-hand side of the estimate (2.65). Here A(h) is a discretization of A. Also, the constant a could be a function a(x, h ), for which the preceding results extend. If the domain D is unbounded and the data f has polynomial growth, then the solutions u(x), u,(x) will have also polynomial growth, and some weight function is needed to obtain an estimate similar to (2.65) (cf. [24] ).
We may be interested in the performance of the optimal control of the discrete problem, when suitably extended and applied to the initial problem. That issue is not considered here. However, the optimizer will face the problem of actually computing uj,(x). In general, only an approximation j,(x) is computed and from that, a control policy 1,(" is derived. This ,(.) allows us to simulate a trajectory )7,(. Perhaps the most interesting part is the fact that the finite difference operator (0.6) does not require any condition of "stability." It is stable in nature, and most estimates valid for the differential operator (0.5) have an equivalent in the discrete case.
In Bancora-Imbert, Chow, and Menaldi 1 ], the numerical solution of an optimal correction problem for a damped random linear oscillator is studied. The HJB equation Lu(x x2 t) = 2_2 -r o2U(Xl, x2, t) (px2 + q2x)OzU(Xl, x2, t) + x2u(xl, x2, t), and r, p, q, c are constants; r, q, c > 0; and f is a given function. A precise algorithm is described and used there. The solution of the discrete problem is found as the common limit of two sequences, one decreasing and the other increasing. This allows us to bound the error and to give an almost optimal policy. We refer also to Sun and Menaldi [37] , [25] . Note that in the case of (2.74), the solution u is Lipschitz-continuous together with its second derivative in the x variable.
In a subsequent paper, the (quasi-) variational inequalities will be studied. It is well known that for those problems the solution is not smooth, i.e., the second derivative must have a jump. For that reason, only the second approach of Theorem 2.3, i.e., using [U]p, seems to be appropriate. Perhaps a combination with finite elements of the type used by Menaldi and Rofman [26] , [23] could be of some help.
