We study the smallest singular value of a square random matrix with i.i.d. columns drawn from an isotropic log-concave distribution. An important example is obtained by sampling vectors uniformly distributed in an isotropic convex body. We deduce that the condition number of such matrices is of the order of the size of the matrix and give an estimate on its tail behavior.
recently obtained in [16, 20, 21, 24] . In asymptotic geometry one is interested in sampling vectors uniformly distributed in a convex body. In particular the entries are not necessarily independent. In this paper, we study the more general case when the columns are i.i.d. random vectors with an isotropic log-concave distribution. Our main result is a deviation inequality for the smallest singular value.
The first results concerning the smallest singular value of large random matrices were obtained in [9] and [23] . In these papers, the authors considered matrices with independent standard Gaussian entries and proved the following theorem (below | ⋅ | denotes the Euclidean norm on ℝ ). 
where is an absolute constant.
Recently a lot of effort has been devoted to proving counterparts of the above theorem for matrices with general i.i.d. entries. In this paper we pursue a different line of investigation, motivated by applications in asymptotic convex geometry. We consider random matrices with i.i.d. columns distributed according to a log-concave isotropic probability measure. An important example is obtained by sampling vectors uniformly distributed in a isotropic convex body. For the formal definition of such random vectors see Section 2.1. Since Gaussian measures are log-concave, matrices with i.i.d. standard Gaussian entries may be considered a special case of this more general model.
Our main result is Theorem 1.2 Let ≥ 1 and let Γ be an × matrix with independent columns drawn from an isotropic log-concave probability . For every ∈ (0, 1),
where > 0 and < ∞ are absolute constants. Moreover, there exists an absolute constant > 0, such that for all ∈ (0, 1),
log (2/ ).
Note that by absolute continuity of log-concave variables, for a fixed the left hand side of (1) and (2) tends to 0 as → 0. This is not the case for the right hand side of (1) but it is true for the right hand side of (2).
When combined with estimates for the operator norm of the matrix Γ, obtained recently in [2] , the above theorem also yields a corollary about the tail behavior of the so called condition number of the matrix Γ (denoted by (Γ)). The question about its behavior for random matrices was raised by Smale [22] in connection with stability of numerical algorithms for solving large systems of linear equations. Theorem 1.2 implies that for random matrices Γ with independent log-concave isotropic columns, (Γ) ≤ , similarly as for matrices with independent Gaussian entries ( [9, 23] ).
The article is organized in the following way. In Section 2, after presenting some preliminary facts (Subsection 2.2) we prove Theorem 1.2 (Subsection 2.3). Similarly as in [16, 20, 21] , the proof is based on the splitting of the sphere −1 into two regions, the set of vectors whose norm is concentrated in a small number of coordinates and the others vectors. The main difficulty lies in the fact that we have only independence of the column vectors of the matrix and not of all the entries. Therefore, we need new arguments to obtain estimates of small ball probabilities. This is where the log-concavity of the random vectors is essential.
We conclude Section 2 with Corollary 2.14 in flavor of Theorem 1.1 (however with a slightly worse dependence on ) and a tail inequality for the condition number of Γ (Corollary 2.15).
In Section 3 we investigate the isotropic constant of isotropic log-concave measures (defined below in (3)), a quantity of major importance in convex geometry. Although our estimates do not appear in the present proof of Theorem 1.2, they can be used for related problems. In particular inequalities for the isotropic constant of the convolution of isotropic log-concave measures is of independent interest.
The main results of this paper were announced in [1] (in a weaker form). 
|Γ |
and if the matrix is invertible
The condition number of a square matrix Γ is defined as
Let us now describe the model of a random matrix we are interested in. Recall that a non-negative function : ℝ → ℝ is called log-concave if for all , ∈ ℝ and all ∈ (0, 1),
( ) . In this paper, a probability measure on ℝ is said to be log-concave if it has density , which is log-concave. It is called isotropic if it has mean zero and its covariance matrix is the identity, equivalently, for any
A random vector in ℝ is called log-concave (resp. isotropic) if its distribution is log-concave (resp. isotropic).
For the rest of the paper, unless stated otherwise, will denote a logconcave isotropic random vector in ℝ , 1 , . . . , independent copies of and Γ an × matrix with columns 1 , . . . , .
Preliminary facts
In this section we collect some basic facts concerning general log-concave probability measures and random matrices, which will be used in the proof of Theorem 1.2.
Some basic facts on log-concave probability
Recall first that the 1 Orlicz norm of a random variable is defined as
One of the most important properties of log-concave random vectors is the comparison of their second moment and 1 norm. The following well known Borell's lemma (see [5] ) implies that for isotropic log-concave vectors the 1 norms of norm one linear functionals are bounded by a universal constant. 
, where 1 is universal constant.
We will also need some recent results concerning the concentration and tail behavior of the Euclidean norm of an isotropic log-concave random vector.
Theorem 2.2 ([15]) Let 1 ≤ ≤
be integers and let 1 , . . . , ∈ ℝ be isotropic random vectors with log-concave densities. There exist numerical positive constants 2 and 2 ∈ (0, 1 2 ) such that for all ∈ (0, 1) and
),
).
The tail estimate for the Euclidean norm of isotropic log-concave random vectors is given by the following result. Actually the above theorems were stated originally not for maxima but just for a single log-concave vector. However the versions presented above are following easily by the union bound.
To handle small values of in (2) we will need a small ball estimate for isotropic log-concave measures. It will involve the parameter
where is the density of . For a log-concave isotropic random vector we let denote the isotropic constant of its distribution. Furthermore, if is an isotropic probability measure uniformly distributed on a symmetric convex body then is the so-called isotropic constant of . The question whether is bounded by a universal constant is one of the most important open problems of convex geometry. For our purposes we need a relatively easy polynomial (in ) bound on , given in the following lemma (which is a consequence of John's theorem). We refer to [6] and [14] for the best bounds (see also [8] and [19] for the non-symmetric case). 4 such that for any and any log-concave isotropic probability measure on ℝ
Lemma 2.4 There exists a positive constant
We will use a small ball inequality given by the following simple lemma.
Lemma 2.5 Let be an isotropic log-concave random vector in
where 5 is a universal constant.
Proof. It is well known that there exists an absolute constant > 0 such that
. Also, by Theorem 4 in [10] , ∥ ∥ ∞ ≤ (0) = (note that if the vector is symmetric, we obviously have ∥ ∥ ∞ = (0)). Thus
The operator norm of a random matrix
Since the proof of Theorem 1.2 involves approximation of arbitrary vectors in 2 by vectors from -nets, we need to control the operator norm of the matrix Γ. To this end we will use the following result from [2] (it is an immediate consequence of Corollary 3.8 there).
Theorem 2.6
There exist positive constants 6 and 6 such that for any ≥ 1 and ≥ 1,
Compressible and incompressible vectors
The proof of Theorem 1.2 relies on splitting the sphere
into several regions (following [16, 20, 21] , where an analogous construction was carried on in the case of matrices with independent entries). We use the following notation from [21] .
To control the behavior of |Γ | for ∈ ( , ) we will use the following lemma. 
The case of compressible vectors requires different tools. To handle it we will need the following result from [3] (see Theorem 3.3 therein).
∈ ℝ be independent 1 random vectors and let
holds with probability larger than
where 7 , 7 > 0 are universal constants.
Corollary 2.9 There exist universal positive constants 8 , 8 such that for any ∈ (0, 8 ),
Proof Since by Lemma 2. 
)) with probability at least 
where 9 is an absolute constant.
Proof The column vectors of Γ are the vectors 1 , . . . , . For fixed , let * be a (unit) normal to -the hyperplane spanned by { : ∕ = }. Then * and are independent. Using Fubini's theorem we obtain
By Lemma 2.7, the proof of (4) , ⟩ is a one-dimensional isotropic log-concave random variable, therefore its density is bounded by a universal constant (this follows by a simple straightforward argument, alternatively it may be seen e.g. as a special case of Lemma 2.4 with = 1). This implies
and the proof of (4) is completed. □ Lemma 2.11 Let Γ be any × matrix and , ∈ (0, 1). For any
Proof Assume that there exists ∈ ( , /(2 )), such that |Γ | ≤ √ and ∥Γ∥ ≤ √ . Then by the definition of "compressible vectors", there exists ∈ ( ), such that | − | ≤ /(2 ). We have
□
The above lemma together with Corollary 2.9 immediately yield the following statement, describing the case of compressible vectors for the estimate (1).
Proposition 2.12
There exist absolute constants 10 < ∞, 10 ∈ (0, 1) such that for any > 1 and ∈ (0, 10 ]
To prove the second part of Theorem 1.2, estimate (2), we will use another lower bound on inf ∈ ( , 1 /(2 )) |Γ |.
Proposition 2.13
For any > 1 and , ∈ (0, 1) we have
where 11 is an absolute constant.
Proof. By Lemma 2.11,
Let = ⌊ ⌋ (where ⌊⋅⌋ denotes the integer part of a real number), let Γ be the × matrix with independent columns 1 , . . . , . Then by the union bound, the right-hand side of the above inequality is less than or equal to ( ) ℙ( inf
Since the columns of Γ are independent, for any vector
, Γ is again a log-concave isotropic random vector in ℝ (the log-concavity follows by the Prekopa-Leindler inequality, whereas isotropicity is elementary). Therefore, by Lemma 2.5 and Lemma 2.4, for every ∈ . We can choose of cardinality not greater than (3/ ) . By approximation
By the union bound, the latter probability is less then or equal to
.
□

Proof of Theorem 1.2.
We apply Proposition 2.12 with = 10 and = 6 , where 6 is the constant from Theorem 2.6, to obtain
Thus, by Theorem 2.6 with = 1, we get for some positive universal constants and ,
ℙ( inf
On the other hand, Proposition 2.10 with = 10 and = 10 /(2 6 ) gives for any ∈ (0, 1), Let us now turn to the proof of (2) . Let be the constant in (1). For ≥ exp(− ), the statement follows from (1), we can therefore assume that < exp(− ). We shall apply Proposition 2.13 with parameters
• , where < 1/2 is a small absolute constant to be determined later on,
6 , 1) log(1/ ), where 6 , 6 are constants from Theorem 2.6,
/ log (1/ ), where is another constant whose value will be fixed later.
We obtain
log (1/ ) log
(1/ ) , where = 11 6 max{ −1
6 , 1}. Obviously we may also assume that < which together with the previous assumption on implies that log(1/ ) > max{ , log(1/ )}. Therefore for small enough and large enough (depending on ) we get
Notice now that for > 1 and small enough we have 1/(1 − ) < 2/3. Thus for some constant , we also have ≤ . Therefore, we have
where in the second inequality we used (5) combined with Theorem 2.6 and the definition of . Now, Proposition 2.10 gives
Since < 1/2, the last two inequalities imply (2).
□
Consequences
In this section we consider consequences of Theorem 1.2. First we show that as a corollary to (2) we can obtain a bound on the smallest singular value of Γ with a slightly worse dependence on than in Theorem 1.1, valid for every . Next we consider the condition number of Γ and show that with overwhelming probability it is of order .
Corollary 2.14 For any ∈ (0, 1) there exists , depending only on , such that for ≥ 1 and ∈ (0, 1)
Proof Let us fix ∈ (0, 1). For large , the inequality (6) follows from (2).
It is therefore enough to show that for every there exists , such that
In what follows we will work with fixed and use the letter to denote a positive number depending only on and . Its value may change from line to line.
The measure ℙ is a Borel measure on the space of × matrices, which we will identify with ⊗ on ℝ 2 . By Theorem 2.6,
Moreover, by Lemma 2.4, the density of the measure ℙ is bounded (by a number depending on ). Therefore
ℙ({Γ : inf
where | ⋅ | denotes the Lebesgue measure on ℝ 2 . Now
Thus the problem reduces to bounding from above the Lebesgue measure of the set of linear contractions with the smallest singular value not exceeding
. This can be done directly, however for convenience we will reduce the problem to the case of the Gaussian measure, which will allow us to use Theorem 1.1. Let 2 denote the standard Gaussian measure on ℝ 2 and note that on the unit ball {Γ : ∥Γ∥ ≤ 1} the density of 2 is bounded away from 0 (by a number depending on ). Thus
where in the last inequality we used Theorem 1.1. Combining the above inequality with (8), (9), and (10) proves (7). □ Let us now state the result concerning the tail decay of the condition number of Γ. 
Proof By Corollary 2.14 and Theorem 2.6 for some large absolute constant ,
The first version of Theorem 1.2 (as announced in [1] ) involved the isotropic constant of column vectors of the matrix Γ. The argument was based on the small-ball estimate given in Lemma 2.5 and a modified version of Proposition 2.13 (see Proposition 3.2 below). Its proof required the control of the isotropic constant of the convolution of isotropic log-concave measures. Since a theorem providing such control is of independent interest, we present it now together with the proof. As a corollary we may obtain the following strengthening of Proposition 2.13. The only change with respect to the proof of Proposition 2.13 is using Theorem 3.1 instead of Lemma 2.4 to bound the isotropic constant of the convolution. 
, where is an absolute constant. In particular, there exist constants 1 , 2 > 0 such that for every > 1 and , ∈ (0, 1), satisfying
The proof of Theorem 3.1 is based on Lemma 3.3 below, which is a slightly modified version of a result of Gluskin and Milman [11] , giving an ℓ 2 lower bound for the norm defined on ℝ by
, where 1 , . . . , are densities of probability on ℝ , and on a result of Junge [13] , which relates the isotropy constant of convolved log-concave probability measures with the norm ∥ ⋅ ∥.
Let 1 , . . . , be independent isotropic log-concave symmetric random vectors in ℝ . Let ∈ −1 and set
Then it is well-known that is also an isotropic log-concave symmetric random vector in ℝ .
Recall that is called a star body whenever ⊂ for all 0 ≤ ≤ 1, and in such a case ∥ ⋅ ∥ denotes its Minkowski functional, i.e. ∥ ∥ = inf{ > 0 : 
Proof. Let us recall that the symmetric decreasing rearrangement of a function : ℝ → ℝ + is a function * : ℝ → ℝ, which is equidistributed with (i.e. for all ∈ ℝ + , |{ : *
If is just a characteristic function of a set then * is the characteristic function of a ball of the same volume centered at the origin. In general one has the following "layer cake representation" * ( ) =
Let now be the Euclidean ball of the same volume as , centered at the origin. We will first prove the following inequality valid for all ∈ ℝ + ∫ ℝ . . .
It is a corollary from the Brascamb-Lieb-Luttinger inequality [7] , which asserts that for any functions 0 , . . . , : ℝ → ℝ + and any ( + 1) × matrix ( ), we have . This concludes the proof of (11) . It remains to show that Putting these two inequalities together concludes the proof. □
