Order Preserving Maps of Posets by Mei, Zhousheng & Wang, Suijie
ar
X
iv
:1
70
9.
01
23
4v
1 
 [m
ath
.C
O]
  5
 Se
p 2
01
7
Order Preserving Maps of Posets
Zhousheng Mei Suijie Wang∗
College of Mathematics and Econometrics
Hunan University
Changsha, P. R. China.
zhousheng@hnu.edu.cn wangsuijie@hnu.edu.cn
Abstract
For any two finite posets P and Q, let Hom(P,Q) be the hom-poset consisting
of all order preserving maps from P to Q, and J(Q) the collection of all order ideals
of Q. In this paper, we study some basic properties of the hom-poset Hom(P,Q)
and prove that Hom
(
P, J(Q)
)
is a distributive lattice and characterized by
Hom
(
P, J(Q)
)
∼= J(P ∗ ×Q),
where P ∗ is the dual of P . Consequently, we obtain that Hom
(
P, J(Q)
)
and
Hom
(
Q,J(P )
)
are dual isomorphic, i.e.,
Hom
(
P, J(Q)
)
∼= Hom∗
(
Q,J(P )
)
.
As applications, we calculate the number of order preserving maps from any poset
to the boolean algebra, and the characteristic polynomial of Hom
(
P, J(Q)
)
.
Keywords: Distributive lattice, Order preserving map, Order ideal, Poset.
1 Introduction
First we briefly recall some notations on partially ordered sets (or posets), for further
details, see for instance [1, 2, 4, 5, 6, 11]. We assume that all posets considered in this
paper are finite. Let P and Q be two posets. The direct product P×Q is the collection of
pairs (s, t) for all s ∈ P and t ∈ Q, ordered by (s, t) ≤ (s′, t′) in P ×Q if s ≤ s′ in P and
t ≤ t′ in Q. An order ideal of P is a subset I of P such that t ∈ I and s ≤ t imply s ∈ I.
The set J(P ) of all order ideals of P , ordered by sets inclusion, forms a distributive
∗Supported by the National Natural Science Foundation of China (Grant No. 11401196) and the
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lattice. Birkhoff’s representation theorem states that every finite distributive lattice is
isomorphic to J(P ) for some poset P . A map f : P → Q is called order preserving
(or a homomorphism) if f(s) ≤ f(t) in Q for all s ≤ t in P . If f is bijective and its
inverse is also order preserving, then P and Q are called isomorphic, denoted P ∼= Q.
Define the hom-poset Hom(P,Q) to be the set consisting of all order preserving maps
from P to Q and equipped with the order f ≤ g in Hom(P,Q) if f(s) ≤ g(s) in Q for
all s ∈ P . In 1964, G. -C. Rota [8] first studied the hom-poset Hom(P,Q) (called the
cardinal product there) and obtained a formula for its Mo¨bius function. An element of
a poset is called lower-irreducible if it covers exactly one element of this poset. Let I(P )
be the set of all lower-irreducible elements of the poset P .
In this paper, we study some basics of the hom-poset Hom(P,Q) and show that
Hom
(
P, J(Q)
)
is a distributive lattice. If Q has the unique minimal element, all lower-
irreducible elements of Hom(P,Q) are given by
I
(
Hom(P,Q)
)
∼= P ∗ × I(Q).
Applying Birkhoff’s representation theorem, we get a characterization of Hom
(
P, J(Q)
)
,
i.e.,
Hom
(
P, J(Q)
)
∼= J(P ∗ ×Q),
where P ∗ is the dual poset of P , namely P ∗ = P as sets and s ≤ t in P ∗ iff t ≤ s in P .
As an easy consequence, Hom
(
P, J(Q)
)
is dual isomorphic to Hom
(
Q, J(P )
)
, i.e.,
Hom
(
P, J(Q)
)
∼= Hom∗
(
Q, J(P )
)
.
Moreover, we give a direct isomorphism from Hom
(
P, J(Q)
)
to Hom∗
(
Q, J(P )
)
. If P is
a chain, the above two isomorphisms extend Proposition 3.5.1 in [11]. Note that J(Q) is
isomorphic to the boolean algebra Bn when Q is an antichain of n elements. It follows
that the number of order preserving maps from the poset P to Bn is
|Hom(P,Bn)| = |J(P )|
n.
Finally, using the characterization [11, Example 3.9.6] of the Mo¨bius function on dis-
tributive lattices, we obtain that the characteristic polynomial of Hom
(
P, J(Q)
)
is
χ(Hom
(
P, J(Q)
)
, t) = t|Q||P |−mQMP (t− 1)mQMP
= t|Q|(|P |−MP )
(
χ(J(Q), t)
)MP ,
where mQ is the number of minimal elements of Q, and MP the number of maximal ele-
ments of P . Notice that the characteristic polynomial χ(Hom
(
P, J(Q)
)
, t) only depends
on the numbers |Q|, |P |, mQ, and MP .
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2 Basics of Hom-posets
Let P and Q be two posets. In this section, we prove that the hom-poset Hom(P,Q)
is a graded poset with the unique minimal element (or lattice, or modular lattice, or
distributive lattice resp.) if and only if Q is a graded poset with the unique minimal
element (or lattice, or modular lattice, or distributive lattice resp.). In this sense, it
confirms Rota’s viewpoint [8] on the hom-poset Hom(P,Q), that is “very little informa-
tion is needed about P”. The notation s > t in P means s ≥ t and s 6= t. If s > t in P
and no element r ∈ P satisfises s > r > t, then we say that s covers t and denote s⋗ t.
Proposition 2.1. For any posets P and Q, f covers g in Hom(P,Q) if and only if
(1) f(t◦) covers g(t◦) in Q for some t◦ ∈ P , and
(2) f(s) = g(s) for all elements s ∈ P and s 6= t◦.
Proof. To prove the necessity, suppose g < h < f in Hom(P,Q). There exist t1 and
t2 in P such that g(t1) < h(t1) ≤ f(t1) and g(t2) ≤ h(t2) < f(t2). Since g(s) = f(s)
for all s 6= t◦ from (1) and (2), we have t1 = t2 = t◦ and g(t◦) < h(t◦) < f(t◦) which
contradicts the fact f(t◦)⋗ g(t◦).
To prove the sufficiency, for any f ⋗ g in Hom(P,Q), let t◦ be a minimal element
satisfying f(t◦) > g(t◦) and define h : P → Q to be
h(s) =
{
g(t◦) if s = t◦,
f(s) otherwise.
The cases below show that h(s) ≤ h(t) in Q for all s < t in P , i.e., h is order preserving.
C1. If s, t 6= t◦, then h(s) = f(s) ≤ f(t) = h(t);
C2. If t◦ = s < t, then h(s) = g(t◦) < f(t◦) ≤ f(t) = h(t);
C3. If s < t = t◦, from the minimality of t◦, we have
h(s) = f(s) = g(s) ≤ g(t◦) = h(t).
So h ∈ Hom(P,Q) and g ≤ h ≤ f obviously. Note that f covers g, and h 6= f since
h(t◦) = g(t◦) < f(t◦). Thus h = g, namely f(t◦) > g(t◦) and f(s) = g(s) for all s 6= t◦.
It remains to prove that f(t◦) covers g(t◦) in Q. If not, take an element a ∈ Q
with f(t◦) > a > g(t◦), and define a map h
′ : P → Q such that h′(t◦) = a and
h′(s) = f(s) = g(s) for all s 6= t◦. Since both f and g are order preserving, it is easily
shown that h′ is also order preserving. Thus we have g < h′ < f in Hom(P,Q), a
contradiction with f ⋗ g.
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A poset P is said to be graded if it admits a rank function, i.e., a nonnegative integral
function ρ satisfying ρ(s) = 0 for every minimal element s, and ρ(t) = ρ(s)+1 whenever
t covers s. If Q has the unique minimal element 0ˆ, for any t ∈ P and a ∈ Q, define the
order preserving map ft,a : P → Q to be
ft,a(s) =
{
a if s ≥ t,
0ˆ otherwise.
Proposition 2.2. For any two posets P and Q, the hom-poset Hom(P,Q) is graded
with the unique minimal element if and only if Q is graded with the unique minimal
element. Moreover, if ρ′ and ρ are the rank functions of Q and Hom(P,Q) respectively,
then for any a ∈ Q and f ∈ Hom(P,Q) we have
ρ(f) =
∑
s∈P
ρ′
(
f(s)
)
and ρ′(a) = ρ(fs,a), (2.1)
where s is a maximal element of P .
Proof. If Q has the unique minimal element 0ˆ, obviously the map sending P to 0ˆ is the
unique minimal element of the hom-poset Hom(P,Q). Conversely, choose a minimal
element a◦ of Q, and let g ∈ Hom(P,Q) be a map sending P to a◦. If Hom(P,Q) has
the unique minimal element f◦, then for all s ∈ P , we have a◦ = g(s) ≥ f◦(s). The
minimality of a◦ implies f◦(s) = a◦. Consequently, a◦ is the unique minimal element of
Q.
If Q is graded with the rank function ρ′, it is easily seen by Porposition 2.1 that the
function ρ defined by the first formula of (2.1) is the rank function of the hom-poset
Hom(P,Q), and thus it is graded. On the other hand, we have shown that Q has the
unique minimal element, say 0ˆ, if the minimal element of Hom(P,Q) is unique. Let
ρ′ be defined by the second formula of (2.1) when Hom(P,Q) is graded with the rank
function ρ. Proposition 2.1 implies that if b⋗ a in Q, then fs,b⋗ fs,a in Hom(P,Q), and
ρ′(b) = ρ(fs,b) = ρ(fs,a) + 1 = ρ
′(a) + 1. Obviously, fs,0ˆ is the unique minimal element
of Hom(P,Q) and ρ′(0ˆ) = ρ(fs,0ˆ) = 0. Thus ρ
′ is the rank function of Q.
Below is an example showing that if the minimal element of a graded poset Q is not
unique, then the hom-poset Hom(P,Q) is not graded in general.
Example 2.3. Let P = {1, 2, 3} be a graded poset, where 1 and 2 are not comparable,
and 3⋗ 1, 2. Each map f : P → P with f(1) = i1, f(2) = i2, f(3) = i3 is abbreviated as
a vector (i1, i2, i3). We have
(3, 2, 3)⋗ (1, 2, 3) and (3, 2, 3)⋗ (2, 2, 3)⋗ (2, 2, 2).
Note that both (1, 2, 3) and (2, 2, 2) are minimal in the hom-poset Hom(P, P ). Clearly,
Hom(P, P ) is not graded.
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Recall that a lattice L is a poset with the property that for any two elements s, t ∈ L,
both the least upper bound and greatest lower bound of s and t are unique, denoted
s∨ t and s∧ t, and called the join and meet of s and t respectively. Accordingly, a lattice
has the unique minimal (maximal) element.
Proposition 2.4. The hom-poset Hom(P,Q) is a lattice if and only if Q is a lattice.
Moreover, for any a, b ∈ Q and f, g ∈ Hom(P,Q), we have
(f ∨ g)(s) = f(s) ∨ g(s) and (f ∧ g)(s) = f(s) ∧ g(s), (2.2)
a ∨ b = (fs,a ∨ fs,b)(s¯) and a ∧ b = (fs,a ∧ fs,b)(s¯), (2.3)
where s is a maximal element of P .
Proof. To prove the “ if ” part, for any f and g in Hom(P,Q), let h, h′ : P → Q be
h(s) = f(s) ∨ g(s) and h′(s) = f(s) ∧ g(s) for all s ∈ P.
Obviously, h and h′ are order preserving. If ψ ∈ Hom(P,Q) is an upper bound of f and
g, then ψ(s) ≥ f(s) ∨ g(s) = h(s) for all s ∈ P , i.e., ψ ≥ h. It is easily seen from the
arbitrariness of ψ that h is the unique least upper bound of f and g, namely f ∨ g = h.
Similarly, we have f ∧g = h′. Thus Hom(P,Q) is a lattice, and the formula (2.2) follows
easily from the arguments.
Conversely, given a, b ∈ Q and a maximal element s¯ of P . If Hom(P,Q) is a lattice,
let h = fs,a ∨ fs,b ∈ Hom(P,Q). We have h(s¯) ≥ fs,a(s¯) = a and h(s¯) ≥ fs,b(s¯) = b. If
c ∈ Q is an upper bound of a and b, then fs,c ≥ fs,a and fs,c ≥ fs,b. Hence we have
fs,c ≥ h, and fs,c(s¯) = c ≥ h(s¯) in particular. It follows from the arbitrariness of c that
h(s¯) is the unique least upper bound of a and b, that is, a ∨ b = h(s¯). The uniqueness
of the greatest lower bound of a and b can be obtained similarly. Thus Q is a lattice,
and the formula (2.3) follows easily from the arguments.
Recall that a lattice L is distributive if it satisfies
r ∨ (s ∧ t) = (r ∨ s) ∧ (r ∨ t), ∀ r, s, t ∈ L.
A lattice L is said semimodular if L is graded and its rank function ρ satisfies
ρ(s) + ρ(t) ≥ ρ(s ∧ t) + ρ(s ∨ t), ∀ s, t ∈ L.
A lattice L is said modular if both sides of the above inequality are equal. All distribu-
tive latices are modular. See [11, 12] for more details on distributive, modular, and
semimodular lattices. Applying the formulae (2.1), (2.2), and (2.3), routine arguments
will lead to the following result.
Corollary 2.5. The hom-poset Hom(P,Q) is a distributive (or modular, or semimodular
resp.) lattice if and only if Q is distributive (or modular, or semimodular resp.) lattice.
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3 Main Results
Defined in [11], an element of a lattice is said to be join-irreducible if it is not minimal and
can’t be written as the join of any two other elements. Equivalently, a join-irreducible
element covers exactly one element. In this sense, we can extend this concept from
lattices to posets.
Definition 3.1. An element of a poset is called lower-irreducible if it covers exactly one
element of this poset.
Let I(P ) be the set of all lower-irreducible elements of the poset P . Next we give a
characterization on lower-irreducible elements of the hom-poset Hom(P,Q).
Theorem 3.2. If P and Q are two posets and the minimal element of Q is unique, then
f is lower-irreducible in Hom(P,Q) if and only if f = ft,a for some t ∈ P and a ∈ I(Q).
Consequently, we have
I
(
Hom(P,Q)
)
∼= P ∗ × I(Q).
Proof. To prove the necessity, for any t ∈ P, a ∈ I(Q), let b be the unique element with
a⋗ b in Q. Suppose g ∈ Hom(P,Q) and ft,a⋗g. By Proposition 2.1, there is an element
t◦ ∈ P such that ft,a(t◦)⋗ g(t◦) and ft,a(s) = g(s) for all s 6= t◦. Notice that ft,a(s) = a
if s ≥ t and 0ˆ otherwise, where 0ˆ is the unique minimal element of Q. It implies t◦ ≥ t
and g(t◦) = b. If t◦ > t, we have a = ft,a(t) = g(t) ≤ g(t◦) = b, a contradiction with
a ⋗ b. Thus t◦ = t. It follows that g is order preserving and ft,a covers exactly one
element in Hom(P,Q).
To prove the sufficiency, we first claim that f(P ) ⊆ I(Q) ∪ {0ˆ} if f ∈ Hom(P,Q) is
lower-irreducible. Otherwise, let s◦ be minimal under the order of P such that f(s◦) /∈
I(Q) ∪ {0ˆ}, and set
∆s◦ = {s ∈ P | s < s◦}.
Observe f(∆s◦) ⊆ I(Q) ∪ {0ˆ}. Next we discuss four cases of f(∆s◦) to obtain contra-
dictions.
(1) If f(∆s◦) is empty, then s◦ is minimal in P . Since f(s◦) is not lower-irreducible, it
covers at least two distinct elements of Q, say a1, a2. Define f1, f2 : P → Q to be
f1(s) =
{
a1 if s = s◦,
f(s) otherwise;
and f2(s) =
{
a2 if s = s◦,
f(s) otherwise.
(3.1)
The minimality of s◦ implies that f1 and f2 are order preserving. By Proposition
2.1, f covers f1 and f2, a contradiction with f ∈ I
(
Hom(P,Q)
)
.
(2) If f(∆s◦) = {0ˆ}, we can define the same order preserving maps as (3.1) to obtain
a contradiction.
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(3) If f(∆s◦) contains exactly one lower-irreducible element, let s1 be a minimal el-
ement in ∆s◦ , under the order of P , such that f(∆s◦) = {f(s1)}. Then we have
f(s◦) > f(s1) and f(s1) ∈ I(Q), i.e., f(s1) covers exactly one element b of Q.
Take c ∈ Q with f(s◦)⋗ c ≥ f(s1)⋗ b and define g1, g2 : P → Q to be
g1(s) =
{
c if s = s◦,
f(s) otherwise;
and g2(s) =
{
b if s = s1,
f(s) otherwise.
Since g1(s) = f(s) = f(s1) ≤ c = g1(s◦) for all s < s◦, we have g1 ∈ Hom(P,Q).
The minimality of s1 and b < f(s1) implies g2 ∈ Hom(P,Q). Thus f covers g1 and
g2 by Proposition 2.1, a contradiction.
(4) If f(∆s◦) contains two distinct lower-irreducible elements b1 and b2, denote by ti
a minimal element of ∆s◦ , under the order of P , such that f(ti) = bi(i = 1, 2).
Clearly, t1 6= t2. Notice that bi covers a unique element ci in Q for i = 1, 2. We
have f(s) ≤ ci for all s < ti. Define h1, h2 : P → Q to be
h1(s) =
{
c1 if s = t1,
f(s) otherwise;
and h2(s) =
{
c2 if s = t2,
f(s) otherwise.
Thus h1, h2 ∈ Hom(P,Q) and f covers h1 and h2 by Proposition 2.1, a contradic-
tion.
So the claim is true, i.e., f(P ) ⊆ I(Q) ∪ {0ˆ}. Indeed, f(P ) contains exactly one lower-
irreducible element a of Q. Otherwise, if f(P ) contains two distinct lower-irreducible
elements, by similar arguments as the case (4) above, we can obtain a contradiction.
It remains to prove f = ft,a for some t ∈ P , which is equivalent to show that t
is the unique minimal element of the set {s ∈ P | f(s) = a}, under the order of P .
Otherwise, there are two distinct minimal element s1 and s2, under the order of P , such
that f(s1) = f(s2) = a. Notice f(s) = 0ˆ if s < s1 or s < s2. Let a
′ be the unique
element of Q covered by a. Define ψ1, ψ2 to be
ψ1(s) =
{
a′ if s = s1,
f(s) otherwise;
and ψ2(s) =
{
a′ if s = s2,
f(s) otherwise.
Thus ψ1, ψ2 ∈ Hom(P,Q) and f covers ψ1 and ψ2 by Proposition 2.1, a contradiction.
The definition of ft,a implies that ft,a ≥ fs,b in Hom(P,Q) iff t ≤ s in P and a ≥ b
in Q. Thus I
(
Hom(P,Q)
)
∼= P ∗ × I(Q), which completes the proof.
From the theory of distributive lattices [11], we know that the set J(P ) of all order
ideals of the poset P ordered by sets inclusion is a distributive lattice, and every finite
distributive lattice is isomorphic to J(P ) for some poset P . Moreover, the lattice J(P )
has rank |P | and each element I ∈ J(P ) has rank |I|.
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Theorem 3.3. [2, 11] For any poset P and distributive lattice L,
I
(
J(P )
)
∼= P and J
(
I(L)
)
∼= L.
Let P,Q be any two posets. The next result shows that if Q is a distributive lattice,
the hom-poset Hom(P,Q) can be realized by the poset operations P ∗, P ×Q, and J(P ),
defined in the beginning of this article. To prove it, we need the following facts on poset
operations.
Fact 1. (P ∗)∗ ∼= P ;
Fact 2. (P ×Q)∗ ∼= P ∗ ×Q∗;
Fact 3. J∗(P ) ∼= J(P ∗);
Fact 4. J(P +Q) ∼= J(P )× J(Q),
where the poset P + Q is the set P ∪ Q ordered by x ≤ y in P + Q iff either x ≤ y
in P or x ≤ y in Q, and J∗(P ) is the dual of J(P ). Fact 1 and 2 are obvious. Fact 4
can be obtained by observing that for any I ∈ J(P + Q), we have I ∩ P ∈ J(P ) and
I ∩Q ∈ J(Q). Fact 3 can be proved by defining the poset isomorphism
σ : J∗(P )→ J(P ∗) I 7→ P \ I.
Theorem 3.4. For any posets P and Q, we have
Hom
(
P, J(Q)
)
∼= J(P ∗ ×Q) ∼= Hom∗
(
Q, J(P )
)
.
Proof. Since J(Q) is a distributive lattice, the hom-poset Hom
(
P, J(Q)
)
is also a dis-
tributive lattice by Corollary 2.5. Applying Theorems 3.2 and 3.3, we have
Hom
(
P, J(Q)
)
∼= J
(
I(Hom(P, J(Q)))
)
∼= J
(
P ∗ × I(J(Q))
)
∼= J(P ∗ ×Q).
Hence, we have
Hom
(
P, J(Q)
)
∼= J(P ∗ ×Q) ∼= J
(
(Q∗ × P )∗
)
∼= J∗(Q∗ × P ) ∼= Hom∗
(
Q, J(P )
)
.
Given f ∈ Hom
(
P, J(Q)
)
, define f ∗ ∈ Hom∗
(
Q, J(P )
)
as follows, for any a ∈ Q,
f ∗(a) = {s ∈ P | a /∈ f(s)}.
The map f 7→ f ∗ is indeed an isomorphism from Hom
(
P, J(Q)
)
to Hom∗
(
Q, J(P )
)
. The
proof is routine and we leave it to readers. The following result shows that Theorem 3.4
extends Proposition 3.5.1 in [11].
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Corollary 3.5. [11, Proposition 3.5.1] Let [m] be a chain of length m. For any poset
P , we have
Hom
(
P, [m]
)
∼= Hom∗
(
[m− 1], J(P )
)
∼= J
(
P ∗ × [m− 1]
)
.
In particular, the number of order preserving maps σ : P → [m], the number of multi-
chains of length m− 1 in J(P ), and the cardinality of J
(
P × [m− 1]
)
are the same.
For any posets P, P ′, Q,Q′, we have
Hom
(
P + P ′, J(Q)
)
∼= J
(
(P + P ′)∗ ×Q
)
∼= J
(
P ∗ ×Q + P ′∗ ×Q
)
∼= J
(
P ∗ ×Q
)
× J
(
P ′∗ ×Q
)
∼= Hom
(
P, J(Q)
)
×Hom
(
P ′, J(Q)
)
.
Similarly,
Hom
(
P, J(Q+Q′)
)
∼= Hom
(
P, J(Q)
)
× Hom
(
P, J(Q′)
)
.
In general, we have the following consequence.
Corollary 3.6. If P1, . . . , Pk and Q1, . . . , Ql are finite sequences of posets, we have
Hom
(∑
Pi, J
(∑
Qj
))
∼=
∏
i,j
Hom
(
Pi, J(Qj)
)
.
Recall that if Q = n[1] is an antichain of n elements, then J(Q) is isomorphic to the
boolean algebra Bn. Thus, we have
Hom(P,Bn) ∼= Hom
(
P, J(n[1])
)
∼= J
(
P ∗ × n[1]
)
∼= J(P ∗)n ∼=
(
J∗(P )
)n
.
Corollary 3.7. For any poset P and positive integer n, we have
∣∣Hom(P,Bn)∣∣ = ∣∣J(P )∣∣n.
4 Characteristic Polynomials of Hom-posets
Let P be a graded poset of rank n with the unique minimal element 0ˆ. Define the
characteristic polynomial χ(P, t) of P by
χ(P, t) =
∑
s∈P
µ(0ˆ, s)tn−ρ(t).
Proposition 4.1. [11, Example 3.9.6] If L ∼= J(P ) is a distributive lattice, then the
interval [I ′, I] of L is a boolean algebra if and only if the subposet I \ I ′ is an antichain
of P , and the Mo¨bius function of L is
µ(I ′, I) =
{
(−1)#(I\I
′) if I \ I ′ is an antichain of P,
0 otherwise.
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Lemma 4.2. Let P be a poset and I, I ′ ∈ J(P ). The subposet I \ I ′ is an antichain of
P if and only if each element of I \ I ′ is maximal in I.
Proof. The necessity is obvious. Suppose there is a non-maximal element s of I with
s /∈ I ′, i.e., there exists t ∈ I such that s < t. Since I ′ is an order ideal of J(P ) and
s /∈ I ′, we have t /∈ I ′. Therefore s < t in I \ I ′, which contradicts the fact that I \ I ′ is
an antichain of P .
Proposition 4.3. For any two posets P and Q, we have
χ
(
Hom
(
P, J(Q)
)
, t
)
= t|Q||P |−mQMP (t− 1)mQMP
= t|Q|(|P |−MP )
(
χ(J(Q), t)
)MP ,
where mQ is the number of minimal elements of Q, and MP the number of maximal
elements of P .
Proof. Note that J(Q) is graded of rank |Q| and the rank of I ∈ J(Q) is just the
cardinality |I|. Note that each order ideal I ∈ J(Q) is an antichain if and only if
I consists of some minimal elements of Q. Denote by m(Q) the set of all minimal
elements of Q and mQ = |m(Q)|. By Proposition 4.1, we have
χ(J(Q), t) =
∑
I∈J(Q)
µ(∅, I)t|Q|−|I| =
∑
I⊆m(Q)
(−1)|I|t|Q|−|I|
=
mQ∑
i=0
(
mQ
i
)
(−1)it|Q|−i
= t|Q|−mQ(t− 1)mQ .
By Theorem 3.4, we have
χ
(
Hom
(
P, J(Q)
)
, t
)
= χ
(
J(P ∗ ×Q), t
)
= t|P
∗×Q|−|m(P ∗×Q)|(t− 1)|m(P
∗×Q)|.
We can complete the proof easily by the fact |m(P ∗×Q)| = |m(P ∗)×m(Q)| = mQMP .
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