Abstract-Two asynchronous distributed algorithms are presented for solving a linear equation of the form Ax = b with at least one solution. The equation is simultaneously and asynchronously solved by m agents assuming that each agent knows only a subset of the rows of the partitioned matrix [A b], the estimates of the equation's solution generated by its neighbors, and nothing more. Neighbor relationships are characterized by a time-dependent directed graph whose vertices correspond to agents and whose arcs depict neighbor relationships. Each agent recursively updates its estimate of a solution at its own event times by utilizing estimates generated by its neighbors which are transmitted with delays. The event time sequences of different agents are not assumed to be synchronized. It is shown that for any matrix-vector pair (A, b) for which the equation has a solution and any repeatedly jointly strongly connected sequence of neighbor graphs defined on the merged sequence of all agents' event times, the algorithms cause all agents' estimates to converge exponentially fast to the same solution to Ax = b. The first algorithm requires a specific initialization step at each agent, and the second algorithm works for arbitrary initializations. Explicit expressions for convergence rates are provided, and a relation between local initializations and limiting consensus solutions is established, which is used to solve the least 2-norm solution.
I. INTRODUCTION
O NE of the most important numerical computations involving real numbers is solving a system of linear equations of the form Ax = b, where A is a matrix and b is a column vector. Efforts to develop parallel algorithms to solve such systems have been under way for a long time, especially in the parallel processing community, with the objective of achieving efficiency by somehow decomposing a large system of linear equations into smaller ones, which can be solved on parallel processers more accurately or faster than direct solution of the original equations would allow [2] - [6] . Over the past decades, there has been considerable interest in developing algorithms for information distribution and computation among a large-scale network of agents or sensors via peer-to-peer interactions [7] - [11] . The need for distributed processing has arisen naturally in multiagent and sensor networks [12] - [15] because autonomous agents or mobile sensors are physically separated from each other, and various physical constraints on each agent or sensor, such as limited capacities for sensing, computation, and communication, preclude the possibility of centralized processing. It is with these thoughts in mind that we are led to consider the problem of solving a system of linear equations in a distributed manner, which is introduced in more precise terms as follows.
We are interested in a network of m > 1 autonomous agents which are able to receive information from their "neighbors." Neighbor relationships can be conveniently characterized by a time-dependent directed graph with m vertices and a set of arcs defined so that there is an arc in the graph from vertex j to vertex i whenever agent j is a neighbor of agent i. Thus, the directions of arcs represent the directions of information flow. Each agent i has a real-time dependent state vector x i (t) taking values in R n , and we assume that the only information agent i receives from its neighbor j is the state vector of j. We also assume that agent i knows a pair of real-valued matrices (A n i . We will, throughout this paper, assume that Ax = b has a solution, although we will not require it to be unique.
The synchronous version of the problem just formulated can be viewed as a distributed parameter estimation problem [16] - [18] . One approach to the problem is to reformulate it as a distributed optimization problem [19] - [26] . An alternative approach to the problem, which is most closely related to our work, is to view it as a constrained consensus problem [20] , [27] - [29] . The problem considered here is also related with classical parallel algorithms such as Jacobi iterations [6] , so-called "successive over-relaxations" [2] , and the Kaczmart method [3] .
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Recently, a new distributed algorithm has been proposed in [30] and [31] for the synchronous version of the problem. The differences and advantages of the algorithm in [30] and [31] , compared with those in the literature [2] , [3] , [6] , [16] - [20] , [20] - [24] , [26] , [27] , [32] - [34] , have been discussed in [30] and [31] , and thus, are omitted here. A restricted asynchronous version of the problem, in which transmission delays are ignored, was also addressed in [30] and [31] . A more general asynchronous version of the problem, in which transmission delays are explicitly taken into account, was addressed in [1] . In [31] , it is shown that with minor modification, the algorithm can track the solution to Ax = b even if A and b are changing over time, provided the rates of change of A and b are sufficiently small, and a modification of the algorithm is outlined which enables it to obtain a least squares solution to Ax = b in a distributed manner when Ax = b does not have a solution.
The main drawback of a synchronous distributed algorithm (such as the one in [30] and [31] ) is the requirement that the updating by all agents must be synchronized. This is because for a large-scale multiagent or sensor network, it is difficult and sometimes impossible to synchronize all agents' or sensors' clocks over the network [35] . Therefore, there is ample motivation to consider the asynchronous version of the problem in which each agent independently updates its estimate at times determined by its own clock; it is not assumed that the agents' clocks are synchronized or that the "event times" at which any one agent updates its estimate are evenly spaced.
When a distributed algorithm is implemented in a realistic scenario, both updating of an agent's estimate and transmission between a pair of neighboring agents take certain amount of time. Thus, delays caused by these two actions are inevitable, and have to be taken into account in the design of an asynchronous distributed algorithm. It appears that few papers have considered both computation and communication delays. In this paper, we propose an asynchronous distributed algorithm which works for any bounded computation and communication delays; this is another important aspect which distinguishes this paper from [30] , [31] , and other existing works.
The asynchronous version of the problem considered here is related to the work in asynchronous distributed convex optimization [36] - [44] . In [36] - [38] , the problem is solved for the case in which the neighbor graph is static and does not change over time. The algorithm in [39] relies heavily on an adjustable parameter which must be carefully chosen in a centralized manner. In [40] - [44] , randomized algorithms are proposed to solve the asynchronous problem in which delays are ignored. The problem with transmission delays can be solved using the ideas in [28] and [45] , yet neither has been shown to generate solutions which converge exponentially fast. The asynchronous problem considered here is also related to the work of [46] and [47] in which a similar problem with more restrictive assumptions has been studied.
The contribution of this paper is to present a deterministic asynchronous algorithm which can solve a linear equation Ax = b exponentially fast in the presence of delays. Each agent independently updates its state vector at times determined by its own clock. What makes the problem asynchronous is that it is not assumed that the agents' clocks are synchronized or that the "event times" between which any one agent updates its state vector are evenly spaced. The aim of this paper is to prove that the conditions under which all x i (t) converge to the same solution to Ax = b are essentially the same as those in the (delay-free) synchronous case derived in [30] and [31] provided the notion of an agent's neighbor between its event times is appropriately defined.
Compared with those asynchronous algorithms in the literature [28] , [36] - [47] , our algorithm 1) is applicable to any pair of real matrices (A, b) for which Ax = b has at least one solution, 2) is capable of finding a solution exponentially fast, 3) is capable of finding a solution for a time-varying directed graph sequence (defined on the merged sequence of all agents' "event times") under appropriate joint connectedness, 4) is capable of finding a solution using at most an ndimensional state vector received at each "event time" from each of its neighbors, 5) is capable of finding a solution in the presence of any bounded computation and communication delays, and 6) is applicable without imposing restrictive requirements such as: a) the assumption that each agent is constantly aware of an upper bound on the number of neighbors of each of its neighbors or b) the assumption that all agents are able to share the same time-varying step size. To the best of our knowledge, there is no existing algorithm which simultaneously satisfies all the above properties.
Some of the material in this paper was presented earlier in [1] , but this paper presents a more comprehensive treatment of the work in [1] . Specifically, this paper provides explicit expressions for convergence rates (see Section V), which shows the effects of network topology and time delays on convergence rates, establishes a relation between local initializations and limiting consensus solutions (see Section VI), which further solves the least norm solution, proposes a variant of the algorithm which works for arbitrary initializations (algorithm (4) and Theorem 3), and provides proofs for all the lemmas and propositions, which were not included in [1] .
The remainder of this paper is organized as follows. Some notations are introduced in Section I-A. In Section II, two asynchronous distributed algorithms are presented. The main results of this paper are stated in Section III, whose analysis and proofs are given in Section IV. Explicit expressions for convergence rates are provided in Section V, and a relation between local initializations and limiting consensus solutions is established in Section VI. The paper ends with some concluding remarks in Section VII.
A. Notation
If M is a matrix, M denotes its column span. If n is a positive integer, we define n = {1, 2, . . . , n}. For any matrix M , we use M to denote its transpose. A nonnegative m × m matrix is called stochastic if its row sums all equal 1. We use G sa to denote the set of all directed graphs with m vertices which have self-arcs at all vertices. The graph of an m × m nonnegative matrix M , written γ(M ), is an m-vertex directed graph defined so that (i, j) is an arc from i to j in the graph whenever the jith entry of M is nonzero. Such a graph will be in G sa if and only if all diagonal entries of M are positive.
II. ALGORITHMS
We associate with each agent i ∈ m a strictly increasing, infinite sequence of event times t i1 , t i2 , . . . with the understanding that t i1 is the time agent i initializes its state and the remaining t ik , k > 1, are the times at which agent i updates its state. Between any two successive event times t ik and t i(k +1) , x i (t) is held constant. We assume that for any k ≥ 1, x i (t) equals its limit from above as t approaches t ik ; thus,
We assume that for i ∈ m, agent i's event times satisfȳ
whereT i and T i are positive numbers such thatT i > T i . Thus, the event times of agent i are distinct, and the difference between any two successive event times cannot be too large. We make no assumptions at all about the relationships between the event times of different agents. In particular, two agents may have completely different unsynchronized event time sequences. Agent i communicates with the network at each of its event times by transmitting its current state to other agents in the network. For k > 1, we say that agent j is a neighbor of agent i at time t ik if agent i receives a state estimate from agent j at some time τ in the interval [t i(k −1) , t ik ). If agent i receives more than one state estimate from neighbor j during this interval, the last of these, called the final state, is the one used by agent i in the computation of x i (t i(k +1) ). We take agent i to be a neighbor of itself at every event time t ik . Let N i (t i1 ) = {i}, and for k > 1, let N i (t ik ) be the set of labels of agent i's neighbors at time t ik . Since agent i is always taken to be a neighbor of itself, N i (t ik ) is never empty.
Inspired by the work in [30] , the first algorithm we want to consider is for each agent i,
where
is the final state agent i has received from agent j during the interval
is the number of labels in N i (t ik ), and P i is the orthogonal projection on the kernel of A i . Here,
is an event time of agent j. It is possible to rewrite (2) in a form which is more convenient for analysis. For this, fix k > 1 and j ∈ N i (t ik ). Suppose that agent j transmits its state x j (t j h j ) to agent i at event time t j h j and agent i receives x j (t j h j ) at time τ ∈ [t i(k −1) , t ik ). Agent i then holds this state until time t ik at which point it is used in the computation of x i (t i(k +1) ) via (2). The transmission time for this event is τ − t j h j whereas the hold time is t ik − τ . By the delay time for this event, written δ ij (k), we mean the sum of the transmission time and the hold time. Thus, δ ij (k) = t ik − t j h j . Note that the hold time t ik − τ is bounded above byT i because of (1) . We assume that the transmission time τ − t j h j is bounded above as well. Thus, there is a positive boundδ ij such that
The preceding discussion implies that x j (t j h j ) = x j (t ik − δ ij (k)). Thus, it is possible to rewrite (2) as
with the understanding that δ ii (k) = 0, k ≥ 1.
To proceed, we need a common time scale on which all m agent update rules can be defined. For this, let t 1 = max i {t i1 } and write T i for the event times of agent i which are greater than or equal to t 1 . Let T denote the set of all event times of all m agents which are greater than or equal to t 1 . Thus, T is the union of the T i . Relabel the times in T so that t k < t k +1 for k ≥ 1. For each i ∈ m and t τ ∈ T , define the extended neighbor set
Thus,N i (τ ) coincides with N i (t τ ) whenever t τ is an event time of agent i and the simple index i otherwise. We describe all defined neighbor relationships at time τ ∈ {1, 2, . . .} to be the directed graphN(τ ) with vertex set V = m and arc set A(τ ) ⊂ V × V which is defined so that (i, j) is an arc from i to j whenever label i is in the neighbor setN j (τ ). Thus, eachN(τ ) is a directed graph on m vertices with at most one arc between each ordered pair of vertices and with exactly one self-arc at each vertex. We callN(τ ) the extended neighbor graph of the asynchronous system (2) at time τ . The algorithm (2) requires each agent i to initialize its state vector x i (t i1 ) to be a solution to A i x = b i . When there are round-off or other errors in the initialization step, the algorithm may not be able to achieve the exact solution to Ax = b. In the sequel, we will modify the algorithm to get around this limitation; the modified algorithm allows x i (t i1 ) to be chosen arbitrarily.
For each i ∈ m, if A i does not have full row rank, then agent i can always find a subset of rows which is linearly independent; the remaining rows are redundant to solve Ax = b since it is assumed to have a solution. Thus, without loss of generality, we assume that each A i has full row rank, which implies that A i A i is invertible.
The modified algorithm is as follows. Each agent i initializes its estimate at its first event time x i (t i1 ) to be an arbitrary vector in R n , and updates its estimate at each of its own event times
by setting
Since A i has full row rank,
We will study the limiting behavior of the asynchronous algorithms (2) and (4).
III. MAIN RESULTS
We begin with the algorithm (2). To state our main results, we need a few concepts. We say that a directed graph is strongly connected if there is a directed path between each ordered pair of distinct vertices. By the composition of two directed graphs G p and G q with the same vertex set, written G q • G p , we mean that directed graph with the same vertex set and arc set defined so that (i, j) is an arc in the composition whenever there is a vertex k such that (i, k) is an arc in G p and (k, j) is an arc in G q . The definition extends unambiguously to any finite sequence of directed graphs with the same vertex set. Let us agree to say that an infinite sequence of directed graphs G 1 , G 2 , . . . with the same vertex set is repeatedly jointly strongly connected if there exists a positive integer l such that for each integer k > 0, the composed graph
In the (delay-free) synchronous version of the problem treated in [30] , for each k ≥ 1, the kth event times of all m agents, t 1k , t 2k , . . . , t m k , are the same. Each agent i receives the states from its neighbors only at its event times and no delays occur in the values of the states which agent i received (i.e., δ ij (k) = 0 for all i, j ∈ m). Thus, in this case, (3) can be written as
where t k = t ik . Define N(k) to be the directed graph with vertex set V = m and arc set A(k) ⊂ V × V which is defined so that (i, j) is an arc from i to j whenever label i is in the neighbor set N j (t k ). We call N(k) the neighbor graph of the synchronous system (5) at time t k . The result for this version of the problem can be found in [30] and is as follows.
Theorem 1 ([30, Th. 1]):
Suppose that Ax = b has a solution. Then, for any trajectory of the synchronous system defined by (5) whose associated sequence of neighbor graphs N(1), N(2), . . . is repeatedly jointly strongly connected, there exists a real nonnegative number μ < 1 such that all x i (t) converge to the same solution to Ax = b as t → ∞, as fast as μ t converges to zero.
One aim of this paper is to prove that essentially the same result holds in the face of asynchronous updating and transmission delays, as follows.
Theorem 2: Suppose that Ax = b has a solution. Then, for any trajectory of the asynchronous system defined by (2) whose associated sequence of extended neighbor graphs N(1),N (2), . . . is repeatedly jointly strongly connected, there exists a real nonnegative numberμ < 1 such that all x i (t) converge to the same solution to Ax = b as t → ∞, as fast asμ t converges to zero.
The proof of Theorem 2 is given in Section IV. Remark 1: Each agent or sensor has its own communication or sensing radius. When an agent or sensor moves around, it may leave or enter into other agents' transmission range. Thus, each agent's neighbor set (i.e., those agents which can send information to the agent) may change from time to time. Even when agents or sensors do not move, information transmission between a pair of neighboring agents may not succeed occasionally due to package drop or link failure. All these scenarios lead to a time-varying neighbor graph.
For the asynchronous problem considered here, time-varying (extended) neighbor graphs arise naturally since each agent transmits and updates its estimate at times determined by its own clock. It is worth emphasizing that the joint connectedness condition for the asynchronous algorithm (2) (i.e., the sequence of extended neighbor graphsN (1) ,N(2), . . . is repeatedly jointly strongly connected in Theorem 2) is more restrictive than that for the synchronous algorithm (5) (i.e., the sequence of neighbor graphs N(1), N(2), . . . is repeatedly jointly strongly connected in Theorem 1), since by definition, it is easy to see that for any τ ∈ T , the extended neighbor graphN(τ ) is a spanning subgraph of the neighbor graph N(τ ). This is reasonable because the asynchronous problem is more demanding than its synchronous version. We use the following example to illustrate this.
Consider a time-varying neighbor graph sequence such that when t is odd, N(t) is as shown in the left of Fig. 1 , and when t is even, N(t) is as shown in the right of Fig. 1 . For simplicity, self-arcs are omitted. It is clear that the sequence is repeatedly jointly strongly connected. We consider the following two asynchronous cases without delays. First, if agents 1 and 3 have the same event times at t = 1, 3, 5, . . ., and agents 2 and 4 have the same event times at t = 2, 4, 6, . . ., then the extended neighbor graph sequence is the same as the neighbor graph sequence, i.e.,N(t) = N(t) for all t; thus in this case, the extended neighbor graph sequence is also repeatedly jointly strongly connected. Second, if agents 1 and 2 have the same event times at t = 1, 3, 5, . . ., and agents 3 and 4 have the same event times at t = 2, 4, 6, . . ., then when t is odd, the extended neighbor graphN(t) is as shown in the left of Fig. 2 , and when t is even,N(t) is as shown in the right of Fig. 2 ; thus in this case, the extended neighbor graph sequence is not repeatedly jointly strongly connected. Therefore, the joint connectedness of neighbor graphs is a sufficient condition for the joint connectedness of extended neighbor graphs.
We now turn to the algorithm (4).
The following theorem shows that the modified asynchronous distributed algorithm (4) enables all m agents to ultimately compute the same solution to Ax = b with arbitrary initializations.
Theorem 3: Suppose that Ax = b has a solution. Then, for any initialization x i (t i1 ), i ∈ m, and any trajectory of the asynchronous system defined by (4) whose associated sequence of extended neighbor graphsN (1) ,N(2), . . . is repeatedly jointly strongly connected, there exists a real nonnegative number μ < 1 such that all x i (t) converge to the same solution to Ax = b as t → ∞, as fast asμ t converges to zero. The proof of Theorem 3 is given in Section IV.
IV. ANALYSIS
In this section, we explain why Theorems 2 and 3 are true. We begin with the analysis of the algorithm (2) .
First, we will use the concept of analytic synchronization [48] to develop a synchronous system S for the asynchronous system under consideration.
A. Analytical Synchronization

1) Definition of S:
We begin with the final state x j (t ik − δ ij (k)) in (3). It is clear from the preceding discussion that x j (t ik − δ ij (k)) = x j (t j q ) for some t j q ∈ T j . Note that t ik and t j q are two different event times in T . Set t ik = t τ and t j q = t σ where σ, τ ∈ {1, 2, . . .} and σ < τ. We write d ij (τ ) = τ − σ for the number of distinct event times in T during the time interval (t σ , t τ ]. As a consequence of the assumption that inequality (1) holds, there must exist a bounded integer d such that d ij (τ ) < d for all i, j ∈ m and t τ ∈ T . Then,
Because each agent i can always access the latest value of its own state, d ii (τ ) = 0 for all i ∈ m and t τ ∈ T .
For each i ∈ m and t q ∈ T i , define
The algorithm (2) defines the value of x i (t) only at t ∈ T i . Here, the value of x i (t) is defined at t / ∈ T i but t ∈ T , and it is only for the purpose of analysis.
where t q is the first event time of agent i after t q . Note that for any t q ∈ T i , there always exists such a q because we have assumed that inequality (1) holds. Then, each agent's state is well defined at any other agent's event times. Letx i (τ ) = x i (t τ ). Doing this enables us to extend the domain of applicability of update rule (3) from T i to all of T . In particular,
2) State Space Model: It is possible to represent the system defined by (6) using a state space model similar to the model for the delay-free case, as was done in [49] . Toward this end, letḠ denote the set of all directed graphs with vertex set
Here, vertex v ij with j > 1 labels the (j − 1)th possible delayed value ofx i (τ ), namelyx i (τ − j + 1). We sometimes write i for v i1 , i ∈ m, write V for the subset of vertices {v 11 , v 21 , . . . , v m 1 }, and think of v i1 as an alternative label of agent i.
To take account of the fact that each agent can use its own current state in its update formula (6), we will utilize those graphs inḠ which have self-arcs at each vertex in V. We will also require the arc set of each such graph to have, for i ∈ m, an arc from each vertex v ij ∈ V i except the last, to its successor v i(j +1) ∈ V i . Finally, we stipulate that for each i ∈ m, each vertex v ij with j > 1 has in-degree of exactly 1. We call any such graph a delay graph and write D for the subset of all such graphs. Note that unlike the class of graphs G sa considered before, there are graphs in D possessing vertices without selfarcs.
Remark 2: It is worth emphasizing that delay graphs are introduced only for the purpose of analysis. For example, consider the following two-agent simple case of (6) in which
whose neighbor graph is a 2-vertex complete graph. We use the lifting approach to deal with the delayed states. Specifically, set
. Then,
Let 1, 2, 3, 4 be the vertices corresponding tox 1 ,x 2 ,ȳ 1 ,ȳ 2 , respectively. The above four equations imply that the graph of information flow of the lifted system is as shown in Fig. 3 . The example thus illustrates why some vertices in a delay graph have in-degree of exactly 1, with a specific in-degree neighbor.
There is a simple relationship between the delay graph D(τ ) ∈Ḡ and the extended neighbor graphN(τ ) ∈ G sa defined earlier. In particular,N
where Q(D(τ )) is the "quotient graph" of D(τ ). By the quotient graph of any G ∈Ḡ, written Q(G), we mean that directed graph with vertex set V whose arc set consists of those arcs (i, j) for which G has an arc from some vertex in V i to some vertex in V j . The quotient graph of D(τ ) thus models which states are being used by each agent in updates at time τ without describing the specific delayed states actually being used.
To proceed, let x * be any solution to
Thus, if we definē
Since P iȳi (τ ) =ȳ i (τ ) for all i ∈ m and τ ≥ 1,
which implies that
It is possible to combine these m update equations into one linear recursion equation. To accomplish this, defineȳ(τ ) to be that dmn-dimensional vector, a stack of dm vectors, whose first m vectors areȳ 1 (τ ) toȳ m (τ ), whose next m vectors areȳ
, and so on. LetP be a diagonal block matrix whose first m diagonal blocks are P 1 to P m , whose next m diagonal blocks are P 1 to P m , and so on. We also write AN (τ ) for the adjacency matrix ofN(τ ), write DN (τ ) for the diagonal matrix whose ijth diagonal entry is the in-degree of vertex v ij inN(τ ), and let
A N (τ ) . It is then straightforward to verify that
Note that F (τ ) is a stochastic matrix; in the literature, it is sometimes referred to as a flocking matrix. But unlike the situation in the delay-free case, not all the diagonal entries of F (τ ) are positive. We writeF for the set of all such matrices. Here, F (τ ) ⊗ I is the dmn × dmn matrix which results when each entry f ij (τ ) of F (τ ) is replaced by f ij (τ ) times the n × n identity matrix. Note thatP 2 =P because each P i is idempotent.
B. Unique-Solution Case
We first study the special case when Ax = b has a unique solution. This is exactly when ∩ m i=1 ker A i = 0. Since ker A i = P i , i ∈ m, the unique-solution assumption is equivalent to the condition
Our goal is to derive conditions under whichȳ(τ ) → 0 since this will imply that all x i (τ ) approach the desired solution x * in the limit at τ → ∞. To state the key technical condition required to accomplish this, we need a special "mixed matrix norm" introduced in [30] . Let | · | ∞ denote the induced infinity norm and write R dm n×dm n for the vector space of all dm × dm block matrices Q = [Q ij ] whose ijth entry is an n × n matrix Q ij ∈ R n ×n . We define the mixed matrix norm of Q ∈ R dm n×dm n , written Q , to be
where Q is the dm × dm matrix in R dm ×dm whose ijth entry is |Q ij |, where | · | denotes the induced 2-norm. It is easy to verify that · is in fact a norm. It is even submultiplicative (cf., Lemma 3).
To state our main technical result, we also need the following idea. Let l be a positive integer. A compact subset C of dm × dm stochastic matrices with graphs in D is l-compact if the set C l consisting of all sequences
) is strongly connected, is nonempty and compact. Thus, any nonempty compact subset of dm × dm stochastic matrices whose quotient graphs are strongly connected graphs in G sa is 1-compact. Since each dm × dm stochastic matrix has a delay graph in D and the quotient graph of a delay graph represents neighbor relationships among the m agents, an l-compact subset C of dm × dm stochastic matrices guarantees that there exists at least one sequence of l matrices in C whose neighbor graphs (i.e., the quotient graphs of their graphs) are jointly strongly connected and the set of all such sequences of l matrices in C is compact.
The key technical result we will need is as follows.
Theorem 4:
Suppose that (10) holds. Let l be a positive integer. Let C be an l-compact subset of dm × dm stochastic matrices inF and define λ = sup
where ω = m(dm − 1), and for i ∈ {1, 2, . . . , ω}, H i is the subsequence Q (i−1)l+1 , Q (i−1)l+2 , . . . , Q il . Then, λ < 1, and for any infinite sequence of stochastic matrices S 1 , S 2 , . . . in C whose graphs form a sequence Q(γ(S 1 )), Q(γ(S 2 )), . . . which is repeatedly jointly strongly connected by contiguous subsequences of length l, there holds
This theorem will be proved in Section IV-D3.
Proof of Theorem 2 (Assuming (10) holds):
Since directed graphs in D are bijectively related to flocking matrices inF, the setF l of distinct subsequences F ((k − 1)l + 1), F ((k − 1)l + 2), . . . , F (kl), k ≥ 1, encountered along any trajectory of (9) must be a finite and thus compact set. Moreover, the composed graphs
, must be strongly connected because the neighbor graph sequenceN(τ ), τ ≥ 1, is repeatedly jointly connected by subsequences of length l and Q(γ(F (τ ))) =N(τ ), τ ≥ 1.
Hence, Theorem 4 is applicable to (9) andȳ(τ ) converges to zero exponentially fast. From this and (7), it follows that Theorem 2 is true for the case when Ax = b has a unique solution.
C. Multiple-Solution Case
We now consider the general case in which (10) is not presumed to hold. This is the case when Ax = b does not have a unique solution. To deal with this case, we will first (in effect) "quotient out" the subspace ∩ m i=1 P i , thereby obtaining a subsystem to which Theorem 4 can be applied. The steps involved in doing this, which were introduced in [30] , are as follows.
Let Q be a matrix such that the columns of its transpose Q form an orthonormal basis for the subspace (∩ 
(12) Note that (12) has exactly the same form as (8) except for theP i which replaces the P i . But in view of Lemma 1, theP i , i ∈ m, are also orthogonal projection matrices and ∩ m i=1P i = 0. Thus, Theorem 4 is also applicable to the system of iterations (12) . Therefore, z i (τ ) → 0 exponentially fast as τ → ∞.
Definez
Moreover, from property 2 of Lemma 1, P i Q = Q P i . These facts and (12) imply that
These equations are the update equations for the standard consensus problem with measurement delays treated in [49] and elsewhere for the case when thez i , i ∈ m, are scalars. It is well known that for the scalar case, a sufficient condition for allz i to converge exponentially fast to the same value is that the neighbor graph sequenceN(τ ), τ ≥ 1, be repeatedly jointly strongly connected [49] . But since the vector update (13) decouples into n independent scalar update equations, the convergence conditions for the scalar equations apply without change to the vector case as well. Thus, allz i (τ ) converge exponentially fast to the same limit in z * ∈ m i=1 P i . Therefore, allx i (τ ) defined by (6) converge exponentially fast to the same limit x * + z * which solves Ax = b. This concludes the proof of Theorem 2 for the case when Ax = b does not have a unique solution.
D. Justification for Theorem 4
In this section, we develop the ideas needed to prove Theorem 4. We begin with the following lemma about projection matrices.
Lemma 2 [31, Lemma 2]):
For any nonempty set of n × n real orthogonal projection matrices {P 1 , P 2 , . . . , P k },
Moreover,
1) Projection Matrix Polynomials:
Let {P 1 , P 2 , . . . , P m } be a set of n × n orthogonal projection matrices for which (10) holds. We will be interested in matrices of the form (15) where q i and c are positive integers, λ i is a real positive number, and for each j ∈ {1, 2, . . . , q i }, h i (j) is an integer in m. We call such matrices together with the n × n zero matrix, projection matrix polynomials. The set of projection matrix polynomials, written P , is clearly closed under matrix addition and multiplication. Let us note, from the triangle inequality, that
From this and (14), it follows that
where μ(P 1 , P 2 , P 3 , . . . , P k ) = c i=1 λ i . We call μ the nominal bound of μ. Note that the actual 2-norm of μ will be strictly less than its nominal bound provided at least one "component" of μ has a 2-norm less than 1, where by a component of μ, we mean any matrix product P h i (1) P h i (2) · · · P h i (q i ) appearing in the sum in (15) which defines μ. In view of Lemma 2, a sufficient condition for P h i (1) P h i (2) · · · P h i (q i ) to have a 2-norm less than 1 is that
As a consequence of (10), this in turn will always be true if each of the projections matrices in the set {P 1 , P 2 , . . . , P m } appears in the component
Prompted by this, we say that a nonzero projection matrix polynomial μ(P 1 , P 2 , P 3 , . . . , P m ) is complete if it has a component P h i (1) P h i (2) · · · P h i (q i ) within which each of the projections matrices P j , j ∈ m, appears at least once. Complete projection matrix polynomials are thus a class of projection matrix polynomials with 2-norms strictly less than their nominal bounding values. The converse of course is not necessarily so.
The ideas just discussed extend in a natural way to "projection block matrices." By a dm × dm projection block matrix, we mean a block partitioned matrix of the form
A dm × dm projection block matrix is thus a dmn × dmn matrix of real numbers partitioned into n × n submatrices which are projection matrix polynomials. The set of all dm × dm projection block matrices, written P dm ×dm , is clearly closed under multiplication. By the nominal bound of M = [μ ij (P 1 , P 2 , . . . , P m )] dm ×dm ∈ P dm ×dm , written M , we mean the dm × dm matrix whose ijth entry is the nominal bound of μ ij (P 1 , P 2 , . . . , P m ). Using (16), it is easy to verify that
where for any real matrices X and Y of the same size, X ≤ Y means that Y − X is a matrix of nonnegative numbers. The definition of nominal bound of a projection matrix polynomial implies that for all μ 1 , μ 2 ∈ P , μ 1 μ 2 = μ 1 μ 2 and μ 1 + μ 2 = μ 1 + μ 2 . From this, it follows that
In order to measure the sizes of matrices in P dm ×dm , we will make use of the mixed matrix norm · defined earlier. An important property of this norm is that it is submultiplicative.
Lemma 3 ([31, Lemma 3]):
It is worth noting that the preceding property of · remains true for any pair of standard matrix norms provided both are submultiplicative. It is conceivable that the mixed matrix norm which results when the 1-norm is used in place of the 2-norm, will find application in the study of distributed compressed sensing algorithms [50] .
Thus, in the case when M turns out to be a stochastic matrix, which is exactly the case we are interested in, M ≤ 1. In other words, when M is a stochastic matrix, M is nonexpansive. What we are especially interested in are conditions under which M is a contraction in the mixed matrix norm · . Toward this end, let us note first that the sum of the terms in any given row i of M will be strictly less than the sum of the terms in row i of M provided at least one submatrix μ ij in block row i of M is complete. It follows at once that the inequality in (19) will be strict if every row of M has this property. We have proved the following proposition.
Proposition 1: Any matrix M in P dm ×dm whose nominal bound is stochastic is nonexpansive in the mixed matrix norm. If, in addition, at least one entry in each block row of M is complete and (10) holds, then M is a contraction in the mixed matrix norm.
2) The Closure of D: In the sequel, we will use some concepts and ideas which have been introduced in [49] . We call a vertex i of a directed graph G, a root of G if for each other vertex j of G, there is a directed path from i to j. Thus, i is a root of G if it is the root of a directed spanning tree of G. We say that G is rooted at i if i is in fact a root.
Let G be the set of all directed graphs with vertex set V = m. We say that a rooted graph G ∈ G is a hierarchical graph with hierarchy {v 1 , v 2 , . . . , v m } if it is possible to relabel the vertices in V as v 1 , v 2 , . . . , v m in such a way so that v 1 is a root of G with a self-arc, and for i > 1, v i has a neighbor v j "lower" in the hierarchy where by lower we mean j < i. It is clear that any graph in G with a root possessing a self-arc is hierarchical. Note that a graph may have more than one hierarchy and two graphs with the same hierarchy need not be equal.
It can be shown by example that D is not closed under composition. We deal with this problem as was done in [49] . First, let us agree to say that a vertex v in a graph G ∈Ḡ is a neighbor of a subset of G's vertices U, if v is a neighbor of at least one vertex in U. Next, we say that a graph G ∈Ḡ is an extended delay graph if for each i ∈ m, 1) every neighbor of V i which is not in V i is a neighbor of v i1 , and 2) the subgraph of G induced by V i has {v i1 , v i2 , . . . , v id } as a hierarchy. We writeD for the set of all extended delay graphs inḠ. It is easy to see that every delay graph is an extended delay graph; however, the converse is not true. It has been shown in [49] thatD is closed under composition (see [49, Proposition 3] ).
By the agent subgraph of G ∈Ḡ, we mean the subgraph of G induced by V. Note that while the quotient graph of G describes relationships between distinct agent hierarchies, the agent subgraph of G only captures the relationships between the roots of the hierarchies. Note in addition that both the agent subgraph of G and the quotient graph of G are graphs in G sa because all m vertices of G in V have self-arcs.
Proposition 2: The composition of any set of at least dm − 1 extended delay graphs has a complete agent subgraph and strongly rooted hierarchies if the quotient graph of each of the graphs in the composition is strongly connected.
To prove Proposition 2, we will need the following lemmas.
Lemma 4 ([49, Lemma 4]):
Any composition of at least d − 1 extended delay graphs inD has strongly rooted hierarchies.
Lemma 5: Let G p and G q be extended delay graphs inD. If G p has a complete agent subgraph and G q has strongly rooted hierarchies, then the composition G q • G p has a complete agent subgraph and strongly rooted hierarchies.
This lemma is a direct consequence of the definition of graph composition and the fact that each graph inD has self-arcs at each vertex in V.
Lemma 6: The agent subgraph of any composition of at least m − 1 extended delay graphs inD is complete if the agent subgraph of each of the graphs in the composition is strongly connected.
This lemma is a direct consequence of [51, Proposition 4] . Lemma 7: Let G p and G q be extended delay graphs inD. If G p has strongly rooted hierarchies and G q has a strongly connected quotient graph, then the agent subgraph of the composition G q • G p is strongly connected.
Proof of Lemma 7: Let (i, j) be any arc in the quotient graph of G q with i = j. This means that (v ik , v j s ) ∈ A(G q ) for some v ik ∈ V i and v j s ∈ V j . It follows that (v i1 , v ik ) ∈ A(G p ) since G p has strongly rooted hierarchies. Moreover, since i = j, v ik is a neighbor of V j which is not in V j . From this and the definition of a extended delay graph, it follows that v ik is a neighbor of
We have therefore proved that for any path of length 1 between any two distinct vertices i, j in the quotient graph of G q , there is a corresponding path between vertices v i1 and v j 1 in the agent subgraph of G q • G p . This implies that for any path of any length between any two distinct vertices i, j in the quotient graph of G q , there is a corresponding path between vertices v i1 and v j 1 in the agent subgraph of G q • G p . Since the quotient graph of G q is strongly connected by assumption, the agent subgraph of G q • G p must be strongly connected as well. In view of Lemma 6, to complete the proof, it is sufficient to show that the agent subgraph of any composition of d extended delay graphs is strongly connected if the quotient graph of each extended delay graph in the composition is strongly connected. Let H 1 , H 2 , . . . , H d be such a family of extended delay graphs.
Proof of Proposition 2:
By assumption, H d has a strongly connected quotient graph. In view of Lemma 7, the agent subgraph of
3) Technical Results: We now return to the study of matrix products of the formP (S q ⊗ I)P (S q −1 ⊗ I) · · ·P (S 1 ⊗ I)P where each S i , i ∈ q, is a dm × dm stochastic matrix inF, and I is the n × n identity matrix. Let us note at once that each such matrix product is a projection block matrix in P dm ×dm . Our goal is to state a sufficient condition under which any such matrix product is a contraction in the mixed matrix norm. To do this, let us note first that
because of (18) and the fact that P (S ⊗ I)P = S for any stochastic matrix S inF. Thus, in view of Proposition 1,P (S q ⊗ I)P (S q −1 ⊗ I) · · ·P (S 1 ⊗ I)P will be a contraction, assuming (10) holds, if each of its block rows contains an entry which is complete.
To proceed, we generalize the idea of a repeated jointly strongly connected sequence to sequences of finite length. A finite sequence of graphs More generally, a finite sequence G 1 , G 2 , . . . , G p is repeatedly l-connected for some positive integer l, if each of the composed graphs
is strongly connected; here q is the unique integer quotient of p divided by l. Note that if G 1 , G 2 , . . . , G p is such a sequence, the com-
• H q and the arc sets of any two graphs in G sa are contained in the arc set of their composition.
Proposition 3: Suppose that (10) holds. Let S 1 , S 2 , . . . , S p be a finite set of dm × dm stochastic matrices inF whose quotient graphs form a sequence Q(γ(S 1 )), Q(γ(S 2 )), . . . , Q(γ(S p )) which is repeatedly lconnected for some positive integer l. If p ≥ m(dm − 1)l, then the matrixP (S p ⊗ I)P (S p−1 ⊗ I) · · ·P (S 1 ⊗ I)P is a contraction in the mixed matrix norm.
To prove this proposition, we will make use of the following idea. By a route over a given sequence of graphs G 1 , G 2 , . . . , G q inD we mean a sequence of vertices i 0 , i 1 , . . . , i q such that for k ∈ q, (i k −1 , i k ) is an arc in G k . A route over a sequence of graphs which are all the same graph G is thus a walk in G.
The definition of a route implies that if i 0 , i 1 , . . . , i q is a route over G 1 , G 2 , . . . , G q and i q , i q +1 , . . . , i p is  a route over G q , G q +1 , . . . , G p , then the "concatenated" sequence i 0 , i 1 , . . . , i q −1 , i q , i q +1 , . . . , i p is a route over  G 1 , G 2 , . . . , G q −1 , G q , G q +1 , . . . , G p . This clearly remains true if more than two sequences are concatenated.
Note that the definition of composition inD implies that if j = i 0 , i 1 , . . . , i q = i is a route over a sequence G 1 , G 2 , . . . , G q , then (i, j) must be an arc in the composed graph
The definition of composition also implies the converse, namely that if
To proceed, we label the vertices inV for the purpose of analysis. For each i ∈ m and j ∈ d, set v ij = (j − 1)m + i. This is consistent with the way we defineȳ(τ ) in which vertex v ij with j > 1 labels the (j − 1)th possible delayed value ofȳ i (τ ), namelyȳ i (τ − j + 1). Thus, the set of labels inV is {1, 2, . . . , dm}. In addition, we set P (j −1)m +i = P i for all i ∈ m and j ∈ d. This is consistent with the way we define the matrixP . Our reason for doing so will become clear in a moment.
Lemma 8: Let S 1 , S 2 , . . . , S q be a sequence of dm × dm stochastic matrices with extended delay graphs G 1 , G 2 , . . . , GinD, respectively. If j = i 0 , i 1 , . . . , i q = i is a route over  the sequence G 1 , G 2 , . . . , G q , then the matrix product P i q P i q −1 · · · P i 0 is a component of the ijth block entry of
The proof of this lemma is fairly straightforward using arguments similar to those used in [31, Proof of Lemma 4], and is therefore omitted.
Finally, we will need the following fact.
This lemma is a direct consequence of [49, Proposition 5] .
Proof of Proposition 3:
Set r = dm − 1 and −1)rl+1 , . . . , G p }, each of length rl except for the last which must be of length p − (m − 1)rl ≥ rl. Each of these m sequences G i , i ∈ m, consists of r successive subsequences whose quotient graphs, in turn, are jointly strongly connected. By Lemma 9, each of the m composed graphs
can be written as the composition of r graphs inD whose quotient graphs are all strongly connected, but the composition of any sequence of r or more extended delay graphs inD whose quotient graphs are strongly connected, has a complete agent graph and strongly rooted hierarchies (cf., Lemma 2). Thus, each of the graphs H k , k ∈ m, has a complete agent graph and strongly rooted hierarchies. Therefore, for any i ∈ m and j ∈ V i , each H k contains every possible arc (i, j). It follows that for any i ∈ m, j ∈ V i , and k ≤ m, there must be a route over the sequence G k from i to j.
Let i be any vertex in V and j be any vertex in , i 1 = j 1 , j 2 , . . . , j p = i m +1 must be route over the overall sequence G 1 , G 2 , . . . , G p . In particular, j (k −1)r = i k for all k ∈ m and j q = i m +1 = j. In view of Lemma 8, the matrix product P j p · · · P j 0 must be a component of the (ji 1 )th block entry of
But i 1 , i 2 , . . . , i m are distinct integers and each appears in the sequence j 0 , j 1 , . . . , j p at least once. Therefore, the (ji 1 )th block entry of M is complete. Since this reasoning applies for any i ∈ V and j ∈ V i , at least one entry in each row of M is a complete projection matrix polynomial. It follows from Proposition 1 and (20) that M is a contraction in the mixed matrix norm.
Proof of Theorem 4: −1)l+1 ) ), i ∈ {1, 2, . . . , ω}, is strongly connected. Therefore, the sequence Q(γ(Q 1 )), Q(γ(Q 2 )), . . . , Q(γ(Q ω l )) is repeatedly l-connected. Since there are ωl matrices in the Q i sequence, Proposition 3 applies. Therefore, for any set of sequences
But for any dm × dm stochastic matrix S, there holds S ⊗ I = 1 because |S| ∞ = 1. In addition, P ≤ 1 because of (14) . From these observations and the fact that · is submultiplicative, it follows that R τ ≤ 1; thus
Moreover, τ = ωlq τ + ρ τ where ρ τ is the unique integer remainder of τ divided by ωl. Thus,
. It follows from this and (21) that (11) is true.
We now turn to the proof of Theorem 3.
Proof of Theorem 3:
Using the same argument as in Section IV-A, we can extend the domain of applicability of update rule (4) from T i to all of T . In particular,
From (22),
for all τ ≥ 1.
From (24),
which is exactly the same as (8) . Therefore, the system determined by the modified algorithm (4) has the same limiting behavior as the system determined by the algorithm (2), which completes the proof.
V. CONVERGENCE RATES
In this section, we will provide an explicit expression for μ in Theorem 2, which serves as a worst case bound on the (geometric) convergence rate for the algorithm (2), and show the effects of network topology and delays on the convergence rate. Toward this end, we first consider (6), the synchronous system developed for the asynchronous system under consideration; the convergence rate for the asynchronous algorithm (2) will be given based on the convergence rate for the synchronous system (6) .
We begin with the case when Ax = b has a unique solution. Suppose that the infinite sequence of extended neighbor graphs N(1),N(2), . . . is repeatedly jointly strongly connected, i.e., for some positive integer l, the composed graphN(kl)
is strongly connected for all positive integers k. The unique solution assumption is equivalent to the assumption that i∈m P i = 0. This and Lemma 2 imply that the induced 2-norm | · | of any finite product of the form P j 1 P j 2 · · · P j k is less than 1 as long as each P i , i ∈ m, appears in the product at least once. Let
where d − 1 is the largest possible delay in (6) , and C be the set of all such products of length q + 1, then C is compact and
The following proposition gives a worst case bound on the (geometric) convergence rate for the system (6). Proposition 4: Suppose that Ax = b has a unique solution x * and that the sequence of extended neighbor graphs N(1),N(2), . . . is repeatedly jointly strongly connected. Let
where q and ρ are given in (25) and (26), respectively. Then, all x i (τ ) in (6) converge to x * as τ → ∞, as fast as λ τ converges to 0.
To prove this proposition, we need the following lemma. Lemma 10: Let s be a positive integer. Suppose that the nonzero projection block matrix
where p is a positive integer, each h k (i) is an integer in m, each λ k is a positive number, and I is the n × n identity matrix. Then, λ k ≥ 1/m s , k ∈ p. This lemma can be proved using the same argument as in [31, Proof of Lemma 5] .
Proof of Proposition 4: By definition,
where M ij is the ijth block entry of M . As noted at the end of the proof of Proposition 3, at least one block entry in each block row of M is a complete projection matrix polynomial. For each row i ∈ {1, 2, . . . , dm}, suppose that its jth block entry, M ij , is a complete projection matrix polynomial. Being a projection matrix polynomial, M ij is of the form
where p is a positive integer, λ k is a real positive number, and for each i ∈ {1, 2, . . . , q + 1}, h k (i) is an integer in m. Then, there is a k ∈ p for which the component
By Lemma 10, λ k ≥ 1/m q . This and the fact that
Since this inequality holds for any row i ∈ {1, 2, . . . , dm},
Since the mixed matrix norm is submultiplicative (cf., Lemma 3), an upper bound on the worst-case convergence rate is
which completes the proof. Each set of successive q flocking matrices inF corresponds to q successive extended neighbor graphs in G sa and event times in T . From (1), the length of any time interval consisting of q successive event times in T is bounded above by qT max wherē
We therefore have the following convergence rate result for the algorithm (2), which is a direct consequence of Proposition 4.
Theorem 5: Suppose that Ax = b has a unique solution x * and that the sequence of extended neighbor graphs N(1),N(2), . . . is repeatedly jointly strongly connected. Let
where q and ρ are given in (25) and (26), respectively. Then, all x i (t) in (2) converge to x * as t → ∞, as fast asμ t converges to 0.
Remark 3: The effect of delays on the convergence rate is reflected in q given by (25) in which d − 1 indicates the largest possible delay. It is clear from (27) that the larger the d is, the slower is the convergence. It is worth emphasizing that d − 1 is the largest possible delay in the system (6) defined on the merged sequence of all agents' event times, not a delay in the asynchronous system (2), but it can be uniquely determined using the analysis in Section IV-A, as long as the asynchronous system (2) is given.
Remark 4: The effect of network topology on the convergence rate is also reflected in q. To see this, we assume that N(τ ) =N does not change over time andN is strongly connected. Recall that Lemma 6 states that the agent subgraph of any composition of at least m − 1 extended delay graphs inD will be complete if the agent subgraph of each of the graphs in the composition is strongly connected. The bound m − 1 can be improved using the diameter 2 of the agent subgraphs. Specifically, if the agent subgraphs of all the graphs in the composition are the same-a strongly connected graph with diameter Δ, then the agent subgraph of any composition of at least Δ extended delay graphs inD will be complete. Using this fact and the arguments similar to those used in the proof for Proposition 2, we have the following result.
Suppose thatN(τ ) =N does not change over time andN is a strongly connected graph with diameter Δ. Then, the composition of any set of at least (dΔ + d − 1) extended delay graphs will have a complete agent subgraph and strongly rooted hierarchies.
From this, we have the following improved expression for q in terms of the diameter Δ,
and thus have the following corollary. Corollary 1: Suppose that Ax = b has a unique solution x * and that the extended neighbor graphN(τ ) =N for all τ ∈ T . LetN be a strongly connected graph with diameter Δ, and
2 Given a strongly connected graph G, the distance from a vertex u to another vertex v is the length of a shortest directed path from u to v. The diameter of G is the largest distance between any pair of vertices.
where q and ρ are given in (28) and (26), respectively. Then, all x i (t) in (2) converge to x * as t → ∞, as fast asμ t converges to 0.
It is clear that the larger the diameter Δ is, the slower is the convergence. Now we consider the case when Ax = b has multiple solutions. This case can be worked out using the "quotient out" analysis in Section IV-C.
Suppose that Ax = b has more than one solution. Let Q be a matrix such that the columns of its transpose Q form an orthonormal basis for the subspace (∩ 
We have the following convergence rate result and omit the tedious proof.
Theorem 6: Suppose that Ax = b has more than one solution and that the sequence of extended neighbor graphs N(1),N(2), . . . is repeatedly jointly strongly connected. Let
where q andρ are given in (25) and (29), respectively. Then, all x i (t) in (2) converge to x * as t → ∞, as fast asμ t converges to 0.
From the proof of Theorem 3, the modified algorithm (4) has the same (geometric) convergence rate as the algorithm (2). Thus, the explicit expressions for convergence rates derived in this section also apply to the modified algorithm (4).
VI. LEAST NORM SOLUTION
Theorem 2 states that when Ax = b has multiple solutions, the algorithm (2) guarantees that all m agents will reach a consensus at one of the solutions. Apparently, which solution will be reached depends on the initialized values of the agents' estimates.
In this section, we will establish a relation between the local initial values and limiting consensus solutions. In particular, the following theorem specifies the initial values which lead to the least 2-norm solution to Ax = b.
Theorem 7: Suppose that Ax = b has a solution. Let each agent i initialize its estimate as
where | · | denotes the standard 2-norm. Then, for any trajectory of the asynchronous system defined by (2) whose associated sequence of extended neighbor graphsN (1) ,N(2), . . . is repeatedly jointly strongly connected, all x i (t) converge to whose right side is a standard convex optimization problem subject to linear constraints [52] . By the standard Lagrange multiplier method, there must exist a λ such that z + A λ = 0.
Then, P z + P A λ = 0. Since P is symmetric and AP = 0, there holds P z = 0. Thus, z must satisfy
Since image P = ker A, there holds ker P ∩ ker A = 0, which implies that the linear equation consisting of (31) and (32) has a unique solution. Therefore, z = argmin Ax=b |x| if and only if z is the unique solution to (31) and (32) .
Proof of Theorem 7: Since A i x i (t i1 ) = b i holds for all i ∈ m, by Theorem 2, all x i (t) converge to the same solution x * to Ax = b exponentially fast. From Lemma 11, to prove the theorem, it is enough to prove that P x * = 0, where P is the orthogonal projection of the kernel of A. We claim that P x i (t) = 0, i ∈ m.
This claim will be proved by induction on t. Since ker A ⊂ ker A i , there holds ker P i ⊂ ker P , which implies that P P i = P . From (30) and Lemma 11, there holds P i x i (t i1 ) = 0. Thus, P x i (t i1 ) = P P i x i (t i1 ) = 0.
Suppose that (33) is true for all t ≤ t ik , where t ik is an event time of agent i. Since P P i = P , from (2) ,
x j (t j h j ) = 0.
Thus, (33) is true for all t, which implies that P x * = 0. This completes the proof.
VII. CONCLUDING REMARKS
In this paper, two asynchronous distributed algorithms have been presented for solving a linear equation of the form Ax = b with at least one solution. We have shown that for any repeatedly jointly strongly connected sequence of neighbor graphs defined on the merged sequence of all agents' event times, the algorithms cause all agents' estimates to converge exponentially fast to the same solution to Ax = b.
A shortcoming of the algorithms studied in this paper is that they require each agent to transmit its full state x i (t) to its neighbors. One direction of future work is to devise a communicationefficient algorithm for the problem. Another direction is to study overdetermined linear equations Ax = b where a least square solution is valuable. In [31] , a synchronous approach is described to solve a least squares solution by introducing a network wide initialization step. Once each agent completes its initialization step, the algorithm can then run in a distributed way (similar to the case when Ax = b has a solution). The same approach can be straightforwardly applied here to solve a least squares solution in an asynchronous manner. Whether or not the algorithm can be modified to get a least squares solution in a fully distributed manner remains to be seen.
