Abstract-Ensemble-based systems are primarily analyzed on how the accuracy of the ensemble depends on that of its members. In this paper, we extend this model with adding a natural constraint regarding a time limit within which the ensemble should make the decision. For this aim, we consider both the execution time and accuracy of each member. Then, we solve the problem on how to find the most accurate ensemble, where the sum of the execution times of its members remains below the limit. As a decision rule, we analyze a majority voting-based one generalized to be applicable in single object detection scenarios. The optimization task leads to a non-separable Knapsack problem, which is addressed using stochastic considerations. The proposed methodology is also validated experimentally for the localization of the optic disc in retinal images.
I. INTRODUCTION
Ensemble-based systems are rather popular in several applications to raise the decision accuracy of individual approaches. We can also encounter with such approaches for pattern recognition purposes [1] using models based on e.g. neural networks [2] , [3] , decision trees [4] or other principles [5] , [6] , [7] . A natural and usual way to aggregate the individual decisions of the ensemble members is to apply some kind of voting rules, like the simple or weighted majority ones. In the classic case, when the members make true/false decisions, the accuracy of an ensemble of n ∈ N members can be calculated as (1−p j ) , (1) where 0 ≤ p i ≤ 1 (i = 1, . . . , n) stand for the individual accuracy of the i-th member [8] . As an important practical issue, notice that the formula (1) for ensemble accuracy is valid only for independent members. The dependency of the members can be discovered by e.g. using different kinds of diversity measures [9] . The majority voting rule can be extended to the spatial domain to be able to aggregate the outputs of single object detectors [10] ; the votes of the members are given in terms of a single pixel representing the centroid of the desired object. In this extension, the shape of the desired object defines a geometric constraint, which should be met by the votes that can be aggregated. For example, in [10] , our practical example relates to the detection of a disc-like anatomical component, namely the optic disc in retinal images. The geometric restriction transforms the accuracy term (1) (1 − p j ) . (2) In (2), the terms p n,k describe the probability that a correct decision is made supposing that we have k correct votes out of the n ones. In the special case, when equal accuracies for the members (p = p 1 = . . . = p n ) are assumed, we get the following form for the ensemble accuracy:
There are many possibilities to improve the performance of ensemble-based systems further. One possibility, e.g., is to adjust the free parameters of the members to provide maximal ensemble accuracy [11] . High ensemble accuracy is a generally natural requirement, however, other performance issues might be reasonable. One specific such point is the execution time, since ensembles are more resource demanding in this respect, as they have to execute all their members before making their decision. Over a specific total execution time, we cannot achieve considerable increase in system accuracy by adding new members to the ensemble. In this paper, we address this issue with solving the problem to compose the most accurate ensemble from certain possible members under a constraint on execution time. The main challenge of this optimization problem is that the selection of ensemble accuracy q in (1) as an energy function leads to a non-separable task, which cannot be solved easily using e.g. classic dynamic programming approaches. After formulating the problem as a Knapsack one, we give a theoretical approach for optimization and also validate it in a single object detection problem.
The rest of the paper is organized as follows. A proper formulation of the problem in terms of a Knapsack problem is given in section II. In section III, we consider several specific cases for accuracies and execution times of the potential members of the ensemble to have a better insight of the problem and discuss on the cases, when the optimization can be performed easily. Our approach to solve the general problem is presented in section IV. In section V, we enclose some experimental results on the specific detection problem to locate the optic disc in retinal images. Finally, some conclusions are drawn in section VI.
II. FORMALIZATION OF THE KNAPSACK PROBLEM
First, we present the classic Knapsack problem, and then formulate it for our ensemble composition task with a short discussion on the difficulties of selecting q from (2) as the target (energy) function.
A. The classic Knapsack problem
Let n items be given, with value v 1 , . . . , v n and weight w 1 , . . . , w n , respectively. Let x i be the number of the i-th item to be packed (zero or one). The maximum weight being carried in the knapsack is W . It is common to assume that all values and weights are non-negative. The aim is to maximize the function n k=1 x k v k under the following conditions:
According to a vast number of applications, the corresponding properties of the objective function and/or constraints led to many variations of the original Knapsack problem. The major examples from the related literature are about continuous or integer variables, linear or non-linear, separable or non-separable, convex or non-convex objective functions, and additional specially structured constraints such as bounds on the variables or generalized upper bound constraints. Although some varieties of nonlinear Knapsack problems are investigated in the literature [12] , [13] , most of the research efforts have been focused on Knapsack problems with a linear objective and a linear constraint [14] , and Knapsack problems with a separable convex non-linear objective function and a simple linear equality constraint [15] .
B. Knapsack problem for majority voting target function
In the investigated ensembles, each member is an object detector with its accuracy p i as value and with its running time t i as weight in a constrained majority voting system. The problem is to find the most accurate ensemble from these algorithms with bounded total execution time. That is, now we have to maximize the ensemble accuracy q given in (2) .
More specifically, the aim is to get the optimal solution q T for the system accuracy, where:
under the following conditions:
The optimization task formalized above is far from being trivial to solve. The main challenge can be easily recognized with noticing that the target function q of the majority voting rule is non-linear, and non-separable. As we have mentioned before, such functions are rarely investigated in the literature with a strict restriction on their functional structure (e.g., the exponential one is analyzed in [13] ). That is, for a proper analysis we need a model for the optimization of the specific target function (2) within the Knapsack framework.
III. RELATION OF MEMBER ACCURACIES AND EXECUTION

TIMES
There can be several natural relationships between the running time t i and accuracy p i of the members of the ensemble. Regarding this issue we formulate some specific cases besides the most general scenario, when both the execution times and accuracy values may be different within the system. In all of our examples we will consider a fixed figure n = 7 for the number of algorithms from which the ensemble can be composed. This selection leads to a better comparability with our practical application (see section V) considering also seven algorithms. As for the time limit T from now on we will
t i , since the total computational time of the algorithms is equal to T total .
• CASE1: Both the execution times and accuracies are constants. The intuitive interpretation of this case is that all the members have the same accuracy and execution time.
As a concrete example, we show some corresponding results for four ensembles having the following parameters:
The setup of these cases emulates the situations, when more accurate members require more time. The Knapsack problem can be trivially solved for CASE1 for a given time limit T with noticing that because of the equal member accuracies the best strategy is to immediately add a new member to the ensemble till the time limit is reached leading to T t for the number of possible ensemble members. Now, the accuracy of the system can be easily calculated using (3) . The maximum ensemble accuracy that can be reached for different time limits are shown in Fig. 1 , for the examples above. The corresponding curves show that after a while the ensembles of slower, but more accurate members overtake the ones consisting of faster, but less accurate algorithms.
• CASE2: The execution times are constant, the accuracies are different. This case interprets such a scenario, where the members are not equally accurate, but their execution times are the same. As a concrete example we show some corresponding results for one ensemble having the following parameters: The Knapsack problem can be trivially solved for CASE2 by observing that because of the equal execution times the best strategy is to add the most accurate one first, then the second most accurate one etc. till reaching the time limit. For the number of possible ensemble members we have
with the accuracy of the system calculated by (2) . The maximum ensemble accuracy q T versus the normalized time limit T is shown in Fig. 2 .
• CASE3: The accuracies are constant, the execution times are different. Just as a reversed version of CASE2 now the system members are equally accurate, but take different times to run. As concrete examples we show some corresponding results for four ensembles having the following parameters:
Because of the same accuracies the solution is quite simple, since now we have to put the fastest algorithm first into the knapsack, then the second fastest one etc. till reaching the time limit. For the number of possible ensemble members we have the maximal m for which
t i ≤ T with the accuracy coming from (3). The maximum ensemble accuracy q T versus T is plotted in Fig. 3 . It can be observed how the more accurate members naturally lead to better performance in this case.
• CASE4: Both the accuracies and execution times are different. As the most general and natural scenario we turn to discuss on the case, when the members have both different execution times and accuracies. As concrete examples we show some corresponding results for two ensembles having the following parameters: . The determination of the most accurate ensemble for a given time limit T is much more challenging in this case. In the next section we propose a stochastic algorithm to find efficient solution for this specific Knapsack problem. The maximum ensemble accuracy q T regarding the time limit T is shown in Fig. 4 . EXAMPLE10 stands for a natural case, when a more accurate algorithm needs more execution time. However, EXAMPLE11 illustrates well that it is highly worth to put some effort to try to make more accurate algorithms as a massive improvement of performance can be gained.
IV. STOCHASTIC APPROACH FOR KNAPSACK PROBLEMS WITH MAJORITY VOTING-BASED ENERGY FUNCTION
A greedy approximation algorithm was proposed by G. Dantzig to solve the unbounded Knapsack problem [14] . First, the items are sorted in decreasing order of value per unit of weight, vi wi . Then, they are inserted into the knapsack in this order with as many copies as possible until there is no longer space in the knapsack. Greedy algorithms are usually the simplest and most efficient algorithms available, when they result in optimal solutions. Provided that there is an unlimited supply of each kind of item, then the greedy algorithm is guaranteed to achieve at least the half of the maximum possible value. However, when the supply of each kind of item is limited, the algorithm may be very far from being optimal. Moreover, in contrast to the classic Knapsack problem, our optimization task cannot be solved using dynamic programming because of the non-linear, non-separable objective function. These results show that several significant modifications are needed to find the optimal solution.
In our proposed approach, the selection of the items to the ensemble is based on the efficiency of the members determined in the following way: for the i-th item with accuracy p i and execution time t i , the system accuracy q(p i , t i ) of the ensemble containing maximal number of i-th items:
characterizes the efficiency of the i-th kind of item, instead of the values pi ti considered in the classic greedy method. A greedy algorithm for an optimization problem always chooses the item that seems to be the best at that moment. In our selection method, a discrete random variable depending on the efficiency values of the remaining items is applied in each step to determine the probability of choosing an item from the remaining set to add to the ensemble. Namely, in the k-th selection step, if the items i 1 , . . . , i k−1 are already in the ensemble, then the efficiency values q (k−1) (p i , t i ) of the remaining items are updated to the maximum time of T − k−1 j=1 t ij . The i-th item is selected as the next member of the ensemble with the following probability:
where i ∈ {1, . . . , n}\{i 1 , . . . , i k−1 }. This discrete random variable reflects that the more efficient the item is, the more probable it is selected to the ensemble in the next step. If t i > T − k−1 j=1 t ij for all i ∈ {1, . . . , n}\{i 1 , . . . , i k−1 }, then our stochastic process ends because there is not enough remaining time for any algorithms to be executed.
The variation of the efficiency values in (7) and the selection probabilities of the items in (8) derived from the terms p n,k for the classic majority voting rule is shown step by step in Table I for EXAMPLE10, when T = 0.85 n j=1 t i , if the most efficient item is supposed to be selected at each step.
For the further characterization of the results that can be achieved by the proposed method, it is a very useful task to investigate the distribution of the system accuracy q considered as a random variable. To determine its distribution function F q (x), the distribution of the accuracy values of the algorithms needs to be described. For an approach solving an optimization problem, several natural questions are raised: when it is able to find the optimal solution, how far the final result of the method can be from the optimal solution or rather how often this result is above a particular value. To answer these questions, it is expedient to examine the complementary cumulative distribution functionF q (x) = P (q ≥ x) = 1 − F q (x).
The system accuracy q is defined as a linear combination of the powers of the random variable ξ derived from the accuracy values. The distribution function of ξ k (k = 1, . . . , n) is determined by the distribution of ξ because the power functions are bijective for the non-negative random variable ξ. It is a very challenging task to describe the distribution function F q (x) in the next step, because the random variable ξ k has different kind of distributions for k = 1, . . . , n. By applying the moment generating function technique (that is M η (x) = E(e xη )), the distribution of a linear combination of independent random variables can be determined uniquely. Because of the special and complex form of the system accuracy q, it can occur frequently that we cannot find an exact and close form for its distribution function F q (x). In this case, we can either give numerical approximation for the distribution function by applying advanced numerical methods or Markov's Inequality is adaptable to estimate the values of the complementary cumulative distribution functionF q (x):
because q is a non-negative random variable. Without knowing the exact value of the expected value E(q), it can be estimated by sufficient number of samples of the system accuracy q.
However, E(q) can be calculated if we have some knowledge on the distribution of the accuracy values of the algorithms. Accordingly, we have checked the scientific literature and some online challenges, where the accuracy of the participating algorithms are made publicly available. Naturally, some distortions may appear as consequences of the competitive behavior. For example, several authors try to beat state-of-theart results by over-training, or competitors submit relatively weak solutions, as well. However, if we eliminate these outliers, the remaining accuracy values often have uniform or normal distributions, which behaviors seem to be reasonable also intuitively. Without the sake of completeness, we can mention the sources [16] or [17] as specific examples. As this experiment suggested us that the uniform or Gaussian distributions of the accuracies can have practical importance, we investigated these cases more closely. In these special (normally or uniformly distributed) instances, the expected value E(q) of the system accuracy is determined as the distribution of ξ k is known. For example, if ξ has a standard uniform distribution, then ξ k has a beta distribution with parameters
. Furthermore, the distribution of a product of normally (or uniformly) distributed variables is known, that can be given e.g. by a modified Bessel function or in terms of Meijer G-functions.
The results of the proposed method in Table I and Table II can be compared, when the distribution of the accuracy values is uniform in EXAMPLE10 and when a normal distribution is given in the next object detection problem in section V. (4) 0.6 
V. EXPERIMENTAL RESULTS -OPTIC DISC DETECTION
As a single object localization problem, we consider the detection of the optic disc (OD) in retinal images to test our approach under real circumstances. The proper detection of the OD is useful from several aspects including vessel segmentation and bright lesion localization tasks, but also the recognition of the presence of glaucoma. In our former works we have already shown that the performance of individual OD detector algorithms can be outperformed with organizing them into an ensemble [18] . In this realization, the output of each OD detector is a single pixel indicating its candidate for the center of the OD. The member's decision is considered to be correct if its candidate falls inside the disc-shaped OD region. Majority voting rule can be applied to have the decision of the ensemble by taking the shape constraint of OD also into consideration. Namely, we aggregate those outputs of the members that can be bounded by a circle of a given diameter d OD . The disc containing the maximal number of outputs is accepted as the final decision for the OD location (see also Figure 5 ). In [10] , we have shown how to calculate the p n,k figures in (2) to determine the accuracy of the ensemble.
In this specific scenario, we have seven member OD detectors with the following respective individual accuracies and execution times (in seconds): p 1 = 0.765, p 2 = 0.958, p 3 = 0.304, p 4 = 0.754, p 5 = 0.319, p 6 = 0.976, p 7 = 0.643, and t 1 = 7, t 2 = 21, t 3 = 38, t 4 = 11, t 5 = 34, t 6 = 90, t 7 = 69. These figures have been calculated offline with no additional time using the publicly available manually annotated dataset MESSIDOR [19] . We have the accuracy of a detector as the portion of the correct decisions in the whole dataset.
To see how our approach operates on this problem, we have determined the most accurate ensembles regarding all possible bounds on the total execution time T = 1, . . . ,
The efficiency values of the items in (7) and the selection probabilities defined in (8) derived from the generalized terms p n,k is shown step by step in Table II for the OD detection problem, when T = 0.85 n j=1 t i , if the most efficient item is supposed to be selected at each step. The results are shown for seven detectors but this stochastic method is not dependent on changes in the number of the members.
As we have mentioned earlier, both the target function (2) and our ensemble composition approach suppose the members to be independent. However, in practical applications the detectors show certain levels of dependencies, which can influence the system accuracy, as well. On the other hand, our stochastic approach can guarantee optimality only at a given level of confidence. Thus, the efficiency of our approach cannot be completely validated by checking its outcome in comparison with a brute-force ensemble composition strategy. However, since the dependency issue is hardly distinguishable from the error of the stochastic approach, this comparison is still a natural one. Accordingly, in Fig. 6 , besides the maximal ensemble performance found by brute-force, we also plot the maximum ensemble accuracies q T versus the time limit T found by our approach (supposing independent members). As a general behavior, it can be nicely observed that in real applications the algorithms with having the same aims are usually dependent in such a way that ruins ensemble performance. Moreover, the ensembles found by our stochastic approach for the specific time limits gave indeed supplied the largest system accuracies. However, in general, we cannot guarantee this feature without a complementary exhausting dependency check of the members.
VI. CONCLUSION
Ensemble-based systems are beneficial to obtain a higher accuracy than that could be gained by any of its members. However, more computation resources are needed for an ensemble, since the execution times of its members cumulate. Thus, it is a meaningful condition to consider a time limit for the total execution time of an ensemble together with trying to keep up accuracy. This limitation leads to an optimization problem of identifying those members which compose the most accurate ensemble together with having their cumulated execution times below the required limit. In this paper, we solve this combinatorial optimization task by stochastic approach through formulating Knapsack problems with an energy function based on the majority voting rule. We plot the ensemble accuracy against the time limit for several cases, which may help a user to select an appropriate time limit, where the accuracy reasonably increases. Moreover, it also becomes possible to see whether acceleration of certain components may raise ensemble accuracy. As a real experimental study, we consider a single object detection scenario for the localization of the optic disc in retinal images. In this way, we also compare our models for independent systems with a real one having dependencies among its members. Though the independent models help to measure up the expected behavior, the extension of the study seems to be reasonable for dependent systems, as well.
