ABSTRACT Conventional ideal point model-based synthetic aperture radar (SAR) imaging techniques may lead to scattering estimation inaccurate and object-level information loss because they ignore the frequency, angle, and polarimetric dependence of canonical scatterers. These issues are especially severe when SAR measurement is contaminated with impulsive noise. To tackle the problem, in this paper, we propose a robust polarimetric SAR imaging method with attributed scattering priors in the framework of compressive sensing. In this scheme, the overcomplete dictionary is formed by taking advantage of the physically relevant attributed scattering center (ASC) model, which is capable to represent the electromagnetic behaviors of man-made assemblies. By using the robust data-fitting model and employing the joint sparsity of multiple polarization measurements, the problem of estimating ASC attributes can be converted into robust group sparse recovery via 1 -2,1 optimization. To solve this formulation efficiently, we develop an alternating direction method of multipliers framework via exploiting the proximity operator of complex 1 norm and 2 norm functions for complex-valued SAR images. Finally, the super-resolution SAR image is achieved via spectrum extrapolation based on the estimated ASC attributes. The proposed technique can enhance the SAR image features arising from the non-ideal scattering components of the target and gain robust performance to impulsive noise. The experimental results confirm the effectiveness and efficiency of the proposed algorithm.
I. INTRODUCTION
The emerging synthetic aperture radar (SAR) tasks motivate the applications of automatic target recognition (ATR) based on the features extracted from SAR echo signals. According to the geometric theory of diffraction (GTD) [1] , the high-frequency scattering response from an electrically large target can be well approximated as the sum of responses from individual mechanisms. By electromagnetic theory, the man-made geometric objects in the scene have a predictable response varying along with frequency, azimuth and polarization [1] , [2] . Therefore, conventional point target
The associate editor coordinating the review of this manuscript and approving it for publication was Gerardo Di Martino. model is no longer applicable, and the scattering-mechanismdriven parametric model is developed for representation of the target non-ideal scattering. The attributed scattering center (ASC) model, as one of the powerful electromagnetic scattering physical models, can accurately capture the dispersive, anisotropic and polarimetric (DAP) nature of scatterers and provide a concise and physically relevant description of the SAR target scattering response [3] , [4] .
Considerable efforts have been made to characterize the canonical scattering behavior of scatterers and image formation by exploiting the physical scattering parametric model. In [5] - [8] , SAR reconstruction with attributed scattering information is formulated as a parameter estimation problem. Different from conventional point model based imaging methods [9] , the object-level SAR reconstruction can accurately characterize canonical scattering features for the man-made target, leading to a significant improved performance. Nevertheless, it is a non-linear non-convex problem which has a high computational complexity, especially when the model order needs to be selected.
Recently, compressive sensing (CS) [10] has emerged as a promising technique. The theory of CS indicates that a high-dimensional unknown sparse signal can be recovered from its low-dimensional projection with overwhelming probability by solving an underdetermined sparsity-constrained optimization problem [11] . As a result, in [12] - [15] , a novel SAR reconstruction scheme is developed by employing physical scattering parametric model in the CS framework. In essence, the object-level SAR reconstruction problem can be seen as a specific case of dictionary learning [16] , [17] . However, unlike the traditional dictionary learning methods where general forms of dictionary atoms are used, the parametric canonical scattering model based dictionary learning benefits from a short and physically relevant parameter description of the atoms, which greatly reduces the dictionary search space and leads to more accurate or task friendly representations. In such a manner, the high-resolution SAR images and accurate physically relevant attributes can be obtained simultaneously. The model-order selection is merged with parameter estimation and performed adaptively, thus the computational complexity is greatly reduced in comparison with the parametric methods in [5] - [8] .
One drawback of the exiting SAR sparse reconstruction approaches is that they may fail when the measurements suffer from impulsive noise, which may be induced due to atmospheric lightning or high-frequency equipment noise in practical situations [18] . As in the above mentioned algorithms and many other studies of SAR reconstruction, the 2 norm data-fitting model, which is optimal for Gaussian noise in the maximum likelihood sense, is the most widely used one. However, in practical applications, the measurement may contain large errors or impulse components. The probability density function for this impulsive noise has a much heavier tail than the Gaussian counterpart [18] , [19] . Under such circumstances, the 2 norm data-fitting model is inefficient as it is well-known that least-squares based estimators are highly sensitive to outliers in the observations.
To tackle these problems, in this paper, we propose a robust polarization object-level SAR imaging algorithm in the CS framework under impulsive noise environments. In this scheme, the physically relevant attributed scattering priors are combined with parameterized dictionary to describe the DAP scattering characteristics of the scatterers. In addition, the 1 norm is employed as the loss function for the residual error to suppress the outliers in observations, while the 2,1 penalty is utilized for joint sparsity inducing of multiple polarization measurements. Hence, the robust polarization object-level SAR imaging inverse problem can be translated into robust group sparse recovery via 1 -2,1 optimization. Then the optimization problem is solved based on the Augmented Lagrangian Method (ALM) [20] , [21] , in particular on the Alternating Direction Method of Multipliers (ADMM). The proximity operators of complex 1 norm and 2 norm functions for complex-valued SAR images are rigorously derived, and thus enable the use of ADMM technique to obtain computationally efficient solutions. Finally, super-resolution SAR image is achieved via spectrum extrapolation based on the estimated attributes. The proposed technique can achieve improved super-resolution image and provide accurate physically-relevant attributed features of the scatterers simultaneously. Moreover, it performs well regarding computation time and robustness to impulsiveness, as presented later in the experimental part.
The rest of this paper is organized as follows. In Section II, the impulsive Gaussian mixture noise is introduced firstly. Then we describe the model of polarimetric SAR imaging based on ASC model in impulsive noise circumstance. The proposed robust polarimetric object-level SAR imaging method is derived in Section III. Experimental results are given in Section IV to validate the effectiveness of the proposed algorithm. Finally, Section V contains our concluding remarks.
II. IMPULSIVE NOISE CORRUPTED POLARIMETRIC OBJECT-LEVEL SAR IMAGING MODEL
In this section, the polarimetric object-level SAR observation model is established in impulsive noise environment and the ASC model is employed as the physically-relevant attributed scattering priors for the canonical scatterers. We first briefly introduce the Gaussian mixture distribution used to model the impulsive noise. On this basis, the polarimetric object-level SAR phase history model is presented.
A. IMPULSIVE GAUSSIAN MIXTURE NOISE
A typical two-term Gaussian mixture distribution is considered to model the impulsive noise with probability density function (p.d.f) given by [18] (
where 0 ≤ ξ < 1 denotes the portion of outliers in the noise, κ > 1 indicates the strength of outliers and σ stands for the standard deviation. This model has been used regularly in modeling practical environmental noise as it serves as an approximation to Middleton's Class A noise model [18] . The background noise is represented by the first term while the effect of impulsiveness is captured by the second term. The total noise variance is (1 − ξ + κξ )σ 2 . The pth order moment of such a noise process is given by
where ε p is the p quasi-norm defined as
, m denotes the length of ε and (·) is the gamma function. 
B. POLARIMETRIC OBJECT-LEVEL SAR OBSERVATION MODEL
The polarimetric radar mounted on an aircraft measures the backscattered electromagnetic field with dual signal transmission (DST), which is supposed to be horizontal polarization (H) and vertical polarization (V) respectively [3] , as shown in Fig. 1 . It intuitively shows that the man-made targets can commonly be approximately decomposed into simpler geometric objects. Different from the widely-used ideal point based SAR reconstruction model, the ASC model incorporates polarimetric, frequency and aspect dependence of canonical scatterers. It can provide a concise and physically relevant description of the target radar signature. Denote the incident and received wave direction vectors as i and s, respectively. In the high-frequency scenario [1] , the composite response can be approximated as a superposition of responses from A individual ASCs in the scene. Hence, the backscattered signal is described as
Or equivalently,
where k = 2π/λ is the spatial frequency with λ representing the wavelength, θ represents the aspect angle, and r a = x a cos θ + y a sin θ is the instantaneous range between the center of the scene and the geometric object located at (x a , y a ).
T is the incident signal with (·) T representing the transpose operation,
T is the backscattered signal, and
denotes the scattering matrix which succinctly captures the DAP scattering characteristics of the ath scattering center. Furthermore, the elements of scattering matrix for a single spatial location can be expanded as [3] , [4] bc
where b and c stand for the polarimetric status and can be selected as H or V, sinc
, and k c is the center frequency. r bc a denotes the amplitude response which is associated with the polarimetric dependence of the reflector. The parameter α a represents the frequency-dependent factor which belongs to the set {−1, −0.5, 0, 0.5, 1}. The remaining three parameters γ a , L a andθ a characterize the aspect dependence of the scattering center. According to the aspect dependence, the ASC can be sorted into two classes: the local scattering center and the distributed scattering center. For localized ASCs like sphere, trihedral and top-hat, L a = θ a = 0 and γ a characterizes the small aspect dependence. For distributed ASCs such as plat, lying cylinder and dihedral, the attribute γ a equals 0, L a stands for the length of the ASC, andθ a represents the orientation angle.
Clearly, the ASC model in (5) is concise in the electromagnetic scattering background. However, due to the high-dimensional parameter space, object-level SAR reconstruction based on such a concise model is computationally intensive. Considering actual SAR system configurations, the following approximations can be carried out for the ASC model. First, the frequency bandwidth to center frequency ratio is rather small. Accordingly, the contribution of frequency dependent factor α a can be neglected [14] . Moreover, the angle observation is usually short, in which the angle dependence factor γ a makes little difference and is approximately ignored. It is worth noting that, the simplified localized scattering center model is part of distributed scattering centers with L a =θ a = 0. As a result, the raw data of every polarization channel w bc (k, θ) can be approximatively represented as
where Q represents the number of basis vectors determined by the discretization of possible attribute space,
cos θ + y a cos θ)}, and ε bc (k, θ) denotes the impulsive noise which is supposed to follow the Gaussian mixture distribution.
III. PROPOSED ROBUST POLARIMETRIC OBJECT-LEVEL SAR IMAGING METHOD
Considering the monostatic, far-field radar model with reciprocity property [22] , we obtain that r HV a,q = r VH a,q . Supposing the phase history measurements are at F discrete frequencies and K discrete aspect angles, we can consequently define a matrix
Relate the vectors d q (k, θ) and η a (k, θ) as a canonical scattering basis
where is the Hadamard product operator. One can readily formulate the sub-dictionary for a spatial location as
Putting together all spatial locations by taking the subscript a from 1 to A, we can obtain the overcomplete dictionary as
Define the corresponding coefficient matrix
leading to a parsimonious linear representation:
where [ε HH , ε HV , ε VV ] ∈ C FK ×3 is the impulsive noise matrix obeying impulsive Gaussian mixture noise distribution as introduced in Section II-A.
For polarimetric SAR, we note that the coefficient matrix R throughout multiple-channel signals shares a similar sparsity profile with possible different nonzero coefficients. Following the work in [23] , we adopt a particular diversity measure R 2,1 to associate multiple polarization channels. More specifically, R 2,1 is defined as
where R n→ represents the nth row of R. It can be readily found that the above diversity measure operates along different channels and spatial locations with 2 norm and 1 norm, respectively. The 2 norm preserves the data fidelity of the solutions via sharing a common sparsity structure. In contrast, the 1 norm provides more parsimonious representation in the number of spatial locations. On the other side, due to existence of the impulsive noise, the 2 norm data-fitting model does not work as it is well-known that least-squares based estimators are highly sensitive to outliers in the observations. Compared with the the following cost function to enhance the robustness to impulsive noise:
where τ > 0 is a regularization parameter that controls a tradeoff between the residual error term and the regularization term. Consequently, the impulsive noise corrupted polarimetric object-level SAR imaging inverse problem can be regarded as the robust reconstruction of group sparse scattering coefficients. To solve this 1 -2,1 optimization problem, the Alternating Direction Method of Multipliers (ADMM) is adopted as detailed below. ADMM is a simple but powerful framework, which is well suited to distributed optimization and meanwhile is flexible to solve many high-dimensional optimization problems [18] . ADMM uses a variable-splitting scheme, which separates coupled components in the cost function via introducing auxiliary constraint variables. This procedure naturally decouples the variables and transforms the original problem into an equivalent problem that can be effectively solved in an alternating minimization manner. More specifically, using an auxiliary variable V ∈ C FK ×3 , the problem (9) can be equivalently reformulated as
The corresponding augmented Lagrangian function is given by
where Y is the Lagrangian multiplier, η > 0 is a penalty parameter associated with the augmentation, (·), trace(·) and (·) † represent the real part, matrix trace and conjugate transpose operation, respectively. In the ADMM framework, the Lagrangian variables and the Lagrangian multipliers are updated until some convergence criteria, in terms of the maximum number of iterations or the primal and dual residuals, are met. In each update, we minimize the Lagrangian by only varying one variable of interest. The ADMM update at t + 1 iteration can be derived as follows.
A. UPDATE OF R
It is straightforward to group relevant terms of the Lagrangian and show that the update for R is found from solving
Since ADMM would converge even when the inner steps are not carried out exactly [24] , we can approximately solve this subproblem via the proximal linearization scheme. Specifically, consider a quadratic majorization of the second term VOLUME 7, 2019 in (12) by defining g(R) =
where
is the gradient of the quadratic term g(R t ) at R t , and ρ > 0 is a proximal parameter. With this linearization, the update of R becomes easy to solve since it can be computed as the proximity operator
where the complex soft-thresholding shrinkage operator for the 2 norm S 2 1/ϑ in the vector form is defined row-wise as
where (z) + = z if z > 0 0 otherwise . The update step of R can be easily decomposed row-wise, each has the form of (15), and thus the solution for each row of R t+1 can be obtained immediately.
B. UPDATE OF V
Similarly, we also need to solve the following problem when updating V:
This V-subproblem (16) is a form of the proximity operator, which can be efficiently solved as
where the complex soft-thresholding shrinkage operator for the 1 norm S 1 1/ϑ is defined element-wise as
The proof for the proximity operators S 2 1/ϑ (z) and S 1 1/ϑ (z) respectively associated with the complex 2 norm and complex 1 norm cases can be found in Appendix.
C. UPDATE OF LAGRANGIAN MULTIPLIER
In the last step, we follow the standard procedure in ADMM theory [20] to update the Lagrangian multiplier as follows Update R t+1 using (14).
4:
Update V t+1 using (17).
5:
Update Y t+1 using (19).
6:
t ← t + 1. 7: end while 8: Extrapolate the phase history based on the estimated attributes of ASCs and the ASC model, and produce a super-resolution SAR image by FFT.
D. STOPPING CRITERION
Iterations are terminated when a maximum number of iteration J iter is reached, or all primal and dual residual matrices are sufficiently small. We define ϒ t+1 1
− V t ) as dual residual at t + 1 iteration, respectively. [20] suggests that a group of reasonable termination criterions are ϒ t 1 2 ≤ pri , ϒ t 2 2 ≤ dual . The tolerances for primal residual pri and dual residual ε dual are defined in [20] as
where abs > 0 is an absolute tolerance and rel > 0 is a relative tolerance.
E. SPECTRUM EXTRAPOLATION
Once the coefficient matrix R is obtained, the attributes of canonical scatterers are estimated. The next step is to do final spectrum extrapolation. The robust parameter estimation algorithm based on ADMM provides geometric structural information of canonical scatterers for super-resolution imaging. The observed spectrum of the SAR target is extrapolated on range and cross-range dimension by virtual of the estimated attributes of ASCs and the ASC Model. The final super-resolution SAR image can be obtained by the FFT based method, e.g., polar formation algorithm (PFA) [9] . In summary, the proposed method is given in Algorithm 1.
IV. EXPERIMENTAL RESULTS
In this section, two kinds of datasets are conducted to confirm the validity and efficiency of the proposed method. One is the synthetic scene using parametric ASC model simulation. The other is the moving and stationary target recognition Sandia Laboratories implementation of cylinder (MSTAR SLICY) target dataset. In these cases, we compare the proposed algorithm with three typical imaging methods: the polar format algorithm (PFA) [9] , the point model based quasi-Newton joint processing method (M-QNA) [25] and the parametric model based multiple focal underdetermined system solver (M-FOCUSS) approach [13] .
A. SYNTHETIC DATA EXPERIMENTS
In the first example, a synthetic scene consisting of seven canonical scatterers with six kinds of primitive scattering types is generated, including a cylinder, a dihedral, a plate, a trihedral, a top-hat, and two spheres. The iconic representation is depicted in Fig. 2(a) . The radar system parameters are listed in Table 1 π/2 rad. Measurements are obtained by randomly sampling in the range domain and azimuth domain under downsampling rate of 0.5. The size of the overcomplete dictionary is 1301 × 46818. The received signal is corrupted by the complex Gaussian mixture noise with known signal-to-noise ratio (SNR) and impulsive condition. In the experiments, we set the penalty parameter and proximal parameter of our proposed ADMM based method as η = 70 and ρ = 1.01, respectively. The maximum number of iterations J iter is 1000, while the absolute tolerance and relative tolerance are abs = 10 −6 and rel = 10 −4 , respectively. The unknown Lagrangian variables R and V are initialized to be zero matrix.
1) SUPER-RESOLUTION PERFORMANCE
We first demonstrate the super-resolution performance of the proposed SAR reconstruction algorithm in the impulsive noise environment. Fig. 3 shows the contour plots of the super-resolution reconstruction results obtained by the compared algorithms in HH channel under -5 dB SNR with ξ = 0.5 and κ = 10 4 . The first line in Fig. 3 corresponds to the reconstructed images without spectrum extrapolation, while the remaining two lines correspond to the 2 × 2 and 4 × 4 super-resolution results, respectively. Fig. 4 demonstrates the sectional view of the 4 × 4 super-resolution results in Fig. 3 at range 0.9066 m and azimuth 0 m, respectively. The black lines denote the accurate amplitudes of the scatterers. As observed from Fig. 3 and Fig. 4 , in the sense of resolution, compared with FFT interpolation imaging which is essentially no increase in bandwidth and aperture, the three sparsity-driven imaging algorithms can improve the resolution significantly. More specifically, M-FOCUSS and our proposed algorithm outperform the ideal point-model based M-QNA algorithm. This is because that M-QNA cannot maintain geometric features of the targets. The structures of distributed ASCs of the M-QNA reconstructions are discontinuous, while some localized scatterers are missed. Moreover, many undesirable points appear in the results of the benchmark methods due to the serious influence of impulsive noise. Differently, our proposed super-resolution imaging method based on distributed scattering center model is suitable for super-resolution when the measurements are corrupted by impulsive noise. In addition, the super-resolution SAR image of our proposed algorithm overlaid with classification results of the extracted scatterers is shown in Fig. 2(b) , where the blue triangle and red rectangle denote the distributed and localized scattering centers respectively.
2) PERFORMANCE VERSUS VARIOUS NOISE CONDITIONS
For the purpose of evaluating the performance of the proposed method against noise, experiments are conducted under various impulsive noise conditions with different noise levels. Firstly, the Gaussian mixture noise with ξ = 0.5 and κ = 10 4 is added into the synthetic data by setting SNR as −15, −10 and −5 dB, respectively. The resulted 2 × 2 super-resolution composite SAR images are shown in Fig. 5 . Note that the composite images retrieved from different With increasing SNRs, less uninteresting background pixels are presented by the three benchmark methods. In contrast, the performance of proposed scheme almost maintains with the decrease in SNR, which may attribute to its robustness to impulsive noise. Furthermore, by treating the ASCs as integrities, weak components of the target can be recovered as shown in the figure. The relative mean square error (RMSE) of the scattering coefficient estimation obtained by three sparsity-driven algorithms is summarized in Table 2 , where the RMSE is defined as RMSE = 1 U U u=1 R u −R 0 / R 0 , with U denoting the number of independent trials, R u representing the uth retrieved sparse matrix and R 0 standing for the true underlying reflectivity field. All these results prove that the proposed method outperforms the traditional methods under the same circumstance of SNR.
Next, we evaluate the performance when the SNR is fixed to -3 dB and the impulsive conditions are different. Fig. 6 shows the images recovered in Gaussian mixture noise under two impulsive conditions of κ = 10 2 and κ = 10 4 . The resulted RMSE is listed in Table 3 . It is clear that, when the SNR is fixed, the benchmark methods based on the 2 norm data-fitting model generally yield the similar performance in the two conditions, but our devised scheme using 1 -loss can result in more accurate recovery in more impulsive condition. This is due to the fact that, the recovery error of the 2 -loss based formulation is bounded by the noise variance, which VOLUME 7, 2019 does not change in different impulsive conditions when the noise power is fixed. On the contrast, the recovery error of the 1 -loss based formulation is bounded by the first-order moment of the noise, which decreases significantly when the noise gets more impulsive [18] . It is noted that the discussion here holds only when the noise has finite variance, e.g., the Gaussian mixture noise, and it breaks down when the noise has infinite variance.
3) COMPUTATIONAL COMPLEXITY AND CONVERGENCE
According to the above analysis, it is shown that the reconstructed performances of the object-level SAR imaging methods are superior. Hence, here we focus on the computational complexity of the ASC model based M-FOCUSS algorithm and the proposed algorithm for simplicity. The dominant computational load of the M-FOCUSS algorithm in each iteration is in the order of O((FK ) 2 ×AQ), while the proposed algorithm requires on the order of O(FK × AQ × 3), which is less than M-FOCUSS. Furthermore, according to the ADMM theory [20] , the ADMM update steps will converge. The peak-signal noise ratio (PSNR) obtained by the M-FOCUSS and the proposed algorithm versus the downsampling rate and the iteration number under SNR of -3 dB with ξ = 0.5 and κ = 10 4 is plotted in Fig. 7 . It is observed that the proposed algorithm needs more iterations to converge than M-FOCUSS. However, since the computational load of M-FOCUSS in each loop is heavier, the total consumed CPU time of our proposed method is less than M-FOCUSS. This can be verified from Table 4 , where the maximum iteration number is respectively set to be 40 and 1000 for M-FOCUSS and the proposed algorithm in the experiment. It is concluded that the devised algorithm exhibits significant computational advantages as compared to M-FOCUSS and scales well for large-scale problems.
B. MSTAR SLICY TARGET
In the following, robust polarimetric object-level SAR imaging is carried out for the MSTAR SLICY target model. The MSTAR SLICY target contains two top-hats, one trihedral, one lying cylinder, and two dihedrals, as shown in Fig. 8(a) . The data are generated by means of a high-frequency electromagnetic scattering calculation software. The parameters of the data are listed as follows: the frequency varies from 8 GHz to 9 GHz, the sampling step length is 0.03 GHz, the azimuth range is −10 • to 10 • , and the sampling interval is 0. Fig. 9 . As the results show, the composite image of PFA is almost covered by the impulsive noise, and the image is blurred decentralized in the M-QNA algorithm. The ASC model based M-FOCUSS algorithm can obtain most of the true scatterers, but the weaker parts of the target, such as the cylinder, are submerged in the background of strong noise. In contrast, the proposed super-resolution polarimetric object-level SAR imaging algorithm has the ability of characterizing physical properties of the scattering object in impulsive noise environment, as displayed in Fig. 8(b) . Such information can be tied to higher processing blocks like target recognition [26] , [27] .
V. CONCLUSIONS
This paper has developed a robust super-resolution SAR reconstruction algorithm based on scattering-mechanismdriven parametric model. First, the ASC attributes are estimated by the parameterized dictionary and the developed robust algorithm based on the framework of augmented Lagrangian method. Then the spectrum extrapolation based on the estimated ASC attributes is performed to obtain super-resolution SAR image. The proposed technique not only can achieve improved super-resolution image and provide accurate canonical scattering geometry information of objects simultaneously, but also performs well regarding computation time and robustness to impulsiveness. The effectiveness of the proposed approach has been demonstrated using experimental results.
APPENDIX PROXIMITY OPERATOR FOR THE COMPLEX 1 NORM AND 2 NORM FUNCTIONS
The proximity operator for a given function φ(x) is defined as [28] prox φ (z) = arg min
with ϑ > 0. The following lemmas characterize the proximity operator for the complex 1 norm and 2 norm, respectively. Lemma 1: When φ(x) denotes the complex 1 norm function, i.e., φ(x) = x 1 for x ∈ C N , the proximity operator is given by prox 1/ϑ,φ (z) = S Proof: Define x and z as x = a + jb and z = c + jd, where a, b, c, d ∈ R N . Since (21) can be decoupled into the elements of the x n , z n , we can obtain the optimal value of x n , VOLUME 7, 2019 by optimizing over its individual components. In this case, the optimization reduces to prox φ (z n ) = arg min a n ,b n a 2 n + b 2 n + ϑ 2 (a n − c n )
Suppose that the optimal x * n satisfies |x n | = a 2 n + b 2 n > 0. Then the function a 2 n + b 2 n is differentiable. Taking partial derivatives with respect to both real and imaginary parts and equating each to zero gives the result as 
Namely,
Letting δ n 1 + 1 ϑ|x * n | > 0, we have
It is clear that if |z n | < 1 ϑ , the signs of x * n and z n will be opposite, which is in contradiction with Eq. (25) . Therefore, if |z n | < 1 ϑ , both x * n and z n are zero. It is straightforward to check that (0, 0) satisfies the subgradient optimality condition. Therefore, the Eq. (18) is proved.
Lemma 2: When φ(x) denotes the complex 2 norm function, i.e., φ(x) = x 2 for x ∈ C N , the proximity operator is given by prox 1/ϑ,φ (z) = S + n ϑ 2 (a n − c n )
We suppose that the optimal x * satisfies x * 2 > 0. Then the function n (a 2 n + b 2 n ) is differentiable. Taking partial derivatives with respect to both real and imaginary parts and equating each to zero gives the result as a * n + a * n ϑ x * 2 = c n (28a)
By processing the same procedure as Lemma 1, we obtain
Similarly, if z 2 < 1 ϑ , both x * n and z n are zero. Therefore, the Eq. (15) is proved.
