On the numerical integration of orthogonal flows with Runge–Kutta methods  by Calvo, M. et al.
Journal of Computational and Applied Mathematics 115 (2000) 121{135
www.elsevier.nl/locate/cam
On the numerical integration of orthogonal ows with
Runge{Kutta methods
M. Calvo, M.P. Laburta ∗, J.I. Montijano, L. Randez
Departamento de Matematica Aplicada, Universidad de Zaragoza, 50009 Zaragoza, Spain
Received 27 August 1998; received in revised form 3 May 1999
Abstract
This paper deals with the numerical integration of matrix dierential equations of type Y 0(t) = F(t; Y (t))Y (t) where
F maps, for all t, orthogonal to skew-symmetric matrices. It has been shown (Dieci et al., SIAM J. Numer. Anal. 31
(1994) 261{281; Iserles and Zanna, Technical Report NA5, Univ. of Cambridge, 1995) that Gauss{Legendre Runge{Kutta
(GLRK) methods preserve the orthogonality of the ow generated by Y 0=F(t; Y )Y whenever F(t; Y ) is a skew-symmetric
matrix, but the implicit nature of the methods is a serious drawback in practical applications. Recently, Higham (Appl.
Numer. Math. 22 (1996) 217{223) has shown that there exist linearly implicit methods based on the GLRK methods
with orders 62 which preserve the orthogonality of the ow. The aim of this paper is to study the order and stability
properties of a class of linearly implicit orthogonal methods of GLRK type obtained by extending Higham’s approach.
Also two particular linearly implicit schemes with orders 3 and 4 based on the two-stage GLRK method that minimize
the local truncation error are proposed. In addition, the results of several numerical experiments are presented to test the
behaviour of the new methods. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
In recent years there has been an increasing attention to numerical methods for ordinary dierential
equations that preserve some qualitative features of the underlying ow such as symplecticness,
isospectrality or orthogonality [2,4]. This paper is concerned with modied Gauss{Legendre Runge{
Kutta (GLRK) type methods that preserve the orthogonality of the ow.
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Let Md be the set of all d  d real matrices and Od and Sd the subsets of orthogonal and
skew-symmetric matrices, respectively. We consider here matrix-valued functions Y : J R ! Md
that satisfy the matrix dierential equation
Y 0(t) = G(t; Y (t)); t 2 J; (1.1)
where J is some interval of R and G : JMd !Md. Since we are interested in IVPs whose solutions
are dened for t > t0, we will assume that either J = [t0; tf] or J = [t0;+1). The function G is a
suciently smooth function such that the IVP given by (1.1) with the initial condition Y (t0) = Y0
has a unique global solution, i.e., dened for all t 2 J .
The ow dened by (1.1) is said to be orthogonal if for all solutions Y (t) of (1.1) the condition
Y (t0)TY (t0) = I implies Y (t)TY (t) = I for all t 2 J where I is the identity matrix. It has been
proved in [9] that the ow dened by (1.1) is orthogonal if and only if G(t; Y ) = F(t; Y )Y where
F : J  Od ! Sd. Hence, a matrix dierential system that preserves orthogonality can be written in
the form
Y 0(t) = F(t; Y (t)) Y (t); (1.2)
where F(t; ) maps orthogonal into skew-symmetric matrices.
It must be noticed that our study will be presented in the context of real matrix-valued dier-
ential equations but it can be easily extended to the complex case by substituting orthogonality by
unitariness-preservation with some minor changes. On the other hand, the numerical integration of
orthogonal ows can be studied in the setting of nonsquare orthogonal matrices Y (t). Suppose the
matrix dierential equation (1.1) with Y : J ! Rdp (p6d) and G : J  Rdp ! Rdp its ow
preserves the orthogonality if and only if it can be written in the form (1.2) where F satises
Y T(F(t; Y ) + F(t; y)T)Y = 0. The methods proposed here preserve the orthogonality for the more
restricted class of matrix functions F that map all matrices to skew-symmetric matrices.
We are interested in one-step numerical methods h;F for (1.2) such that h;F(tn; Yn) provides an
approximation to Y (tn+ h; tn; Yn) where Y (t; tn; Yn) is the solution of (1.2) such that Y (tn; tn; Yn)=Yn
for a range of stepsizes h 2 [0; h0], and at the same time preserves the orthogonality in the sense
that for all tn; tn + h 2 J; Yn 2 Od and F : J Md ! Sd; h;F(tn; Yn) 2 Od for all h 2 [0; h0]. These
methods will be called orthogonal methods.
It must be remarked that for the nonautonomous linear case Y 0 = F(t; Y ), Dieci et al. [3] have
proved that the GLRK methods are the only unitary integrators among the class of RK schemes.
Further the same authors have shown that for nonlinear ODEs (1.2) with F : J Md !Sd, GLRK
methods also preserve the orthogonality. Hence these methods are orthogonal for nonlinear problems
in a restricted sense. In this context, Iserles and Zanna [9] have proved that for a RK method dened
by the Butcher coecients A=(aij); b=(bi) the condition M =(mij=biaij+bjaji−bibj)=0 implies
the orthogonality of the method in the above restricted sense.
Although GLRK methods are orthogonal (even for nonlinear problems) in a restricted sense, their
main drawback is the solution at each step of the nonlinear equations of stages that are matrix
equations of size sd  sd, where s is the number of stages. As it is well known, due to the fully
implicitness, the iterative schemes for the solution of the stage equations have a high computational
cost. Thus in the standard functional or Picard iteration the error reduction is O(h) in each iteration
but it does not preserve the orthogonality and therefore it should be iterated to convergence. This
fact motivates Dieci et al. [3, Section 4] to propose a linearly implicit iteration which preserves
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orthogonality but its poor initial approximation requires several iterations per step and in each itera-
tion an LU factorization is necessary therefore its computational cost may be high in some problems.
The aim of this paper is to study the stability and convergence properties of linearly implicit
orthogonal methods obtained by extending Higham’s approach [7]. To introduce these new methods,
let A = (aij) 2 Rss; b = (bi) 2 Rs and ci =Psj=1 aij the coecients of the s-stage GLRK method.
The advancing formula from (tn; Yn) ! (tn+1 = tn + h; Yn+1) of the modied s-stage GLRK method
is given by [5]
Yn+1 = Yn + h
sX
i=1
biF(tn + cih; Ui)Xi; (1.3)
where Xi = Xn; i 2 Rdd; i = 1; : : : ; s, are the modied stages dened by
Xi = Yn + h
sX
j=1
aijF(tn + cjh; Uj)Xj; (i = 1; : : : ; s) (1.4)
and Ui 2Md; i=1; : : : ; s are matrices to be chosen appropriately at each step. Note that for Ui =Xi
we have the standard GLRK s-stage method.
For the one-stage GLRK method, Higham [7] proposed the choice U1=Yn, that leads to a rst-order
orthogonal semiexplicit method. The obvious extension Ui=Yn; i=1; : : : ; s, for s>2 gives a semiex-
plicit orthogonal method but its order in general is not greater than one. In fact, it can be viewed as
the rst iteration in the iterative scheme proposed by Dieci et al. [3]. Another possibility proposed
by Lopez and Politi [10] in connection with the numerical solution of isospectral ows, consists of
computing Ui by means of a continuous explicit RK method derived as the natural continuous exten-
sion of an explicit RK method. However, it must be observed that the goal of standard continuous
RK methods is to provide accurate approximations uniformly between steps while in our problem
what we only need is accurate approximations at the nodes of the GLRK formula. Thus, the use of
a continuous explicit RK could not be the most convenient approach to our problem.
In view of this we propose to compute the Ui by means of an explicit RK algorithm with ~p-stages,
that will be called the auxiliary algorithm, dened by the coecients
~aij; ( ~p>i> j>1); ~ci =
i−1X
j=1
~aij; ~bl; j (l= 1; : : : ; s) (j = 1; : : : ; ~p); (1.5)
so that Ui are given by
Ui = Yn + ~h(ci=cs)
~pX
j=1
~bi; j ~Kj; i = 1; : : : ; s; (1.6)
where ~h= hcs; ~K1 = G(tn; Yn) and
~Kj = G
 
tn + ~cj ~h; Yn + ~h
j−1X
k=1
~ajk ~Kk
!
; j = 2; : : : ; ~p (1.7)
with the coecients in (1.5) appropriately chosen. Observe that in the s-stage GLRK method the
nodes cj satisfy 0<c1<   <cs< 1, and therefore the stepsize of the auxiliary explicit algorithm
(1.6), (1.7) has been taken ~h= csh<h.
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Concerning the choice of the coecients (1.5) recall that for Uj = Xj, the exact Gauss{Legendre
stages, we have the s-stage GLRK method which attains the highest order, thus the Butcher series of
Uj and Xj should be as close as possible. On the other hand, it is known that the Butcher series of
the stages for the s-stage GLRK methods are approximations of the local solution Y (tn + cjh; tn; Yn)
of order O(hs+1) and in most cases we can use this fact to determine the coecients (1.5). In any
case the values (1.5) must be chosen taking into account the Butcher series of the whole method
(1.3), (1.4), (1.6), (1.7).
The paper is organized as follows: In Section 2 some stability and convergence results in the
above cases will be presented. In Section 3 orthogonal methods of orders 3 and 4 based on the
two-stage GLRK method combined with suitable auxiliary explicit RK schemes of the above type
will be presented. The coecients of these methods have been determined by minimizing the local
truncation error. Finally, in Section 4, some numerical experiments are presented.
2. The stability and convergence properties
To simplify the presentation we start introducing a compact notation with bold fonts for matrices
which contain all stages given by
F(tn;U) = diag(F(tn + c1h; U1); : : : ; F(tn + csh; Us)) 2 Rdsds;
X = (X T1 ; : : : ; X
T
s )
T 2 Rsdd; U = (U T1 ; : : : ; U Ts )T 2 Rsdd:
Moreover, if ⊗ denotes the Kronecker product, e = (1; : : : ; 1)T 2 Rs and I is the d-dimensional
identity matrix we write
A= A⊗ I; bT = bT ⊗ I; e = e ⊗ I:
Throughout this paper, the norm jj  jj will be the Euclidean norm (either of vectors or matrices)
in the corresponding space.
With these notations, Eqs. (1.3), (1.4) of the s-stage method which advance the numerical solution
from (tn; Yn)! (tn+1; Yn+1) can be written as
Yn+1 = Yn + hbT F(tn;U) X ;
X = e ⊗ Yn + hA F(tn;U) X ;
(2.1)
with the components of U dened by the auxiliary method (1.6), (1.7).
In the remainder of this section it will be assumed that F : J Md ! Sd is a smooth function
and there exist constants 1 and 2 such that
jjF(t; Y )− F(t; ~Y )jj61jjY − ~Y jj and jjF(t; Y )jj62
for all t 2 J and Y; ~Y 2Md. Observe that these assumptions imply that G(t; Y ) = F(t; Y )Y is also a
Lipschitz continuous function and therefore for all initial value Y (t0) = Y0, there is a unique global
solution Y (t) of (1.2) to the right of t = t0 dened in J .
Theorem 2.1. Suppose that the method (2:1) with the Ui dened by the auxiliary method (1:6); (1:7)
applies to (1:2). Then the method is stable in the sense that for two parallel steps of size h 2 [0; h0]
(tn; Yn)! (tn+1; Yn+1) (tn; ~Y n)! (tn+1; ~Y n+1)
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we have
jjYn+1 − ~Y n+1jj6(1 + hC)jjYn − ~Y njj
with a constant C depending on h0; the coecients of the method and i.
Proof. Since A is symmetric positive denite for the GLRK methods, A is also symmetric positive
denite. Further F(tn;U) is skew symmetric and therefore I − hA F(tn;U) is nonsingular for all
h>0. Hence substituting the expression of X obtained from the second equation of (2.1) into the
rst one, the map Yn+1 = h;F(tn; Yn) of the method is a linear map with h;F given by
h;F(tn; Yn) = [I + hbT F(tn;U)(I − hA F(tn;U))−1 e]Yn:
Introducing the matrix function K :Rsdsd ! Rdd
K(Z) := I + bT Z(I − AZ)−1 e; (2.2)
which appears in the study of the error behaviour of RK methods for variable coecient linear
systems (see, e.g., [6, IV. 12, p. 193]), we have
Yn+1 = K(hFn) Yn;
with Fn = F(tn;U). In a similar way for the parallel step we obtain
~Y n+1 = K(h ~Fn) Yn;
with ~Fn = F(tn; ~U).
Subtracting these equations we have
Yn+1 − ~Y n+1 = K(hFn)(Yn − ~Y n) + (K(hFn)− K(h ~Fn)) ~Y n: (2.3)
To bound the rst term on the right-hand side of (2.3) observe that the s-stage GLRK method is
algebraically stable and therefore jjK(Z)jj61 for all Z = diag (Zi) with [Zi]60 where [  ] is
the logarithmic Euclidean norm. Now since Zi = F(tn + cih; Ui); i = 1; : : : ; s are skew-symmetric it
follows that [Zi]60, hence
jjK(hFn)jj61: (2.4)
On the other hand, the second term of (2.3) can be written as
K(hFn)− K(h ~Fn) = h bTQe (2.5)
with
Q :=Fn(I − hAF n)−1 − ~Fn(I − hA ~Fn)−1:
Since A; (I − hAFn) and (I − hA ~Fn) are nonsingular matrices for all h>0 it can be seen that Q
can be written in the form
Q = A−1(I − hAF n)−1A(Fn − ~Fn)(I − hA ~Fn)−1: (2.6)
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Now let us show that (I − hAF n)−1 (and also (I − hA ~Fn)−1) are uniformly bounded for all h>0.
Let w and C exists such that w= (I − hAF n)−1C; we have
A−1w− hFnw= A−1C:
Premultiplying this equation by wT and taking into account the skew-symmetry of Fn it follows that
wTA−1w= wTA−1C:
Hence, introducing the norm jjwjjA−1 :=
p
wT A−1 w we have jjwjjA−16jjCjjA−1 or equivalently
jj[I − hAF n]−1jjA−161;
for all h>0. Therefore, for the Euclidean norm there exists a constant 3 such that for all h>0
jj[I − hAF n]−1jj63: (2.7)
Taking norms in (2.6) and using (2.7) we get
jjQjj6jjA−1jj23jjAjjjjFn − ~Fnjj;
and substituting into (2.5)
jjK(hFn)− K(h ~Fn)jj6h 4 jjFn − ~Fnjj; (2.8)
with some constant 4.
Furthermore, from the Lipschitz condition on F(t; Y ) it follows that
jjFn − ~Fnjj62jjU − ~U jj;
and using again the Lipschitz condition on the explicit stages of the auxiliary method (1.6), (1.7), for
h 2 [0; h0] we get jjU − ~U jj65jjYn− ~Y njj with some constant 5 = 5(h0; ~ajk ; ~bj). Hence jjFn− ~Fnjj 
25jjYn − ~Y njj; and by (2.8) we have
jjK(hFn)− K(h ~Fn)jj6h 6 jjYn − ~Y njj: (2.9)
Finally, taking norms in (2.3) and using (2.4) and (2.9) we arrive at
jjYn+1 − ~Y n+1jj6(1 + h)jjYn − ~Y njj;
which proves the stability inequality.
To study the convergence, let Vj; j = 1; : : : ; s; be the stages of the s-stage GLRK method applied
to (1.2) from (tn; Yn) with stepsize h and ~Y n+1 its numerical solution, that are dened by
~Y n+1 = Yn + hbT F(tn;V) V ;
V = e ⊗ Yn + hA F(tn;V) V :
(2.10)
In the following it will be assumed that at each step tn ! tn+1 the Uj; j = 1; : : : ; s provided by the
auxiliary algorithm (1.6), (1.7) are approximations either to the stages Vj dened by (2.10) or else
to the local solution Yn(t) of (1.2) at (tn; Yn) at tn + cjh. Thus, in the rst case we will assume that
the Butcher series of Vj and Uj satisfy
jjVi − Uijj= O(hr+1); i = 1; : : : ; s; (2.11)
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while in the second we assume
jjYn(tn + cih)− Uijj= O(h ~r+1); i = 1; : : : ; s: (2.12)
Theorem 2.2. Consider the numerical solution of the IVP given by (1:2) with Y (t0) = Y0 in a
compact interval to the right of t0; [t0; t0 + T ] by means of the method (2:1) :
(i) If the auxiliary algorithm has order r with respect to the stages Vj; i.e.; satises (2:11) then
the method is convergent with order m greater than or equal to minf2s; r + 1g.
(ii) If the auxiliary algorithm has order ~r with respect to the local solution Yn(t) at tn+ cjh; j=
1; : : : ; s; i.e.; satises (2:11) then the method is convergent with order ~m greater than or equal
to minf2s; ~r + 1g.
Proof. (i) Our rst goal is to bound the local error in the step from (tn; Yn)! (tn+1; Yn+1) given by
En+1 = Yn(tn+1)− Yn+1 under the condition (2.11).
The local error En+1 can be written as
En+1 = (Yn(tn+1)− ~Y n+1) + ( ~Y n+1 − Yn+1): (2.13)
The rst bracket on the right-hand side of (2.13) is the local error in the application of the s-stage
GLRK method from (tn; Yn) with stepsize h and therefore
jjYn(tn+1)− ~Y n+1jj= O(h2s+1): (2.14)
To bound the second bracket of (2.13) we subtract (2.10) from (2.1) obtaining
~Y n+1 = hbT[F(tn;V)V − F(tn;U)X ];
V − X = hA[F(tn;V)V − F(tn;U)X ];
(2.15)
and substituting the second equation of (2.15) into the rst one we have
~Y n+1 − Yn+1 = bTA−1(V − X): (2.16)
On the other hand, the second equation of (2.15) can be written equivalently in the form
[I − hAF(tn;U)](V − X) = hA[F(tn;V)− F(tn;U)]V ;
and therefore
V − X = h[I − hAF(tn;U)]−1A[F(tn;V)− F(tn;U)]V : (2.17)
By the Lipschitz condition,
jjF(tn;V)− F(tn;U)jj61jjV −U jj: (2.18)
Moreover from the second equation of (2.10)
V = [I − hAF(tn;V)]−1 (e ⊗ Yn);
and taking into account the orthogonality of Yn and the bound (2.7) which also holds replacing Fn
by F(tn;V) we have
jjV jj63
p
s: (2.19)
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Taking norms in (2.17) and using (2.18) and (2.19) we get
jjV − X jj6h23 jjAjj1jjV −U jj;
and substituting into (2.16) and taking into account (2.11)
jj ~Y n+1 − Yn+1jj6hjjbTA−1jj 23 jjAjj1jjV −U jj= O(hr+2): (2.20)
Now from (2.14) and (2.20) the local error En+1 given by (2.13) can be bounded by
jjEn+1jj= O(h2s+1) + O(hr+2) = O(hm+1):
Finally, the convergence of order m follows from the standard approach stability + local error of
order m+ 1) convergence of order m (see, e.g., [6, p. 166, method b]).
(ii) Let S(t) :=F(t; Yn(t)); t 2 [tn; tn + h]. It is clear that Yn(t) is the unique solution for t 2
[tn; tn + h] of the linear IVP
Y 0(t) = S(t)Y (t); Yn(tn) = Yn: (2.21)
Further applying the s-stage GLRK method to (2.21) with stepsize h we get a new Zn+1 dened by
Zn+1 = Yn + hbT S(tn) W ;
W = e ⊗ Yn + hAS(tn)W ;
(2.22)
where S(tn) = diag(S(tn + cjh)). Since the s-stage GLRK method has order 2s we have
jjZn+1 − Yn(tn+1)jj= O(h2s+1): (2.23)
Next we will get a bound of Yn+1 − Zn+1. By the denition of S(t) it is clear that Yn(tn + cih) =
F(tn + cih; Yn(tn + cih)) and putting Yn = (Yn(tn + c1h)T; : : : ; Yn(tn + csh)T)T we have
F(tn;Yn) := diag(F(tn + cih; Yn(tn + cih))) = S(tn);
and (2.22) can be written also in the form
Zn+1 = Yn + hbT F(tn;Yn)W ;
W = e ⊗ Yn + hAF(tn;Yn)W :
(2.24)
Now subtracting (2.1) from (2.24)
Yn+1 − Zn+1 = hbT[F(tn;U)X − F(tn;Yn)W ];
X −W = hA[F(tn;U)X − F(tn;Yn)W ]:
(2.25)
By substituting the second of (2.25) into the rst one we have
Yn+1 − Zn+1 = bTA−1(X −W): (2.26)
Moreover, the second of (2.25) can be written equivalently as
[I − hAF(tn;U)](X −W) = hA[F(tn;U)− F(tn;Yn)]W ;
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and proceeding as in case (i) we get
jjX −W jj6hjjU − Ynjj:
Then taking norms in (2.26) and substituting the above inequality in view of (2.12) we have
jjYn+1 − Zn+1jj6hjjbTA−1jjjjU − Ynjj= O(h ~r+2): (2.27)
Finally, taking into account (2.23) and (2.27) we arrive to
jjEn+1jj= jjYn+1 − Zn+1 + Zn+1 − Yn(tn+1)jj6jjYn+1 − Zn+1jj+ jjZn+1 − Yn(tn+1)jj
=O(h ~r+2) + O(h2s+1) = O(h ~m+1);
which shows that now the local error has order greater than or equal to ~m+1, and by Theorem 2.1
the global error has order greater than or equal to ~m.
Remark. (1) The values m and ~m given by Theorem 2.2 are in general lower bounds of the exact
orders of convergence. Thus considering the choice Ui = Yn(tn + cih); i = 1; : : : ; s; statement (ii)
implies that ~m= 2s while statement (i) gives only m>s+ 1, because the stage order of the s-stage
GLRK method has order s, i.e., jjYn(tn + cih)− Vijj= O(hs+1).
(2) Theorem 2.2 provides two approaches for the construction of suitable auxiliary algorithms
depending on the order requirements (2.11) or (2.12).
3. Orthogonal methods with orders 3 and 4
In this section we construct orthogonal methods of type (1.3), (1.4) of orders 3 and 4 based on
the two-stage GLRK method by choosing appropriately the Ui; i = 1; 2 by means of explicit RK
schemes of type (1.6), (1.7).
According to the rst statement of Theorem 2.2 to get order greater than or equal to 3 it is enough
to get approximations Ui such that jjUi− Yn(tn+ cih)jj=O(h3). We need at least two explicit stages
and therefore ( ~p>2). Putting = ~a21 we have
~K1 = F(Yn)Yn; ~K2 = F(Yn + ~h ~K1) (Yn + ~h ~K1); (3.1)
and denoting by = c1=c2 = 2−
p
3, the approximations U1; U2 are given by
U1 = Yn +  ~h[(1− =(2)) ~K1 + (=(2)) ~K2];
U2 = Yn + ~h[(1− 1=(2)) ~K1 + (1=(2)) ~K2];
(3.2)
which depend on the parameter  6= 0.
To choose  we have studied the principal error term of the method (1.3), (1.4) with s = 2
and Ui given by (3.1), (3.2). Such a term is a linear combination of elementary dierentials of
fourth order and the coecients of F 0(F 00(F(Y )Y; F(Y )Y )Y )Y and F 0(F 0(F(Y )Y )F(Y )Y )Y vanish
for = 1=(2c2), while the coecients of the remaining elementary dierentials do not depend on .
Thus, the most convenient choice would be =1=(2c2) and the exact order of the resulting method
is three. Eqs. (3.1), (3.2), in terms of h= ~h=c2, reduce to
~K1 = F(Yn)Yn; ~K2 = F(Yn + (h=2) ~K1)(Yn + (h=2) ~K1) (3.3)
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Fig. 1.
and
U2;1 = Yn + (h=6)[ ~K1 + (2
p
3) ~K2]; (3.4)
and the two-stage GLRK method with Ui given by (3.3), (3.4) will be called the O3 method.
To obtain a fourth-order method (1.3), (1.4) with s= 2 we start considering an auxiliary explicit
method with three stages. It is found that with ~p = 3 it is not possible to have Ui; i = 1; 2; with
accuracy jjUi − Yn(tn + cih)jj = O(h4). Hence, we need at least ~p = 4. In such a case there exists
an innite family of methods. To select a suitable method we proceed in the following manner:
we start with a two-parameter family of four order methods that provide the approximation to U2
with accuracy O(h5). Then we construct an approximation to U1 with accuracy O(h4), and in this
way we have a two-parameter family of approximations Ui with order >O(h4). Next we choose the
parameters to minimize the coecients of the local error. A nearly optimal choice is given by the
classical fourth-order method for the calculation of U2, i.e.,
U2 = Yn +
3 +
p
3
36
h[ ~K1 + 2 ~K2 + 2 ~K3 + ~K4];
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together with
U1 = Yn + (h=36)[(69− 37
p
3) ~K1 + 2(23
p
3− 39)( ~K2 + ~K3) + (105− 61
p
3) ~K4];
where ~Ki are the explicit stages with ~h = c2h. As in the above case the resulting method will be
denoted by O4.
4. Numerical experiments
In this section we present some numerical results in order to illustrate the properties of the new
orthogonal methods. The main goal of these experiments is to show numerically the preservation of
the orthogonality of the methods O3 and O4, and to compare them with other standard methods of
orders 3 and 4.
We have considered the third-order formula of Kutta given by Butcher [1, p. 174] corresponding
to Case I, with c2 = 12 ; c3 =1, which will be denoted by RK3, and the classical fourth-order formula
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[1, p. 181] that will be denoted by RK4. For the sake of completeness, we have also included
comparisons with the RK4 projected method based in the polar decomposition of the solution matrix
at each step [8]. This method will be denoted by RK4pro. Furthermore, we will consider the two-stage
GLRK method using standard functional iteration carried out to convergence, which will be denoted
by GL4ite.
We will show here some results for the following problems:
Problem 1. Orthogonal Euler equations:
F(Y ) =
0
@ 0 y3 −y2−y3 0 y1
y2 −y1 0
1
A ; Y =
0
@ y1y2
y3;
1
A ;
= 1 +
1p
1:51
;  = 1− 0:51p
1:51
:
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Problem 2. (Higham [7]).
F(Y ) = 12(Y exp(Y )− (Y exp(Y ))T); Y 2 M4:
For the rst problem we have taken Y (0) = (0; 1=
p
2; 1=
p
2)T and in the second one we have
chosen as initial matrix Y (0) = Q from [Q,R]=qr(magic(4)) in Matlab [11].
In both problems F(Y )T = −F(Y ) for all Y and so the methods O3 and O4 preserve the ortho-
gonality.
We have considered xed stepsize implementations and all the computations are for 06t6T=100.
Comparison for the numerical schemes is done in terms of preservation of the orthogonality and
accuracy against the exact solution. Thus, for each stepsize h, we have measured the orthogonality
error oeh as
oeh = max
o6n6N
jjY Tn Yn − I jj;
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where N = T=h and jj  jj denotes the Euclidean norm. Since the exact solution of Problem 1 is
known, we have measured the global error in each gridpoint and we have represented the quantities
geh = max
06n6N
jjY (tn)− Ynjj:
For Problem 2 we have estimated the global error only in the nal point of the integration as follows:
geh=2 = jjY hN − Y h=22N jj:
All these values will be represented in a log{log scale. The symbol \+" has been used for the
orthogonal methods O3 and O4, the symbol \" for the RK3 and RK4, the symbol \" for the
RK4pro method, and the \" for the two-stage GL4ite method.
The orthogonality error against the stepsize when Problem 1 is integrated with the methods O3
and RK3 is shown in Fig. 1. Preservation of the orthogonality is clear for O3 since the results are
consistent with roundo errors (double precision). However, the behaviour of the global error for
the RK3 is better than the O3 as can be appreciated in the Fig. 2. The reason for this behaviour in
this problem is that, although there are several terms with zero coecients in the main term of the
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local error series, there are other terms whose size is large compared to the corresponding to the
explicit third-order formula.
Similar results on orthogonality preservation have been obtained when O4 and RK4 are compared
for this same problem. In this case the behaviour of the global error is similar for both methods.
Figs. 3 and 4 display respectively oeh and geh against h for Problem 2 with the methods O4, RK4,
RK4pro and GL4ite. Clearly from Fig. 3, the three orthogonal methods preserve orthogonality. In the
Fig. 4 the O4 method appears to be the most ecient. It is worth noting that the method RK4pro is
better than RK4, although both use the same basic RK formula. Fig. 5 shows the computational cost,
in ops, against global error. The O4 method is slightly more ecient than the RK4pro method,
because of the high computational cost of the polar decomposition. The GL4ite is the worst method
due to the high number of iterations required.
From these and other numerical experiments, we can conclude that the proposed orthogonal meth-
ods preserve the orthogonality as desired while conventional methods show a poor behaviour in this
sense. In all numerical experiments the global error behaviour agrees with their order. Furthermore,
the new orthogonal methods are competitive with the projected methods due to the fact that the
polar decomposition is essentially a SVD and its computational cost is high.
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