Introduction
The Twelfth General Conference of Weights and Measures, in October 1964, authorized the International Committee of Weights and Measures to designate anatomic or molecular frequency to be used temporarily for the physical measurement of time. The International Commitee declared that the transition to be used is that between the hyperfine levels F = 4, mF = 0 and F = 3, mF = 0 of the ground state 281/2 of the atom of cesium 133, unperturbed by external fields, and that the value 9, 192, 631, 770 Hz is assigned to the frequency of this transition.
A review of the characteristics of cesium beam atomic frequency standards is therefore appropriate. This article discusses the general requirements for frequency and time standards, advantages offered by the atomic standard as compared to astronomical standards, various other atomic standards in brief, the operating principles of cesium standards, measures of performance, error sources in cesium standards, characteristics of several standards in current operation, the comparison of cesium standards, and atomic time standards derived from atomic frequency standards.
concept which underlies the operational realization of the unit. It remains to construct and operate the actual physical apparatus which makes the idealized concept observable. At this point practical variations from ideality occur .We must then distinguish between the ideal definition and the practical apparatus which physically embodies the definition. The qualities of the apparatus are the subject of greatest study, and in our discussion we shall elect to call the apparatus the "standard". The term standard, then, will imply an apparatus based on a particular idealized concept, namely the definition.
It follows that the value provided by the standard may approach the value intended by definition to a greater or lesser degree. The degree to which any prescribed observation of the standard approaches the definition may be termed the accuracy of the standard with respect to the definition, or simply accuracy for short.
A standard of time is taken as a device which generates an ordered, nearly continuous sequence of states, or phases, which can be quantitatively identified and correlated by observation with events -in short, a clock. In practice, clocks are often based on phenomena which recur with almost uniform period. The unit of time will then be proportional to the period of the clock upon which its definition is based.
Since time is a basic quantity in the Inter;national System of Units, its standard should satisfy certain requirements deemed desirable for a standard of any quantity.
Firstly, it must have continuity of operation, because of the impossibility of "storing" the unit of time as one "stores", say, the unit of mass. Only if the unit is continuously generated and accumulated into its multiples is it possible to measure an arbitrary interval whenever desired. The only acceptable alternative to continuity is the ability to re-establish the unit and its multiples whenever and wherever needed.
Secondly, as time progresses, the standard must generate a unit which retains constant size with respect to other acceptable measures of time. Of course, a determinable and predictable variability in moon taken together with its theoretical relationship to the observed motion of the sun. The accuracy of this standard with respect to the definition is a few parts in 109.
The requirement of accessibility at any place on earth and at any time is well satisfied by celestial standards. As refinements have been made, however, it has been necessary to rely on a few well equipped observatories to make and reduce the observations and to disseminate the results by appropriate means.
The characteristic period of the celestial standard, presently the tropical year, is inconveniently long. Observations over a few years are necessary to attain precision comparable to the other factors which limit accuracy. Observations over centuries are necessary for an exhaustive understanding of the standard. Interpolation by auxilliary clocks is necessary between observations of the celestial standards.
Astronomical standards provide epoch extremely well. Their continuous operation precludes any lapse which would destroy the relationship of the present epoch to the initial epoch. Their long characteristic periods help avoid ambiguity of phase, even with infrequent observation.
Atomic frequency standards are based upon the frequency 'I' corresponding to a transition between two atomic states separated in energy by L1E, according to the Bohr relation h'l' = L1E ,
where h~Planck's constant. Atomic standards have been developed in the past decade to the point that they satisfy the requirements of good time standards to a degree competitive with astronomical standards. Continuity of operation has been achieved for intervals of several years. In case of failure, it is possible to re-establish the unit of time with confidence.
Constancy in the size of the unit based on an atomic definition may be strongly presumed to hold by the nature of atomic energy levels. They are subject to the laws of quantum mechanics and electrodynamics, which enjoy a validity and permanence equal to that of the laws of dynamics underlying the astronomical standards. In particular the levels are determined by the interactions of relatively few elementary particles, and are often amenable to detailed theoretical analysis.
the period of the standard is permissible if corrections may be applied which lead to a constant unit.
Thirdly, accuracy of the standard should equal or excel that of standards based on other possible defuritions.
Fourthly, the standard should be accessible to all who need it. If it is not directly accessible, its properties must be made available by indirect means such as calibration or broadcast.
Fifthly, the characteristic period of the standard should be convenient with respect to the operations which are to be performed on it. Time standaJ"ds give an observable phenomenon j (for example, angular position or voltage) nearly of the form j(t) = j (t + 2 nn/(.0) where t is the time, (.0 is the nominal angular frequency of the standard, and n is an integer. Necessary operations are averaging the period over large values of n for precision, taking Fourier transforms for large n for analysis of the standard, and generating multiples and submultiples of the period for measurement. It is convenient that (.0 be large so that these operations can be applied to conveniently small intervals as judged by a time characteristic of man's work, such as his lifetime or the time in which significant changes in techniques occur .
Finally, because of the need to locate events on a continuous scale of time running from some arbitrary origin and common to all observers, the standard should also be capable of continuously accumulating the units. This process will give what is often called epoch. Epoch means the state, or phase, of the standard expressed in the measure of time, as referred to some arbitrary initial state.
The greatest improvement of atomic standards over astronomical standards has been in the accuracy of the standard with respect to the definition. Accuracy of about 1..p~~~ is now typical, and further improvement appears readily possible.
Atomic standards are widely accessible either by construction or purchase. They represent a modest investment in apparatus compared to that needed for astronomical time determinations. Wide radio dissemination of the output of a small number of good atomic standards still remains economically desirable, just as for astronomical standards.
The short characteristic period of the atomic standard is an advantage. Averages over the many cycles necessary to attain statistical precision of measurement are possible in minutes, hours, or days. For example, measurement precision of parts in 1013 are attainable for averaging times of 12 hours. For this reason, atomic standards make their results
Astronomical and Atomic Time Standards
Up to now, time standards based upon the observed positions of celestial bodies undergoing known or assumed motions have best satisfied the requirements discussed above. Two of the many possible celestial "clocks" have major importance. These are the rotation of the earth as manifested by the apparent diurnal motion of the stars, and the orbital motion of the earth, as manifested by the apparent orbital motion of the sun. The apparent diurnal motion of the sun, which also serves as an important clock, is a combination of these phenomena.
The requirement of continuity of operation over the whole interest span of mankind, and beyond, can hardly be better satisfied than by these celestial standards.
Successive refinements in astronomical knowledge and techniques over the centuries have resulted in closer and closer realization of a unit nearly constant in time. One outstanding improvement was the replacement of the mean solar second by the ephemeris second as the accepted unit. The mean solar second, both in concept and in practice, is subject to fluctuations of the order of 1 part in 108 by comparison with other acceptable standards. The ephemeris second is constant in concept, and although there is no evidence that the practical realization of it is other than constant, unpredictable changes and aging effects could occur .
Astronomical standards have always satisfied the requirement of accuracy very well. The standard for the ephemeris second is the observed motion of the Metrologia effect1 and the change of state is detected by convenient means.
Oe8ium Beam. Atomic beam techniques as described below have been successfully used for the magnetic hyperfine transitions of 08133 at 9,192 MHz. ESSEN and PARRY (1957) at the National Physical Laboratory in England first reported complete success in using the 08 resonance to rate an oscillator on a routine basis. Since then, the development of cesium beam standards has been intensive. Several other national standards laboratories have reported results including Canada, United States, and Switzerland (see references).
National standards laboratories in four or five other countries are constructing instruments. Accuracy has been refined to about 1 part in 1011 as discussed below. The list of references is reasonably complete for cesium standards and reflects the extent of the development.
Thallium Beam. Successful thallium frequency standards have been reported (BONANOMI, 1962 ; BEEHLER and GLAZE, 1963) . The transition used is between the two magnetic hyperfine levels in the ground state, 2 p 1/2' arising from the coupling of the nuclear spin angular momentum and the electronic angular momentum. The transition is designated as The frequency is 21,310,833,945. 9 :t 0.2 Hz (BEEH-LER and GLAZE, 1965). In principle thallium offers advantages over cesium in a lesser dependence of transition frequency on magnetic field, greater simplicity of the Zeeman spectrum, greater beam signal intensity (since a greater fraction of all atoms in the ground state is in the mp =; 0 states used for the standard frequency transition), and higher frequency than cesium by a factor of two so that a given absolute uncertainty in frequency measurement yields correspondingly greater relative precision. Increasedexperimental difficulties arise from greater difficulty of deflection and detection. The major limitation on accuracy appears to be phase shift of the rj radiation between the two separated field regions, as discussed below for cesium. Accuracy attained so far is comparable with the accuracy attained for cesium. NH3 Maser. The first maser used a beam of NH3 molecules prepared in the upper inversion state of the J = 3, K = 3 rotational state by a quadrupolar electrostatic focuser, which focuses molecules in the upper state and defocuses those in the lower state. (GORDON, ZEIGER, and TOWNES, 1954; BASOV and PROKHOROV, 1955) . The beam traverses a microwave resonator, in which the molecules are stimulated to emit by the existing microwave field. In the steady state the radiation emitted maintains a &tored radiation field to stimulate further emission and supplieĩ nternal lo~~e~ of the re~onator and external load~. Many ~ub~equent refinement~ have been developed. Nevertheless, the accuracy of the NH3 beam ma~er ha~ not proved a~ great a~ the accuracy of the cesium beam and the hydrogen ma~er, yet to be di~cu~~ed. The rea~on~ concern a complicated dependence of frequency on experimental condition~, partly a~~oci-ated with the unre~olV'ed ~tructure of the inver~ion resonance line. available more promptly than astronomical standards. Small time intervals down to the nanosecond region are available directly from the standard because of its high frequency without recourse to a separately calibrated oscillator. Present engineering technology has enabled electronic integration of the period of the standard to provide large time intervals of typically several years with negligible error .
Epoch for an atomic time standard may be obtained by such electronic integration of periods. It is a matter of engineering to attain adequate reliability and redundancy. In case of failure of the period integrating apparatus, a lapse in the resulting time scale will occur. This lapse may be bridged by auxiliary standards, such as astronomical standards, but with some loss of accuracy in relating past epochs to present epochs. This loss of accuracy may be quite acceptable however, for many applications.
Atomic standards thus offer equivalent or improved characteristics over astronomical standards for time interval. Both the standards application and technological applications outside the scope of this paper call for the designation of an atomic unit of time interval and a time scale deriyable from it. Other units of time interval and other time scales remain important for specialized applications. The ability to transform from one system to another is all that is needed to realize the advantages of all systems.
Various Atomic Frequency Standards
The cesium standard should be placed in perspective with respect to the various atomic frequency standards. Only in the years subsequent to 1945 did it appear technically feasible to try what had been recognized as possible in principle for some time -to control the rate of a clock by a frequency characteristic of an atom or molecule. I. I. RABI in his 1945 Richtmeyer Lecture before the American Physical Society made the specific suggestion, according to HERSH-BERGER and NORTON (1948), The frequencies which appeared most suitable were either those characteristic of atomic hyperfine structure or molecular motions such as inversion or rotation. The techniques of observation which developed were absorption at resonance by the gas, the atomic beam method, the maser principle and the optical-microwave double resonance technique.
NHs Absorption. HERSHBERGER and NORTON (1948) gave early results using microwave absorption of the (J = 3, K = 3) inversion line of NHs at 23,870 MHz. Basically the technique uses a microwave source, an absorption cell under low pressure to permit well resolved spectral lines, and a detector arranged to display absorption vs frequency. A practical NHs device (LyONS, 1952) gave precision of about 2 parts in 108 over a run of 8 days. The gas absorption technique is limited mainly by the wide spectral lines, typically 100 kHz, produced by Doppler and collision broadening. For this reason, the method is now obsolete for highly precise frequency standards. and we expect two different energy levels for the atom. The ground state for zero external field is thus split by the interaction into two levels and the separation of the two levels is referred to as the hyperfine structure (hfs) separation. If the appropriate quantum formalism is used, the separation W of the two levels is given approximately by (KOPFERMANN, 1948) -0--ow = (I J Fmp 1-P.1 .H.1I I J Fmp) ,
where g1 is the nuclear g-factor, P.N is the nuclear magneton, P.o is the Bohr ma;gneton, Z is the atomic number, ao is the radius of the first Bohr orbit (ao = /i,2/me2), n is the principle quantum number, F is the total angular momentum quantum (KASTLER, 1957) . In Rb87, for example, atoms are preferentially pumped out of the lower (F = 1) of two magnetic hyperfine levels by optical resonance radiation. Repopulation of this state by stimulated microwave emission from the F = 2 -..F = 1 transition is detected at microwave resonance by increased optical absorption of the pumping radiation. Lifetimes in the F = 2 state are prolonged by an inert buffer gas, collisions with which do not de-excite the F = 2 state. Inert wall coatings may be used in addition. The buffer gas also performs the essential function of reducing the Doppler width of the radiation. It confines the radiating atom to a region small compared with the wavelength. Thus the motion of the source does not cumulatively affect the phase of the emitted wave, as it does ordinarily in producing the Doppler effect. (lliCKE, 1953; WITTKE and lliCKE, 1956 ). Microwave-optical double resonance devices are convenient and provide short-term stability from day to day of about 1 part in 1011. Accuracy with respect to the transition frequency of the unperturbed atom suffers from frequency shifts which R,re not adequately understood, and must be taken as perhaps 1 part in 101°. These are associated with the buffer gas collisions and with the spectral distribution and intensity of the pumping radiation. Thus the technique is no longer considered suitable for the most accurate frequency standards. In general, the valence electron produces a magnetic field at the nucleus by virtue of its orbital motion about the nucleus and also by ~ue of its intrinsic magnetic moment. These two contributious to th(! field will be designated by number, I is the nuclear angular momentum quantum number, J is the total electronic angular momentum quantum number (J = L + S), L is the orbital angular momentum quantum number for the valence electron, and mF is the magnetic quantum number associated with F. The level separation was first worked out by FERMI (1930) and FERMI and SEGRE (1933) . Equation ( where Lf W is the hfs separation, given approximately by the Fermi-Segr6formula,betweentheF =I +1/2andF =I -1/2 states in zero field; and (gJ-gJ po H x=
LfW. -For a small applied field H the energy levels may be drawn as in Fig .
F~~P o (gJ -gI) .(8)
Evidently, then, the force on the atom depends not only on the gradient of the field but also upon the particular state that the individual atom is in. The effective magnetic moment is positive for some states and negative for others. The magnet is designed so that the gradient of the field has a direction transverse to the beam and in the plane of the drawing of Fig. 3 .
The quantity peff/po is plotted as a function of the applied field H in Fig. 4 . It is simply given by the negative derivatives of the curves plotted in Fig. 1 . Suppose the positive z direction is in the upward direction perpendicular to the spectrometer -.. axis in Fig. 4 . Let ez be a unit vector in the z direction. The magnets are designed so that Correspondingly, atoms in states 4, -4; 3,3; 3,2; 3,1; 3,0; 3, -1; 3, -2; and 3; -3 effusing at a negative angle 09 pass through the collimator.
. If the second deflecting field (that produced by the B magnet) is identical to the .A-field, the atoms in, for example, the (4, 0) state following trajectory 1 (see Fig. 3 ) experience a downward force as in the .A-field. They will not strike the detector. Similarly, atoms in the (3,0) state, say, following trajectory 2 experience an upward force. They too will miss the detector. Suppose now that a radiation field is applied in the uniform field region (the G-field region, applied in order to preserve the state identy of an atom passing from the .A-field to the B-field) of frequency appropriate to the (4,0)+-+-(3,0) transition. Fig. 3 . A schematic of a typical atomic beam spectrometer Atoms in the (4,0) state are induced to emit a quantum of energy, and atoms in the (3,0) state are induced to absorb a quantum of energy. Atoms that were in the (4, 0) state following a trajectory 1 now find themselves in the (3,0) state. Atoms that were in the (3,0) states following a trajectory 2 now find themselves in the (4,0) state. Each sef atom that has made the transition has had its magnetic moments "flipped".
AB a result of this change in sign of the magnetic moment, the forces on these atoms in the B deflecting region will also change sign. These atoms will now follow the trajectories l' and 2' in Fig. 3 and strike the detector.
By means of the well-known surface-ionization process (ZA. NDBERG and IoNov, 1959; DATZ and TAYLOR, 1956 ) the atom!! are converted into positively-charged ions with nearly 100% efficiency and can then be collected and measured. The resulting detected beam current goes through a maximum when the frequency of the radiation field is swept through the resonant frequency of the cesium transition. An actual recording of the spectral line shape, obtained in the process, is shown in Fig. 5 for the usual case of two separated excitation regions (Ramsey technique).
The appearance of the auxilliary peaks on either side of the central resonance peak is a consequence of the separated oscillating-field technique.
(RAMSEY, 1950; RAMSEY, 1956). The advantages offered by the Ramsey method Method of Ob8ervation. Now let us see how we observe these transitions with the atomic beam technique. The atomic beam spectrometer has the basic structure shown in Fig. 3 . Neutral atoms effuse from the oven and pass through the nonuniform magnetic field of the A deflecting magnet. The atoms have a magnetic dipole moment !l and consequently experience a transverse force in this A-field region. This force is given by
where W is the potential energy of a dipole in the field and depends on H only according to the Breit-Rabi formula (4). The effective magnetic moment is
by analogy with the case where the dipole moment is independent of H. IIence
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phase-compared with the original modulation signal, it can be shown that the DO output signal of the phase detector has a magnitude proportional to the amount of deviation of the applied frequency from the atomic resonance frequency and a sign which depends on whether the applied frequency is higher or lower than the resonance. Thus, this signal may be used with appropriate circuitry to correct automatically and continuously the frequency of the 5 MHz oscillator to a value which bears a fixed and known relationship to the defined cesium frequency.
In a somewhat different technique used with some laboratory-type standards the control of the 5 MHz oscillator is accomplished manually. In this case an operator manually adjusts this frequency to a value which results in a maximum current from the detector corresponding to a maximum probability for the atomic transition.
include a narrower width of the spectral line and less severe requirements on the uniformity of the O-field as compared to the single excitation region case (Rabi technique).
Unlike many other resonance experiments, the transition probability is examined by observing the effect of the radiation on the beam rather than the effect of the beam on the radiation field. The intensity of the signal does not depend upon the population difference of the two states but on the sum of their populations. The spectrallinewidth is given by the uncertainty relation L1E L1t "" h or L1v At"" l, where L:lv is the Measures of Performance There are no universally accepted measures for describing the performance of atomic frequency standards. Until common agreement on these measures is reached, each author is obliged to state exactly how his estimates of performance are to be interpreted.
Fluctuations may occur (a) among various observations for a given adjustment of a given instrument, (b) among various independent adjustments of a given instrument, and (c) among various independent instruments. Usually these fluctuations increase in magnitude in the order mentioned. Each of these types of fluctuations gives useful information about the performance of the standards. The fluctuations of type (a) arise from fluctuations of instrumental and environmental parameters during operation. The fluctuations of type (b) contain fluctuations of type (a) and also fluctuations in setting the adjustable parameters from time to time. The fluctuations of type (c) contain types (a) and (b) and also fluctuations from instrument to instrument in fixmg the non-adjustable parameters.
,,')'tability. A sequence of n readings of a particular standard in a particular adjustment, against a comparison oscillator assumed temporarily constant, will show fluctuations. The standard deviation of these observations is often called the stability of the standard. Its value will depend on the duration of the individual observatiqns, and many be qualified as short term or long term stability. For example, if the average frequency over 1 second is measured for n = 100 successive times, the standard deviation of such a 1-second observation as estimated from the sample of 100 observations may be called the "short term stability" applicable to 1 second duratiori. In this sensf}, stability indicates the degree to which the standard in steady operation gives results constant in time.
Of interest is not only the magnitude of the frequency fluctuations but also their rate. Thus a more complete characterization of the stability of a given standard in a given state of adjustment would be all the statistical properties of the frequency fluctuations F (t) about a mean frequency ;; considered as a function of time, that is F (t) = v (t) -v where v (t) is the instantaneous frequency. These would be the moments of the amplitude distribution of F (t), its spectrum, its autocorrelation function, and so forth. Studies of such properties are in progress but are beyond the scope of this paper.
Precision. Precision is considered a property of a measurement process, not of an instrument alone. It measures the random error in carrying out a prescribed observation. For example, if the prescribed observation is the mean of n successive readings taken as described in the preceding section, the sample standard deviation of the mean would appropriately measure the precision of such an observation.
Reproducibility. A sequence of comparisons for indepenent adjustments of a particular standard, against a reference standard assumed available and temporarily constant, will yield a mean and a standard deviation. The standard deviation of such observations may be called the reproducibility of the instrument. In this sense reproducibility indicates the degree of resettability of the instrument.
Accuracy. We use accuracy in this paper as the degree to which any prescribed observation of a particular standard approaches the definition. It requires (a) an estimate of the random error in carrying out the prescribed observation for a given adjustment (that is, precision), (b) an estimate of systematic errors incurred in adjusting the standard (that is, reproducibility), and (c) an estimate of systematic errors The process of measuring the frequency of an unknown source in terms of the cesium standard usually involves the direct comparison of the unknown frequency with the known frequency of an oscillator which is controlled in some manner by the atomic resonance. In the most common technique employed the control is done automatically and continuously by using an electronic servo system. The controlled oscillator frequency -normally near 5 :M:Hz -is modulated at a low audio rate and then multiplied to the cesium frequency at 9192 MHz. If the multiplied frequency differs even slightly from that of the resonance maximum, the modulation results in the generation of a component of the detector current at the modulation frequency. If this component is amplified and oscilla~eld regions. Any uncertainties in determing H2 (x) will lead to corresponding errors in frequency measurements referred to 'l'o, the zero-field standard frequency.
In practice, the field is determined from frequency measurements of various fieJdsensitive transitions in cesium by using theoretical relations between frequency and field magnitude. The most commonly used transitions for this puspose are the low frequency transitions between the various mp levels within a single F state, such as the (4, -4)+-+ (4, -3) transition, and certain microwave transitions, such as the (4, 1)+-+(3, 1) transition (see Fig. 2 ). The appropriate frequency-field relationships are :
and incurred in constructing the standard. The measure of all these errors should be stated; that is, whether they represent limits of error, or one-, two-, or three-sigma estimates of a distribution of values. The method of combination should be stated. If the errors may be considered independent, for example, the square root of the sum of their squares may be taken as a proper estimate of the total error.
The estimate of precision of an observation has been discussed above.
We must now distinguish between possible ways of making the last two estimates, (b) and (c) depending on whether the standard to be evaluated stands in the highest echelon so that no higher reference standards is available, or whether the standard is in a lower echelon and may be compared with a reference standard. If the standard stands alone, the last two estimates must be made by a study of the effect of all known parameters on the frequency and an estimate of the uncertainty in these parameters in a given instrument or for a given adjustment.
A somewhat different viewpoint is possible if there are several standards of comparable quality in the highest echelon. We may then agree to consider all these as a sample from an ensemble of standards. They may be compared among one another with respect to the sample mean. Then the sample standard deviation may be taken as a single overall estimate of the accuracy of anyone of the standards. This view assumes that all members of the ensemble randomly partake of variations in the parameters and are stationary over the time required in practice, often lengthy, to effect the comparisons.
If a reference standard is available, then accuracy with respect to the reference standard is often taken simply as the mean difference of successive comparisons for independent adjustments of the test standard. This view assumes that the precision of the comparison may be made arbitrarily small by increasing the number of observations. Oonf~ion of Terminology. Various authors have used the concepts explained here but under various names. We thus find "precision" used for our concept of "stability", as well as for our concept of "reproducibility",
The reader is cautioned against this confusion.
Error Sources in Cesium Beam Standards Systematic errors in cesium beam standards may arise from a great variety of sources. Fortunately, however, the atomic beam magnetic resonance technique used in cesium standard has the virtue that most of these errors can be kept quite small, providing that reasonable care is exercised in the design and construction of the standard. It has been found possible in at least two national standards laboratories to reduce the combined systematic error from all known sources to a level of :1:: 1 X 10-11. In the following discussion an attempt will be made to mention at least briefly all the known error sources that may contrib~te significantly to the inaccuracy of a cesium standard. In some case quantitative results will be given based on the authors' experience with three independent laboratory-type standards at NBS. The error sources will be grouped depending on whether they produce a displacement of the resonance line, an asymmetrical distortion of the resonance line shape, or an erroneous measurement of the resonance peak even though the line is neither displaced nor distorted.
'11='110+7 x 105H(x) for (4,1)+-+ (3,1) . (11) The value of H (x) obtained in this manner is then normally squared and used in equation (9) in place of H2 (x), which is much more difficult to determine. Thus, frequency uncertainties resulting from this procedure arise from two sources :" In order to establish the uncertaint~equency which results from an uncertainty in H (x), we can give H (x) a constant increment J~ and compute the resulting J'll from equation (9 The procedure followed at NBS for determining the uncertainty in H (x) consists of measuring four different independent microwave transitions for each setting of the current which produces the O field. A least-square fit of a straight line is made to these data, and the uncertainty to be associated with any field value obtained from this calibration is taken to be the computed standard deviation of a point from this line. This error contribution amounts to j: 1.9 x 10-0 oersted or j: 1 X 10-13 in frequency for the normal field value used of .050 oersted.
Longitudinal Non-uniformity of Magnetic Field. The uncertainty from the second source mentioned arises becauses H2 (x), which is the quantity that determines the true value of 'II, is not necessarily equal to H(X)2, which is the value determined and used in practice. The error in Hz in using the latter quantity is given by Errors Which Result from a Displacement of the Resonance Uncertainty in Magnetic Field. The dependence of the cesium (4,0)- (3, 0) transition frequency on the magnitude of the uniform magnetic O field is given by
where 'I' and 'l'o are in Hz, H is in oersteds, and Hi(;j is a spatial average over the length between the two Jv = 427 [H2(X) -ii(X}1.
It can readily be shown by direct substitution that if the O field is expressed as
where Ho (x) is the non-uniform residual field in the drift-space region with the current I turned off and c is a constant, then
If sufficiently detailed knowledge of the field uniformity can be obtained in some manner, this error can be evaluated and applied as a correction to all frequency measurements. Fig. 6 shows a plot of the residual field uniformity in one of the NBS standards obtained by drawing a very small sensitive magnetometer probe along the drift-space region in the position normally occupied by the atomic beam. From these --2 data [H~ (x) -Ho (x) ] is found to be 0.14 x 10-6 oersteds2 resulting in a frequency error given by equation (17) of less than 1 x 10-14. Since this non-uniformity is measured only infrequently, however, and .is known to be somewhat dependent on external conditions which may vary with time, it is considered preferable to treat the computed value Llv as an uncertainty rather than a known correction.
Transverse Non-uniformity of Magnetic Field. Nonuniformity of field across the beam cross section may also produce frequency errors. This effect produces a broadening of the field-sensitive microwave resonance line with respect to the field-insensitive ( line, thus offering a means of detecting the existence of this condition. Doppler Effects. The presence of first and second order Doppler effects will also produce a displacement of the resonance. In general, one does not expect any first order Doppler shifts in this type of standard, since ideally the radiation field in the cavity consists of two equal traveling waves going perpendicular to the velocity of the atoms. If, however, due to imperfect alignment the atoms have a component of their velocity parallel to the radiation field and a net traveling wave exists in the cavity, a frequency shift L1v may occur given by way that its magnitude at the two localized regions of oscillating field is not equal to its average value over the entire drift space, the Ramsey resonance pattern will not be centered on the broad Rabi resonance pedestal. The resultant asymmetrical distortion of the Ramsey line will lead to a frequency error, since the peak of the line i~ then shifted from its undisturbed value. Observation of the symmetry of the fieldsensitive microwave transitions such as the (4, 1)+-+ (3, 1) provide~ a very sensitive indication of the longitudinal non-uniformity. The amount of observed asymmetry can be related to the degree of non-uniformity, thus permitting an estimate of the resultant error to be made.
RAMSEY has shown that if the magnitude of the a field varies within the small oscillating field regions large frequency shifts may result. (RAMSEY, 1959) . The presence of such a shift may be detected rather easily, since the amount of error depends strongly upon the intensity of the radiation field in the cavity.
Polarity Dependent Shifts. In a number of standards now in operation frequency shifts of up to 1 x 10-10 have been observed upon reversing the polarity of the a field. (BONANOMI, 1962; BEEHLER and GLAZE, 1963 ; ESSEN, STEELE, and SUTCLIFFE, 1964). The sources of these shifts have been attributed to either a Millman effect or the influence of a rather large residual field in the transition region. The Millman effect is due to the beam experiencing an oscillating field which changes direction along the beam path. Such a condition may occur if there is leakage of the radiation field in the cavity out the beam entrance and exit holes. Since the direction of the resulting frequency shift changes upon reversal of the a-field direction, the error may be eliminated by making frequency measurements for both field polarities and using the mean value.
If a residual static field exists in such a direction as to cause the magnitude of the resultant field to vary when the component due to the a-field current is reversed, the measured transition frequency uncorrected to zero field will depend on the polarity. However, in this case the value of ii given by the field calibration will also depend on the a-field polarity in such a way that no error should result in the measured frequency referred to zero field after the 427 H2 correction is applied to the data.
Phase Difjerence. If a difference in phase exists between the radiation fields at the two ends of the microwave resonant cavity, the Ramsey resonance curve will be distorted asymmetrically with a resulting frequency error. Although in an ideal lossless single microwave resonant cavity there would be no phase difference, it is usually found in practice that unavoidable losses and electrical asymmetry do exist which cause phase shifts.
KARTASCHOFF (KARTASCHOFF , 1962) has shown that the phase shift L1<p due to an electrical asymmetry ~ in length units in a cavity of length L and attenuation constant per unit length ()(, can be expressed as
where R is the power reflection coefficient, v is the mean speed of the atoms in the beam, and (X is the angle between the waveguide and a line normal to the beam. The experimental verification of such a shift has not as yet been made conclusively.
The 
where 11 is the propagation constant of the waveguide. Since the phase difference LfQ) will result in a freauencv resonance line, the frequency shift c~n be computed for a given electrical asymmetry. :Note that this particular error is independent of beaflllength. These relations place rather severe mechaniQal tolerances on the cavity, since an asymmetry of only 0.12 mm will produce an error of about 1 x 10-12. Experience at NBS has shown that phase shifts sufficient to cause frequency errors of 1 x 10-11 may also develop gradually with time as a result of the accumulation of cesium and pump oil deposits within the cavity ends. Periodic cleaning of the cavity structure is necessary in this case.
A means of detecting the presence of cavity phase shifts and correcting for their {Jffect is provided by the fact that the direction of the resulting frequency shift from the true value changes with the direction in which the beam traverses the cavity. Therefore, if the standard is designed to allow for the physical rotation of the cavity structure byi80° without disassembly of the cavity, or if the direction of beam traversal can be changed by interchanging the oven and detector , one-half of the frequency shift observed as a result of either of these operations can be used as a correction to all data, so that only the uncertainty in determining the phase shift contributes to the inaccuracy of the standard. Both methods have been utilized at NBS with the tentative conclusion that the more reproducible data is obtained with the second technique, possibly due to the unavoidable changing stresses caused by actual rotation of the cavity. The uncertainty in the correction as determined from the reproducibility is :1: 3 x 10-12 for NBS III. Attempts have also been made in some laboratories to detect phase shift errors by a careful examination of the Ramsey line symmetry. Signal-to-noise ratios achieved in present standards, however, limit the minimum detectable asymmetry to amounts corresponding to frequency shifts of 1 x 10-10 or greater . Cavity Mistuning. A second possible error source associated with the microwave cavity is the cavity pulling effect which occurs if the resonance frequency of the cavity is not tuned exactly to the cesium frequency. The magnitude of this shift is given by 
"0 Ao "0 ("0-".) As = amplitude of sideband Ao = amplitude of carrier at yo W .= resonance width yo = cesium resonance frequency.
The advantage of a narrow resonance line is readily apparent. This relation also applies if A is the difference in amplitude of two unbalanced sidebands. Since the sideband intensity is multiplied by the factor of frequency multiplication, those which originate in the driving oscillator (usually near 5 MHz) or early stages of the multiplier chain are particularly serious. For example, a sideband 100 db below the carrier at the oscillator frequency of 5 MHz will be only 35 db below the carrier at cesium frequency, even if the multiplier chain adds no noise of its own. If the most significant sidebands are due to power line frequencies and its harmonics, as is often the case, the spectrum may change as ground loops and electrical connections are changed in the laboratory resulting in time-varying frequency errors. Ideally, the spectrum of the excitation should be monitored frequently with a highresolution spectrum analyzer. As a practical compromise at NBS, the beat frequency at approximately 100 :JIz between the normal cesium excitation signal and a similar signal from another oscillator-multiplier where L1VL = the frequency error of the Ramsey line L1vc = the amount by which the cavity is mistuned Qc = the Q of the cavity QL = the Q of the Ramsey line.
For a cavity Q of 5000 and a line width of 100 Hz the calculated shift is about 3 x. 10-13 for a 1 MHz detuning. In practice, the cavity can usually be kept tuned to within much narrower limits than j: 1 MHz. Neighboring Transitions. Another possible error contribution which may be quite significant under some conditions arises from distortion of the line by overlap of other microwave transitions in the cesium spectrum. Assuming that the parallelism of the C field and the oscillating fields is maintained properly so that n transitions (L1ml!' = j: 1) are not excited, the nearest transitions to the (4, 0)of (3, 0) are the (4, 1~ (3, 1) and (4, -1) ---(3, -1) (1 resonances (L1mF = 0) which are located symmetrically above and below the (4,0)---(3,0) in frequency. Ideally chain system which is known to have a clean spectrum is monitored regularly on an oscilloscope. The presence of noise, modulations, or other deviations from a sinusoid are watched for. This simple system is sufficiently sensitive that on several occasions undesirable modulations have been detected which were causing frequency errors of less than 2 x 10-11.
viously, responds to components of the detected beam current which are at or very near the modulation frequency. Such a component will normally occur only when the microwave frequency is not exactly equal to the cesium frequency. However, even if the microwave frequency is exactly tuned to the resonance peak, a beam fluctuation will have a frequency spectrum containing components at or near the modulation ' frequency.
The servo system will interpret this component as a legitimate error signal and correct the oscillator accordingly, producing a momentary error in the controlled oscillator's frequency. The manrler in which this resulting instability depends upon the more significant beam tube parameters may be seen from the much-simplified resonance line shape shown in rs~.~ỹ to inaccuracy arise because of errors involved in the measurement of the resonance peak, even though the line itself is undistorted and not displaced.
Random Fluctuations. Fig. 7 shows data from a 48-hour continuous comparison of two independent cesium standards, designated NBS II and NBS Ill, maintained at the National Bureau of Standards {NBS) in Boulder, Colorado. Each pJotted point, representing the difference frequency averaged over 1 hour , is the mean of twenty 3-minute measurements of the period of the beat frequency. The length of the vertical bar drawn at each point represents the computed standard error of the 1-hour observation {stand-ard deviation of the mean of the twenty 3-minute averages) and is thus an estimate of the relative precision of this process. This precision figure is typically :t 7 x 10-13 for this data.
A second estimate of the frequency fluctuations Q.ppropriate for 1 hour averaging times can be obtained from these data by computing the standard deviation of the 48 1-hour averages. This value is :t1 X 10--12. It can easily be shown that if the measurement process is in statistical control -i.
e., the individual 3-minute 
where {!~ is the mean square noise current per unit bandwidth. From (24) and (25) This expression shows the advantages of a narrow resonance line, high signal-to-noise ratio, and long measuring time in minimizing frequency instability due to beam fluctuations. A more detailed coIlSideration of the observed frequency instability would, of course, have to take into account the influence of the servo system corrections (CUTLER, 1964; KARTA-SCHOFF, 1964; LACEY, HELGESSON, and HOLLOWAY, averages behave as random samples from a stable probability distribution -these two estimates should be equal. In view of the reasonably good agreement observed we can predict, in a probability, sense, that for any similar 1-hour frequency measurement the uncertainty in the result produced by the :random variations would be about :!: 1 x 1Q-l2. Although, in principle, it is possible to reduce this uncertainty to an insignificant level by making the measurement time sufficiently long, it is normally impractical to do so.
The primary source of these random fluctuations is the shot noise from the beam itself. The process by which a fluctuation in beam current may result in a frequency fluctuation of the oscillator controlled by the atomic resonance may be thought of in the following way. The servo system, as we have noted pre-
Multiplier chains may also contribute errors if transient phase shifts, such as due to temperature variations, are present. This effect may cause the output frequency to depart from an exact integra] multiple of the input for significant periods of time. Since it is actually the output microwave frequency that is maintained by the servo system in synchronism with the cesium resonance, the chain input frequency from the controlled oscillator will be in error in this case.
Most investigators have found no definite dependence of the frequency on the microwave power level over reasonable ranges of power both up and down from the level corresponding to optimum transition probability. However, the frequency shifts resulting from some of the other error sources may be power dependent.
1964), but relation (27) is nevertheless vety useful for comparing various beam-system designs.
Servo Errors. Systematic errors resulting from imperfections or misadjustments in the servo system used to develop a correction signal for electronically locking a quartz oscillator to the cesium resonance frequency also fit into this category. The main problem here is second harmonic distortion of the modulation signal which is usually chosen to be in the range 20-100 Hz. The source of the distortion may be in the modulation oscillator itself or in the modulation circuitry due to non-linear response. The resulting frequency shift is LI'IJ = 1/2 D 'IJa sin ~, where (28) 100 D = percent second harmonic distortion, 'IJa = peak frequency deviation of the modulation, and = phase of the second harmonic relative to the fundamental.
Since the peak frequency deviation of the modulation is usually set to about one half of the resonance line
Combination of Errors
The process of deterInining an accuracy figure for a particular standard then consists of evaluating by one means or another the extent to Table 1 . Contributions to Inaccuracy for NBS III Cesium Standard which contributions from the various sources mentioned above may affect 3 11 estimate the accurac y of fre quency measure-. are subject to the following conditions : (a) In most cases the estimates are considered to be reasonable limits of error, approximately corresponding to 3 a estimates. Exceptions are the estimated uncertainties due to H {x) (Item 1) and random errors (Item 10), which were determined by statistical analysis as 1 a limits.
(b) The estimates involving a-field effects, cavity phase shift, spectrum of the excitation, and servo effects are rechecked periodically.
(c) The estimates involving first order Doppler shift and multiplier chain transients are considered somewhat tentative, at present, due to a lack of conclusive experimental evidence in these areas. Present accuracy figures quoted for NBS, NPL, and Neuchatel are :t 5.6 X 10-12, :t 3 X 10-11, and :t 1 x 10-11, respectively.
There is some variation in the methods used to make these estimates.
Cesium Standards in Operation
Cesium standards presently in operation may be usefully classified as laboratory standards or commer- width for optimum signal-to-noise ratio, the frequency error is less for a narrow resonance. Equation (28) shows that if this error is to be kept less than 5 x 10-12 in a standard with a 100 Hz line width, the distortion level must be held below 0.2% (assuming the worst case for the phase). One of the simplest checks for the presence of this error is to measure the frequency of the controlled oscillator as a function ofva. Ifa dependence is found, the second-harmonic distortion can sometimes be greatly reduced by inserting narrowband rejection filters tuned to the second harmonic at appropriate points in the servo system. Squarewave modulating signals have also been employed in some systems instead of the usual sinusoidal form in order to reduce distortion at the source.
Other. Careful circuit construction techniques have been found necessary to prevent pickup at the modulation frequency and, in particular, to keep signals from the modulator portion from leaking into the sensitive error-signal processing circuitry. Other errors are possible w~ch are related to imperfections in certain signal to noise ratio, as previously discussed. The requirement of small line width calls for a long interaction length, but the requirement of good signal-tonoise ratio calls for a short beam length in order to enjoy large aperture beam optics.
The laboratory instruments have in general elected to favor small line width by using a long interaction length. They overcome the shot noise error by accepting sufficiently long averaging times according to (27) .
The commercial instruments have been forced to short tubes by size limitations.
They have tended to compensate in two ways. The first is greater use of velocity selection of slow atoms, and the second is use of larger aperture and more sophisticated beam optics to improve the signal-to-noise ratio. This has a further benefit of improved stability over short averaging times.
Intensive further development of the commercial standards is continuing with the objective of further cial standards. The laboratory standards are those instruments which are capable of independent evaluation by the controlled variation of the many operating parameters discussed above. They are intended for stationary rather than transportable use. Thus they may have more elaborate power supplies, vacuum systems, signal sources, environmental control, etc. The commercial standards have the objective of transportable use in varied environments, often under limitations of size, weight, and power consumption. They are characterized by fixed design as a result of prior laboratory research and development. The design and performance characteristics of most of the laboratory and commercial standards are available from the references. Thus we have elected merely to tabulate a few of the characteristics in Tab. 2 and 3 for the sake of illustration.
Accuracy of a cesium beam frequency standard is enhanced by providing a small line width and a large Table 2 . Characteristics of Certain Laboratory Cesium Beam Standards * IX is the most probable velocity of the Maxwell-Boltzmann distribution in the oven. ATKINSON, 1964) . Fig.9 is a plot of the difference between the time scales as a function of epoch, where the ordinate is the reception time of the WWV time signals at Neuchatel on the TAl scale minus the emission time of the time signals on the NBS-A scale. Exact agreement of the two frequency standards would be indicated on this plot by a horizontal line. The obvious improvement occurring in 1960 was due to a change in standards at LSRH from an ammonia maser to a cesium standard and to the adoption of NBS II as the standard at NBS. The divergence of the scales equivalent to about 8 x 1O-11 occuring from 1961.6 to 1962.1 was due to a temporary magnetic shielding problem with the LSRH standard as reported by KARTASCHOFF (KARTASCHOFF, 1962 Fig. 7 . Repeated measurements of this type over an extended time have shown the average frequency difference between these two independent standards to be 3 x 10-12, which is consistent with the quoted accuracies of :t 1 X 10-11 and :t 5.6 x 10-12 for NBS II and NBS III, respectively. Frequency Comparison by Radio. In order to coI)Ipare standards in different locations, such as the various primary standards of frequency maintained by the national standards laboratories, several different techniques have been employed. The most widely used technique is the simultaneous (or approximately so) measurement of one or more standard frequency transmissions by a number of different laboratories in terms of their own atomic standard. Analysis of these data yields values for the differences among the monitoring cesium standards, although uncertainties due to propagation effects usually limit the precision of this type of comparison to one or two parts in 1011, even when averages over many months are used. Best results are generally obtained for international-comparisons when VLF transmissions, such as NBA (24 kHz) and GBR (16 kHz), are utilized.
MORGAN, BLAIR, and CROW (1965) have used a statistical analysis-of-variancetechniqueon 18 months of VLF monitoring data from seven different laboratories in the United States, Europe, and Canada in order to separate the variance of the observations at each laboratory into three components: (aJ long-term mean differences among the atomic standards ; (b ) effects of the fluctuations of the receiving system, propagation effects peculiar to the particular radio path, and measurement errors; and (c) fluctuations of the transmitter signals and propagation effects common to all the radio paths. They concluded that during the July 1961-December 1962 period considered the means of all seven atomic frequency standards (commercial and laboratory types) agreed with the grand mean to within :t 2 x 10-10, while the means of the four laboratory-type standards agreed with their grand mean to within :t 1 x 10-10. An indication of the components of measurement fluctuations as observed at each of seven different laboratories is given in Tab. 4 BARNES, and ATKINSON, 1964) . The origin of this scale was set to coincide with Ephemeris Time at Oh om 08 UT 2 on 1 January 1958*.
Similarly, the NBS-A atomic time scale is based upon the United States Frequency Standard (USFS) maintained at the National Bureau of Standards, Boulder, Colorado, USA.
The epoch of this scale was set to be approximately equal to that of UT 2 at oh om 08 on 1 January 1958. The NBS-UA scale is also based on the USFS but the frequency offsets and step adjustments in epoch as announced by the Bureau International de l'Heure in Paris are incorporated, resulting in an interpolated "universal" time scale based on an atomic time scale. 
Summary
Any acceptable standard of time must satisfy the following requirements: continuity of operation, generation of a unit which remains constant with respect to other acceptable measures of time, accuracy greater than or equal to standards based on other definitions, accessibility to all who need it, a characteristic period of convenient size, and a capability for accumulating the units to give epoch. Although astronomical standards based on the observed positions of celestial bodies meet these requirements very well, atomic standards have been developed since 1945 which possess a much higher accuracy with respect to the definition and greatly improved precision, making it possible to provide better results in a much shorter averaging time. Various types of atomic standards have been developed and evaluated, including ammonia absorption cells, ammonia and atomic hydrogen masers, rubidium gas cell devices, and !1,tomic beam devices using cesium and thallium. Cesium standards are the most highly developed at present with accuracies of:!: 1 x 10-11 having been achieved in several different laboratories.
Although there is no universal agreement on how to specify the performance of cesium standards, various estimates of accuracy, precision, stability, and reproducibility are often used. The specification of accuracy requires an appropriate combiIlation of random and systematic components of error. These various components have been thoroughly analyzed both theoretically and experimentally for cesium by many different laboratories and commf\rcial firms.
Different cesium standards have been compared both directly within a given laboratory and indirectly between remote locations bv meanR of Rtanrlat'rl ft'en1lpn"v anrl timp radio transmissions, comparisons of independent time scales constructed from the standards, and the carrying of portable clocks betweeQ the remote locations. Results show that frequency differences are within :1: 2 x 10-10 for all standards and :1: 1 x 10-10 for the laboratory-type standards. A number of independent atomic time scales have been constructed based on either a group of cesium standards (A. 1) or on a part.icular standard (TAl, NBS-A, NBS-UA). Clocks based on these time scales have been synchronized over intercontinental-distances by clock-carrying experiments, use of radio transmissions, and use of artificial earth satellites. Accuracies of the order of 1 microsecond have been achieved.
