This paper evaluates convective precipitation as simulated by the convection-permitting climate model (CPM) Consortium for Small-Scale Modeling in climate mode (COSMO-CLM) (with 2.8 km grid-spacing) over Germany in the period 2001-2015. Characteristics of simulated convective precipitation objects like lifetime, area, mean intensity, and total precipitation are compared to characteristics observed by weather radar. For this purpose, a tracking algorithm was applied to simulated and observed precipitation with 5-min temporal resolution. The total amount of convective precipitation is well simulated, with a small overestimation of 2%. However, the simulation underestimates convective activity, represented by the number of convective objects, by 33%. This underestimation is especially pronounced in the lowlands of Northern Germany, whereas the simulation matches observations well in the mountainous areas of Southern Germany. The underestimation of activity is compensated by an overestimation of the simulated lifetime of convective objects. The observed mean intensity, maximum intensity, and area of precipitation objects increase with their lifetime showing the spectrum of convective storms ranging from short-living single-cell storms to long-living organized convection like supercells or squall lines. The CPM is capable of reproducing the lifetime dependence of these characteristics but shows a weaker increase in mean intensity with lifetime resulting in an especially pronounced underestimation (up to 25%) of mean precipitation intensity of long-living, extreme events. This limitation of the CPM is not identifiable by classical evaluation techniques using rain gauges. The simulation can reproduce the general increase of the highest percentiles of cell area, total precipitation, and mean intensity with temperature but fails to reproduce the increase of lifetime. The scaling rates of mean intensity and total precipitation resemble observed rates only in parts of the temperature range. The results suggest that the evaluation of coarse-grained (e.g., hourly) precipitation fields is insufficient for revealing challenges in convection-permitting simulations.
Introduction
The correct representation of deep convection in climate models is essential for assessing the risks associated with this phenomenon like wind gusts, hail, lightning, and flash floods. Convection-permitting climate models (CPMs) that simulate deep convection explicitly improve the representation of the diurnal cycle of precipitation and the simulation of extreme precipitation intensities on short time scales compared to models that parameterize convection [1] [2] [3] [4] . The vast majority of studies evaluating precipitation in CPMs use rain gauge data or gridded precipitation data The CCLM is a non-hydrostatic limited-area climate model based on the COSMO model [15] , a model designed by the Deutsche Wetterdienst (DWD) for operational weather predictions. The climate limited-area modeling (CLM) community adapted this model to perform climate projections [16, 17] . We use the version COSMO5.0clm7 with the following setup. For time integration, the 5th order Runge-Kutta split-explicit time-stepping scheme is used with a time step of 25 s. The lower boundary fluxes are provided by the TERRA model. The radiative scheme is the Ritter and Geleyn scheme [18] and is called every 15 min. As recommended in Brisson et al. [19] , we use a one-moment microphysics scheme, including graupel in the finest nest, which provides a more realistic representation of deep convective clouds. While the parameterization of deep convection is switched off, shallow convection is still parameterized using the convection scheme after Tiedtke et al. [20] . The simulation covers the period from 1983 to 2015. Surface temperature and precipitation output are stored every 5 min. Since the evaluation data set is available from 2001, the evaluation period is 2001-2015.
Atmosphere 2019, 10, 810 3 of 15 weather predictions. The climate limited-area modeling (CLM) community adapted this model to perform climate projections [16, 17] . We use the version COSMO5.0clm7 with the following setup. For time integration, the 5th order Runge-Kutta split-explicit time-stepping scheme is used with a time step of 25 s. The lower boundary fluxes are provided by the TERRA model. The radiative scheme is the Ritter and Geleyn scheme [18] and is called every 15 min. As recommended in Brisson et al. [19] , we use a one-moment microphysics scheme, including graupel in the finest nest, which provides a more realistic representation of deep convective clouds. While the parameterization of deep convection is switched off, shallow convection is still parameterized using the convection scheme after Tiedtke et al. [20] . The simulation covers the period from 1983 to 2015. Surface temperature and precipitation output are stored every 5 min.
Since the evaluation data set is available from 2001, the evaluation period is 2001-2015. 
Radar Data
As a reference for the model evaluation, we use the radar-based precipitation climatology developed by DWD [21] . This precipitation data set is based on radar data that has been quality checked and adjusted to rain gauge measurements. The correction steps used for this product to derive precipitation from radar reflectivity include clutter filtering, distance-dependent signal correction, and removal of radar spokes. For the tracking, we use the 5-min dataset (YW-product) [22] . For the comparison of mean precipitation and for the comparison of stationary hourly precipitation intensities, we use the hourly dataset (RW-product) [23] . The full data set covers the time period 2001-2018. The data set has a spatial grid resolution of 1 km × 1 km. For the evaluation, the radar data is conservatively remapped to 2.8 km × 2.8 km. In order to assess the impacts of this remapping on the tracking results, the results of tracking the data in the original resolution are often shown in addition.
Tracking Algorithm
To obtain the characteristics of convective objects from model and radar data, we use a tracking algorithm. The tracking consists of three major steps:
1. Contiguous precipitation areas with precipitation intensity above a threshold of 8.5 mm/h (within 5 min), potential convective objects, are identified in the current and the subsequent time step. Contiguous areas are defined as pixels that share a common edge. 
Radar Data
Tracking Algorithm
1.
Contiguous precipitation areas with precipitation intensity above a threshold of 8.5 mm/h (within 5 min), potential convective objects, are identified in the current and the subsequent time step. Contiguous areas are defined as pixels that share a common edge. 
2.
Wind information is used to predict the position of the object at the subsequent time step. To this end, a "cone of detection" is set up for each pixel of every object, and the cone is swept for precipitation objects from the subsequent time step. The axis of the cone is defined by the wind direction; the length of the cone is calculated as twice the wind speed. The opening angle of the cone is 45 • . If a new cell is present in the cone, a probability value is assigned to the origin pixel of the cone, which links this pixel to the new cell. The probability value is highest in the center of the cone and drops off exponentially in all directions. As an example, Figure 2a shows the probability values for a single pixel in the case of purely westward wind. In this case, the probability is calculated according to the following formula:
where x and y are the indices in x and y direction starting at the original pixel (0,0). The parameter Y cent denotes the centerline of the cone, and X max is the length of the cone, as determined by the wind data. This procedure is repeated for wind information in three height levels (500, 700, and 850 hPa). Afterward, the height dependent probability values are averaged to obtain the final probability value.
3.
In the next step, the probabilities of all pixels are summed up for each cell. If one single object is present in the cone, the corresponding objects from the current and the subsequent time step are connected. If multiple cells are present, the current cell is associated with the cell with the highest probability in the subsequent time step.
Atmosphere 2019, 10, 810 4 of 15 2. Wind information is used to predict the position of the object at the subsequent time step. To this end, a "cone of detection" is set up for each pixel of every object, and the cone is swept for precipitation objects from the subsequent time step. The axis of the cone is defined by the wind direction; the length of the cone is calculated as twice the wind speed. The opening angle of the cone is 45°. If a new cell is present in the cone, a probability value is assigned to the origin pixel of the cone, which links this pixel to the new cell. The probability value is highest in the center of the cone and drops off exponentially in all directions. As an example, Figure 2a shows the probability values for a single pixel in the case of purely westward wind. In this case, the probability is calculated according to the following formula:
, where x and y are the indices in x and y direction starting at the original pixel (0,0). The parameter Ycent denotes the centerline of the cone, and Xmax is the length of the cone, as determined by the wind data. This procedure is repeated for wind information in three height levels (500, 700, and 850 hPa). Afterward, the height dependent probability values are averaged to obtain the final probability value.
3. In the next step, the probabilities of all pixels are summed up for each cell. If one single object is present in the cone, the corresponding objects from the current and the subsequent time step are connected. If multiple cells are present, the current cell is associated with the cell with the highest probability in the subsequent time step.
The characteristics that are extracted by the algorithm are cell lifetime, mean intensity, maximum intensity, area, cell speed, and track length. It should be noted that merges and splits of objects are not accounted for. If two cells merge, the cell track with the higher probability of association is continued, whereas the other track ends. The track that is not continued is regarded as an individual track in itself. Figure 2b shows an example of a tracked precipitation object. Only cells with a lifetime of at least three time steps (=15 min) are considered for analysis. This condition reduces the chances of misinterpreting single clutter pixels in the radar data (which are still present but heavily reduced compared to operational radar products) as convective cells. The characteristics that are extracted by the algorithm are cell lifetime, mean intensity, maximum intensity, area, cell speed, and track length. It should be noted that merges and splits of objects are not accounted for. If two cells merge, the cell track with the higher probability of association is continued, whereas the other track ends. The track that is not continued is regarded as an individual track in itself. Figure 2b shows an example of a tracked precipitation object.
Only cells with a lifetime of at least three time steps (=15 min) are considered for analysis. This condition reduces the chances of misinterpreting single clutter pixels in the radar data (which are still present but heavily reduced compared to operational radar products) as convective cells. Furthermore, the algorithm only selects precipitation areas larger than four grid boxes for the same reason. For consistency, this requirement is also kept when tracking the model data. This requirement is also justified because the effective resolution of any numerical model is always coarser than the grid spacing. When applying the tracking algorithm to the model data, the model data is conservatively remapped to the polar stereographic projection of the radar data in order to have both data sets on a common, equidistant grid for ease of comparison. The wind information used for estimating the position of each cell at the subsequent time step is taken from the ERA-Interim reanalysis in case of the radar data. In the case of the simulation data, the wind information from the intermediate nest driving the finer simulation is used.
Results and Discussion

Precipitation Statistics
We first evaluate the mean precipitation sum in the simulation with respect to the radar climatology on the common 2.8-km grid. The highest precipitation amount is found in the Alps (Figure 3 ). Least precipitation occurs in the North-East of Germany. The mean daily precipitation in observation and simulation data is 2.0 mm/d and 1.7 mm/d, respectively, resulting in a 14% underestimation of total precipitation in the simulation. Considering that no bias correction [24] has been applied, this is in line with other CPM evaluations. The model overestimates precipitation in mountainous regions, especially in the Black Forest in southwest Germany, and underestimates it in the lowlands of Northern Germany. This points to an overestimation of the orographic intensification of precipitation in the simulations. Unfortunately, no measurement uncertainty is provided for the radar data. Since other gridded precipitation data sets also show considerable deviations from each other [25] , a detailed comparison of the radar data set to other precipitation data would be beneficial. In a first comparison to a daily gridded observational dataset for precipitation, temperature, and sea level pressure in Europe (E-OBS, version 20.e, [26] ), we find that areal mean precipitation in the radar data is 5.9% smaller than in E-OBS. This is in line with Winterrath et al. [21] , who compared the radar data to a station-based data set and found the precipitation amount in the radar data to be smaller, especially in mountain areas. The spatial pattern of underestimation in the North and overestimation in the mountains is also present when comparing the simulation to the E-OBS data set (not shown).
We restrict our analysis of convective cells to the summer half-year from April to September because convective precipitation mainly occurs in this period. The mean observed and simulated summer precipitation (April to September) is 2.3 mm/d and 1.5 mm/h, respectively, resulting in an underestimation of 34% in the simulation. Taking into account that convective precipitation occurs almost exclusively in the summer months in Germany, this indicates that the model underestimates convective precipitation more than stratiform precipitation. The underestimation is strongest in Northern Germany, while more realistic precipitation amounts are simulated in the South. The simulated probability distribution of hourly precipitation compares well with the observed one ( Figure 4 ). The observed wet hour frequency defined as hours with precipitation above 0.1 mm/h is 8.5 %; the simulated wet hour frequency is 9.6%. The Perkin's Skill Score (PSS), which calculates the overlapping area between observed and modeled probability distribution function [27] , is 0.89 for the wet hour frequency. The simulation considerably underestimates precipitation occurrence in the range below 12 mm/h. This range contributes 95% to the total observed precipitation sum and is underestimated by ca. 28%. The precipitation sum resulting from intensities between 12 mm/h and 50 mm/h is overestimated by 12%. The occurrence of hourly precipitation sums above 50 mm/h is underestimated by 32%. Considering the 5-min intensity distribution, the model always underestimates precipitation intensity. The drop-off at the highest 5-min intensities corresponds well with the drop-off at the hourly time scale. However, the fact that there is no overestimation of high intensities corresponding to the one at the hourly time scale points to differences in the dynamics of convective cells. The simulated probability distribution of hourly precipitation compares well with the observed one ( Figure 4 ). The observed wet hour frequency defined as hours with precipitation above 0.1 mm/h is 8.5 %; the simulated wet hour frequency is 9.6%. The Perkin's Skill Score (PSS), which calculates the overlapping area between observed and modeled probability distribution function [27] , is 0.89 for the wet hour frequency. The simulation considerably underestimates precipitation occurrence in the range below 12 mm/h. This range contributes 95% to the total observed precipitation sum and is underestimated by ca. 28%. The precipitation sum resulting from intensities between 12 mm/h and 50 mm/h is overestimated by 12%. The occurrence of hourly precipitation sums above 50 mm/h is underestimated by 32%. Considering the 5-min intensity distribution, the model always underestimates precipitation intensity. The drop-off at the highest 5-min intensities corresponds well with the drop-off at the hourly time scale. However, the fact that there is no overestimation of high intensities corresponding to the one at the hourly time scale points to differences in the dynamics of convective cells. 
Frequency and Characteristics of Convective Cells
In this subsection, we compare the simulated frequency distributions of cell characteristics with the radar characteristics. The simulation underestimates convective activity, represented by the total number of convective cells, by 33%. Convective precipitation, calculated as the precipitation sum of all convective cells, is very well matched with an overestimation of 2%. The lifetime of convective cells ranges from 15 min (the lowest possible value as set by the tracking algorithm) to 7 h ( Figure 5 ). As expected, short-living cells are the most common form of convective cells. The simulation captures but underestimates the decrease in frequency with lifetime and produces too many long-living and too few short-living cells. Comparing the lifetime distributions of the simulation and remapped radar data yields a PSS of 0.84. A possible reason for the overestimation of cell lifetime could be that tracks are more often lost in the radar data than in the simulation data by the tracking algorithm. The reason for this is that radar data provide snapshots of precipitation, whereas, in the model, precipitation is accumulated, which leads to a smoother precipitation field. This difference of accumulated versus instantaneous precipitation also has a small influence on cell size and mean intensity. To estimate how many tracks are wrongfully split up by the tracking algorithm, we investigate the cell size at the first occurrence of the cell. If the cell only just started its life cycle, one would expect a small size close to the lower boundary of five grid points. If, on the other hand, the cell is the second part of a track that was wrongfully split up, it will have a larger extent. If we consider an initial area larger than 10 grid points (80 km 2 ) to be unrealistically large and discard those cells, then the underestimation of convective activity is only slightly reduced to 28%.
The frequency distributions of cell area and total precipitation per cell are very well matched with a PSS of 0.99 and 0.98, respectively. There are too few high-intensity cells. The PSS for the mean intensity is 0.86. 
The frequency distributions of cell area and total precipitation per cell are very well matched with a PSS of 0.99 and 0.98, respectively. There are too few high-intensity cells. The PSS for the mean intensity is 0.86. To verify that it is really the long-living convective cells that have a high intensity and area, Figure 6 shows the distributions of mean intensity and of maximum area depending on the lifetime of the convective cells. To this end, cells are grouped into lifetime classes of 15-min width. A systematic increase in maximum area and mean intensity with lifetime can be seen in both the radar observations and the simulation. While the observed median maximum area is 226 km 2 for cells living 195 to 210 min, the median is only 25 km 2 for cells living 15 to 30 min. The observed median values of mean intensity of cells in the same lifetime classes are 21 mm/h for long-living and 12 mm/h for short-living cells. These relationships indicate that the detected short-living cells can either be singlecell storms or individual cells of a multicell storm. The long-living, large, and intense cells are organized forms of convective systems like squall lines, supercells, and mesoscale convective systems. The simulation systematically underestimates the increase in mean intensity with lifetime. The increase in maximum area is well matched. To verify that it is really the long-living convective cells that have a high intensity and area, Figure 6 shows the distributions of mean intensity and of maximum area depending on the lifetime of the convective cells. To this end, cells are grouped into lifetime classes of 15-min width. A systematic increase in maximum area and mean intensity with lifetime can be seen in both the radar observations and the simulation. While the observed median maximum area is 226 km 2 for cells living 195 to 210 min, the median is only 25 km 2 for cells living 15 to 30 min. The observed median values of mean intensity of cells in the same lifetime classes are 21 mm/h for long-living and 12 mm/h for short-living cells. These relationships indicate that the detected short-living cells can either be single-cell storms or individual cells of a multicell storm. The long-living, large, and intense cells are organized forms of convective systems like squall lines, supercells, and mesoscale convective systems. The simulation systematically underestimates the increase in mean intensity with lifetime. The increase in maximum area is well matched. Figure 7 shows the spatial distribution of the occurrence of convective cells. Here, the occurrence of convective cells per grid-point for the period 2001-2015 is shown. The tracking algorithm stores the area and center of mass for each cell at every point in time. For this reason, no information about the actual shape of a cell is available. Instead, the cells are reconstructed as squares around the center of mass to match their original size. It has to be noted that every occurrence of a cell per 5-minute time step is counted. The value can, thus, be interpreted as the number of exceedances of a 5-minute precipitation intensity of 8.5 mm/h (the detection threshold of the tracking algorithm). Instead of counting each cell only once (e.g., at its point of largest extent), this method represents the area affected by convective cells more realistically because cells can have widely varying areas and translation speeds.
Spatial Distribution of Cell Characteristics
Mountain ranges facilitate the triggering of deep convection through various processes (see Kirshbaum et al. [28] for a review). Therefore, it is not surprising that the Alps and the pre-alpine region show the highest occurrence of convective cells. Low mountain ranges also show increased values compared to lowland regions. The overall pattern matches the climatology of convective activity derived from lightning data presented in Wapler [29] . In general, there is a positive North-South gradient in convective activity. The mean intensity of convective cells is lower over the mountains (not shown). This can be explained by the fact that orographically induced convection is early in its life cycle in this area and, thus, has a relatively low intensity.
In general, the simulation is capable of representing the increased convective activity in mountain areas. It overestimates the number of convective cells in the South and underestimates it in the North (Figure 7) . However, there are areas of overestimation and underestimation in both parts of the investigated domain. Near the radar locations, overestimation prevails, while areas of underestimation tend to be located furthest away from the radar. More cells are initiated in the mountainous areas of Southern Germany than in the North. This supports the hypothesis that the more complex topography facilitates the onset of convection and, thus, eliminates the negative bias in the cell number present in Northern Germany.
Since the convective activity shows a different pattern in North and South Germany, which may be related to the different orography in these regions, we further investigate the height dependence of convective activity. Therefore, the convective cells are stratified by the terrain height at which they occur. While the cell number is underestimated by 15% in regions with a terrain height below 400 m a.s.l., the number of cells for terrain heights above 400 m a.s.l. is overestimated by 6%. The overestimation of convective precipitation in mountainous areas is in line with results in Knist et al. [30] , who performed convection-permitting climate simulations over Germany using the WRF-model and compared the results to gauge data. Figure 7 shows the spatial distribution of the occurrence of convective cells. Here, the occurrence of convective cells per grid-point for the period 2001-2015 is shown. The tracking algorithm stores the area and center of mass for each cell at every point in time. For this reason, no information about the actual shape of a cell is available. Instead, the cells are reconstructed as squares around the center of mass to match their original size. It has to be noted that every occurrence of a cell per 5-minute time step is counted. The value can, thus, be interpreted as the number of exceedances of a 5-minute precipitation intensity of 8.5 mm/h (the detection threshold of the tracking algorithm). Instead of counting each cell only once (e.g., at its point of largest extent), this method represents the area affected by convective cells more realistically because cells can have widely varying areas and translation speeds. 
Diurnal Cycle
The diurnal cycle of convective activity in Central Europe has a pronounced maximum in the afternoon, which is caused by daytime land surface heating [31] . The diurnal cycle of convective activity is slightly delayed in the simulation (Figure 8a ). The afternoon maximum is observed at 15:50 (UTC), while the modeled maximum occurs around 16:30 (UTC). The number of cells initiated during the night and morning is well matched, whereas the daytime increase of convective activity is too small, resulting in 36% fewer cells being initiated in the afternoon and evening (between 13:00 UTC and 20:00 UTC). The maximum number of cell initiation is underestimated by 40%. Combined with the general overestimation of cell lifetime, this leads to an overestimation of cells present at each point in time during the night and an underestimation during the time of highest activity (Figure 8b) . The mean intensity, defined as the mean over all cells of spatial mean intensity at every 5-min time step, increases during the daytime. The modeled increase of mean intensity is too weak. Mountain ranges facilitate the triggering of deep convection through various processes (see Kirshbaum et al. [28] for a review). Therefore, it is not surprising that the Alps and the pre-alpine region show the highest occurrence of convective cells. Low mountain ranges also show increased values compared to lowland regions. The overall pattern matches the climatology of convective activity derived from lightning data presented in Wapler [29] . In general, there is a positive North-South gradient in convective activity. The mean intensity of convective cells is lower over the mountains (not shown). This can be explained by the fact that orographically induced convection is early in its life cycle in this area and, thus, has a relatively low intensity.
Since the convective activity shows a different pattern in North and South Germany, which may be related to the different orography in these regions, we further investigate the height dependence of convective activity. Therefore, the convective cells are stratified by the terrain height at which they occur. While the cell number is underestimated by 15% in regions with a terrain height below 400 m a.s.l., the number of cells for terrain heights above 400 m a.s.l. is overestimated by 6%. The overestimation of convective precipitation in mountainous areas is in line with results in Knist et al. [30] , who performed convection-permitting climate simulations over Germany using the WRF-model and compared the results to gauge data.
The diurnal cycle of convective activity in Central Europe has a pronounced maximum in the afternoon, which is caused by daytime land surface heating [31] . The diurnal cycle of convective activity is slightly delayed in the simulation (Figure 8a ). The afternoon maximum is observed at 15:50 (UTC), while the modeled maximum occurs around 16:30 (UTC). The number of cells initiated during the night and morning is well matched, whereas the daytime increase of convective activity is too small, resulting in 36% fewer cells being initiated in the afternoon and evening (between 13:00 UTC and 20:00 UTC). The maximum number of cell initiation is underestimated by 40%. Combined with the general overestimation of cell lifetime, this leads to an overestimation of cells present at each point in time during the night and an underestimation during the time of highest activity (Figure 8b) . The mean intensity, defined as the mean over all cells of spatial mean intensity at every 5-min time step, increases during the daytime. The modeled increase of mean intensity is too weak. 
The diurnal cycle of convective activity in Central Europe has a pronounced maximum in the afternoon, which is caused by daytime land surface heating [31] . The diurnal cycle of convective activity is slightly delayed in the simulation (Figure 8a ). The afternoon maximum is observed at 15:50 (UTC), while the modeled maximum occurs around 16:30 (UTC). The number of cells initiated during the night and morning is well matched, whereas the daytime increase of convective activity is too small, resulting in 36% fewer cells being initiated in the afternoon and evening (between 13:00 UTC and 20:00 UTC). The maximum number of cell initiation is underestimated by 40%. Combined with the general overestimation of cell lifetime, this leads to an overestimation of cells present at each point in time during the night and an underestimation during the time of highest activity (Figure 8b) . The mean intensity, defined as the mean over all cells of spatial mean intensity at every 5-min time step, increases during the daytime. The modeled increase of mean intensity is too weak. While the peak of convective activity in areas with an elevation below 400 m is underestimated, the convective activity above 400 m is well simulated (Figure 9 ). The sum of convective precipitation is overestimated in mountainous areas, which is caused by an overestimation of cell size during the daytime, which is especially pronounced in the afternoon. While the peak of convective activity in areas with an elevation below 400 m is underestimated, the convective activity above 400 m is well simulated (Figure 9 ). The sum of convective precipitation is overestimated in mountainous areas, which is caused by an overestimation of cell size during the daytime, which is especially pronounced in the afternoon. 
Temperature Scaling of Cell Characteristics
In this subsection, we investigate the temperature scaling of cell properties like total precipitation, area, and mean intensity. We assign the mean daily temperature to each cell. Mean daily temperature is chosen instead of, for example, hourly temperature, to minimize the effect of local processes like cold pool formation on the scaling rate [11, 32] . For the radar data, we use ERA-Interim 2-m temperature of the grid point closest to the origin of the convective cell. For the simulation data, we use the simulated 2-m temperature at the location of cell origin directly. Afterward, we group the convective cells properties total precipitation, maximum area, and lifetime and mean intensity into temperature bins of 1 °C width and determine the 90 th , 95 th , and 99 th percentile for each bin.
The scaling of total precipitation, mean intensity, and lifetime and maximum area for both radar and simulation data is shown in Figure 10 . Shown are the aforementioned percentiles based on the simulation and the remapped radar data. For comparison, the 95th percentile of the original radar data is shown additionally. The general underestimation of the highest percentiles of the variables mean intensity and total precipitation, as well as the overestimation of lifetime, is also visible here. In contrast to these variables, the maximum area is well represented in the model both in absolute value as well as the scaling rate. Generally, the rate at which mean intensity increases with temperature is well reproduced by the model. However, the underestimation of precipitation intensity for long-lasting, organized cells shown in Section 3.2 is visible in the scaling rates of mean intensity. While the radar data shows an exponential increase up to the highest temperatures, the simulated mean intensity flattens at 20 °C. The largest difference in scaling rate appears for the lifetime of convective cells. The radar data shows an increase in lifetime of ca. 5% in the temperature range between 13 and 22 °C and flattens at higher temperatures. In contrast to this, the lifetime of convective cells in the simulation is mostly flat with small increases only in the low-temperature range and a drop at high temperatures. An intensification of convective cells above the Clausius-Clapeyron rate, which supports the hypothesis of a positive feedback loop in the strength of convective cells with rising temperatures, is apparent from the scaling rate of the total precipitation. The scaling of the modeled total precipitation is larger than the Clausius-Clapeyron rate for the whole temperature range up to 23 °C, where it levels off. This leveling off is also frequently reported for scaling of extreme precipitation at fixed locations and attributed to limited moisture supply at high temperatures [33, 34] . The observed total precipitation shows a slightly different behavior with a smaller increase at low temperatures and a larger increase starting at 15 °C. 
In this subsection, we investigate the temperature scaling of cell properties like total precipitation, area, and mean intensity. We assign the mean daily temperature to each cell. Mean daily temperature is chosen instead of, for example, hourly temperature, to minimize the effect of local processes like cold pool formation on the scaling rate [11, 32] . For the radar data, we use ERA-Interim 2-m temperature of the grid point closest to the origin of the convective cell. For the simulation data, we use the simulated 2-m temperature at the location of cell origin directly. Afterward, we group the convective cells properties total precipitation, maximum area, and lifetime and mean intensity into temperature bins of 1 • C width and determine the 90th, 95th, and 99th percentile for each bin.
The scaling of total precipitation, mean intensity, and lifetime and maximum area for both radar and simulation data is shown in Figure 10 . Shown are the aforementioned percentiles based on the simulation and the remapped radar data. For comparison, the 95th percentile of the original radar data is shown additionally. The general underestimation of the highest percentiles of the variables mean intensity and total precipitation, as well as the overestimation of lifetime, is also visible here. In contrast to these variables, the maximum area is well represented in the model both in absolute value as well as the scaling rate. Generally, the rate at which mean intensity increases with temperature is well reproduced by the model. However, the underestimation of precipitation intensity for long-lasting, organized cells shown in Section 3.2 is visible in the scaling rates of mean intensity. While the radar data shows an exponential increase up to the highest temperatures, the simulated mean intensity flattens at 20 • C. The largest difference in scaling rate appears for the lifetime of convective cells. The radar data shows an increase in lifetime of ca. 5% in the temperature range between 13 and 22 • C and flattens at higher temperatures. In contrast to this, the lifetime of convective cells in the simulation is mostly flat with small increases only in the low-temperature range and a drop at high temperatures. An intensification of convective cells above the Clausius-Clapeyron rate, which supports the hypothesis of a positive feedback loop in the strength of convective cells with rising temperatures, is apparent from the scaling rate of the total precipitation. The scaling of the modeled total precipitation is larger than the Clausius-Clapeyron rate for the whole temperature range up to 23 • C, where it levels off. This leveling off is also frequently reported for scaling of extreme precipitation at fixed locations and attributed to limited moisture supply at high temperatures [33, 34] . The observed total precipitation shows a slightly different behavior with a smaller increase at low temperatures and a larger increase starting at 15 • C. 
Conclusions
In this study, we evaluate the representation of convective precipitation objects in a CPM by applying a tracking algorithm to 5-min precipitation output and a newly developed 5-min radar climatology over Germany. The model is capable of reproducing the total amount of convective precipitation, as well as the frequency and characteristics of convective cells ranging from shortliving, small cells to long-living, intense cells. However, the number of convective cells is underestimated. This underestimation is compensated by an overestimation of cell lifetime. A possible explanation for the underestimation of convective activity and the overestimation of cell lifetime could be that the grid size of 2.8 km is too coarse to capture boundary layer inhomogeneities, which facilitate the initiation of convection; thus, the number of cells is reduced. At the same time, convective available potential energy (CAPE) can accumulate longer without being consumed by convection, and the cells that manage to evolve can live longer. The observed enhanced convective activity in the mountain ranges is reproduced by the model. However, convective activity is underestimated in the lowlands of Northern Germany and overestimated in the mountainous regions of Southern Germany. This supports the hypothesis that the grid size is too coarse to fully represent the initiation of deep convection without the help of orographic forcing. However, it cannot be ruled out that other model deficiencies contribute to this bias. The difference in representing convective precipitation in mountainous areas and lowland regions agrees with an evaluation of the WRF-CPM [30] . The fact that both models overestimate convective precipitation in the mountains whilst giving correct amounts in the lowlands might indicate a general, model-independent problem, such as resolution, which is 2.8 km in both studies. The underestimation of mean intensity and maximum intensity of large, long-living cells suggests model deficiencies in representing large, organized forms of convection. To evaluate the model's capability of representing the characteristics of extreme 
In this study, we evaluate the representation of convective precipitation objects in a CPM by applying a tracking algorithm to 5-min precipitation output and a newly developed 5-min radar climatology over Germany. The model is capable of reproducing the total amount of convective precipitation, as well as the frequency and characteristics of convective cells ranging from short-living, small cells to long-living, intense cells. However, the number of convective cells is underestimated. This underestimation is compensated by an overestimation of cell lifetime. A possible explanation for the underestimation of convective activity and the overestimation of cell lifetime could be that the grid size of 2.8 km is too coarse to capture boundary layer inhomogeneities, which facilitate the initiation of convection; thus, the number of cells is reduced. At the same time, convective available potential energy (CAPE) can accumulate longer without being consumed by convection, and the cells that manage to evolve can live longer. The observed enhanced convective activity in the mountain ranges is reproduced by the model. However, convective activity is underestimated in the lowlands of Northern Germany and overestimated in the mountainous regions of Southern Germany. This supports the hypothesis that the grid size is too coarse to fully represent the initiation of deep convection without the help of orographic forcing. However, it cannot be ruled out that other model deficiencies contribute to this bias. The difference in representing convective precipitation in mountainous areas and lowland regions agrees with an evaluation of the WRF-CPM [30] . The fact that both models overestimate convective precipitation in the mountains whilst giving correct amounts in the lowlands might indicate a general, model-independent problem, such as resolution, which is 2.8 km in both studies. The underestimation of mean intensity and maximum intensity of large, long-living cells suggests model deficiencies in representing large, organized forms of convection. To evaluate the model's capability of representing the characteristics of extreme convective cells at different temperatures, we investigate the temperature scaling of cell characteristics. While the model can reproduce the increases in mean intensity and area of extreme convective cells with temperature, it fails to reproduce the increasing cell lifetime seen in observations. The simulated scaling of total precipitation shows a continuous increase above the Clausius-Clapeyron rate, which indicates dynamical changes in extreme convective cells with increasing temperature. The observations show different scaling rates with a value close to the Clausius-Clapeyron rate at temperatures below 15 • C and higher values above. More detailed investigations are needed to understand these differences. Further studies could investigate the scaling behavior of forced vs. unforced convection. Additionally, the combination of the tracking algorithm with spectral methods characterizing the organization of the precipitation field, for example, Brune et al. [35] , could yield insight into the organization of deep convection.
The approach presented here can be used for more detailed process studies of deep convection in regional climate models, for example, focusing on different synoptical situations with potentially different types of convection, as investigated in Wapler et al. [36] . It might also be beneficial to evaluate the consequences of changing the model setup by increasing resolution or switching to a more sophisticated (i.e., two-moment) microphysics scheme. Furthermore, this study can be the basis for gaining confidence in the representation of different types of convection in order to use the output from RCMs for hydrological applications. One idea could be to construct a synthetic time series of convective precipitation objects that are derived from RCM output and bias-corrected with radar data to estimate the hydrological consequences of the projected increase in heavy precipitation events.
