The purpose of this paper is to exploit the method of holonomic quantum fields developed in a series of papers [1] , [2] , [3] in solving Riemann's monodromy problem.
In [4] Wu, McCoy, Tracy and Barouch have shown that the scaled correlation functions T_(t)(TtT c ) and T + (r)(T^T c ) are expressible in a closed form using a solution rj(t) to the Painleve equation of the third kind: (1.2) >7" = Y('7') 2 -f'7'-y + >? 3 .
Inspired by this Sato, Miwa and Jimbo revealed the unexpected link between the quantum field theory and the monodromy preserving deformation theory. Their method is roughly summarized as follows.
Step 1. The correlation function is expressed as the expectation value <(pr--<p,,> of a product (Pi'-(p n of Clifford operators <p l5 ..., <p n . The special character of a Clifford operator is in the following form where ij/(x) is a free fermion field.
Step 2. Consider the wave function (1) (2) (3) (4) As a function of x it enjoys a monodromy property independent of certain parameters t l9 t 2 ,... (which we call the deformation parameters) contained in <Pi,~ .,<?".
Step 3. The monodromy property of the wave function leads us to a system of linear differential equation for the wave function with respect to x and t l9 f 2 »"--The coefficients of this system are rational functions in x whose coefficients in the partial fractions are unknown functions of the deformation parameters.
Step 4. As integrability conditions for this linear system we obtain a completely integrable system of non linear differential equations for the above unknown functions. We call it the deformation equation.
Step 5. Finally we can find an expression for the logarithmic derivative of the correlation function in terms of the unknown coefficients, which are now a solution to the deformation equation.
Using these techniques they found closed expressions for correlation functions in several physical models.
In [1] (Chapter II) they exploited this link in a converse way. They constructed a certain Clifford operator cp(a ; L) depending on a point a e C and an m x m matrix L (|L| « I) so that the wave function
njoys the following monodromy property.
(Rl) Y(x) is multi-valued and holomorphic except at the branch points a!,..., a, and oo.
(R2) F(x 0 ) = i. (R3) At x = a^ we have [9] . Their work covers Steps 3 and 4. In particular, they derived the deformation equation and proved its complete integrability. Moreover they gave the definition of a closed one form co and defined a special function T by (1.14)
In Sections 2 and 3 of this paper we shall fill up Steps 1 and 2. Since we have already encountered irregular singularities in physical problems [2] , [3] , our task is just to compound general prescriptions. In Section 2, we shall give an infinite series expression for an m x m matrix Y(x) with a prescribed data a# ;,., 4V } and C^)(M=l,..,n;j=0,... 5 Section 4 covers the difference scheme (Schlesinger transformation) of the monodromy preserving deformation theory, which was elaborated in [10] , from the standpoint of Clifford operators. In particular, the reason why T quotients [10] is expressed as determinants becomes clear. In Section 5 we prove that (1.16 ) a> to fill up Step 5.
As an application of the method developed in this paper we shall prove the Painleve property of the deformation equation and the analyticity of the T functions in a separate paper [11] .
The results of this paper was announced in a short note [12] . We shall take the following steps.
i) We state the monodromy properties (M1)-(M6) which characterize 7(x).
ii) We prove the convergence of the infinite series for R^v^(y, x). iii) We show that Y(x) enjoys the prescribed monodromy property.
Let a l9 ...,a n be points in C. We assume that Ima 1 >-~>Ima n . We denote by F v the half line {x 6
(M2) 7(x 0 ) = l. 
is holomorphic at a v . If r v ^ 1 we define sectors at a v :
We assume that d'^a^t-V,^ for a^jS, and choose sufficiently small 8 so that , hence it is constant.
In (2.2) we set (2.14) (2. 15)
The precise meaning of the second line of (2.15) will be explained below (see (2.17)). Now we shall specify the contour for the x k -integration (/c = !,..., j) in (2.2). We set (2.16)! /<*>== /<*>u /iX* U/#, If v^^v^ the contour for x fc -integration is /J Vfc) in anticlockwise direction.
We set 
Thus we have a small factor sin nttf*> k . As for the contour /^k ) we can diminish the operator norm by choosing e and ^k ) afc (7 = 0, I,..., r Vfc ) to be small. Now we consider (2.1). The contour for y is one of I^,..., I
( E "\ They divide C into n + 1 regions. We take X Q to be outside of all these contours. The contour for Xj may be any of 7j; v) , //^v l) (v=l,..., n\ / = !,..., 2r v ) which divide C into 2 £; = 1 r v +l regions. We denote them by ^0 and &^ (v=l,..., n; / = !,..., 2r v ). ^^v / > is the region which contains the segment {xeC\Q Similarly we can proceed to the case ^( v3) , ,^< v4) and so on. Thus we have
proved (M1)-(M5). In particular we have shown that (2.28) Y(x)CWl Sp-Sfc\=F&»(x) .
If we expand (x -x 0 )/(x j --x) in the integrand of F^v l) (x), we obtain (2.21). In this section we shall give a field theoretic expression for the matrix Y(x) of the previous section. 7(x) can be written in the form (31) (3.1) where ^*(x 0 ) and ^(x) are free fermion fields and <p\P (/(=!,..., n\ y= I,..., in) is a Clifford operator. Here we call an operator which belongs to the Clifford group a Clifford operator. We refer the reader to [1] (Chapter I) as for the generalities on the Clifford group. We also give several operator identities for our free field operators and Clifford operators.
We introduce several species of free fermion field: I/S K (X), ^*(x) (xe^0), (^(x), ffi^M (x e /i**), <^/ } (x), 0* ( " /} (x) (x e //</">). The expectation value is defined as follows. We note that C (^} and A^7 ) have been introduced in the previous section.
We define a Clifford operator <p£° using the kernel R ( /\x, x') of (2.14): We extend the domain of existence for i/f a (x) and ^*(x), which were defined, thus far, only for XE@ O . For each \JL we divide C into three pieces:
, where 0J" +) (resp. ^-^ is the inside (resp. outside) of /^}. We define the following expectation values: If xe/^X^aW^^^')) (resp. <0^}(x')^*(x)» is defined to be the boundary value of <^*(x)0y°(x')> with xe^l~} (resp. <0J/ 0 (x')^*(x)> with x
)} (resp. <^(x')$* l/l) (x)» is defined to be the boundary value of <0* (M) (x)i/^(x')> with x' e^l~} (resp. OA/^x'^J^O*)) with x' e , Note the following identities:
We also set The derivatives of our field operators can be calculated by using the following formulas. k=l Let & = (x l5 x 2 , x 3 ,...) be a ordered set of infinite variables. We define a polynomial P/#) of Xj,..., x 7 -by We omit the proof of Propositions 3.3-3.6 since it is a straightforward calculation. We only note that we use the following property of a free fermion. A function of x is called a wave function if its x-dependence comes from a free field in the expectation value. In (3.1) we gave an example of a wave func-tion which solves the Riemann's monodromy problem. In this section we exploit the operator identities to study wave functions in detail. As a byproduct we obtain operator expressions for the characteristic matrices and the Schlesinger transforms [10] .
.). T/iŵ e /?aye
We consider the following wave function.
(4.1)
By the same argument as in Sections 2 and 3 we can show that (^MaAc/^i,.,*, satisfies (Ml), (M3), (M4) and (M5). Moreover it is so normalized that
\x\ -> oo , 
Y^(x) = R^(x)Y^(x).
Thus Y^(X) is also unique. The matrices G (/iv)(/c/) were introduced in [10] , where they are called the characteristic matrices. The following differential equations for the characteristic matrices are known [10] . We can derive them using the infinite series ex- Proof. We restrict ourselves to the case ju = A<v in (4.12):
Here we use Proposition 3.4 and the following formula (see [1] Chapter IV, Appendix):
Then noting that G^H k --k+1) =S, f (k^l) we obtain (4.12).
Let us consider the Schlesinger transformation [10] of wave functions. Let J<" ) (/( = !,..., n; « = !,..., m) be integers satisfying £» = 1 D«=i '1" )= 0-We set as follows : Proof. This is a direct consequence of (4.21) and (4.24).
Remark. Here ^/ denotes the exterior differentiation with respect to the deformation parameters a^ fL^a (/t=l,..., a; j = l,..., r^; a=l,..., m). We can show the convergence of this Neumann series by a similar argument as in Section 2.
In [9] a closed 1-form co was introduced and the T function was defined by co = d log T. Now we have 
