We propose a new method of recognizing daily human activities based on a Deep Neural Network (DNN), using multimodal signals such as environmental sound and subject acceleration. We conduct recognition experiments to compare the proposed method to other methods such as a Support Vector Machine (SVM), using real-world data recorded continuously over 72 hours. Our proposed method achieved a frame accuracy rate of 85.5% and a sample accuracy rate of 91.7% when identifying nine different types of daily activities. Furthermore, the proposed method outperformed the SVM-based method when an additional "Other" activity category was included. Therefore, we demonstrate that DNNs are a robust method of daily activity recognition.
INTRODUCTION
An unprecedented aging of the population is occurring in Japan. In 2014, Japan was categorized as a "super-aging society" with more than 21 of the population falling into the category of elderly people over 65 years old. This trend is projected to accelerate, and by 2030 it is estimated that more than one third of the Japanese population will be over 65 years old. Demand for nursing and medical care will increase dramatically, and it will become difficult for society to meet these needs. Hence, it is necessary to develop technology which will allow elderly people to live independently and safely. In this study we propose a system which can monitor and assist elderly people in their daily lives by recognizing their current activities, using sensor signals obtained from a smartphone.
Many researchers have investigated daily activity recognition using sensor signals. Ohishi et al. [1] and Peng et al. [2] proposed an acoustic event detection method using environmental sound signals. Kwapisz et al. [3] conducted activity recognition experiments focusing on simple activities such as walking, running, standing, and so on. Ohuchi et al. [4] proposed a hierarchical daily activity recognition system which used a combination of subject acceleration and environmental sound signals. However, these studies used datasets consisting of simulated activity, which may differ from actual daily activities. Furthermore, the types of daily activities targeted were limited.
In this study we propose a robust daily activity recognition method based on a DNN using environmental sound and an acceleration signal. We conduct recognition experiments and compare the proposed method to other methods such as a Support Vector Machine (SVM), employing a dataset built by Nishida et al. [5] . The dataset consists of sensor signals recorded with a small video camera and a smartphone over 72 continuous hours. In addition to previously determined and programmed target activities, we also attempt to recognize activities which are not targeted, because our system should be able to recognize any kind of daily activity which occurs at any time. For this reason we also evaluate recognition accuracies when there is an additional category for "Other" activities.
PROPOSED METHOD
We developed the proposed model as follow: 1. Divide each signal into time windows of equal duration. 2. Extract features from each window. 3. Concatenate the features calculated from environmental sound and those extracted from an acceleration signal. 4. Train the classifier using the concatenated features. In this study, we used DNN as the classifier, and compared its performance with a SVM-based method, a frequently used classification technique which can achieve good activity recognition performance.
Feature extraction
We first divide the environmental sound signal and the acceleration signal into synchronous windows of equal duration, and extract the features from each window. Window size and shift size were both 1 sec. Time stamp information from these signals was used for synchronization. We extracted three features from each environmental sound signal window; Mel Frequency Cepstral Coefficients (MFCC) + Power + Δ + ΔΔ, Zero-Crossing Rate (ZCR) and Root Mean Square (RMS). We obtained 41 dimensional features for each window, and used these features as outlined in [4] .
We then extracted the following five features from each acceleration signal using the X, Y, and Z axes of each window: mean, variance, energy, entropy in the frequency domain, and correlation coefficients. These features were chosen per [6] and [7] . Here, the mean and variance are defined as the mean and variance of the raw acceleration signal. Energy E represents the sum of the absolute values of FFT components excluding the DC component, as expressed by the following equation:
where F i indicates the i-th FFT component of the signal of each axis. Entropy in the frequency domain is represented as follows:
where p(i) indicates the probability distribution derived from the normalized FFT component using the following equation:
Correlation coefficient r between two axes is defined for the series data x, y of two axis as follows:
where Cov(x, y) indicates covariance between two vectors and σ represents a standard deviation of vector components. Finally, we concatenated these features extracted from the sound signal and acceleration signals and used a total 56 dimensional features as classifier inputs.
Activity Classifier
In this study, we used the DNN shown in Fig.1 as our classier. The number of layers and hidden nodes in each layer are 5 and 2,048, respectively. The number of nodes of the input layer corresponds to the dimensions of the input features, and the number of nodes of the output layer corresponds to the number of target activity classes.
We trained the DNN using the following procedure. First, we concatenated the features of 11 frames, which included the center frame, the 5 preceding frames, and the 5 succeeding frames by utilizing a key property of DNNs, which are the ability to deal with large numbers of dimensional feature vectors and time series data. In total, we used a 616(56 × 11) dimensional feature vector as our DNN input. Second, we normalized the concatenated features as the mean and the variance of each dimension, so that they became 0 and 1, respectively, using all of the training data. Third, we pre-trained the DNN using a restricted Boltzmann machine (RBM) [8, 9] Fig. 1. Activity classifier using DNN to set the appropriate initial parameters of the DNN using the normalized concatenated features. Finally, we trained the DNN by fine-tuning with back-propagation [10] using labeled data. In the fine-tuning phase we adopted two approaches. In the first approach, we trained the DNN at a fixed learning rate. After 5 epochs, we began to halve the learning rate every half epoch. In the second approach, we used the Dropout [11] method with a fixed learning rate.
EXPERIMENTS
We conducted a daily activity recognition experiment to confirm the performance of the proposed model, using the dataset built by Nishida et al. [5] , which recorded real-world human activity continuously for 72 hours. This dataset includes environmental sound signals recorded with a Go-pro video camera attached to the subject's shoulder and an acceleration signal recorded with a smart-phone in the back pocket of the subject's trousers. The Subject is a 20 year-old, male undergraduate student, living in a one-room studio apartment. [i.e., NOT a one bedroom apartment (an apartment with a kitchen/dining area and a separate bedroom).]
Experimental conditions
A list of target activities is shown in Table 1 , with the numbers in parentheses representing the number of samples of each Tables 2 and Table 3 respectively. In Table 2, the "sample" means a data segment whose length is 60 sec. In these experiments we adopted the Hold-out validation method, since the number of samples for each activity class is different. For Hold-out validation we chose 10 samples randomly from each class, and used these samples as test data. The remaining data was used as training data.
Investigation of effectiveness of acceleration features
First, we built a DNN and other models (KNN, GMM, Decision tree, SVM) to classify nine activity classes, without an To confirm the effectiveness of the acceleration features, we compared performance using only acoustic features with performance using both acoustic and acceleration features. Results are shown in Fig. 2 . "Frame" indicates a frame accuracy, which is the recognition accuracy for the frame unit. "Sample" indicates a sample accuracy, which is the recognition accuracy obtained using the majority of the frame recognition results in each sample. The results for all of the models show that recognition accuracy, especially frame accuracy, improved when we added acceleration features to the input features. Therefore, we can confirm the effectiveness of using acceleration features for activity classification. Next, we focused on the difference in effectiveness between DNNs and other methods. Our results, shown in Fig.  2 , revealed that the DNN outperformed other methods, especially when using a DNN with a dropout. Comparing performance with and without a dropout, the DNN with a dropout achieved higher frame and sample accuracies. The reason for this dramatic improvement may be related to the variety of signals in the same class. Since we used data recorded in a real environment and there were many signals in the same class, we assume the effect of over-fitting became more apparent, hence, generalization methods such as dropout became more effective. Whatever the case may be, we confirmed that the DNN achieved better performance.
Recognition of non-target activity
Next, we added an "Other" category for non-targeted activity, and built a DNN and other models for a ten activity classification problem. Experimental results are shown in Fig. 3 . Our results show that the performance of other methods decreased dramatically in both frame and sample accuracy when a nontarget activity category was added. The confusion matrix of SVM in Table 5 shows that adding an "Other" class influences the other classes significantly. Classification of the "Cleaning" activity class was most drastically affected, with more than 3/4 of the samples misclassified into the "Other" class. This may be caused by the encroachment of the "Other" class into the rest of the classes affected the decisions made by the discriminative hyper-plane in the feature domain. To confirm this, we plotted input features in a 2-D space through dimensional reduction using PCA, as shown in Fig. 4 . We can see that the "Other" class encroached into the rest of the classes. On the other hand, the classification performance of the DNN did not decrease as sharply as it did with other methods after an "Other" class was added. Comparing the confusion matrices in Tables 5 and 6 confirms that the effect of the "Other" class was reduced when using the DNN, especially regarding the misclassification of the "Cleaning" activity samples. These results show that the DNN did not construct a simple hyper-plane for discrimination, which indicates that DNNs are likely more robust to outliers.
N -best result
In actual application, improvement of the recognition rate occurs during re-scoring, using an N -best list. Hence, it is crucial important whether or not the correct label appears in the N -best list. The N -best results for the DNN with dropout are shown in Table 4 . Even with the existence of an Other" class, our results confirm that the DNN with dropout achieved high performance, with a recognition rate accuracy of over 90% when N = 2 . 
CONCLUSION
We proposed a new method for the recognition of daily human activities using a DNN with environmental sound and subject acceleration signals. We conducted recognition experiments and compared our method with other methods such as an SVM using a real-world dataset recorded over 72 continuous hours. Our results showed that acceleration features are effective for recognizing daily activities. The proposed method demonstrated its effectiveness by achieving a frame accuracy rate of 85.5% and a sample accuracy rate of 91.7% when categorizing nine different types of daily activities. Furthermore, our proposed method outperformed an SVM-based classification method when using nine activity categories and a tenth "Other (out-of-target) category, achieving a frame accuracy of 82.7% and a sample accuracy of 89.0%. Regarding future work, we will investigate differences in activity classification rates when using multiple subjects, as well as the effect on performance when additional activities are targeted. Table 5 . Confusion matrix of activity classification by SVM Table 6 . Confusion matrix of activity classification by DNN
