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Chapter 1
Introduction
Organic materials are mainly composed of carbon and hydrogen, with the possibility
of additional nitrogen, oxygen, sulfur, selenium and various others. Organic materials
are the main pillars of living species such as cellulose, hormones, proteins and amino
acids. They are at the center of attention for the following reasons:
• Low cost
• Many industrial applications such as plastic and dyes
• Possibility to process at low temperatures
• Easy to process and synthesize
• Potential for high electrical mobility
• A wide range of band gaps (enables the design of insulators, semiconductors,
metals and superconductors)
• Light-weight & flexibility
Organic molecules that generally interact through hydrogen bonding and van der
Waals dispersion forces provide the possibility of various structures such as polymor-
phism, a noticeable large degree of polarizability and highly efficient luminescence.
Light emitting diodes (OLEDs)1, solar cells2 and field effect transistors (FETs)3 are
examples of electronic devices based on organic materials that are available on the
market. In recent years, OLEDs have been incorporated in cell phones and portable
digital displays. The possibility of manufacturing FETs based on organic materials4–7
brings many novel areas for practical application such as electronic newspapers.8–10
1
2 Chapter 1: Introduction
1.1 Hybrid organic-inorganic materials
Hybrid organic-inorganic materials are the crystalline systems in which both organic
and inorganic elements co-exist within a single structure. These compounds are an
intriguing class of materials that have been experimentally studied over the last few
years due to their potential application in catalysis, gas separation and storage. Other
properties which attract attention to these materials include their magnetic, optical
and electronic properties.11
Before going into more details, it is worthwhile to understand where hybrid ma-
terials belong with respect to conventional coordination compounds, based on the
model of Cheetham et al.12 They classified hybrid organic-inorganic materials based
on metal-organic-metal connectivity, On and inorganic connectivity, In. The overall
dimensionality of the systems can be represented as InOn, with n =0, 1, 2, 3 (Fig-
ure 1.1).
Figure 1.1: The classification of the hybrid organic-inorganic materials as proposed by
Cheetham et al.12 based on the dimension of the inorganic connectivity In and the metal-
organic-metal connectivity On. n denotes the dimensionality of the connections.
Hybrid organic-inorganic compounds based on the perovskite structures are an
interesting subclass of hybrid organic-inorganic framework materials13 with the gen-
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eralized formula ABX3. The structure is known as a framework constructed from
corner-sharing BX6 octahedra, where B atom is a metal cation, X is an anion and A is
a cation in order to neutralize the total charge and to fill the 12-fold coordinated void
between the octahedra. The cation displacements give rise to the useful properties
of ferroelectricity and antiferroelectricity in many of the perovskite systems.
Among hybrid organic-inorganic materials, “layered perovskites” with the general
representation I2O0 and general formula A2BX4 (Figure 1.1) are the most common
in the studied series. The term “layered hybrids” has been chosen for this type
of structure because one of the most characteristic features of perovskites is re-
tained, i.e. the corner connection of BX6 octahedra, although in two dimensions only
(Figure 1.2).14,15 The low dimensional connectivity also enables developing of low-
Figure 1.2: The basic view of 3D and 2D perovskite systems. In which, B atom is a metal
cation, X is an anion and A is a cation in order to neutralize the total charge. (Figure from
Ref. 16.)
dimensional magnetism.17 The geometrical constraints parallel to the layers are similar
to those of 3D perovskites. It means the positions of the A cations are laterally fixed
in the holes of the network of the BX6 octahedra. In contrast to 3D perovskites, the
spatial restrictions in the directions normal to the layers are largely released. Thus,
the structures gain additional degrees of freedom. For example, individual layers can
undergo distortion without interaction with neighboring layers.
1.1.1 Cu-containing layered perovskite compounds with formula:
(CnH2n+1NH3)2CuCl4
The layered perovskite compounds with the general formula, (CnH2n+1NH3)2BCl4 in
which n = 0, 1, 2, ... have been studied experimentally in recent years,12,13,17–24
because of their promising magnetic and electronic properties. The (CnH2n+1NH3)+
groups fit well into the 2D pattern of the perovskite layers. The −NH3-heads facing
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the perovskite layers, the R-tails (R =CnH2n+1) pointing away. The BCl42− anions
are sandwiched between organic sheets and the neutral layers form stack onto each
other.13,24,25 The −NH3-groups make relatively strong hydrogen bonds with the per-
ovskite layers. In principle, the ammonium heads of the R−(NH3)+ cations can hy-
drogen bond to any of the eight hydrogens (four bridging and four terminal), within
the holes formed by the corner-sharing BCl6 octahedra. A schematic view of hydrogen
Figure 1.3: Two different type of hydrogen bonding configurations in the organic-inorganic
layered perovskites. For simplicity, the R-tail, methylammonium cation is displayed as the
organic cation and the hydrogens connected to the carbon atom have been removed. (Figure
from Ref. 13.)
bonds orientations is shown in Figure 1.3. In fact, the configuration of hydrogen bonds
not only influences the alignment of nearest-neighbor perovskite sheets but also the
degree of tilting and rotation of the corner-sharing BX6 octahedra. The properties of
the compounds with B=Cu2+ differ from those with other transition metals:13,17
• Divalent Cu2+ with the electronic configuration 3d9 (t2g6eg3) shows a substantial
Jahn-Teller (JT) distortion. The octahedra either elongate or contract along
one axis, distorting the perovskite sheets containing these ions.
• The JT effect yields different structural transitions in these compounds.20
• The 2D isotropic interaction is offered by the Cu2+ compounds.17
• The ferromagnetic characteristic of intra-layer interactions makes them suit-
able for magnetic applications in electronic devices. That is not the case for
M=Mn2+ and Fe2+.18
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Moreover, the copper (II) chloride analogues of the layered perovskite structures have
been experimentally studied in detail as a result of the easy growth of crystals as well as
the interest in JT distortion and magnetic interactions.12,13,17–24 Hence, in chapter 2
the (CnH2n+1NH3)2CuCl4 compounds with n = 0, 1, 2 are investigated for the first
time with density functional theory plus on-site Coulomb interaction. The character
of the exchange interaction, responsible for magnetic behaviour, is also investigated.
The JT distortion is analyzed and the compound that has the strongest JT effect is
identified. The easy axis of magnetization is investigated, showing a weak anisotropic
interaction between inter-layer Cu2+ ions in these structures. A cooperation of the
JT distortion with an antiferro-distortive pattern which give rises to orbital ordering
is shown in partial density of states calculations for our compounds.
1.2 Polymers
What are polymers? What are the main factors that make them different from other
materials? Polymers are made of very long molecules that are composed of many
repeated subunits called monomers. The ability of molecules to form long chains is
vital to produce polymers. Covalent bonds hold the atoms in the polymer molecules
together, which results in strong bonds that are called the first order bonds. The
secondary bonds then hold the polymer chains together to form the polymeric mate-
rials. The secondary bonds are either hydrogen bonds or Van der Waals bonds. Even
though the secondary bonds are not strong themselves, two molecules can be bonded
strongly together due to the large number of atoms per molecule. This effect pre-
vents that polymer materials fall apart spontaneously. How the monomers are linked
together and how this process is controlled also brings a broad range of properties for
this type of materials.
Among the polymers, the aromatic polyamids are a major class of polymers that have
received especial attention in recent years.26–30 The phrase “aromatic” used for chem-
icals that have at least one ring structure derived from benzene in their chemical
structures. The word "aromatic" is used because of the strong offensive smell of
benzene in its raw state. This class of molecules is characterized by relatively rigid
polymer chains, linked by strong hydrogen bonds that transfer mechanical stress. This
feature makes it possible to use chains of relatively low molecular weight. The aro-
matic polyamids are also of practical interest due to their high tensile strength, high
elastic modulus, low elongation at breakage, and higher thermomechanical stability
among other kinds of polyamids.26–28,31–34 Briefly, this kind of polymers is known as
“high performance” polymer fibers.26–28
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1.2.1 “High performance” rigid-rod polymer fiber: poly(p-phenylene
terepthalamide)
Poly,p-phenylene terepthalamide (hereafter PPTA) is one of the interesting mem-
bers of “high performance” polymer fibers .29,30,35,36 A schematic view is shown in
Figure 1.4. PPTA is a polymer which has benzene rings in its structure and crystal-
N
O
H
O N
H
Figure 1.4: Repeating unit of poly(p-paraphenylene terephtalamide), PPTA. (Figure from
ss-NMR, Radboud University Nijmegen).
lizes in the form of 2D hydrogen-bonded sheets, resulting from amide linkages in the
polymer. It has enormous commercial applications,26–28,31–34 and is sold under the
commercial names of Kevlar and Twaron. The structure of PPTA is well-known in
some respects such as cell parameters and chain conformation.29,30,35 However, the
relative displacement of the chains, the orientation of hydrogen bonds between amide
linkages, packing of phenyl rings between sheets, etc., are still in question. In fact, the
crystal structure has a strong influence on most polymer properties. The knowledge
of crystal structure can therefore be used in various ways, from understanding the
structural properties to design polymers for specific applications. Hence, in chapter 3
we focus on the details of the molecular packing of PPTA. Density functional theory
calculations have been carried out for a complete family of possible PPTA structures.
By doing Nucleus Independent Chemical Shift (NICS), we show that ring currents,
σ-pi interactions as well as hydrogen bonding influence the chemical shifts on the
rings. The calculations are used to have an unambiguous assignment of all proton
and carbon resonances. The results have been combined with experimental solid state
NMR (ss-NMR) experiments carried out by O. Brauckmann of the ss-NMR group in
Nijmegen. In fact, the experiments along with theory give a new insight into the
possible structural models of PPTA.
It is a long-standing question how modifications of PPTA will influence the packing
of the structure. In response to this question, a block as small as one and a half repeat
units of PPTA (containing three aromatic groups), known as “trimer”, is considered.
Trimer is crystallized in the same crystal structure as the parent PPTA polymer. In
terms of NMR, trimers are very interesting to characterize the possible end groups
of PPTA. Hence, in chapter 4 we present a first principles study of the structural
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information for two possible models of the trimer with NH2 end group. The chemical
shifts of protons and carbons along with NMR experiment are also tabulated.
1.3 Elastic moduli of “high performance” polymer fiber
A solid has a definite shape and size. In order to change or deform its shape or size, a
force is required. The property of a solid, that it tends to regain its original size and
shape when the applied force is removed, is known as elasticity and the deformation
caused is known as elastic deformation (Figure 1.5). The elastic properties of solids
Figure 1.5: A trampoline is basically an elastic disc that is connected to several springs. As
you land on the trampoline the springs and the trampoline surface stretch as a result of the
force of your body landing on it. Hooke’s law states that the springs will work to return to
equilibrium. In other words, the springs will pull back against the weight of your body as you
land. The magnitude of this force is equal to that which you exert on the trampoline when
you land.
have a two-fold importance. Firstly, they are indicators of mechanical strength which
is a matter of great practical significance. Secondly, on the scientific side, the elastic
properties are inputs for determination of interatomic potential parameters and lattice
dynamical calculations. The rigid-rod polymer poly(p-phenylene terephthalamide) is
not an exceptional case of the above mentioned factors.29,30,35,37,38
The “high performance” fibers, including PPTA, deal with exceptional mechanical
properties, such as high elastic moduli and a high tensile strength26–28. The elastic
modulus is defined as the ratio between the stress that is subjected to the body and the
strain, i.e. the elongation per unit length. A schematic view is depicted in Figure 1.6.
For such “high performance” materials, it is of interest to evaluate the difference
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between the experimentally obtained (maximal) values of the mechanical properties
and the ultimate values that might be obtained for the hypothetical materials. In
chapter 3 we show the possible packing of PPTA structures that can be considered
as hypothetical models. It is obviously not possible to measure the modulus of a
hypothetical material. This is exactly the subject of chapter 5 in this thesis: the
calculations of elastic properties for (some) possible models of PPTA, based on the
results in chapter 3.
To our knowledge from literature, there has not been an accurate calculation on
PPTA fibers from the structural and mechanical properties points of view. Therefore,
in this thesis we investigate the structural aspects of PPTA (chapter 3), along with
ss-NMR experiments, and calculate the elastic moduli for several optimized PPTA
models (chapter 5), using an ab initio method. In addition in chapter 5, the elastic
modulus of an isolated chain is calculated. The result is compared with the modulus
of the packed crystal along the fiber axis, to see whether the elastic modulus of a
polymer chain is mainly depends on the intramolecular interaction or not. The phonon
calculations were also done to see the effect of entropy on the total value of the elastic
moduli.
Figure 1.6: In above case, there is a longitudinal stress F/A that produces a change in length
per unit length.
1.4 Methodology
In this section the methods that have been used in this thesis are briefly addressed.
1.4.1 Density functional theory
First-principles calculations were performed in the framework of density functional
theory (DFT)39,40 using the PBE generalized gradient approximation (GGA)41 and
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the projector augmented wave method (PAW)42,43 as implemented in the Vienna ab
initio simulation program (VASP).44,45 A general review on DFT can be found in Ref.
46. In addition, Ref. 47 provides a complete description of the basic theory of the
PAW method, as well as most of the details needed to make the method work in
practice.
1.4.2 Strongly correlated electron systems: DFT+U
DFT has a systematic difficulty that results from an unphysical interaction of an
electron with itself. In order to understand the origin of the self-interaction error, we
look at the energy functional that is given by Kohn and Sham48:
E[n(r)] = T [n(r)] +
∫
(Vext(r) +
1
2
VC(r))n(r)dr + Exc[n(r)]. (1.1)
The first term on the right-hand side describes the kinetic energy of a system with
density n(r) and no electron-electron interaction, Vext is the potential energy of an
electron interacting with the nuclei, VC is the classical Coulomb potential of all elec-
trons and Exc[n(r)] is the exchange-correlation functional. It is defined to present all
interactions that are not contained in the previous terms.
The Coulomb repulsion between the electron and itself, the so-called self-interaction,
is unphysical and the correction for it is one of the several effects that are lumped
into the exchange-correlation functional.
In DFT, if we would know the exact Kohn and Sham functional, the spurious self-
interaction energy in VC would be exactly canceled by the contributions to the energy
from exchange (as in Hartree-Fock). In fact, DFT with the GGA approximation or
the local density approximation (LDA) (used to consider Exc[n(r)] functional) works
very well for many materials, but it fails when dealing with strongly correlated systems
which usually consist of elements having 3d and 4f open shells.
One simple method that has been proposed to deal with the self-interaction prob-
lem of GGA/LDA of strongly correlated materials is the GGA/LDA+U method. The
main concept of this method is to correct GGA/LDA with an empirical parameter
U in order to improve the description of the correlation effects relating to the on-
sit Coulomb repulsion.49 It provides an energy penalty for two electrons to reside
on the same “atomic site”, parametrized with a “Hubbard U”. The method usually
improves the electronic structures. Unfortunately, there is usually no obvious choice
of the U value to be adopted, and its value must be determined by experimental
constraints, in a semi-empirical way.50 The alternative methods such as the hybrid-
functional method51,52 and the GW method53 are being developed in order to deal
with the strong correlation effects. The methods usually show much beter results
compared with GGA/LDA+U method, but they are time-consuming and therefore
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they are mainly limited to small systems with at most tens of atoms in the cell. On
the contrary, GGA/LDA+U deals with large systems, large in number of atoms, and
computational costs are comparable to standard DFT.
1.4.3 Van der Waals (vdW) interactions
Standard DFT fails to describe the non-local van der Waals (vdW) interactions. How-
ever, these interactions are important for polymers. In order to describe them, the
recently proposed van der Waals density functional (vdW-DF) of Dion et al.,54 as
implemented in VASP by J. Klimeš et al.55 using the efficient algorithm of Roman-
Perez and Soler56 is used. In the following we briefly summarize the functionality of
vdW-DF.
In vdW-DF the exchange-correlation energy is partitioned as
Exc = Ex + E
vdW
c + E
loc
c . (1.2)
In the original vdW-DF method,54 Ex is the revPBE exchange functional.57 The sec-
ond term, EvdWc , accounts approximately for non-local electron correlation effects (i.e.
dispersion). The final term, E locc , is the local correlation energy for which the local
density approximation (LDA) was used. As was already mentioned, the original choice
for the exchange part Ex of the functional to be used was the revPBE functional57,
which is almost free from any spurious binding. Soon it was realized that revPBE is
typically too repulsive in the vdW regime58, and a large number of other options for
the exchange part of the functional have been proposed, including a revised version
of the optPBE-vdW, optB88-vdW, and optB86b-vdW, in which the exchange func-
tionals were optimized for the correlation part55 and the vdW-DF2 of Langreth and
et al.59
1.4.4 The PAW method
The PAW method42 introduced by Blöchl proposes a linear transformation from the
pseudo-wavefunction |ψ˜n
〉
, to the true all-electron wavefunction |ψn
〉
,
|ψn
〉
= |ψ˜n
〉
+
∑
i
(|φi
〉− |φ˜i〉)〈p˜i |ψ˜n〉. (1.3)
n is the band index. The pseudo-wavefunctions |ψ˜n〉 are expanded in plane waves
and represent the variational degrees of freedom. |φi
〉
is a localized atomic state, a
so-called partial wave, and |φ˜i
〉
is its pseudized counter part. The |p˜i〉 are projector
functions that are dual to the pseudized partial waves, i.e. 〈p˜i |φ˜j〉 = δi j . i is a
compound index running over the nuclear sites and the number of augmentation
1.4. Methodology 11
channels per site. The |p˜i〉 are short range. There is no overlap with neighboring
atomic sites.
The PAW transform of any given semi-local operator O is given by:42
O˜ = O +
∑
i ,j
|p˜i
〉
[
〈
φi |O|φj
〉
]− [〈φ˜i |O|φ˜j〉]〈p˜j |. (1.4)
The pseudo-operator O acting on pseudo-wavefunctions will give the same matrix
elements as the all-electron operator O˜ acting on all-electron wavefunctions, i.e. the
expectation value:〈
O
〉
=
∑
n
fn
〈
ψn|O|ψn
〉
=
∑
n
fn
〈
ψ˜n|O˜|ψ˜n
〉
=
∑
n
fn
〈
ψ˜n|O|ψ˜n
〉
+ ρi ,j
{〈
ψi |O|ψj
〉− 〈ψ˜i |O|ψ˜j〉} , (1.5)
in which
ρi ,j =
∑
n
fn
〈
φn|p˜i
〉〈
p˜j |ψ˜n
〉
. (1.6)
and fn and ρi ,j are the band and the augmentation occupancies, respectively.
We use periodic boundary condition and a plane wave basis set for the pseudo orbitals:
ψ˜n,k =
1
Nk
∑
G
cGn,ke
i(k+G).r, (1.7)
where G and k stand for reciprocal lattice vectors of applied unit cell and k-points,
respectively.
1.4.5 Nuclear Magnetic Resonance (NMR) shielding tensor
Nuclear Magnetic Resonance (NMR) is a spectroscopy of the nuclei. It is a very
powerful technique that can provide detailed information on the topology, dynamics
and three-dimensional structure of molecules, liquids, and solid state materials. In
fact, NMR is a resonance transition between magnetic energy levels happening when
atomic nuclei are immersed in an external magnetic field. The transition(s) between
these levels are very much smaller than electronic excitations in the system and can
be probed with radio-wave frequency pulses. At a first thought this might appear to
only provide us with information about the nuclei, however the precise splitting of the
levels is found to be influenced by the surrounding electronic structure. This makes
NMR a highly sensitive probe of local atomic structure and dynamics. In order to get
a basic insight into the mechanism of NMR spectroscopy, a brief background is given
in the following paragraph.
When we put a sample in a uniform external magnetic field Bext, an electronic
current density Jind(r) will be induced. This current produces an induced magnetic
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field Bind(r) resulting in a total magnetic field of Btot(r)= Bext + Bind(r) at the position
(r). The NMR shielding tensor
↔
σ is defined as
Bindi = −
↔
σiB
ext (1.8)
or
σi ,αβ = −
∂Bindi ,α
∂Bextβ
. (1.9)
Here i indicates the position of the nucleus i , and the induced magnetic field arises
from orbital currents j(r),
Bind(r) =
1
c
∫
d3r′ j(r′)× r − r
′
|r − r′|3 . (1.10)
So, chemical shielding can be seen as the induced field at a given position due to a
uniform external magnetic field.
1.4.6 The GIPAW transform
In an external magnetic field B the wave functions acquire a phase factor proportional
to the field when they are translated. This “translational invariance” is broken in
the PAW method. In practice this means that at larger distances from the gauge
origin (cf. Eq. 1.11) incompleteness of the local basis of partial waves becomes more
acutely felt. The Gauge-Including PAW (GIPAW) method (Refs. 60 and 61) solves
this problem for the symmetric gauge of Eq. 1.11 with the introduction of additional
field-dependent phase factors. With these phase factors the GIPAW transform of a
semi-local operator becomes:
O¯ = O +
∑
i ,j
e(i/2c)r·Rj×B|p˜j〉
{
〈φj |e−(i/2c)r·Rj×BOe(i/2c)r·Rj×B|φi〉
− 〈φ˜j |e−(i/2c)r·Rj×BOe(i/2c)r·Rj×B|φ˜i〉
}
〈p˜i |e−(i/2c)r·Rj×BδRi ,Rj .
(1.11)
Here Ri is the vector to the nucleus pertaining to partial wave |φ〉i . The GIPAW
transform is very important for the calculation of chemical shieldings as it makes
possible an accurate (PAW-like) reconstruction of the wave functions in the immediate
vicinity of the atomic nuclei. Thus a accurate description of the current in the vicinity
of the nucleus is made possible.
1.4.7 Linear response
In this section the linear response is discussed. In order to remain concise, the aug-
mentation contributions are suppressed. The complete formulas can be found in Ref.
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62. The all-electron Hamiltonian in a magnetic field is given by:
H =
1
2
[p +
1
c
A]2 + V (r), (1.12)
in which V(r) is the all-electron potential and p is the momentum operator. The
vector potential A of the uniform magnetic field is the perturbation.
One way to obtain the magnetic shielding is to compute the induced current density
j(1)(r), as a function of position r, using perturbation theory (once j(1)(r) is known,
the induced field follows from Eq. 3.2.1):
j(1)(r) = 4
∑
o
Re[
〈
ψ(0)o |jpara(r)|ψ(1)o
〉
]
+ 2
∑
o
[
〈
ψ(0)o |jdia(r)|ψ(0)o
〉
],
(1.13)
where o represents the occupied orbitals.
The induced orbital current, j(r), is obtained from the quantum mechanical prob-
ability current, by replacing linearly with the canonical momentum. It can be written
as the sum of diamagnetic and paramagnetic terms
j(r) = jpara(r) + jdia(r), (1.14)
in which para and dia are abbreviations of paramagnetic and diamagnetic contribution.
The para and dia current densities are obtained from the respective current operators:
jpara = − 1
2i
(∇|r〉〈r|+ |r〉〈r|∇) (1.15)
and,
jdia =
1
c
A(r)|r〉〈r|. (1.16)
The first-order change in the wavefunction|ψ(1)o
〉
is given by:
|ψ(1)o
〉
=
∑
e
|ψ(0)e
〉〈
ψ
(0)
e |
ε− εe |H
(1)|ψ(1)o
〉
= G(ε(0)o )|H(1)|ψ(1)o
〉
.
(1.17)
where H(1) is the first-order perturbation in Eq. 3.6, e represents the empty orbitals
and G is the Green-function. By considering the vector potential of a uniform field in
the symmetric gauge:
A(r) =
1
2
B× r (1.18)
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where B is the external magnetic field, we get the following expression for the induced
current:
j(1)(r) = 4
∑
o
Re[
〈
ψ(0)o |jpara(r)G(ε(0)o )
1
2c
(r′ × p) · B|ψ(0)o
〉
]
− 1
c
∑
o
〈
ψo |r
〉〈
r|ψo
〉
B× r.
(1.19)
As is obvious from Eq. 1.19, the first part is the contribution of the paramagnetic
term, jpara(r) and the second term is the contribution of diamagnetic term, jdia(r).
For a finite system there is in principle no problem in computing the induced current
density from Eq. 1.19. However, an obvious problem occurs due to the presence of
position operator, r with the diamagnetic part (second term) of Eq. 1.19 in an infinite
system. In fact, a large contribution far away from r′ 6= 0 will diverge this term in
finite systems. Nevertheless, the induced current survives and is finite due to the sum
with the equal but opposite divergence that occurs in the paramagnetic part (first
term) of Eq. 1.19. By application of the f-sum rule (details in Refs. 60–62) we get
an expression for the current:
j(1)(r) = 4
∑
o
Re[
〈
ψ(0)o |jpara(r)G(ε(0)o )(r′ − r)× p|ψ(0)o
〉
]. (1.20)
Since the Green function G(ε(0)o ) is localized in an insulator, j(r) remains finite at
large values for (r′ − r). At this point there still remains the question of the practical
computation of the current, and for reasons of efficiency it is desirable to work with
just the cell periodic part of the Bloch function. Since the position operator in Eq. 1.20
cannot be expressed as a periodic function of the cell, one can consider the response to
a magnetic field with a finite wave length, B = sin(q ·r′)qˆ, and take the limit q→ 0 as
one solution to this problem.62 Alternatively, one can modulate the position operator
itself.60,61 This solution enables us to work with periodic functions for the extended
system from the practical point of calculation, but for each k-point in the Brillouin
Zone we need information about the wavefunction at (k+q). The final expression for
the current (complete details are presented in Refs. 60 and 62) is then:
j(1)(r) = lim
q→0
1
2q
[S(r, q)− S(r,−q)] (1.21)
where
S(r, q) =
2
cNk
∑
i=x,y ,z
∑
o,k
Re[
1
i
〈
u
(0)
o,k |Jpk,k+qi (r)Gk+qi (εo,k)
B× uˆi · (p + k)|u(0)o,k
〉
],
(1.22)
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qi = quˆi , Nk is the number of k-points and
Jpk,k+qi = −
(p + k)|r〉〈r|+ |r〉〈r|(p + k + qi)
2
. (1.23)
See Refs. 60 and 61 for an extension of the above expression for the induced current
to separable norm-conserving and ultra-soft pseudopotentials. Using the result in the
Biot-Savart law (Eq. 3.2.1) yields the induced field at the nuclear positions, i.e. the
chemical shielding tensor.
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The electronic structure of
organic-inorganic hybrid compounds:
(NH4)2CuCl4, (CH3NH3)2CuCl4 and
(C2H5NH3)2CuCl4
Abstract
Hybrid organic-inorganic compounds are an intriguing class of materials that have been
experimentally studied over the last years because of a potential broad range of applications.
The electronic and magnetic properties of three organic-inorganic hybrid compounds with
compositions (NH4)2CuCl4, (CH3NH3)2CuCl4 and (C2H5NH3)2CuCl4 are investigated for
the first time with density functional theory plus on-site Coulomb interaction. A strong
Coulomb interaction on the copper causes a relatively weak exchange coupling within the
layers of the octahedral network, in good agreement with experiment. The character of the
exchange interaction (reponsible for magnetic behaviour) is analyzed. The calculations reveal
the (C2H5NH3)2CuCl4 has the strongest Jahn-Teller (JT) distortion in comparison with the
two other compounds. The easy axis of magnetization is investigated, showing a weak
anisotropic interaction between inter-layer Cu+2 ions in the (C2H5NH3)2CuCl4 structure.
Orbital ordering is concluded from our partial density of states calculations: a cooperation
of the JT distortion with antiferro-distortive pattern.
P. Zolfaghari, G. A. de Wijs and R. A. de Groot
J. Phys.: Condens. Matter, 2013, 25, 295502
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2.1 Introduction
Hybrid organic-inorganic compounds, synthesized by self-assembly from the solution,
provide a considerable opportunity for scientific studies and technological applica-
tions.12,13,63–65 This broad range of materials allows the combination of properties
of organic and inorganic moieties within a single structure. The inorganic network
can be considered as a collection of atoms that are held together by covalent and
ionic interactions. The organic blocks, which generally interact through weaker in-
teractions like hydrogen and Van der Waals bonding, provide a degree of freedom
to optimize magnetic and structural properties. Hybrid organic-inorganic compounds
based on the perovskite structures are an interesting class of materials.13 The ba-
sic building block of the organic-inorganic perovskite family is the ABX3 perovskite
structure. The structure consists of a 3D network of corner-sharing BX6 octahedra
in which the B atom is a metal cation, X is an anion, and A is selected as a cation
in order to neutralize the total charge and it can even be a molecule. In addition to
the 3D perovskites, layered perovskite structures can be formed by slicing ABX3 into
slabs parallel to the [001] direction, with a thickness of one BX6-octahedron. In this
thought experiment the A and X atoms within the slice planes will be cut into halves.
This situation can be mended by refilling the affected atoms, resulting in a structure of
general formula A2BX4. The term “layered perovskite” has been chosen for this type of
structure because one of the most characteristic features of perovskites is retained,
i.e. the corner connection of BX6 octahedra, although in two dimensions only.14,15
The structure comprises layers of corner-sharing BX6 octahedra with the monovalent
A cations occupying the cavities. The geometrical constraints parallel to the layers
are simillar to those of 3D perovskites, i.e. the positions of the A cations are laterally
fixed in the holes of the network of the BX6 octahedra. No constraint exists in the
direction perpendicular to the layers. Individual layers can undergo distortion with-
out interacting with neighboring layers, or layers can be shifted with respect to each
other. The low dimensional connectivity also enables developing of low-dimensional
magnetism.17 Among the layered perovskite compounds the (CnH2n+1NH3)2BCl4 in
which n= 0, 1, 2, ... have been studied experimentally in recent years,12,13,17–24 because
of the promising magnetic and electronic properties. The (CnH2n+1NH3)+ groups fit
well into the 2D pattern of the perovskite layers. The ammonium groups of the
cations are connected to the halogens in the inorganic sheets by hydrogen bonds.
The BCl42− anions are thus sandwiched between organic sheets and the neutral layers
formed stack onto each other.13,24,25 The properties of the compounds with Cu differ
from those with other transition metals.13,17 Firstly, divalent Cu2+ with the electronic
configuration 3d9 (t2g6eg3) shows a substantial Jahn-Teller (JT) distortion. Hence,
the strong JT effect gives rise to the distortion of octahedral coordination of the
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Cu2+ ion, with four short and two long bonds.66–68 The elongated bonds of Cu—Cl
on adjacent Cu2+ ions lie in the plane of the octahedral network and are oriented
perpendicularly with respect to each other, forming an antiferro-orbital ordering.69
Secondly, the JT effect yields different structural transitions in these compounds.20
Thirdly, these materials show a range of 2D isotropic interaction that is offered by the
Cu2+ compounds.17 Fourthly, the ferromagnetic intra-layer interactions make them
suitable for magnetic application in electronic devices. By contrast, the M=Mn2+
and Fe2+ order antiferromagnetically.18
Since the electronic structures of (CnH2n+1NH3)2CuCl4 are not yet well known,
we focus our attention on magnetic and electronic properties of three members of
these materials for n =0, 1 and 2 using density functional theory (DFT) plus on-site
Coulomb interaction on Cu (DFT+U).
In this paper, the electronic structure of (NH4)2CuCl4, (CH3NH3)2CuCl4 and
(C2H5NH3)2CuCl4 are presented: the appropriate structure (if needed), electronic
and magnetic properties are analyzed. Different magnetic configurations have been
investigated in order to find the ground state. The calculations show a good agree-
ment with experimental results. The magnetic interaction within the layers occurs
via Cu—X...Cu chains in which X...Cu denotes the elongated copper-chloride bond.
Hence, the magnetic interaction is superexchange. In order to clarify the dominance
of the superexchange interaction between metal ions within the layers, we consider
the next-nearest-neighbor contributions. A comparison between the magnitude of
the JT distortion is given. The compound that shows the strongest JT distortion
is reported. Strong Coulomb interaction on the Cu is confirmed by comparing the
estimated intra-layer exchange coupling constants for several U’s with experiments.
The influence of the onsite d-d Coulomb interaction on the band gap is shown. The
partial density of states are plotted in order to see the existance of orbital ordering in
a cooperation with JT distortion.
This paper is organized as follows. In Sec. 2, we summarize the technical details
of the calculations. The results concerning the structural, magnetic and electronic
properties of these three organic-inorganic hybrids are discussed in Sec. 3, 4 and 5.
We analyze tilting of the octahedra, orbital ordering, JT effect and exchange coupling
constants. We compare our results for these three compounds with experimental
measurements (if data are available). Finally, in Sec. 6 some conclusions are given.
2.2 Computational methods
Calculations were performed within the framework of density functional theory (DFT)39,40
and DFT plus on-site Coulomb interactions (DFT+U)70 by using the PBE general-
ized gradient approximation (GGA)41 and the projector augmented wave method
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(PAW)42,43 as implemented in Vienna Ab-initio Simulation Package (VASP).44,45
Since there are no unique data on the strength of the on-site Coulomb repulsion
parameter U for Cu in the literature,71,72 a known property of relevant materials is
taken in order to find a suitable value of U (more details will be mentioned later).
A fine Monkhorst-Pack grid of k-point has been chosen for sampling the Brillouin
zone.73 An energy cutoff of 400 eV has been used in all calculations. In order to
see the effect of Van der Waals interactions, we did a test run on one of the struc-
tures with an empirical correction for dispersion interactions added to DFT, called
DFT-D2.74 The calculations with Van der Waals interactions have the same trend
in underlying physical properties by comparsion with standard DFT calculations, the
effect of hydrogen bonding prevails for n =0, 1 and 2. Spin-orbit interactions have
been included in order to determine the direction of the easy axis. The atomic posi-
tions within the unit cell were relaxed until the forces are less than Fmax =0.01 eV/Å.
The experimental data were used as a starting point for the optimization of atomic
positions. Crystal structures were visualized by using the VESTA package.75
2.3 The electronic properties of (NH4)2CuCl4
The yellow compound (NH4)2CuCl4 crystallizes in the orthorhombic cell with space
group Cmca and lattice parameters; a=15.46 Å, b =7.20 Å and c =7.20 Å at room
temperature.76 (In order to be consistent with the two other compounds, we de-
scribe the structure of (NH4)2CuCl4 with; a=7.20 Å, b =7.20 Å and c =15.46 Å as
lattice parameters). The structure is the first member of the (CnH2n+1NH3)2CuCl4
compounds with square planar CuCl42− ions. The octahedral coordination of Cu2+
is completed by sharing two chlorine atoms from adjacent CuCl42− ions along one
axis, as it is shown in Figure 2.1. The Cu—Cl...Cu bond angle is linear (180◦); no
Figure 2.1: The initial (left) and optimized structure (right) of (NH4)2CuCl4.
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tilting with respect to the c-axis and ab plane occurs (Figure 2.2 and Figure 2.3).
The (NH4)+ groups occupy the holes between the chlorine atoms in the adjacent
Figure 2.2: Tilting of the octahedra along the c-axis. The untilted configuration (left) is
compared with the tilted orthorhombic one (right).
Figure 2.3: Tilting of CuCl6 octahedral network in the ab plane, the untilted configuration
(left) is compared with the tilted orthorhombic one (right).
sheets. They form N—H...Cl bonds to any of the eight halogens, with four terminal
and four bridging halogens. In order to find the ground state, we perform four calcula-
tions; nonmagnetic (N) and three different magnetic structures: ferromagnetic (FM),
antiferromagnetic type 1 (ferromagnetic layers coupled antiferromagnetically, AFM1)
and antiferromagnetic type 2 (antiferromagnetic layers coupled antiferromagnetically,
AFM2) configurations. We used the X-ray diffraction data as starting point for the op-
timization of the atomic positions. The initial positions of hydrogen atoms have been
constructed, assuming a tetrahedral coordination for (NH4)+. The calculations reveal
that the compound has a stable layer-type ferromagnetic structure, with a very weak
antiferromagnetic interaction between the layers (AFM1). A view of the optimized
structure is shown in Figure 2.1. The space group that results from our calculation,
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Table 2.1: The position of atoms for ground state of (NH4)2CuCl4 structure in Pbca space
group (No. 61).
Atom Wyckoff letter x y z
Cu 4a 0.002 0.003 0.001
Cl1‖ ab plane 8c 0.208 0.232 0.019
Cl2 ⊥ ab plane 8c 0.034 0.020 0.150
N 8c 0.021 0.006 0.357
H1 8c 0.015 0.358 0.124
H2 8c 0.057 0.414 0.104
H3 8c 0.018 0.490 0.207
H4 8c 0.159 0.487 0.136
considering hydrogen atoms as well, has a lower symmetry. We determine Pbca as an
appropriate space group for the optimized structure (Table 2.1). The optimized Cu2+
lies approximately at the center of a distorted octahedron with two short (s) (2.28 Å),
two long (l) equatorial (2.84 Å) and two medium (m) apical Cu—Cl (2.34 Å) bonds.
The long equatorial Cu—Cl bond indicates a puckering of the CuCl42− sheets in the
ab plane as a result of the hydrogen bonding interaction between the NH4+ groups
and chloride ions. A schematic view of perpendicular orientation of the neighboring
long equatorial Cu—Cl bonds is shown in Figure 2.4. A quantitative measure of the
magnitude of the JT distortion is given by the octahedral distortion parameter (∆d)77
defined as:
∆d = (1/6)
∑
1,6
[(dn − d)/d ]2, (2.1)
in which d is the mean Cu—Cl bond distance and dn are individual Cu—Cl bond
distances. By mapping Cu—Cl distances onto Eq. 2.1, we have ∆d=8.93×10−3.
The optimized octahedral network is tilted along the z-axis (Figure 2.2). Each elon-
gated Cu—Cl bond is slightly tilted from the [011] and [01¯1] directions (Figure 2.3).
The buckling angles of the octahedral network along the ab plane and z-axis are
θab =165.21 ◦ and θz =5.60 ◦, respectively. The spin-orbit calculations show that the
localized magnetic moments on each Cu lie in the ab plane (E⊥ab-E‖ab =1.0 meV/Cu
site). The density of states (DOS) and the projected density of states (PDOS) for
different magnetic structures are shown in Figure 2.5 and Figure 2.6, respectively
(consistently with Figure 2.4). The partial density of states in Figure 2.6 indicates
the d states of Cu interact indirectly through the states of Cl. Since the unoccupied
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Figure 2.4: The schematic view of the alternation perpendicularly of the elongated Cu—Cl
bonds in the ab plane. The Cla and Clb represent the interactions of px and py orbitals with
Cu—Cl bonds along x
′
and y
′
axes, respectively. The s and l stand for the short and long
bond, respectively. The unit cell is sketched for clarity.
Cu d states are not noticeably narrower in the case of antiferromagnetic alignment,
the direct interaction of Cu atoms is not significant (Figure 2.6). The band gap is
predominantly by eg orbitals of the Cu d states: compare Figure 2.5 with Figure 2.6.
The perpendicularly of the elongated Cu—Cl octahedra bonds in the ab plane give
rises to the alternating arrangement of dz2−x2 and dz2−y2.78,79 This alternation of
dz2−x2 and dz2−y2 as a result of the two possible combinations of the dz2−r2 and dx2−y2
atomic orbitals can be derived from the alternating favourable interaction of Cl px
and py with eg states (Figure 2.7).
The order of magnitude and sign of the exchange interaction can be estimated by
the Heisenberg model.80
H = −
∑
i ,j
Ji jSi · Sj (2.2)
The summation is taken over the neighboring spins; J i j denotes the exchange constant
between spin and S is the operator magnetic moment on each copper. The character
of the exchange interaction in our compounds (predominantly a weak intra-layer in-
teraction) is superexchange, as a result of short range interactions. In order to check
the dominance of the superexchange interaction, we expand our cell in the ab plane.
We double the tetragonal unit cell by rotation of 45◦ and lattice parameters; c
′
= c
and a
′
= b
′
= a
√
2. This supercell is chosen in order to realize different types of
magnetic ordering within the same unit cell. The values for the nearest-neighbors
(NN) and next-nearest-neighbors (NNN) intra-layer interaction show a weaker con-
tribution of the NNN interaction (by one order of magnitude). Hence, there is a
dominance of the superexchange interaction. This short range of the superexchange
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Figure 2.5: Total density of states for FM, AFM1 and AFM2 configurations of (NH4)2CuCl4
structure with U =0 eV.
interaction here is the reason for the loss of a significant part of interaction between
neighbors along the longest (z) one direction. We express the energy (Eq. 2.2) for
FM and AFM2 configurations in terms of the nearest-neighbors interaction within the
layers, J. A comparsion between theoretically calculated, Jcal and experimentally17
determined exchange constant, Jexp is given in Table 2.2. The difference between
Table 2.2: The calculated J/kB and the experimental measurement (exp.)17 (in K) for
(NH4)2CuCl4 structure from GGA and GGA+U calculations.
exp. U =0 eV U =7 eV
J/kB 17 80.0 19
the experimental and theoretical intra-layer exchange coupling constant is a result of
electron correlation on the Cu atom. The electron correlation associated with the
Cu 3d state was taken into consideration by performing GGA plus on-site coulomb
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Figure 2.6: PDOS of Cu d, Cl1p, Cl2p and Np+s (p+s orbitals of N) for FM, AFM1 and
AFM2 configurations of (NH4)2CuCl4 structure with U =0 eV.
repulsion (GGA+U) calculations. We investigated the relative energies of the FM
and AFM1 type of spin ordering from our GGA+U calculations written in terms of
a Heisenberg exchange hamiltonian, Eq. (2.2). The variation in the superexchange
constant within the layers, J (in K) as a fuction of U (in eV) is depicted in Figure 2.8.
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Figure 2.7: The PDOS of the alternating interaction of Cl p states (p orbitals in the ab
plane) with eg states of Cu within the layers of octahedra (ab plane) for AFM1 alignment of
(NH4)2CuCl4 structure with U =0 eV.
The comparsion of intra-layer exchange coupling constant in GGA+U calculations
with experimental one gives rise to a suitable value of U =7 eV, given in Table 2.2.
The atomic positions with U =7 eV are almost the same (with a maximum differ-
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Figure 2.8: The variation in intra-layer exchange coupling constants, J/kB (in K) with U (in
eV) for (NH4)2CuCl4 structure.
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ence of (0.0032 Å, 0.0037 Å, 0.0014 Å) between each other). In this calculation
(U =7 eV), we have θab =165.14 ◦, θz =7.72 ◦, and the magnitude of the JT distor-
tion, ∆d=1.37×10−2 ( Eq. 2.1). The DOS and PDOS (for Cu d and Cl p states)
with U =7 eV are shown in Figure 2.9.
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Figure 2.9: The DOS, PDOS, and alternating interaction of Cl p states (p orbitals in the ab
plane) with eg states of Cu within the layers of octahedra (ab plane) with U =7 eV, for AFM1
alignment of (NH4)2CuCl4 structure (Mark the different energy scale compare to DOS and
PDOS plots with U =0 eV).
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2.4 The electronic properties of (CH3NH3)2CuCl4
The monoclinic structure of (CH3NH3)2CuCl4 (space group P21/a and lattice param-
eters a =7.155 Å, b =7.424 Å, c =9.814 Å and β =109.18 ◦ at T =100 K) shows
the JT distorted octahedron.25,81,82 The compound is a second example of square
planar CuCl42− ions from (CnH2n+1NH3)2CuCl4 perovskite-structures, as is shown in
Figure 2.10. The methylammonium moieties are located between the layers and con-
Figure 2.10: The structure of (CH3NH3)2CuCl4, the octahedra are sandwiched between
methylammonium groups.
nected by hydrogen bonds to the Cl− ions; leading to one bridging and two terminal
chlorine ligands. In order to find the ground state, we construct a monoclinic unit
cell with the same a and b parameters and c twice the primitive lattice parameter.
We consider five calculations; nonmagnetic (N) and four different magnetic structure:
ferromagnetic (FM) and antiferromagnetic type 1 (AFM1), antiferromagnetic type 2
(AFM2) and antiferromagnetic type 3 (AFM3) configurations; based on the number
of the nearest-neighbors and the sign of the superexchange interaction (Figure 2.11).
The compound favours an isolated two-dimensional ferromagnetic alignment (the neg-
ligible energy difference between FM and AFM1 structures). The Cu2+ has distorted
octahedral coordinates, with two short (s) (2.29 Å), two medium (m) (2.33 Å), and
two long (l) (2.91 Å) Cu—Cl bonds. The elongated Cu—Cl bonds are orientated
perpendicularly to each other (Figure 2.12). By using Eq. 2.1, we have the magni-
tude of the JT distortion, ∆d=1.12×10−2. The structure is tilted along the z-axis
(θz =9.11◦) and the ab plane (θab =163.51◦). The tilting of the octahedral network
in the ab plane and along the c-axis is depicted in Figure 2.13. The C—N groups are
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Figure 2.11: The schematic depiction of FM, AFM1, AFM2 and AFM3 configurations. The
arrows on each Cu represent spin direction. The primitive cell is doubled in c direction.
Figure 2.12: The schematic view of the antiferro-orbital ordering in the ab plane. The Cla
and Clb represent the interaction of px and py with the Cu—Cl bonds along x
′
and y
′
axes,
respectively. The s and l stand for the short and long bond, respectively. The unit cell is
sketched for clarity.
almost perpendicular to the ab plane with angles of θa =79.64◦ and θb =67.92◦ with
respect to the a and b axis, respectively. The size of intra-layer exchange coupling
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Figure 2.13: A tilted perspective of (CH3NH3)2CuCl4 in the ab plane and along the c-axis.
The unit cell is sketched for clarity.
constant, by using Eq. 2.2 and considering the relative energy of the ferromagnetic
and antiferromagnetic alignment, is given in Table 2.3. The difference in magnetic
Table 2.3: The estimated J/kB and the experimental measurement (exp.)17 (in K) for
(CH3NH3)2CuCl4 compound from GGA and GGA+U calculations with U =7 eV.
exp. U =0 eV U =7 eV
J/kB 19.2 82.2 21
anisotropy shows the localized magnetic moments on each Cu atom lie in the ab
plane (E‖c − E‖ab =1.0 meV/Cu site). The density of states (DOS) and projected
density of states (PDOS) for Cu d and Cl p orbitals of the ground state are shown in
Figure 2.14 (consistently with Figure 2.12). A comparison between DOS and PDOS
confirms the dominance of Cu d orbital around the band gap. The appearance of
elongated distorted octahedra78,79 gives rise to the alternation of dz2−x2 and dz2−y2
type orbitals, as a result of cooperative JT distortion with ferromagnetically order-
ing of CuCl6 octahedra. (Figure 2.14). Now, we express the relative energy of the
ferromagnetic and antiferromagnetic configurations, by using Eq. 2.2, from DFT+U
with U= 7 eV in order to estimate the intra-layer exchange coupling constant. In this
calculation, the size of the exchange coupling parameter is given in Table 2.3, also we
have θab =163.16◦, θz =9.23◦ and ∆d=1.49×10−2. The DOS and PDOS (for Cu d
and Cl p orbitals) with U =7 eV are shown in figure 2.15. The calculated parameter, J
from GGA+U calculation shows a good agreement with experimental measurement.17
2.4. The electronic properties of (CH3NH3)2CuCl4 31
−15
−7
1
9
17
D
O
S 
(st
ate
s/e
V/
f.u
.) FM
−5
−3
−1
1
3
5
PD
O
S 
(st
ate
s/e
V/
ato
m) FM Cud
PD
O
S 
(st
ate
s/e
V/
ato
m)
Cl1p
PD
O
S 
(st
ate
s/e
V/
ato
m)
Cl2p
−5
−3
−1
1
3
5
PD
O
S 
(st
ate
s/e
V/
ato
m) FM dx2−y2
PD
O
S 
(st
ate
s/e
V/
ato
m)
dz2−r2
PD
O
S 
(st
ate
s/e
V/
ato
m)
ClapxP
D
O
S 
(st
ate
s/e
V/
ato
m)
Clapy
−5
−3
−1
1
3
5
−2.0 −1.5 −1.0 −0.5 0.0 0.5 1.0
PD
O
S 
(st
ate
s/e
V/
ato
m)
E−Ef (eV)
FM dx2−y2
PD
O
S 
(st
ate
s/e
V/
ato
m)
dz2−r2
PD
O
S 
(st
ate
s/e
V/
ato
m)
ClbpxP
D
O
S 
(st
ate
s/e
V/
ato
m)
Clbpy
Figure 2.14: The DOS and PDOS for ferromagnetic (FM) configuration of (CH3NH3)2CuCl4
with U =0 eV.
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Figure 2.15: The DOS and PDOS for ferromagnetic (FM) configuration of (CH3NH3)2CuCl4
with U =7 eV (Mark the different energy scale compare to Figure 2.14.
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2.5 The electronic properties of (C2H5NH3)2CuCl4
The compound (C2H5NH3)2CuCl4 24,67,68 is the third member of (CnH2n+1NH3)2CuCl4
series with the square planar CuCl4−2. The lattice constants of (C2H5NH3)2CuCl4 are
a= 7.47 Å, b =7.17 Å and c =21.24Å at T =100 K with the Pbca space group.83
The face-centered orthorhombic unit cell is shown in Figure 2.16. We construct
Figure 2.16: The structure of (C2H5NH3)2CuCl4, the CuCl6 sheets are sandwiched between
two layers of ethylammonium.
four calculations; nonmagnetic (N) and three different magnetic ordering: including
ferromagnetic (FM), antiferromagnetic type 1 (ferromagnetic layers coupled antif-
eromagnetically AFM1) and antiferromagnetic type 2 (antiferromagnetic layers cou-
pled antiferromagnetically AFM2) in order to find the ground state. The compound
favours a layered-ferromagnetic structure with a very weak antiferromagnetic cou-
pling between the layers. The Cu2+ ions are located approximately in the center of
a distorted octahedron with two short (s) (2.29 Å), two medium (m) (2.32 Å) and
two long (l) (2.93 Å) Cu—Cl bonds. The alternative elongated Cu—Cl bonds are
perpendicular to each other (Figure 2.17). The magnitude of the JT distortion, by
using Eq. 2.1, is ∆d=1.21×10−2. The octahedral network is tilted with respect to
the ab plane and the z-axis with angles of θab =163.75◦ and θz =8.95◦, respectively.
The neighboring octahedra along the ab plane and the z-axis have the same tilting
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Figure 2.17: The schematic view of the antiferro-orbital ordering in the ab plane. The Cla
and Clb represent the interaction of px and py with the Cu—Cl bonds along x
′
and y
′
axes,
respectively. The s and l stand for the short and long bond, respectively. The unit cell is
sketched for clarity.
direction. The size of intra-layer exchange coupling constant, by mapping the relative
energy of FM and AFM1 alignment onto the Heisenberg model (Eq. 2.2) is given in
Table 2.4. The calculated energy difference (E⊥ab −E‖ab =0.90 meV/Cu site) implies
Table 2.4: The estimated J/kB and the experimental measurement (exp.)17 (in K) for
(C2H5NH3)2CuCl4 compound from GGA and GGA+U calculations with U =7 eV.
exp. U =0 eV U =7 eV
J/kB 18.6 83 20
the magnetic moments on copper atoms lie in the ab plane with a very small deviation
in comparison with two former structures. The density of states (DOS) and projected
density of states (PDOS) of the structure for the ground state is shown in Figure 2.18
(consistently with Figure 2.17). The band gap is mostly dominated by Cu d orbitals,
and the alternating arrangement of dz2−x2 and dz2−y2 orbitals confirms from the PDOS
in Figure 2.18, as a result of cooperative JT distortion with antiferro-orbital ordering
of CuCl6 octahedra. The intra-layer exchange parameter from DFT+U with U =7 eV
is given in Table 2.4, in a good agreement with experiment. In this case (U =7 eV) we
have, θab =163.45◦ and θz =9.12◦ and ∆d=1.70×10−2, also The DOS and PDOS
(for Cu d and Cl p orbitals) are shown in Figure 2.19.
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Figure 2.18: The DOS and PDOS for antiferromagnetic type 1 (AFM1) (C2H5NH3)2CuCl4
with U =0 eV.
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Figure 2.19: The DOS and PDOS for antiferromagnetic type 1 (AFM1) (C2H5NH3)2CuCl4
with U =7 eV (Mark the different energy scale compare with Figure 2.18).
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2.6 Conclusions
We have given a detailed analysis of the electronic properties of the three organic-
inorganic hybrids with formulas (NH4)2CuCl4, (CH3NH3)2CuCl4 and (C2H5NH3)2CuCl4.
A weak contribution of the next-nearest-neighbor interaction (one order of magni-
tude smaller than the nearest-neighbor interaction) results in the dominance of the
superexchange interaction within the layers. With GGA+U (U =7 eV) good agree-
ment with the experimental intra-layer exchange coupling constant is obtained. The
Jahn-Teller effect is stronger for the compound with the longest organic cation,
(C2H5NH3)2CuCl4, in DFT and DFT+U calculations. In fact, we found a linear
relation between the magnitude of the Jahn-Teller distortion and the length of the or-
ganic cation. The anisotropic interaction between Cu2+ ions in the (C2H5NH3)2CuCl4
is stronger than in the two other compounds, in spite of the increasing length of one
(z) direction as a result of the increasing organic cations sizes. The relatively appre-
ciable anisotropy for the (C2H5NH3)2CuCl4 can be as a result of appreciable effect
of magnetic dipolar interactions (in order of 10−4 in K) as well as superexchange
interactions between the layers. The existance of orbital ordering is shown from our
partial density of states (PDOS) calculations as a result of the alternating interaction
of the two possible combinations of dz2−x2 and dz2−y2 orbitals with Cl px and Cl py
orbitals. We show that the contribution of the inorganic component, by considering
the antiferro-distortive pattern of the octahedral network and the manner of orbital
ordering, are similar in these three compounds. The organic contributions, however,
vary significantly for different organic components. It is interesting to mention that
the octahedral tilting has been modified with respect to the temperature as well as
the organic constituent; the absence of the tilting for the (NH4)2CuCl4, θab =170.96◦
for the (CH3NH3)2CuCl4, and θab =169.63◦ for the (C2H5NH3)2CuCl4 at room tem-
perture are the evidence for this effect.

Chapter 3
Structural studies of polyaramid
fibres: solid-state NMR and
first-principles study
Abstract
Aramid fibres are of practical interest due to their high tensile strength, high elastic modu-
lus, low elongation at breakage, and higher thermomechanical stability among other kinds of
polyamids. Here we combine high-resolution solid-state NMR and Density Functional Theory
(DFT) calculations to gain insight into the details of the molecular packing of PPTA, com-
mercially sold under the names of Twaron and Kevlar. In the literature several packings with
very similar lattice parameters are discussed. In this study we present a thorough analysis
of the different structural models possible within the unit cell. We extend the structural
models to a family of 16 structures derived from the four models discussed thus far in the
literature. Calculations relate 1H- and 13C chemical shifts obtained from experiments to
structural aspects. NICS calculations show that ring currents, σ-pi interactions as well as
hydrogen bonding influence the chemical shifts on the rings. We obtain an unambiguous
assignment which differs from the literature data for carbon of all the proton and carbon
resonances in the repeating unit of PPTA and obtain new insights into the possible packings
of the PPTA units within the unit cell.
A manuscript based on this chapter is to be submitted for publication by J. Ole Brauckmann,
P. Zolfaghari, R. Verhoef, E. A. Klop, G. A. de Wijs, and A. P. M. Kentgens.
This chapter describes a joint experimental and computational study where the DFT com-
putational part has been performed by P. Z. and the experimental part by J. O. B.
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3.1 Introduction
Poly(p-phenylene terephthalamide) (PPTA) fibres are known for their exceptional me-
chanical and heat-resistant properties. They are sold under the commercial names of
“Twaron” and “Kevlar”. The packing of the fibres in a solid state crystal is thought
to significantly impact the thermo-elastic properties of the fibres. Hence a com-
plete understanding of the packing, in all its intricate details, is valuable. Many
structural studies have been carried out (see below), mostly using X-ray diffraction
(XRD).30,84–88 Here we complement these and other studies with in-depth solid-state
NMR characterization and computational modeling based on density functional theory
(DFT).
The repeating unit of PPTA is shown in Figure 3.1. It consists of a terephthaloyl
ring (t-ring, left)- and a phenylene-diamine ring (p-ring, right). The unit cell comprises
two chains. The cell parameters are well known but the orientation of the two chains
with respect to each other in the unit cell is under debate for a long time. Since
the t- and the p-ring have very similar scattering amplitudes, X-ray diffraction (XRD)
studies have difficulties to discriminate between different packings within the unit cell.
Aramid fibres are spun from lyotropic (liquid-crystalline) solutions of the polymer
in sulphuric acid. Depending on the concentration of the solution two crystal modifi-
cations are observed.87 When spun from low concentration a different molecular chain
packing is seen, often referred to as the Haraguchi form or form II.86,87 This form,
however, cannot be obtained in a pure form89. The prevalent form in high-modulus
fibres is reported to have a pseudo orthorhombic unit cell. Most studies on the pack-
NN
O
H
O
1'
2' 3' 1
2 3
terephthaloyl
phenylene
diamine
H
Figure 3.1: Repeating unit of poly(p-paraphenylene terephtalamide). The left ring is referred
to as terephthaloyl ring (t-ring), the right one as phenylene diamine (p-ring). Atoms in the
t-ring are numbered with a prime notation, while the atoms in the p-ring are not. Protons are
numbered according to the labeling of the carbon they are attached to.
ing of the molecular chains are based on fibre XRD, whereas single-crystal electron
diffraction and more recently fibre neutron diffraction been used as well.30,85–88,90,91
The XRD studies were used to establish the packing of the chains relative to each
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other. Northolt and Tadokoro independently proposed two very similar structures
based on fibre XRD.30,85 In both studies, the chains within the unit cell are shifted
about 0.5c with respect to each other. In the Northolt structure the shift is not
exactly 0.5c , but one of the chains is slightly displaced (0.32 Ångstroms) lowering
the symmetry compared to the Tadokoro structure. Subsequently Liu et al.88 carried
out single-crystal electron diffraction measurements. From these measurements cell
parameters similar to those of the earlier studies were derived, but the observed re-
flections agreed better with a structure with adjacent chains at the same height (alike
rings next to each other). Later Plazanet et al.91 studied PPTA using neutron vibra-
tion spectroscopy and DFT calculations. In the calculations another model, the Pb
model, related to the Liu model, was introduced.Here adjacent chains in neighboring
sheets are also at the same height, but the amide linkages have parallel configuration
whereas the amide linkages in the Liu model are anti-parallel.
Because polyaramid fibres do not dissolve in common organic solvents, the NMR
studies in literature are either of PPTA in sulfuric acid (lyotropic solutions92) or solid-
state NMR spectra. English et al. were the first to report a solid-state NMR 13C
chemical shift assignment for the six resonances observed for PPTA.93 Furthermore,
static variable temperature (VT) NMR measurements indicate that no high frequency
ring flipping takes place over the temperature range from −170 oC to 200 oC. In
hydrated samples of Kevlar-49, the splitting on the t-ring remains, indicating that
also upon hydration at elevated temperatures of 80 oC, no fast flipping of the rings
takes place and thus hydration does not affect the bulk structure of PPTA.94 However
a fraction of carbons with shorter T1 was noticed, suggesting the presence of an
amorphous phase in Kevlar-49.
Besides structural studies, the dynamics95–101 and molecular alignment100,102,103
of the chains in PPTA fibers have been intensely studied. The orientational distribu-
tion of the chains was found to be of the order of 10◦, with the actual value changing
somewhat for different grades of PPTA100,102,103. For the amide, t-ring and p-ring
segments heterogenous and slightly different dynamics are observed. For all the seg-
ments, these dynamics take place at the surface of the crystallites only, with the
core being rigid on the NMR timescale. The studies described above convincingly
show that NMR can be used to investigate the morphology and dynamics of PPTA
at various temperatures. All studies confirm the high crystallinity of this polymer as
suggested by XRD studies. In summary, the structure of PPTA is well-known with
respect to cell parameters and chain conformation.29,30,91 However, the relative dis-
placement of the chains and the orientation of hydrogen bonds between amide linkages
are not exactly known. Due to the presence of several aromatic units, having strong
ring-current effects, the solid-state NMR chemical shifts in PPTA are expected to
be very sensitive to packing effects. Hence different packings of the two chains in
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the unit cell should translate into substantial chemical shift differences. Therefore
NMR shifts will be sensitive to the structural variations of the different models dis-
cussed in the XRD studies described above which we explore in the present study.
We anticipate that these structural variations will also be reflected in heteronuclear
correlation experiments (HetCor). Shorter nuclear distances correspond to a stronger
dipolar interactions and thus more intense peaks in a HetCor spectrum. In HetCor
mostly intramolecular correlations are visible, since intermolecular distances are often
larger and therefore invisible due to dipolar truncation. From the shifts alone, no
information on the packing can be deduced and therefore calculations of structural
models are needed to relate chemical shifts obtained from intramolecular correlations
to different packings of the molecules or structural models. In this study we establish
an assignment of the proton and carbon resonances, with the help of high-resolution
solid-state NMR experiments at high fields (20 T), using HetCor experiments. We re-
late the resonance assignments to structural models via their chemical shifts obtained
by Density Functional Theory (DFT) calculations. We consider a comprehensive fam-
ily of structures derived from the models discussed thus far in literature and study their
energetics using DFT calculations. In the following we discuss the rationale in formu-
lating the various structural models considered, before evaluating the results obtained
by solid-state NMR. By comparing experimental results with the calculations, we get
new insight into the possible allomorphs of PPTA.
3.2 Materials & Methods
3.2.1 Computational Methods
We performed density functional theory (DFT) calculations39,40 using the PBE gen-
eralized gradient approximation (GGA)41 and the projector augmented wave method
(PAW)42,43 as implemented in the Vienna ab initio Simulation Package (VASP).44,45
A Γ-centered 4×5×3 Monkhorst-Pack grid of k-points for sampling the Brillouin zone
was used.73 The experimental lattice constants and atomic position were used as a
starting point for structural relaxation. The lattice parameters and atomic positions
were relaxed until the total energy changed by less than 10−6 eV and residual force
was less than Fmax = 0.01 eV/Å. An energy cutoff of 600 eV has been used for full
relaxation and self-consistent electronic calculations. For H an all-electron PAW data
set was used whereas for C, O and N the 1s core states were kept frozen.
In order to include van der Waals (vdW) interactions we use the non-local vdW-
DF54,104,105 correlation functional as implemented in VASP55,106 using the algorithm
of Román-Pérez and Soler.56 In the following we briefly summarize the functionality
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Table 3.1: The lattice parameters a, b, c and cohesive energy Ecoh(kJ/mol) of benzene calcu-
lated using different exchange and correlation functionals, compared to experiment (Exp.).108
Exchange optB88 optB86b rPW86 Exp.a
Correlations vdW+LDA vdW+LDA vdW2+LDA
a(Å) 7.21 7.23 7.34 7.35
b(Å) 9.33 9.33 9.36 9.37
c(Å) 6.67 6.67 6.76 6.70
Ecoh(kJ/mol) 69.67 68.48 53.41 50-54
aExperimental data from Ref. 108.
of vdW-DF. In vdW-DF the exchange-correlation energy is partitioned as
Exc = Ex + E
vdW
c + E
loc
c . (3.1)
In the original vdW-DF method,54 Ex is the revPBE exchange functional.57 The sec-
ond term, EvdWc , accounts approximately for non-local electron correlation effects (i.e.
dispersion). The final term, E locc , is the local correlation energy for which the local
density approximation (LDA) was used. A large number of other options for the ex-
change part Ex of the functional have been proposed, including the optPBE-vdW,
optB88-vdW, and optB86b-vdW functionals, in which the exchange functionals were
optimized for the correlation part55 and the vdW-DF2 of Langreth and et al.59
We tested the vdW-DF54,104,105 for benzene with the optB88-vdW and optB86b-
vdW functionals and also with the vdW-DF2 method59 in which a modified vdW kernel
along with the PW86 exchange functional107 was used. We found the results of the
calculation for vdW-DF2 functional for benzene in good agreement with the experi-
ments,108 both for the cohesive energy and lattice parameters (Table 3.1). Therefore,
for the structural optimization of the PPTA models we used rPW86 exchange func-
tional.
Chemical Shielding Parameters
The NMR chemical shielding parameters were calculated with the Gauge-including
PAW (GIPAW) linear response60,61 method using pure PBE41 and the standard PAW
data sets for VASP.5.2.109 A kinetic energy cut-off of 600 eV on the plane wave basis
set was applied and a Γ-centered 4×5×3 k-point mesh was used. For one of our
models we checked the effect of using hard PAW data sets. There was no significant
effect on the shielding.
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In general, the chemical shielding tensor elements can be written as a first deriva-
tive of the induced magnetic field,
σRαβ = −∂B
ind
Rα
∂Bextβ
, (3.2)
in which R stands for the atomic position of the nucleus, Bext and Bind stand for exter-
nal and induced magnetic field respectively and α and β denote cartesian directions.
Nucleus Independent Chemical Shift (NICS)
We used the Nucleus Independent Chemical Shift (NICS) approach to understand
crystal packing effects and chemical interactions occurring in the crystal. Here we
remove a molecule (in fact, a polymer chain) from an appropriate super cell and
calculate the chemical shifts δNICS at the nuclear sites of the removed molecule as
well as the chemical shifts δmolecule of the isolated molecule only. In case there would
be no chemical interaction between the molecule and its surroundings the shift of the
crystal δcrystal would just be a simple sum:
δcrystal = δmolecule + δNICS.
However, in case of intermolecular interactions between the molecule and its sur-
roundings there is an additional contribution δinteracting
δcrystal = δinteracting + δmolecule + δNICS.
We obtain the inter-molecular interaction δinteracting as the difference between the
calculated δcrystal and calculated δmolecule + δNICS:
δinteracting = δcrystal − (δmolecule + δNICS).
We apply this approach to analyze the 1H chemical shifts of our models. To prevent
interactions between the cavity created by the removed molecule and its images that
arise from the periodic boundary conditions (PBC) in our calculations, a 2×2×1
supercell is employed. The same size supercell was used for the shift calculations of
the crystal and the molecule, in order to remove any remaining small effect of the
PBC. An energy cut-off of 600 eV and only the Γ-points were used for crystal, crystal
with cavity and molecule.
3.2.2 Experimental
The sample studied here is Twaron 1010 supplied by Teijin Aramid. The fibres were
thoroughly dried in an oven at 130 ◦C for at least 24 h and cut in small pieces for
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NMR measurements. All spectra were recorded on a Varian VNMRS 20 T (850 MHz)
solid-state NMR spectrometer using a Varian 1.6 mm HXY fast MAS probe. For
CP the 13C B1 field was calibrated to 50 kHz. The 1H field was matched at the
+ 1 Hartmann-Hahn condition (∼ 85 kHz). For the CP spectra the contact times
are indicated in the Figures. For the heteronuclear correlation (HetCor) spectra a
contact time of 500 µs was used. The relaxation delay was set to 30 s. During
acquisition SPINAL64110 decoupling at 128 kHz was used. The spectral width in the
indirect dimension was fixed to half the spinning frequency (νr = 35.04 kHz) and
48 t1-increments with 64 averages and States phase encoding were recorded. Carbon
chemical shifts are reported relative to TMS, using the methylene resonance of solid
adamantane (38.48 ppm)111 as external chemical shift reference. For protons, the
resonance of adamantane (1.74 ppm)112 was used as external reference.
3.3 Structural Models
3.3.1 Structural Models From Literature
Two forms of crystal packings have been proposed for PPTA referred to as Form I
and Form II.29,30,36,86,113,114 The formation of the different forms (I vs II) depends on
the processing details.29,30,86,114 In form I, chains (along fiber axis, z) in x, y plane, are
located at 0, 0 and 1
2
, 1
2
and in form II, they are located at 0, 0 and 1
2
, 0.29,30,36,86,113,114
Since the diffraction data in the literature are focused on form I and form II cannot be
obtained in a pure and stable form, we have focused our attention to form I models of
the fibre.30,93,113 For Form I, different structures with very similar cell parameters have
been reported. The first structure for PPTA was proposed in 1973 independently by
Northolt and Tashiro et al. based on X-ray fibre diffraction experiments.30,84,85 It is
known as the “Northolt”-model. The “Northolt”-structure has a monoclinic (pseudo-
orthorhombic) unit cell that possesses Pn or P21/n space group symmetry. Later, in
1996, Liu et al. reported a structure obtained from electron single-crystal diffraction
measurements.88 It is known as the “Liu”-model. From the measurements, similar cell
parameters as for the “Northolt”-model were derived, but the observation of relatively
strong 210 reflections as well as 120, 320 and 410 reflections agrees better with a
structure where adjacent chains are at the same height (alike aromatic rings next to
each other). In a more recent study by Gardner et al.,90 using neutron fibre diffraction
of a selectively deuterated sample, the “Liu”-model was confirmed. Plazanet et al.
studied PPTA by neutron vibration spectroscopy and compared the results to struc-
tural models of PPTA and theoretical neutron vibration spectra by density functional
theory (DFT).91 In the calculations a symmetry related version of the “Liu”-model, the
so-called “Pb”-model, was included. In this model, the amide linkages of the neighbor-
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ing chains are in a parallel configuration, whereas the “Liu”-model has an anti-parallel
configuration.
Figure 3.2: A schematic labeling of PPTA structures used in this work is depicted above. (I)
HP and SP stand for herringbone and similar packing of the aromatic rings in adjacent chains.
(II) P and AP stand for parallel or anti-parallel orientation of amide linkage, respectively. (III)
L and U indicate whether like or unlike aromatic rings are next to each other in adjacent
layers. (IV) S and NS stand for a small shift from exactly 0.5c displacement or no-shift of
neighboring chains.
3.3.2 Family of Possible Structures
The four structural models discussed above have a very similar unit cell, the aromatic
rings in adjacent sheets are in a herringbone packing and the chains are related by only
one (pseudo) glide symmetry operation that transfers one chain in the unit cell into
the other. They differ in three structural aspects within the unit cell: the orientation
of the amide linkage, whether like or unlike aromatic rings are next to each other
(translation of 0.5c of one of the chains) and the presence or absence of a slight
shift of a fraction of an Å of one of the chains along c . A schematic view of these
modifications is shown in Figure 3.2.
The four models discussed this far are not the only conceivable structures for PPTA
form I. In principle, we can construct a family of sixteen structures within the unit
cell by systematically combining the four pairs of structural motifs described above:
Firstly, herringbone packing (HP) or similar packing of the phenyl rings between
sheets (SP), secondly, parallel (P) or anti-parallel (AP) alignment of amide linkages,
thirdly, like (L) or unlike (U) neighboring aromatic rings in adjacent chains, and finally,
a small shifting (S) or no-shift (NS) of adjacent chains. Using this nomenclature
the "Northolt"-model with Pn space group has herringbone packing (HP), parallel
alignment of the amide linkages (P), unlike neighboring aromatic rings in adjacent
chains (U) and finally, a small shift of the adjacent chains (S) is therefore referred
to as HP.P.U.S. Similarly the "Northolt" with P21/n space group can be referred to
as HP.AP.U.S, the "Liu" as HP.AP.L.NS and the "Pb" as HP.P.L.NS. In all sixteen
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models there is still one symmetry operation relating the two chains in the unit cell.
For the **.*.NS models, however, the inversion centres on the aromatic rings are lost.
We fully relaxed the sixteen potential structures obtained by systematic combina-
tions of the structural modifications proposed for PPTA. After relaxation only eight
different models are energetically viable. Deviation from the herringbone packing re-
sulting in a similar packing (SP) of the aromatic rings is energetically unfavourable.
In fact for all the SP-models the total energy is ∼13 meV/atom higher compared to
the herringbone variants. Since all eight remaining structures keep the herringbone
packing (HP), we remove this tag and keep the combination of three structural as-
pects. The energy of these eight structures is reported in Table 3.2. In terms of total
energy, the remaining structures are very similar and therefore all viable candidates
for the structure of PPTA. It is worth mentioning that the AP.L.NS structure can
Table 3.2: The total energy per atom of the eight optimized structures of PPTA.
structures Energy(eV/atom)
AP.U. S −5.9365
AP.U.NS −5.9362
AP.L. S −5.9350
AP.L.NS −5.9360
P.U. S ∼=“Northolt” −5.9348
P.U.NS −5.9340
P.L. S −5.9357
P.L.NS ∼=“Pb” −5.9352
have two different forms: The main variant AP.L.NS has a β-angle of approximately
104◦. This is the one we obtain after structural relaxation and its energy is listed
in Table 3.2. It is the only of the eight structures that has a β-angle substantially
different from 90◦. The other, AP.L.NS(II), has β = 90◦. Although AP.L.NS(II) is
unstable, as it relaxes to AP.L.NS, when using a (too) low cutoff of 400 eV, its β-angle
does not relax. So we keep AP.L.NS(II) using a structure optimized at 400 eV, since
it is the structure that strongly resembles the “Liu”-model that is widely discussed
in the literature85,91,113. Therefore, after relaxation the total number of considered
structures is seventeen. Out of them, nine structures are viable candidates taken
into account in the remainder of this study. Since these structures are very similar
we refer to them hereafter as allomorphs. Since all the structures are relaxed, all
the allomorphs reported here are different from structures reported in literature. In
appendix A, we report for the nine most favourable allomorphs in terms of energy the
lattice parameters and the coordinates of all the atoms in the unit cell.
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3.4 Results and discussion
3.4.1 Solid-State NMR Experiments
The experimental chemical shift data were obtained for Twaron 1010 fibres, a PPTA
yarn with intermediate modulus. We recorded 13C CP spectra at different contact
times to identify the quaternary carbons. In CP spectra, polarization is transferred
through space through the heteronuclear dipolar interaction and therefore carbons
close to protons are more pronounced at short contact times, compared to quaternary
resonances.
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Figure 3.3: CP 13C spectra of Twaron 1010 at 35 kHz MAS. At longer contact time the
quaternary resonances are more pronounced (135-166 ppm). The spectra were recorded using
512 scans for each contact time with a recycle delay of 10 s.
English et al. were the first to report a solid state 13C chemical shift assignment
of PPTA.93 Six distinct resonances were observed and assigned by comparing them
to spectra of dissolved PPTA and reference compounds. By dipolar dephasing the
resonances around 166, 137.3 and 134.1 ppm were identified as quaternary carbons
(carbons with no proton attached, carbonyl, 1 and 1′).93 The resonance at 134.1
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ppm was assigned to the t-ring and the resonance at 137.3 ppm to the p-ring. Then
by intensity ratios, the resonances at 130.3 and 127.7 ppm were assigned to the
ortho resonances on the t-ring (2′ and 3′). The remaining resonance at 123.8 ppm
was assigned to the ortho resonances on the p-ring (2 and 3). The splitting of the
resonances on the t-ring (2′ and 3′) was attributed to an approach of the amide proton
to one of the carbons on the ring.
Since the 3D packing of the atoms is not reflected in the Figure 3.1, we feel
urged to explain that the position C2′ is defined as the carbon being closest to the
oxygen of the carbonyl group. The C3′ on the other hand is much closer to the N-H
proton. On the p-ring, the C2 position is the one closer to the NH proton and the
remaining carbon is the C3 compare inset (Figure 3.3). This nomenclature is based
on the labeling in literature.94 We note that depending on the 3D packing also all
carbons can be inequivalent. Our experiments in Figure 3.3 confirm the assignment
of English and Fukuda.93,94 The resonances at 166, 137.6 and 134.2 ppm are clearly
the quaternary resonances (carbonyl, 1′ and 1) since they increase in intensity at
longer polarization times. Then again by intensities, the remaining three resonances
at 130.9, 127.9 are assigned to the aromatic carbons on the t-ring (2′ and 3′). The
remaining resonance at 123.5 ppm is assigned to the ortho carbons on the p-ring (2
and 3). The higher intensity of this resonance is in agreement with the fact that the
resonance belongs to four carbons in the structure, while the resonances at 130.9 and
127.9 ppm each represent two carbons.
Solely based on the chemical shifts we cannot assign the quaternary resonances
1 and 1′ to the different aromatic rings. Furthermore we cannot assign the ortho-
resonances on the t-ring to a position on the ring (2′ and 3′). The carbon resonances
are relatively broad and thus we cannot conclude - solely based on the 1D carbon
spectra, which allomorphs are present in the sample.
We expect that the proton chemical shifts will be more sensitive to the packing
of the molecular chains in the unit cell since they extend from the aromatic rings and
are more sensitive to changes in the structure, resulting for instance in altered ring
currents effects of the neighboring chain. Therefore we recorded a 1H-13C heteronu-
clear correlation spectrum (HetCor) with a short contact time of 500 µs to limit spin
diffusion and thus only get correlations for the closest proton carbon distances. In Fig-
ure 3.4 the 1H-13C HetCor of Twaron fibres at 35.04 kHz MAS at 20 T is shown. The
traces displayed at the top and at the right are the skyline projections of the carbon
and the proton dimension. The proton projection shows that even at 35 kHz MAS,
the aromatic proton resonances still strongly overlap. In the individual carbon traces
of the correlation spectrum clearly different proton chemical shifts become visible,
showing that the aromatic protons have different chemical shifts that are not visible
in single pulse excitation proton spectra. The more accurate 1H chemical shifts avail-
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able in the 2D experiment allow an assignment of most resonances. Starting in the
carbon dimension from left to right, the carbonyl is relatively isolated and shows three
proton contacts originating from the amide proton (9.6 ppm) and two resonances on
the t-ring (5.7 and 7.2 ppm) corresponding to H2′ and H3′. The quaternary reso-
nance at 137.6 ppm shows a similar pattern and is thus assigned to the quaternary
resonance on the t-ring (C1′). The quaternary resonance at 134.2 ppm couples to
overlapping aromatic proton resonances around 6.5 ppm and a weak contact to the
amide proton, not visible for the resonance at 137.6 ppm, also in line with a larger
1H-13C distance for the C2′. This observation suggests that the assignment of the
quaternary resonances C1 and C1′ reported by English and Fukuda in Refs. 93 and
94 should be interchanged. For the resonances at 130.9 and 127.9 ppm we observe
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Figure 3.4: HetCor of Twaron 1010 recorded at 20 T using 35 kHz MAS. 48 t1-increments
were recorded in a spectral width of 17.5 kHz using 64 scans per increment and a recycle
delay of 10 seconds. The projections are the skyline projections of the depicted region.
a characteristic pattern: The resonance at 130.9 ppm shows a strong correlation to
the proton resonating at 5.7 ppm and a weak one to the resonance at 7.2 ppm. For
the carbons at 127.9 ppm, these intensities are reversed; a strong correlation to a
proton at 7.2 ppm and a weak one to the protons 5.7 ppm arises. This pattern is
characteristic for an aromatic ring with inequivalent proton and inequivalent carbon
chemical shifts. Both proton traces show a strong and a weak interaction belonging
to a close proton (the directly bound one) and a more distant proton (belonging to
the neighboring carbon).
The proton trace at 124.2 ppm in Figure 3.4 shows no resolved individual reso-
nances. The proton resonances are therefore tentatively assigned to 6.2 and 6.7 ppm
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for H2 and H3. This observation is supported by the observation of a strong corre-
lation peak on the diagonal around 6.6 ppm in a 1H single-quantum double-quantum
(SQ-DQ) correlation experiment (appendix A).
The correlation allows the assessment of the proton chemical shifts of PPTA in
the solid state. The proton chemical shifts on the t-ring differ more than on the p-ring
(H2′/H3′ compared to H2/H3), as do the carbon chemical shifts (C2′/C3′ compared
to C2/C3). The assignment from the experiment is summarized in Table 3.3.
Table 3.3: Summary of the chemical shift assignment based on the experiments of
Twaron1010.
NN
O
H
O
1'
2' 3' 1
2 3
terephthaloyl
phenylene
diamine
H
1′ 2′ 3′ 1 2 3
13C [ppm] 137.6 130.9 127.6 134.2 123.5 123.5 C=O: 166
1H [ppm] - 5.7 7.2 - 6.2/6.7 6.2/6.7 NH: 9.6
These considerations do not yet allow a definitive assignment of the chemical
shifts of the ortho carbons to a position on the t-ring, for which we resort to DFT
calculations.
The splitting of the carbon resonances on the t-ring and the correlation pattern in
the HetCor experiment are examples of the sensitivity of solid-state NMR to the local
environments of the spins and thus to the packing of the molecular chains. In fact
the splitting of the resonances on the t-ring is only observed in the solid state. When
PPTA is dissolved in sulfuric acid, the splitting vanishes due to motional averaging.
Recent examples show that proton chemical shifts are more sensitive to structural
changes and allow for better discrimination between structural models than do carbon
chemical shifts.115 Since the protons are on the outside of the aromatic rings in PPTA,
we expect them to be very sensitive to packing effects in the solid state.
3.4.2 Chemical Shift Calculations
With the DFT calculations the chemical shifts can be related to different positions on
the ring. This allows the identification of the C2′ carbon as the carbon on the t-ring
being closest to the oxygen. It has the larger chemical shift (130.9 ppm, compared
to 127.6 for the C3′).
We carried out chemical shift calculations for all 9 models described earlier. The
calculations show variations of the chemical shift based on the different structural
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motifs:
• P vs AP
Whether the amide bond is parallel or anti-parallel has only a small effect on the
chemical shifts of PPTA. The carbon chemical shifts hardly change, however
the chemical shift difference of the protons on the t-ring (H2′ and H3′) increases
for the anti-parallel allomorphs. This is best seen in the 2D HetCor simulations
in Figure 3.5 and Figures A.6-A.14. Comparing the (P.*.*) and the (AP.*.*)
allomorphs, the carbon projections hardly change. However, the proton traces
show a slight overlap for the P.U.NS and P.L.NS allomorphs, whereas they are
separated for AP.U.NS and AP.L.NS allomorphs in Figure 3.5.
• L vs U
The change of the aromatic ring in the adjacent chain (like or unlike) has a
strong effect on the proton resonances of the p-ring. They resonate at higher
ppm values for the unlike ring packing. This is also visible in the 2D HetCor sim-
ulations in Figure 3.5 and Figures A.6-A.14. Foe the P.L.NS and the AP.L.NS
allomorphs, the proton trace around 123.5 ppm indicates a proton shift towards
lower ppm values compared to the P.L.NS and the AP.L.NS allomorphs, also
clearly visible in the proton projections
• S vs NS
A shift of the chains relative to each other changes the symmetry of the res-
onances on the aromatic ring. Without shift of the neighboring chains, the
carbons (and protons) on opposite sides of the same ring have the same chemi-
cal shift. A small shift of the chains causes large changes in the chemical shifts
of the carbons and the protons. Especially the proton chemical shift varies
strongly, regarding the smaller chemical shift range of protons. The carbons on
the aromatic rings are not symmetry related anymore, and for all the carbons
on the ring different resonances are seen. This can be clearly seen in the scatter
from linearity for the (*.*.S) allomorphs, compared to the (*.*.NS) allomorphs
(compare Figure 3.6 and Figure 3.7 and Figures A.6-A.14).
3.4.3 NICS Calculations
In this section we aim to analyze to what extent the (calculated) chemical shifts and
their differences among the structures are indicative of chemical interactions between
the polymer chains. As an obvious first step, one can compare the chemical shift of
a nucleus in the solid with that of the same nucleus in an isolated molecule (keeping
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Figure 3.5: Two-dimensional HetCor for the remaining **.*.NS allomorphs (a)-(e) and the
P.U.S allomorph (f).
it in its crystal conformation), i.e. we calculate the difference:
δstack = δcrystal − δmolecule.
This approach has been successfully used, e.g., to investigate weak C–H· · ·O bond-
ing.116 For our system the results are compiled in Table 3.4. For all model structures
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Figure 3.6: One-dimensional comparison of the experimental and calculated chemical shifts.
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Figure 3.7: One-dimensional comparison of the experimental and calculated chemical shifts.
considered, the variations among the H sites are similar. In PPTA this approach is
flawed, because meaningful differences in chemical shift are masked by ring-current
effects.117 In order to remove these, instead of δstack, we consider:
δinteracting = δcrystal − (δmolecule + δNICS) .
Here δNICS is the Nucleus Independent Chemical Shift (NICS) calculated at the
position of a nuclear site of the molecule in the crystal, where this particular molecule
has been removed. If the electronic structure of the molecules is unaffected by the
presence of their neighbors δinteracting will be 0. So any deviation from 0 indicates an
inter-molecular chemical interaction (induction, hydrogen bond, etc.), albeit a weak
interaction. The results for δinteracting are compiled in Table 3.4. Evidently there is
little difference between the structures considered, all follow the same trend. There is
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Table 3.4: Calculated 1H isotropic chemical shifts δcrystal of the P.U.NS, AP.U.NS, AP.L.NS,
P.L.NS models. Also reported are δmolecule, δNICS), δstack and δinteracting (see text). Units in
ppm. The last column list the H to O distances dOH between neighboring molecules in the
hydrogen bonded sheets.
H δcrystal δmolecule δNICS δstack δinteracting dOH (Å)
P.U.NS 2′ −17.79 −21.96 3.57 4.17 0.60 4.28
3′ −16.49 −22.27 5.14 5.78 0.64 2.68
2 −17.68 −23.08 4.22 5.40 1.17 2.83
3 −17.07 −21.90 4.66 4.83 0.16 5.09
N—H −13.97 −21.86 6.21 7.89 1.67 2.07
AP.U.NS 2′ −17.93 −21.97 3.62 4.04 0.41 4.63
3′ −16.20 −22.29 5.61 6.09 0.49 2.90
2 −17.08 −23.06 5.01 5.98 0.96 2.58
3 −17.66 −21.80 3.83 4.14 0.30 4.77
N—H −14.21 −21.94 6.23 7.73 1.48 2.12
AP.L.NS 2′ −18.54 −21.97 2.95 3.43 0.47 4.29
3′ −16.45 −22.27 5.29 5.82 0.53 2.70
2 −16.76 −23.05 5.46 6.29 0.81 2.88
3 −17.39 −21.97 4.41 4.58 0.16 5.58
N—H −13.98 −21.85 6.27 7.87 1.59 2.08
P.L.NS 2′ −18.09 −21.93 3.38 3.84 0.45 4.46
3′ −16.85 −22.27 4.84 5.42 0.57 2.77
2 −17.29 −23.05 4.63 5.76 1.12 2.68
3 −16.82 −21.95 4.90 5.13 0.21 4.91
N—H −14.01 −21.88 6.20 7.87 1.65 2.07
no apparent correlation with dOH, the inter-molecular O-H distances in the hydrogen
bonded sheets), except for the NH proton. For this proton δinteracting is large (1.5-
1.7 ppm), which is to be expected because of the N–H· · ·O hydrogen bond network
that makes up the molecular sheets. Interestingly, for H2 it is also substantial, i.e.
of the order of 1 ppm. For each structure δinteracting(H2) is the largest of all the
carbon attached protons. Evidently this points to a chemical interaction: It can be
related to a σ − pi interaction or originate from an indirect effect of the the NH· · ·O
hydrogen bond. From the geometrical point of view, the former is more likely: the
aromatic units form a herring bone packing and the H2 proton is located closest to
the centers of the neighboring aromatic rings. However, the same holds for H2′, for
which δinteracting is considerably smaller.
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In order to get more insight in the nature of the intermolecular interactions, we did
additional calculations of δinteracting for two hypothetical systems based on structure
P.U.NS. To switch off the effects of hydrogen bonding in model I, we removed all HN–
CO groups from the molecules surrounding the molecule that we study. That single
molecule is unaffected and frozen in its crystal conformation. Of the surrounding
molecules only the C6H4 rings remained. We saturated the dangling bonds with
hydrogens, i.e. we made an environment of benzene molecules, fixed at the positions
of the PPTA rings. In this model system we have (to a good approximation) only
the effect of σ − pi interactions, as all hydrogen bonds have been removed. Indeed,
in Table 3.5 we see a substantial effect for both H2 and H2′. Moreover, we see no
effect at all for the NH proton. Therefore we conclude that the σ−pi interaction is a
relevant contribution to the chemical shifts of PPTA. The σ − pi interactions might
Table 3.5: δinteracting (ppm) for PPTA in the P.U.NS structure and for the hypothetical
model I and model II to evaluate the effects of hydrogen bonding (I) and σ − pi interactions
(II) respectively (see text).
PPTA model I model II
2′ 0.60 0.83 −0.10
3′ 0.64 0.32 0.60
2 1.17 0.98 −0.18
3 0.16 0.32 0.35
N—H 1.67 0.00 1.71
actually be the structure directing force behind the herringbone packing that is clearly
favored in these systems.
Next we considered the complementary model II, where we prevent the possibility
of the σ− pi interactions and focus only on the hydrogen bonding. Here we removed
the C4H4 rings from the surroundings and saturated the remaining dangling bonds
with hydrogens, yielding COH-NH-CH3 molecules. We kept two atoms from the ring,
so that N keeps the same nearest neighbors as in the crystal. Here we see a large
δinteracting for N (Table 3.5), which is almost equal to that calculated for the crystal.
However, we also observe effects on the ring, some even negative, indicating that the
electronic structure of the ring system is affected by the NH· · ·O hydrogen bonds.
With these two models we cannot completely assign the different effects leading
to δinteracting for the PPTA crystals. Evidently, our models are only complementary to
some extent. However these models clearly show, that both effects, intermolecular
σ − pi bonding and NH· · ·O hydrogen bond formation are present and compete to
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affect the electronic structure of the PPTA rings.
3.4.4 Comparison Experiment and Calculations
In DFT calculations the (absolute) chemical shielding at the nucleus is obtained,
whereas in experiments the chemical shift relative to a reference compound is reported.
So, the experimental and DFT chemical shifts should - in principle - only differ by a
constant.
However in the literature depending on the method used and the nucleus studied,
a small deviation from a linear slope of unity is observed.118–122. While in the earlier
literature this issue was often discussed or both methods were considered, in more
recent literature it is often dismissed and the chemical shifts are related by an enforced
slope of unity.123–125. It was also discussed to calculate, similar to an external reference
in the solid-state NMR experiments, a reference compound to relate to.126 However
since these compounds are often very mobile (TMS, adamantane), this is also prone
to errors. Another approach is to calculate a library of known compounds and relate
the slope obtained from a simultaneous fit to the compound of interest.122
To relate the calculated and the experimental chemical shifts, we chose here to
directly compare the numbers by plotting the calculated (absolute) chemical shift of
the allomorphs against the experimentally observed chemical shifts and determine for
each allomorph the best fit of the form :
δcalc = m δexp + b (3.3)
Here m is the slope and b the offset in units of ppm.
In Figure 3.6 this comparison is made for the proton and the carbon chemical shifts
of the AP.L.NS allomorph. For protons and carbons of the AP.L.NS allomorph good
linearity is obtained when compared to the chemical shifts of the experiment. For the
P.U.S allomorph in Figure 3.7 good linearity for the carbons is obtained, however a
doubling of the carbon resonances is seen in the calculations. For the protons this is
even more pronounced. All the protons in the repeating unit show different chemical
shifts. The 1H resonances of this allomorph agree less well with the experimental
data as the predicted scatter in proton shifts is not observed experimentally. For all
the allomorphs, a linear agreement of the carbon isotropic chemical shifts can only
be obtained, when the carbon assignment derived from the HetCor experiment is
used (Table 3.3). The 1H and 13C chemical shift comparison of all the allomorphs
is shown in Figures A.2-A.5. In general for the (**.*.S) allomorphs a doubling of
the resonances is observed similar to the ones shown in Figure 3.7. We note that
the assignment of English and Fukuda (C1 and C1′ interchanged93,94) gives a clear
deviation from linearity, thus the calculations also suggest the reassignment indicated
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by the through-space contact for one of the quaternary carbons in the HetCor of
PPTA.
For the identification of the best structural model the chemical shifts of all the
nuclei should be compared. To be able to compare proton and carbon chemical
shifts simultaneously despite their completely different chemical shift range and their
different number in the unit cell, we chose to calculate for each model the root
mean square error per atom and nucleus in a way that protons and carbons weigh
approximately equal: We combined the 1H and 13C chemical shift data by scaling the
1H and 13C chemical shifts to an equal range and then calculating the root mean
square error (RMSErr) per atom in units of ppm using Eq. (3.4):
RMSXErr =
√√√√ 1
NX s
2
X
NX∑
i=1
(δexp,i − δl in,calc)2. (3.4)
Here X is either 1H or 13C, NX is the number of atoms X in the unit cell, sX is the
scaling factor of 10 (200/20) for X=13C and one for X=1H, δexp,i is the chemical
shift from experiments and δl in,calc are the linear chemical shift predictions based on
the calculations based on Eq. (3.3).
The RMSErr of the proton and the carbon chemical shifts of the different allo-
morphs are compared in Figure 3.8. The allomorphs without applied shift (**.*.NS)
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Figure 3.8: RMS Error of the experimental proton and carbon chemical shift assignment
in relation to all the models. Models which are not shifted show better agreement with the
experimental assignment.
have a much lower RMS error for the protons. For the carbons there is very little
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variation in RMS error. Evidently, the proton chemical shifts are more sensitive to
the structural variations in the unit cell. The other motif in the unit cell (U vs L and
P vs AP) are not clearly reflected in the RMSErr . The chemical shifts of the five
allomorphs with the lowest RMSErr are compared to the chemical shifts obtained from
the experiments in Table 3.6. Here the fit parameters m and b (Eq. (3.3)) and the
Table 3.6: Carbon and proton chemical shift of the different allomorphs in ppm. The calcu-
lated chemical shift of the allomorphs are tabulated as a linear fit, according to eq. 3.3. m
and b are the slope and the offset of the linear fit in the 1D-chemical shift comparison. The
root mean square error per atom (RMSErr ) summarized in 3.8 per allomorph without the
scaling factor s.
P.L.NS P.U.NS AP.L.NS AP.U.NS AP.L.NS(II) Exp
13C chemical shifts
C=O 165.57 165.77 165.84 165.32 165.55 166.1
1′ 138.06 137.43 137.21 138.44 137.51 137.6
2′ 130.16 130.54 130.03 130.68 130.71 130.9
3′ 127.17 128.44 127.86 127.57 127.86 127.6
1 135.80 135.28 135.73 135.71 135.93 134.2
2 123.41 123.04 123.66 123.35 122.51 123.5
3 123.36 123.04 123.19 122.45 123.45 123.5
m 0.97 0.96 0.98 0.94 0.98 −
b [ppm] −34.07 −31.53 −35.59 −29.54 −32.20 −
RMSErr [ppm] 0.77 0.56 0.70 0.84 0.79 −
1H chemical shifts
N-H 9.65 9.66 9.53 9.60 9.62 9.6
2′ 5.74 5.98 5.47 5.85 5.72 5.7
3′ 6.83 7.13 7.16 7.32 6.95 7.2
2 6.84 6.62 6.49 6.17 6.96 6.2, 6.7
3 6.44 6.11 6.85 6.55 6.25 6.2, 6.7
m 0.85 0.85 0.81 0.89 0.91 −
b [ppm] 21.33 21.34 20.69 22.03 22.18 −
RMSErr [ppm] 0.20 0.16 0.17 0.14 0.14 −
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resulting RMSErr without scaling of the carbons is given. To ease the comparison in
numbers, the chemical shifts of the allomorphs are tabulated as the projection of the
calculations onto the linear fit. The calculated chemical shifts of all the allomorphs
are given in the appendix A (Tables A.1-A.4).
3.4.5 2D Comparison Experiment and Calculations
Above we compared the proton and carbon chemical shift data of different allomorphs
separately. In principle the assignment is derived from a HetCor spectrum and there-
fore we aim to compare the chemical shifts of the allomorphs also in two dimensions.
A full spin simulation of 56 atoms in a unit cell, with all the experimental parame-
ters as the spinning speed, rf-fields, contact times etc. in it, is beyond the scope
of this study. Therefore we decided to compare only the chemical shift positions of
the correlations we expect on the basis of the shortest distances and the number of
atoms. In this way we ignore the intensity of the real spectrum but do not have to
assume a linewidth for the allomorphs. Similar to the intensity the multiplicity of the
atoms having similar chemical shifts weighs the comparison towards the more often
occurring correlations.
With the assumption that only the through-bond 1H,13C contacts and the 1H,13C
on the same ring (e.g. C2,H3, C1,H2/3) are visible in the HetCor, the 2D correlation
of the experiment is well reproduced and consists of 30 peaks, many of them are
overlapping. An example is shown for the AP.L.NS model in Figure 3.9.
110120130140150160170180
4
5
6
7
8
9
10
11
12
δ(13C) [ppm]
δ
(1
H
)[
pp
m
]
model AP.L.NS
Exp
Figure 3.9: Comparison of the chemical shift assignment derived from the HetCor and the
expected chemical shifts for the AP.L.NS model based on the shortest carbon-proton distances
in the structure.
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To quantify the agreement of the chemical shifts of an allomorph with the ex-
perimental assignment, we calculated all the possible distances between two pairs of
correlations in the 2D spectrum. In this way we not only compare the distance of
correlation peaks but also the relative distances between all the proton and the carbon
resonances. Similar to the earlier discussion in 1D, we scale the carbon chemical shifts
to an equal chemical shift range to prevent domination of the distance by their larger
chemical shift range. The distances are calculated using Eq. (3.5)
dki =
√
∆δ(13Cs)i + ∆δ(1H)i . (3.5)
Here dki is a distance i between two correlation in spectrum k being either the ex-
perimental assignment or an allomorph. The subscript s indicates that the carbon
chemical shifts are scaled (s equal to 10 as used previously). To obtain an RMSError
the difference of the distances in an allomorph and the experiment is squared, summed
and normalized for the total number of distances considered:
RMSError,j =
n∑
i=1
√
(dexp,i − dj i)2
n
. (3.6)
In Eq. (3.6), RMSError,j is the RMS error of allomorph j calculated with n distances.
The correlations of the carbonyl were neglected since these would give very large
distances that could dominate the comparison. In total 24 of the 30 correlation
peaks were considered, giving rise to 276 distances between them (
(
24
2
)
= 276). The
2D RMS error based on these distances per models is summarized on the left of
Figure 3.10. The trend of the error is very similar to the 1D RMS error, but it
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Figure 3.10: Left: 2D RMS Error of the experimental proton and carbon chemical shift
assignment in relation to all the models. Models which are not shifted show better agreement
with the experimental assignment. Right: boxplot of all the differences of distances (∆di j)
between the experimental assignment and the allomorphs.
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is based on the combined information of the proton and the carbon chemical shift.
The fact that the trend in the 1D and 2D comparison is similar, indicates that the
structural motifs are strongest reflected in the proton chemical shift. Also here the
**.*.NS models have a lower RMS error. On first sight it looks at least for the NS
models as if the U.NS models have a lower RMS error and thus agree even better
with the experiment (P.L.NS vs P.U.NS and AP.L.NS vs AP.U.NS).
However, in this comparison we have calculated 276 distances for all the models,
and thus we can look in more detail at the deviations of the resonances of the allo-
morphs from the experiment. To see how strongly the NS and S models differ and
whether the other structural motifs AP vs P and L vs U are reflected in the error, we
look at the boxplot of the differences of the 276 distances (∆di j=|dexp,i − dj i |).
A boxplot assumes a normal distribution of a variable. The red line indicates
the median of the differences, the blue box indicates the range where 50 % of the
distribution is located (25th to 75th percentile), the whiskers extend to ± 2.7 σ (99.3
percent) of the distribution and outliers are indicated individually. The boxplot for all
the models is shown on the right of Figure 3.10. The median shows a similar trend
as the RMS error on the right, also here the NS models have a lower error. The
much longer whiskers for the **.*.S models in the boxplots, show that these models
agree much less than the **.*.NS models. Furthermore the overlapping boxes of the
**.U.NS vs **.L.NS allomorphs show that the differences are not significant.
The chemical shifts of the allomorphs also allow to constitute a HetCor spectrum
on the basis of the shortest distances, the number of attached protons (here one or
none) and the linewidths in the experiment (∆νC = 1.8 ppm and ∆νH = 1.0 ppm).
This holds especially for PPTA because the aromatic rings form a rather isolated spin
system. All spins have only few close neighbors, the distances across a ring and to
the next chain are above 3 Å and therefore not relevant for CP experiments at short
contact times.
We used the simple approximation that a quaternary carbon has half the intensity
of a carbon in an ortho-position. By considering only distances well below 3 Å, most
carbons have only two protons in their proximity. The carbonyl is the only exception: it
has two contacts to the ortho positions on the t-ring (H2′ and H3′) and an additional
contact to the amide proton (NH). Using this approximation the the intensity of the
carbon CP spectrum at 500 µs contact time is roughly reproduced.
For the five allomorphs having the no-shift motif, subtle differences are visible
in the correlation patterns. They are shown together with the P.U.S allomorph as
example of the **.*.S models in Figure 3.5. The simulated HetCor spectra of all the
allomorphs are shown in Figures A.6-A.14. For the *.U.NS allomorphs (Figure 3.5,
(b)+(d)), the H2 and H3 resonances are towards lower ppm values, whereas for the
*.L.NS allomorphs they are at higher ppm (Figure 3.5, (a)+(c)). This is best seen in
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the trace of the C2/C3 resonating around 123 ppm for the allomorphs displayed. Only
the AP.L.NS(II) allomorph shows slightly different chemical shifts for the H2 and H3
protons on the p-ring. For all the **.*.NS allomorphs the overall intensity distribution
of carbon projection is comparable to the one observed in the HetCor experiment.
The intensity pattern in the projections is not reproduced by the **.*.S allomorphs
examplified by the P.U.S allomorph in Figure 3.5, (f). Here all the carbon resonances
split and give rise to different intensity distribution of the correlations, deviating from
the experimentally observed spectrum.
The clearly different proton chemical shifts H2′/H3′ are observed for all the **.*.NS
allomorphs, however the width of the proton correlation of the C2/C3 carbons is not
matched in any of those allomorphs. But there are also some differences, the qua-
ternary resonances in the AP.L.NS(II) and the AP.L.NS model overlap, while they are
clearly separated in the experiment. Furthermore the rather broad H2/H3 correla-
tions showing maximum intensity between the H2′/H3′ correlations is not matched
by a single allomorph. The broadening of the proton traces on the p-ring could also
arise if two allomorphs of the group having *.L.NS and a *.U.NS nomenclature are
present. This would give rise to broadening of the proton trace of C2/C3 carbons,
without much effect on the carbon projection and the other correlations.
The fact that there is no single model agreeing best is in line with the very similar
total energy of the models and makes it probable that allomorphs coexist in the
fibres. Hints for different structures simultaneously present in the fibre are not only
the longstanding discussion in XRD literature,30,85–88 but also from the dynamics
point of view; observed in PPTA by deuteron NMR.95–100 These studies clearly reveal
heterogeneous dynamics linked to a rigid/static fraction ascribed to the core and a
dynamic fraction located at the surface of crystallites in PPTA. It was estimated that
in as polymerized PPTA due to the small crystallite size the fraction at the surface
is approximately 40 %. Upon polymerization the fraction decreases but a fraction
remains exchangeable to heavy water, proving that also in fibres surface effects may
play a role. The crystallite size of Twaron1010 was not estimated, but since it is a yarn
with intermediate modulus, surface effects might explain the relatively broad carbon
lines despite high-power decoupling and fast spinning. The broad lines could also be
due to some disorder in surface regions discussed above, or small packing variations
causing varying ring current effects. The orientational distribution for fibres was
estimated to approximately 10-15◦ by 2H, 13C and 15N NMR.100,102,103,127 A detailed
2D comparison comparing the distances of the chemical shift pairs in the experimental
correlation shows that the AP vs P and L vs U motifs are not clearly reflected in the
2D RMS error or the correlation pattern. Therefore we cannot conclude on the
presence of them in Twaron 1010. DFT calculations of different models, however
show clear differences. The **.*.S allomorphs do not match with the chemical shift
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data of Twaron 1010 as evidenced in the large much larger RMS error in the 1D
and 2D chemical shift comparison and therefore Twaron 1010 is mainly characterized
by **.*.NS allomorphs. Since the total energies of the allomorphs are very similar,
some disorder is present in PPTA fibres, as well as some orientational distribution in
the packing of the crystallites, it seems likely that different allomorphs coexist it the
fibre.
3.5 Conclusions
Systematic variation of four structural motifs encountered in literature results in a
family of 16 PPTA structures with the same crystal lattice. From the energy point
of view, DFT calculations show that 9 PPTA structures are viable (one is similar
to Liu model discussed in literature, but with β 6=90◦). All these models consists of
two molecular chains in herringbone packing being either at the same height or not,
having alike or unlike rings in neighbouring chains next to each other and parallel or
anti-parallel alignment of the amide linkages in the neighbouring chains. Furthermore,
a slight shift along the c-axis of a fraction of an Å can be present. For the AP.L.NS
we find a second variant with a slightly different unit cell.
The combination of high-field solid-state NMR at fast spinning speeds (35 kHz)
and DFT calculations yields the complete unambiguous assignment of 1H and 13C
chemical shifts of an intermediate modulus PPTA fibre (Twaron 1010). The carbon
assignment revises the ones in literature by English and Fukuda93,94. NICS calculations
show that σ-pi bonding as well as hydrogen bonding both influence the chemical
structure of the aromatic rings and account for the very similar proton chemical shifts
on the p-ring.
The calculated chemical shifts for 1H and 13C are in best agreement with experi-
ment for the allomorphs with the adjacent chains in the unit cell at exactly the same
height: P.L.NS, P.U.NS, AP.U.NS, AP.L.NS and AP.L.NS(II)).
Detailed 2D chemical shift comparisons confirm that for the Twaron fibre the
**.*.NS allomorphs are the most likely structures. The **.*.S models yield shifts
that deviate from the chemical shifts observed in experiments and also simulated
correlation patterns based on the shortest distances do not agree with the correlations
and the intensities observed in experiments. Comparison of the calculations show the
influence of different structural motifs on the chemical shifts, however the RMS error
does not allow to conclude on the prevalence of one of them in Twaron 1010.
From the fact that no allomorph perfectly matches the experimental spectra, that
the energies of the allomorphs are very similar and earlier NMR studies probed some
heterogeneity and orientational distribution with respect to the fibre axis, it appears
likely that several (**.*.NS) allomorphs coexist in the fibres.
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Chapter 4
First-principles study of structural
data and chemical shift parameters
for the PPTA-derived trimer with
NH2 end groups
Abstract
In terms of NMR, trimers (containing three aromatic groups) are very interesting model sys-
tems to study the characterization of the possible end groups of Poly(p-phenylene tereptha-
lamide). We present a first-principles study of the structural information for a block as small
as one and a half repeat units of PPTA, known as “trimer”. DFT calculations have been
done for two possible models of the trimer with NH2 end groups. The trimer models were
constructed based upon structural data in the literature. Both model 1 and model 2, in terms
of energy and structural deformation, reach to the same structure. The chemical shifts of
protons and carbons, in comparison with experiment, are tabulated for our trimers.
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4.1 Introduction
Poly(p-phenylene terepthalamide), PPTA29,30,35,36,38 is a polymer which has aromatic
rings in its structure and crystalizes in the form of 2D hydrogen-bonded sheets, re-
sulting from amide linkages in the polymer. It has enormous commerical applications
such as high tensile strength, high elastic modulus, low elongation at breakage and
higher thermomechanical stability among other kinds of polyamids.26–28,31–34 It is sold
under the commercial names of Kevlar and Twaron.
The variety in which molecules can organize in a crystal packing has fascinated
scientists,29,30,35,36,38 since the knowledge of crystal structure can be used in various
ways: from a better understanding of the structural conformation to the design of
polymers for specific applications (such as mentioned above).
Various experimental studies have been done that indicate different PPTA crys-
talline forms may exist. This was a motivation for us to search for new insight into
the structure of PPTA (chapter 3). New structural data is needed to provide a bet-
ter insight into the polymorphism of this polymer, and solid state NMR (details in
chapter 3).
It is a long-standing question how modifications of PPTA influence the packing of
the structure, and as a consequence the commercial applications of high performance
PPTA polymer fibers. For example, Mehenni et al.128 investigated the types of chain
packing and hydrogen bonding occurring in rigid oligomers, by systematically studying
a family of trimers (containing three aromatic groups) and comparing with XRD and
FTIR spectroscopy. Even though length and regularity in the size of the crystallizable
block are critical issues for some polymers,129 for PPTA, length of the crystallizable
block appears less of an issue, i.e. a block as small as one and a half repeat units
(trimer) crystallized in the same crystal structure as the parent PPTA polymer.130
From the NMR point of view, trimers are intriguing model systems that enable to
characterize the possible end groups of PPTA. Here we consider one of the possible
end groups for trimers: NH2. In this work we report the results of the structural
optimization, including lattice parameters and energy, along with the chemical shift
parameters. The latter are compared with recent NMR experiment.
4.2 Computational methods
First-principles calculations are performed within the framework of density functional
theory (DFT)39,40 using the PBE generalized gradient approximation (GGA)41 and
the projector augmented wave method (PAW)42,43 as implemented in the Vienna ab
initio Simulation Package (VASP).44,45 A kinetic energy cutoff of 600 eV is used
for the plane wave expansion of the Kohn Sham orbitals. A Γ-centered 4×5×2
4.3. Results & Discussion 69
Monkhorst-Pack grid of k-points for sampling the Brillouin zone was used.73 The
lattice parameters and atomic positions were relaxed until the total energy changed
by less than 10−6 eV and residual force was less than Fmax = 0.01 eV/Å. An energy
cutoff of 600 eV was used for full relaxation and self-consistent electronic calculations.
For H all-electron data sets were used whereas for C, O and N the 1s core states were
kept frozen.
In order to include van der Waals (vdW) interactions, that play an important role
in our structures, we used the recently proposed vdW density functional (vdW-DF)
of Dion et al.,54 as implemented in VASP55,106 using the algorithm of Román-Pérez
and Soler.56 We tested the vdW-DF54,104,105 for benzene (more details in chapter 3)
with the different functionals, optB88-vdW and optB86b-vdW, and also with the
vdW-DF2 method59 in which a modified vdW kernel along with the PW86 exchange
functional107 was used. We found the results of the calculation for benzene with
the vdW-DF2 functionale in good agreement with the experiments,108 both for the
cohesive energy and lattice parameters (Table 3.1). Based on the result for benzene,
we used rPW86-vdW for exchange and LDA with vdW-DF2 for correlation.
The calculation for NMR chemical shielding parameters has been done with the
Gauge-including PAW (GIPAW) linear response method,60,61 with pure PBE and the
standard PAW data sets for PBE.52109. A kinetic energy cut-off of 600 eV on the
plane wave basis set was applied and a Γ-centered 4×5×2 k-point mesh was used.
4.3 Results & Discussion
The crystal structure of the trimer with NH2 end groups is only partially known.131
The cell parameters are not the same as those of the polymer, e.g., in the trimer
β ∼= 120◦ (Table 4.1). Close monomers in the trimer are identical (Figure 4.1). Here
we construct a model of the trimer crystal structure from the possible structures
of bulk polymeric PPTA. The structural information for the initial and the DFT-
optimized structures is reported in Table 4.1. We construct two possible models
for the trimer crystal: one starting from the “Northolt” and one starting from the
“Liu”≡“Pb” structural data. For both we use structural data from Teijin.131 Applying
this data on a “Northolt” trimer gives rise to model 1 (Table 4.1). Applying it on
a “Liu” and a “Pb” trimer gives rise to model 2 (Table 4.1). The optimized atomic
positions for model 1 are reported in Table B.1. As is evident from Table 4.1, both
model 1 and model 2, in terms of energy and structural deformation, reach to the
same structure. It should be noted here that we did not consider all possible models
of trimers. Based on the results of chapter 3, there is also the possibility of having a
trimer with a small shifting of chains with respect to each other, or with a parrallel
alignment of amide linkages.
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Table 4.1: Initial and optimized structural information for different models of trimer. The
energies of the optimized models are also reported. The relaxed models turned out to be the
same.
Initial model 1 model 2
“Northolt” “Liu”≡“Pb”
a(Å) 7.87 7.88
b(Å) 5.18 5.22
c(Å) 22.50 22.50
α,β,γ(deg) 90, 124.30, 90 90, 120, 90
volume of the cell(Å3) 794.36 801.51
chain location in a-b plane [0,0], [1
2
,1
2
] [1
4
,1
4
], [3
4
,3
4
]
number of chains/cell 2 2
glide plane symmetry operator x+1
2
, −y+1
4
, z x+1
2
, −y+1
4
, z
Optimized
a(Å) 8.06 8.07
b(Å) 5.22 5.22
c(Å) 21.27 21.27
α,β,γ(deg) 90, 112.17, 90 90, 112.15, 90
Sa 1.014 1.012
volume of the cell(Å3) 830.44 830.74
energy(eV/atom) −5.7875 −5.7876
aA universal scaling factor (’lattice constant’), which is used to scale all lattice
vectors and all atomic coordinates.
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Figure 4.1: The optimized crystal structure of trimer, along b-axis with NH2 as the end-group.
4.3.1 DFT based assignment: chemical shifts
Two-dimensional 1H-13C heteronuclear correlation of the trimer with NH2 as the end
group is depicted in Figure 4.2. In the analysis based on the heteronuclear correlation,
we can assign the proton chemical shifts of the trimer. However, the assignment of
the protons of the NH2 end group cannot be done. The 1D proton spectrum is broad
and allows only the NH proton to be assigned to a value around 9.5 ppm.
The absolute (unreferenced) calculated chemical shift values are listed in Table 4.2,
with experimental values (both in ppm). The labels are explained in Figure 4.2. The
C2′ is closest to the carbonyl group. The C3′ on the other hand is much closer to the
N—H proton. On the pheneylene ring, the C2 position is the one closer to the N—H
proton and the remaining carbon is the C3. As can be seen from Table 4.2, we have
different values for C2′, 3′ and C2,3.
In Table 4.2, our results are referenced such that the experimental and calculated
shifts have the same average of the C/H2′ and C/H3′ shifts. As it is clear, the results
are in good agreement with experiment (Table 4.2).
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Figure 4.2: Hetcor of trimer. In a hetcor experiment the proton chemical shift is correlated
with the carbon chemical shift i.carbon resonances correspond to close-by proton resonances.
It can be considered as the polarization transfer to the C through that correlation. (Data and
figure from the solid state NMR group of the Radboud University Nijmegen.)
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Table 4.2: The calculated (Calc.) and experimental (Exp. in ppm unit) 13C and 1H chemical
shifts for trimer model 1' model 2. The first column and the second column of “Calc.” label,
are the absolute shifts, and refrenced values such that the experimental and calculated shifts
have the same average of the C/H2′ and C/H3′ shifts, respectively.
C site Calc. Exp. H site Calc. Exp.
C=O 204.51 165.64 165.5 NH2 −17.76 6.025 Unknown
C=O 205.31 166.44 165.5 NH2 −20.34 3.441 Unknown
C=O 204.51 165.64 165.5 NH2 −19.93 3.858 Unknown
C=O 205.31 166.44 165.5 NH2 −19.19 4.596 Unknown
— — — — NH −14.05 9.73 ∼9.5
— — — — NH −14.02 9.76 ∼9.5
1′ 176.78 137.91 136.8 1′ — — —
1′ 175.45 136.58 136.8 1′ — — —
2′ 168.96 130.09 130.2 2′ −19.16 4.62 4.8
2′ 168.94 130.07 130.2 2′ −19.13 4.65 4.8
3′ 166.47 127.60 127.7 3′ −16.94 6.84 6.7
3′ 166.90 128.03 127.7 3′ −16.91 6.87 6.7
1 171.14 132.27 132.1 1 — — —
1 172.31 133.44 132.1 1 — — —
2 164.39 125.52 124.3−125.8 2 −17.25 6.53 5.5−6.5
2 162.99 124.12 124.3−125.8 2 −17.84 5.94 5.5−6.5
2 165.13 126.26 124.3−125.8 2 −17.08 6.70 5.5−6.5
2 163.24 124.37 124.3−125.8 2 −17.78 6.00 5.5−6.5
3 154.85 115.98 117.4−120.7 3 −17.45 6.33 4.7−6.2
3 153.68 114.82 117.4−120.7 3 −18.69 5.09 4.7−6.2
3 153.19 114.32 117.4−120.7 3 −17.76 6.029 4.7−6.2
3 153.97 115.10 117.4−120.7 3 −18.58 5.202 4.7−6.2
4 179.63 140.76 138.7−140.9 4 — — —
4 179.71 140.84 138.7−140.9 4 — — —
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4.4 Conclusions
We have investigated a model crystal of an oligomer block of three rings of PPTA with
one of the possible end groups, i.e. NH2. The calculated chemical shifts are in a good
agreement with experimented ones. As a future work, it is interesting to consider the
influence of the substitution of the middle para-aromatic ring, i.e. NH-linked vs. C=O
linked, or the substitution of HC=O end group vs. NH2 end group. Of course, the
parallel or anti-parallel arrangements of amide linkages, and the shifting of the chains
with respect to each other also can be considered in each of mentioned cases. The
structures can be investigated from the theoretical and experimental points of view.
The results may be compared in all intricate details in order to get a new insight into
the structure.
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Chapter 5
New insight into the elastic
properties of empirical and theoretical
possible models of poly(p-phenylene
terephthalamide): A first principle
study
Abstract
We present a first-principle study of the mechanical properties for a set of polymorphs of
the rigid-rod polymer poly(p-phenylene terephthalamide) (PPTA). We estimate the elastic
properties of aramid fibres by symmetrizing the single crystal elastic tensors (with the limits of
uniform strain and stress), that yield to Voigt and Reuss bounds, respectively for the elastic
moduli. Morever, a theoretical formalism to calculate the single crystal elastic constants
for monoclinic crystals from first principle calculations is described. Calculations show the
strong dependence on the various kinds of bonding in these fibres, ranging from weak van der
Waals to strong covalent bonding. The models considered here, that were the most likely
based on a comparison with NMR experiment (see chapter 3), show only minor differences
in their elastic properties. In fact, Different models of PPTA considered here can not be
distinguishable not only based on NMR experiment (chapter 3), but also due to the small
differences in their elastic properties. In present work, we considered a significant effect
of entropy contributions to the fiber tensile moduli, with the help of a single chain model.
We confirm the packing effect and find that entropy gives rise to downward adjustment of
the theoretical longitudinal Young’s modulus in the single chain, in good agreement with
previous work using model potentials37. Overall, the presently estimated elastic properties
can provide helpful guidance for improving the broad range of applications of PPTA.
A manuscript based on this chapter is to be submitted for publication by , P. Zolfaghari, R.
A. de Groot, G. A. de Wijs.
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5.1 Introduction
The elastic properties of solids have a two-fold importance. Firstly, they are indicators
of mechanical strength which is a matter of great practical significance. Secondly,
on the scientific side, the elastic properties are inputs for determination of inter-
atomic potential parameters and lattice dynamical calculations. The rigid-rod polymer
poly(p-phenylene terephthalamide) is not an exceptional case of the above mentioned
factors.29,30,35,37,38 In fact, it is known as a “high performance” polymer fiber. “high
performance” fibers deal with exceptional thermal and mechanical properties, such as
high elastic moduli and a high tensile strength26–28. The elastic modulus is the ratio
between the stress that is subjected to the material and the strain, i.e. the elongation
per unit length. The higher is the modulus, the more is the resistance to elongation.
The strength is defined as the maximum tensile stress that can be applied to the fiber.
For such high performance materials, it is of interest to evaluate the difference
between the experimentally obtained (maximal) values of the mechanical properties
and the ultimate values that might be obtained for the hypothetical ideal materials.
These ultimate values are upper bonds for the performance of the actual polymer
fibers. The ideal materials are thought to be perfect single crystals that are comprised
of infinitely long poly(p-phenylene terephthalamide), PPTA chains.
It is obviously not possible to measure the modulus of a hypothetical material.
For this reason, it is practical to calculate the ultimate modulus of our structure,
PPTA. Moreover, from the level of morphological complexity exhibited by PPTA, such
as crystalline and non-crystalline phases, it becomes a difficult problem to consider
empirically the contribution of each component to the overall behavior observed in the
macroscopic sample. Therefore, a comprehensive and self-consistent set of material
properties, such as the elastic stiffness tensor may be determined, including those
components of the tensor which are difficult or impossible to measure experimentally.
Previous studies using force-field methods gave rise to a range of values for the
ultimate elastic moduli.37 However, the results deviate considerably from experimental
data. To our knowledge, from literature there has not been an accurate calculation on
PPTA fibers from the structural and mechanical properties points of view. Therefore,
in the present work we calculate the elastic moduli for several optimized PPTA struc-
tural models (chapter 3) using a state-of-the-art ab initio method, that can account
not only for the covalent and hydrogen bonds, but also for the weak van der Waals
bonding that is important in this material. The elastic modulus of an isolated chain
is also calculated. The result is compared with the moduli of the 3D crystal models,
in order to assess the possible impact of the intramolecular interaction on the fibre’s
Young’s modulus. Phonon calculations for the single chain model allow to estimate
the effect of entropy on the elastic moduli.
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5.2 Methodology
5.2.1 DFT calculations
First-principle calculations were performed in the framework of density functional the-
ory (DFT)39,40 using the PBE generalized gradient approximation (GGA)41 and the
projector augmented wave method (PAW)42,43 as implemented in the Vienna ab ini-
tio Simulation Package (VASP).44,45 For H an all-electron PAW data set was used
whereas for C, O and N the 1s core states were kept frozen. An energy cutoff of
600 eV has been used for full relaxation and self-consistent electronic calculations.
Standard DFT fails to describe non-local van der Waals (vdW) interactions. How-
ever, these interactions play an important role in polymer structures. Therefore, we
use the non-local vdW-DF54,104,105 correlation functional as implemented in VASP55,106
using the algorithm of Román-Pérez and Soler.56 In the following we briefly sum-
marize the functionality of vdW-DF. In vdW-DF the exchange-correlation energy is
partitioned as
Exc = Ex + E
vdW
c + E
loc
c . (5.1)
In the original vdW-DF method,54 Ex is the revPBE exchange functional.57 The sec-
ond term, EvdWc , accounts approximately for non-local electron correlation effects (i.e.
dispersion). The final term, E locc , is the local correlation energy for which the local
density approximation (LDA) was used. A large number of other options for the ex-
change part Ex of the functional have been proposed, including the optPBE-vdW,
optB88-vdW, and optB86b-vdW functionals, in which the exchange functionals were
optimized for the correlation part55 and the vdW-DF2 of Langreth and et al.59 We
tested the vdW-DF54,104,105 for benzene with the optB88-vdW and optB86b-vdW
functionals and also with the vdW-DF2 method59 in which a modified vdW kernel
along with the PW86 exchange functional107 was used. We found the results of
the calculation for vdW-DF2 functional for benzene in good agreement with the ex-
periments,108 both from the cohesive energy and lattice parameters points of view
(Table 5.1). Therefore, based on Table 5.1, for the structural optimization of the
PPTA models we used the rPW86-vdW exchange functional.
A Γ-centered 4×5×3 Monkhorst-Pack grid of k-points for sampling the Brillouin
zone was used.73 Our structures have been optimized by fully relaxing the simulation
cell (ionic positions, shape, and volume) starting from the experimental parameters,
until the forces on atoms were less than Fmax = 0.001 eV/Å and the total energy
changed by less than 10−6 eV. In order to obtain the calculated equilibrium charac-
teristics of each structure, several total-energy calculations have been performed at
different fixed volumes while the ionic positions and the cell shape could vary. The
total energies obtained for several different volumes were then fitted with the Birch-
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Table 5.1: The lattice parameters a, b, c and cohesive energy Ecoh(kJ/mol) of benzene calcu-
lated using different exchange and correlation functionals, compared to experiment (Exp.).108
Exchange optB88 optB86b rPW86 Exp.a
Correlations vdW+LDA vdW+LDA vdW2+LDA
a(Å) 7.21 7.23 7.34 7.35
b(Å) 9.33 9.33 9.36 9.37
c(Å) 6.67 6.67 6.76 6.70
Ecoh(kJ/mol) 69.67 68.48 53.41 50-54
aExperimental data from Ref. 108.
Murnagham132 equation of state.
5.2.2 Calculation of elastic constants
In general, the elastic constants of a solid provide a link between the mechanical
and dynamical behavior of the crystal and give important information concerning the
nature of the forces operating in the solid. In particular, they provide information on
the stability and stiffness of the material.
A general linear stress-strain relation at constant temperature has the form (by
using Hooke’s law):133
σi j =
∑
kl
Ci jklεkl , i , j, k, l = 1, 2, 3, 4 (5.2)
where σi j is a second−order stress tensor, εkl is a second−order strain tensor, and
Ci jkl is a fourth−order tensor called the elastic constant tensor. Both the stress and
the strain tensors are symmetric. Eq. (5.2) can be inverted:
εi j =
∑
kl
Si jklσkl (5.3)
where Si jkl is the fourth−order elastic compliance tensor, or shortly the compli-
ance. Using the Voigt notation, the double indices can be replaced with a sin-
gle index (11 → 1, 22 → 2, 33 → 3, 32 or 23 → 4, 31 or 13 → 5, 21 or
12 → 6). Then the second−order stress tensor can be expressed with a vector
as σ = (σ1, σ2, σ3, σ4, σ5, σ6) and the second−order strain tensor can be written as
ε = (ε1, ε2, ε3, ε4, ε5, ε6). Similarly, the fourth-order elastic constant tensor can be
reduced to a symmetric 6×6 matrix Ci j . Therefore, the stress−strain relation can be
written as:
σi =
∑
j
Ci jεj , i , j = 1, 2, 3, 4, 5, 6 (5.4)
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in which Ci j (the elastic stiffness constants or shortly stiffness) is the 6×6 symmetric
matrix with 21 independent elements
C =

C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56
C16 C26 C36 C46 C56 C66

. (5.5)
The stress and strain tensors can be reconstructed from the vectors, e.g., for ε one
has:
ε =

ε1
1
2
ε6
1
2
ε5
1
2
ε6 ε2
1
2
ε4
1
2
ε5
1
2
ε4 ε3
 . (5.6)
The energy of a system under the strain ε134,135, can be expressed in terms of the
elastic constants Ci j as a Taylor series expansion in the powers of strain tensor with
respect to the initial energy of the unstrained crystal:
E(V, εi) = E(V0, 0) + V0
6∑
i=1
σiεi
+
V0
2
6∑
i ,j=1
Ci jξiεiξjεj +O(ε
3
i ).
(5.7)
In which V0 is the volume of the unstrained lattice, E(V0, 0) is the total energy at the
unstrained volume of the crystal and V is the new volume of the lattice due to the
applied strain tensor.
We have used the Voigt notation in the equation above which replaces xx , yy , zz ,
yz , xz , and xy by 1, 2, 3, 4, 5 and 6, respectively. In order to properly account for
all nine elements of the symmetric strain tensor with the six elements of the vector,
factors ξi and ξj are introduced. These take the value 1 if the Voigt index is 1, 2, or
3 and the value 2 if the Voigt index is 4, 5, or 6.
First-order, third-order, and higher-order terms in Eq. (5.7) are assumed to be
zero, and this will be the case for pure linear elastic strains. However, these terms
may not be exactly zero in actual calculations, but can be made close to zero with
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small strains. Therefore, the second−order elastic constants (SOEC) are related to
the strain second derivatives of the total energy in equibrium by:
Ci j =
1
V0
∂2E
∂εi∂εj
∣∣∣∣
0
. (5.8)
As it can be seen from Eq. (5.8), the elastic constants are identified as proportional to
the second order coefficient in a polynomial fit of the total energy as a function of the
distortion parameter ε. We determine linear combinations of the elastic constants by
straining the lattice vectors R according to the rule R′ = RD. Where D will transfer
every Bravais lattice vector D to a new vector in the distorted matrix R′.
In total, 21 independent elastic constants have to be considered for a completely
asymmetric material (Tables C.1-C.2), while for an isotropic material the number is
2. In fact, the crystal symmetry limits the necessary number of independent elastic
moduli. For example, in the case of monoclinic symmetry (as it is in our models) 13
independent elastic constants are defined.
5.2.3 Mechanical stability
For the monoclinic crystal the 13 independent elastic constants can be ordered in
different ways based on the orientation of diad axis in the unit cell.134 In the standard
crystallographic orientation where the diad-axis is ‖ b-axis of the monoclinic unit cell
with the matrix R (containing the components of the distorted lattice vectors), we
have the ordering of the 13 independent elastic constants as
C =

◦ ◦ ◦ · ◦ ·
◦ ◦ · ◦ ·
◦ · ◦ ·
◦ · ◦
◦ ·
◦

Diad axis‖b-axis
,R =

ax 0 az
0 b 0
cx 0 cz
 (5.9)
in which ◦ and · show non-zero and zero elastic constants, respectively. The non-
presented is suppressed as the matrix is symmetric. The requirements for mechanical
stability, that are defined for the standard monoclinic orientation, are given by136
Ci i > 0, with i = 1, 2, 3, 4, 5, 6 (5.10)
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3∑
i=1
Ci i + 2(C12 + C13 + C23) > 0, (C33C55 − C235) > 0, (5.11)
(C44C66 − C246) > 0, (C22 + C33 − 2C23) > 0, (5.12)
[C22(C33C55 − C235) + 2C23C25C35 − C223C55 − C225C33] > 0 (5.13)
and,
(2[C15C25(C33C12 − C13C23) + C15C35(C22C13 − C12C23)
+ (C25C35(C11C23 − C12C13)]− [C215(C22C33 − (C223)
+ C225(C11C33 − C213) + C235(C11C22 − C212)] + gC55) > 0
(5.14)
in which, g = C11C22C33 − C11C223 − C22C213 − C33C212 + 2C12C13C23. The above
equations for the monoclinic crystal system are well-known.
5.2.4 Anisotropic moduli
Essentially all the known crystals are elastically anisotropic. A proper description of
such anisotropic behavior137 has therefore an important implication for instance in
engineering aspect of science as well as in crystal physics. In order to get insight into
the physical properties of anisotropic materials, regardless of the symmetry of the
system, we need to define the traditional moduli (based on Eq. (5.5)), including the
anisotropic Young’s moduli for the different directions,
Ei =
1
Si i
with i = 1, 2, 3. (5.15)
In which the compliance matrix, S is calculated by inversion of the stiffness matrix
S=C−1. The anisotropic shear moduli Gi and the anisotropic Poisson’s ratio νi j are
Gj =
1
Si i
with i = 4, 5, 6 and j = i − 3 (5.16)
and,
νi j = −Si j
Sj j
with i , j = 1, 2, 3 (5.17)
respectively. From the physical point of view, E is the quantity that describes a
material’s response to stress applied normal to opposite faces for a unit dimensional
change (either elongation or shortening), G represents a force applied tangentially
(transversely or laterally) to the face of the material and ν is the ratio between
the transverse strain (e.g., shrinkage or bulging) to the axial strain in the direction
of stretching force. In Eq. (5.17), tensile deformation is considered positive and
compressive deformation is considered negative. Hence, the definition of Poisson’s
ratio contains a minus.
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5.2.5 Voigt and Reuss limits for fibers
The estimation of moduli of the polycrystal mosaic, that is the case for fiber, from the
complete elastic constant matrices can be done by applying an assumption in which
a particular oriententional average of a crystal unit cell is more likely to occur. The
assumption comes from two facts: (i) the crystal packing itself and (ii) distribution
of stress and strain over the packed crystals. In fact, a fiber is assumed to be a
polycrystalline material, consisting of many identical crystallites that are all oriented
along the direction of fiber axis, while all orientations in the plane lateral (transverse
direction) to the fiber axis are equally likely. We can calculate the fiber stiffness
matrix as the cylindrical average of the crystalline stiffness matrix, by assuming the
polycrystalline fibre is subjected to the same strain.37 This procedure provides an upper
limit for the estimation of elastic constants, known as “Voigt bound”.138 Alternatively,
by assumption of the uniform stress throughout the polycrystalline material, resulting
in a lower limit known as “Reuss bound”.139
The cylindrical average can be done using the transformation law of a fourth-rank
tensor134
〈T′i jkl〉 =
1
2pi
∫ 2pi
0
aimajnakoalpTmnop dθ, (5.18)
in which a is the rotation matrix parallel to fiber axis (z-direction) as:
a =

cos θ sin θ 0
-sin θ cos θ 0
0 0 1
 . (5.19)
After doing some algebra, one gets six independent terms of the cylindricaly “Voigt”
averaged stiffness matrix as below (see, Ref. 37)
〈C〉 =

A B C 0 0 0
B A C 0 0 0
C C F 0 0 0
0 0 0 E 0 0
0 0 0 0 E 0
0 0 0 0 0 D

Voigt
, (5.20)
in which
A =
3C11 + 3C22 + 2C12 + 4C66
8
, B =
C11 + C22 + 6C12 − 4C66
8
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C =
C13 + C23
2
, D =
C11 + C22 − 2C12 + 4C66
8
,
E =
C44 + C55
2
, F = C33
and the Ci j are the elements of the stiffness matrix of the single crystal in Eq. (5.5).
Similarly, averaging cylindrically over the compliance matrix gives rise to the following
expression:37
〈S〉 =

A B C 0 0 0
B A C 0 0 0
C C F 0 0 0
0 0 0 E 0 0
0 0 0 0 E 0
0 0 0 0 0 D

Reuss
, (5.21)
in which
A =
3S11 + 3S22 + 2S12 + S66
8
, B =
S11 + S22 + 6S12 − S66
8
C =
S13 + S23
2
, D =
S11 + S22 − 2S12 + S66
8
,
E =
S44 + S55
2
, F = S33
and the Si j are the elements of S=C−1 in Eq. (5.5).
5.2.6 Elastic modulus of a polymer chain
One of the important mechanical properties of the fibers (that gives insight about the
physics of polymers) is the elastic modulus of a polymer chain, i.e. the chain modulus.
In a simplified model the fiber can be thought to consist of non-interacting chains.
The properties of the chains can be calculated independently of the neighboring chains.
Only the density of such chains is needed to convert a chain property to a crystal
property.
Using this approach, Y0, the Young’s modulus along the fiber axis, is calculated as
Y0 =
L0
A
d2E(L)
dL2
. (5.22)
Here E(L) is the total energy of the chain as a function of unit cell length L. It is
calculated by placing a single chain along c in a large super cell. a and b are chosen
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so large that inter-chain interactions can be neglected. L0 is the equilibrium length.
A is the area per chain which is calculated from the equilibrium primitive unit cell of
the 3D crystal.
5.3 Modified PPTA models
The excellent mechanical properties and good thermal stability of poly(p-phenylene
terephthalamide) (PPTA), as demonstrated by “Kevlar” and “Twaron”,32 have gener-
ated considerable interest in the structure and morphology of this aromatic polyamide.
Therefore, a lot of techniques have been employed for obtaining and understanding
its crystal structure. Various studies, from both theoretical and experimental points
of view, indicate that different PPTA crystal structures may exist.36 In the following
paragraph, we summarize what is mainly explained in chapter 3.
In total sixteen possible structural modifications of PPTA form I30,140(details in
chapter 3) are likely to exist. The numbers are based on; (I) herringbone and similar
packing of the aromatic rings in adjacent chains (II) parallel or anti-parallel orientation
of amide linkages (III) similarity or in-similarity of aromatic rings sitting next to each
other in adjacent layers (IV) a small shift or no-shift of neighbouring chains. A
schematic view is depicted in Figure 5.1. Non-herringbone packings (SP) are ruled
Figure 5.1: A schematic labeling of PPTA structures used in this work is depicted above. (I)
HP and SP stand for herringbone and similar packing of the aromatic rings in adjacent chains.
(II) P and AP stand for parallel or anti-parallel orientation of amide linkage, respectively. (III)
L and U indicate whether like or unlike aromatic rings are next to each other in adjacent
layers. (IV) S and NS stand for a small shift or no-shift of neighbouring chains.
out on energetic grounds. We compared all other modifications (and one more) with
NMR data, resulting in five more likely structures.
Here, from the category of five possible models of PPTA (details in chapter 3),
we consider the AP.L.NS, P.L.NS∼=“Pb” 113, P.U.NS structures. Moreover, we also
consider the P.U.S∼=“Northolt” structure.30,113 It does not fit well with NMR data,
but we consider it here because it is widely discussed in the literature.30,37,113 These
structures, AP.L.NS, P.L.NS∼=“Pb” 113, P.U.NS and P.U.S∼=“Northolt”, have display
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an optimal variety from the crystal packing point of view, including (anti-)parallel of
amide linkage, (di)similarity of aromatic rings next to each other and (non-)shifting
of neighbouring chains as a main effective factors upon the elastic properties.
In all structures neighboring chains are linked via hydrogen bonds along the b-axis
and with weak vdW bonds along the a-axis. The fiber and chain axes are along the
z-axis. It is shown in Figure 5.2.
Figure 5.2: A schematic view of PPTA structure. (a) and (b) represent the top view (4 unit
cells) and side view (2 unit cells) of the PPTA crystal structure. As it can be seen from the
picture, the two-dimensional hydrogen (The N−H· · ·C=O) bond sheets are along b-axis. The
vdW interactions are along a-axis. The fiber axis is along z-axis. The unit cell is sketched for
clarity.
5.4 Results & Discussion
The full stiffness and compliance matrices (by applying all details in Sec. 5.2.2) for
the four structures P.U.S∼=“Northolt”, AP.L.NS, P.L.NS∼=“Pb” and P.U.NS were calcu-
lated. The results for the stiffness matrices (left-hand-side, in GPa unit) and the com-
pliance matrices (right-hand-side, in GPa−1×10−3 unit) (S=C−1 based on Eq. (5.5))
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for each structure are reported separately below:
13.48 11.82 12.27 0.00 0.00 0.06
11.82 31.04 9.56 0.00 0.00 0.26
12.27 9.56 285.71 0.00 0.00 1.43
0.00 0.00 0.00 7.40 0.03 0.00
0.00 0.00 0.00 0.03 1.22 0.00
0.06 0.26 1.43 0.00 0.00 6.76

S=C−1−−−−−→
P.U. S

114.75 −42.63 −3.51 0.00 0.00 1.36
−42.63 48.39 0.22 0.00 0.00 −1.53
−3.51 0.22 3.65 0.00 0.00 −0.75
0.00 0.00 0.00 135.15 −3.32 0.00
0.00 0.00 0.00 −3.32 819.75 0.00
1.36 −1.53 −0.75 0.00 0.00 148.13


13.30 13.60 5.47 0.00 0.50 0.00
13.60 36.02 2.71 0.00 −0.76 0.00
5.47 2.71 283.64 0.00 −1.47 0.00
0.00 0.00 0.00 7.08 0.00 −0.84
0.50 −0.76 −1.47 0.00 1.47 0.00
0.00 0.00 0.00 −0.84 0.00 6.81

S=C−1−−−−−→
AP.L.NS

130.84 −50.76 −2.41 0.00 −73.16 0.00
−50.76 47.77 0.74 0.00 42.70 0.00
−2.41 0.74 3.58 0.00 4.79 0.00
0.00 0.00 0.00 143.34 0.00 17.68
−73.16 42.70 4.79 0.00 732.20 0.00
0.00 0.00 0.00 17.68 0.00 149.02


14.24 12.68 4.31 0.01 0.00 0.00
12.68 36.29 3.03 −2.11 0.00 0.00
4.31 3.03 298.35 −0.55 0.00 0.00
0.01 −2.11 −0.55 8.90 0.00 0.00
0.00 0.00 0.00 0.00 0.37 0.30
0.00 0.00 0.00 0.00 0.30 6.60

S=C−1−−−−−→
P.L.NS

102.98 −36.40 −1.13 −8.81 0.00 0.00
−36.40 40.83 0.13 9.73 0.00 0.00
−1.13 0.13 3.37 0.24 0.00 0.00
−8.81 9.73 0.24 114.69 0.00 0.00
0.00 0.00 0.00 0.00 2806.12 −127.55
0.00 0.00 0.00 0.00 −127.55 157.31


13.09 13.21 8.11 0.00 0.00 −0.10
13.21 32.07 7.64 0.00 0.00 0.61
8.11 7.64 272.55 0.00 0.00 1.02
0.00 0.00 0.00 6.10 0.13 0.00
0.00 0.00 0.00 0.13 0.17 0.00
−0.10 0.61 1.02 0.00 0.00 6.66

S=C−1−−−−−→
P.U.NS

132.67 −54.20 −2.45 0.00 0.00 7.33
−54.20 53.58 0.13 0.00 0.00 −5.74
−2.45 0.13 3.74 0.00 0.0 −0.62
0.00 0.00 0.00 166.65 −127.43 0.00
0.00 0.00 0.00 −127.43 5979.81 0.00
7.33 −5.74 −0.62 0.00 0.00 150.88

(5.23)
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As it is clear from the stiffness matrices C (Tables C.3-C.6, and Eq. (5.23)) and
as a consequence from the elements of compliance matrices S in Eq. (5.23), we have
different orderings of the Ci j and Si j components (with the same number of elements,
thirteen, as it is the case for monoclinic structure) for our models. This fact is related
to the diad axis (Sec. 5.2.2) with respect to the unit cell orientation in the Cartesian
frame, R for different models;
C =

◦ ◦ ◦ · · ◦
◦ ◦ · · ◦
◦ · · ◦
◦ ◦ ·
◦ ·
◦

P.U. S
Diad axis‖c-axis, R =

ax ay 0
bx by 0
0 0 c

P.U. S
C =

◦ ◦ ◦ · ◦ ·
◦ ◦ · ◦ ·
◦ · ◦ ·
◦ · ◦
◦ ·
◦

AP.L.NS
Diad axis‖b-axis, R =

ax 0 az
0 b 0
cx 0 cz

AP.L.NS
C =

◦ ◦ ◦ ◦ · ·
◦ ◦ ◦ · ·
◦ ◦ · ·
◦ · ·
◦ ◦
◦

P.L.NS
Diad axis‖a-axis, R =

a 0 0
0 by bz
0 cy cz

P.L.NS
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C =

◦ ◦ ◦ · · ◦
◦ ◦ · · ◦
◦ · · ◦
◦ ◦ ·
◦ ·
◦

P.U.NS
Diad axis‖c-axis, R =

ax ay 0
bx by 0
0 0 c

P.U.NS
(5.24)
in which ◦ and · show non-zero and zero elastic constants, respectively and the non-
presented components are numerically equal. The correspondence between the elastic
constants associated with the monoclinic unit cell orientation in VASP and the elastic
constants associated with the standard orientation of the monoclinic unit cell for our
models are reported in Tables C.3-C.6. In the VASP orientation the weak bonds
are always along a, the hydrogen bonds always along b and the chains always along
c . So we can quite straightforwardly compare the elastic properties our structural
models. In the standard monoclinic crystallographic convention the orientations of
the axes change in various ways, and a direct comparison would be really cumbersome.
However, the requirement for mechanical stability for a monoclinic unit cell (Sec. 5.2.3,
Eqs. (5.10)-(5.14)) has been defined in the standard orientation of the unit cell.
By considering this fact, the calculated elastic constants for our models satisfy the
stability conditions for a monoclinic structure. It is not possible to calculate all the
elastic constants (Tables C.3 -C.6) straight away from independent single distortions,
but they can be obtained in combination with other elastic constants. As an example
we consider C12. It has to be calculated from distortions D1, D2 and D12. Hence, in
order to extract C12 we must subtract the second-order coefficients in three equations
from each other. Therefore, it is reasonable to report the appropriate superpositions
of elastic constants in addition to the individual elastic constants (Tables C.3-C.6).
As an illustration, in Figure 5.3 we have plotted the total energy (∆E) versus strain
(δ) for two superpositions of elastic constants for P.U.S∼=“Northolt” model.
The Young’s moduli, shear moduli, and Poisson’s ratios that have been calculated
from Eqs. (5.15)-(5.17) (Sec. 5.2.4) are given in Table 5.2. The obvious trends
note here (Table 5.2) are that the anisotropic Young’s moduli, Ei for the different
directions are in the same range for our models, separately and that the Young’s
moduli E1 and E2 are much smaller than modulus E3. The moduli E1 and E2 are
comparable in magnitude for all models, with E2 somewhat larger than E1. It is
due to the larger effect of the hydrogen bonding in y-axis direction than the vdW
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Figure 5.3: Changes in the strain energy, ∆E as a function of strain δ for two superpositions
of elastic constants for the P.U.S∼=“Northolt” model from DFT calculations.
contribution in x-direction (Figure 5.2). Comparing the directional Young’s moduli
for our models, in appropriate directions, shows that P.L.NS∼=“Pb” requires a larger
force (as a consequence of larger Young’s moduli) to produce the same small length
change (Table 5.2). Based on Eq. (5.16), in which Si i relates a shear strain to a shear
stress in the same plane, the shear moduli are calculated. The values of the shear
moduli or rigidity moduli for our models (Table 5.2) do not diverge unexpectedly with
respect to i index with i = 1, 2, 3. The calculated values of G1 and G3 indicate the
resistance to shear deformation of hydrogen-bonded sheets parallel and perpendicular
to the chain axis (z-axis), respectively (Figure 5.2). The spread of the values of G1 in
our models (Table 5.2) reflects the competition between “P” or “AP” (parallel or anti-
parallel orientation of the amide-linkages, respectively) and “S” or “NS” (a small shift
or no-shift of neighboring chains, respectively). The calculated G2 is much smaller
than the calculated rigidity modulus G1 for our models (Table 5.2), as a result of the
weak resistance to shear deformation due to the vdW interactions with the motion of
hydrogen-bonded sheets in the xz-plane. It should be noted that G2 is also dependent
on the structural model as G1, but more stronger (Table 5.2).
Poisson’s ratio is associated with the volume change during uniaxial deformation
and, in general, (Sec. 5.2.4) is defined as:137
νi j =
extensional strain in j direction
compressive strain in i direction
, for compressive strain in i direction.
(5.25)
Hence, based on the above definition, νzy = ν32 and νzx = ν31 are longitudinal
Poisson’s ratios when PPTA fibre is uniaxially stretched in its fibre axis (z-axis). It is
clear from Table 5.2 that νzy is (almost) zero for all crystal structures. It indicates a
5.4. Results & Discussion 91
Table 5.2: Calculated anisotropic elastic constants for several possible PPTA models.
P.U.S∼=“Northolt” AP.L.NS P.L.NS∼=“Pb” P.U.NS
Young’s moduli(GPa)
Ex = E1 8.71 7.64 9.71 7.53
Ey = E2 20.66 20.93 24.49 18.66
Ez = E3 273.97 279.32 296.73 267.37
Shear moduli(GPa)
Gyz = G1 7.40 6.97 8.72 6.00
Gxz = G2 1.22 1.36 0.48 0.16
Gxy = G3 6.75 6.71 6.36 6.62
Poisson’s ratio
νxy = ν12 0.88 1.06 0.90 1.01
νyx = ν21 0.37 0.38 0.35 0.40
νxz = ν13 0.96 0.67 0.33 0.65
νzx = ν31 0.03 0.04 0.01 0.01
νyz = ν23 −0.06 −0.20 −0.04 −0.03
νzy = ν32 −0.00 −0.01 −0.00 −0.00
linear contraction (change) of the crystal lattice in y-axis in the direction perpendicular
to fiber axis. It is (almost) zero due to the hydrogen bonds that exist in y-direction.
The longitudinal Poisson’s ratio νzx is also small but, slightly larger than νzy : The
weaker vdW interaction along x makes that the change is accomodoted along x with
more flexibility than along y.
The calculated values for νyz and νxz in our models are consistent with a com-
petition between hydrogen bonds and vdW forces, based on expression (5.25) For
the AP.L.NS model |νyz | is roughly 400% of the other models, as a result of the
anti-parallel alignment of amide linkages. Differences in the values of νxz are a con-
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sequence of packing of the structures in general, “P” or “AP”, “L” or “U” and “S” or
“NS”(Table 5.2). In Table 5.2 we see that the νxy are larger in magnitude than the
νyx , as a result of the domination of directional hydrogen bonds in all structures.
Comparing the values of νxy ’s for all models confirms the preference of antiparallel
orientations of amide linkages along with the non-shifting of the neighboring chains
“NS”, due to the higher value for AP.L.NS structure.
By applying the upper-lower approach (details in Sec. 5.2.5) to the crystallographic
stiffness and compliance matrices given in Eq. (5.23), one can obtain the upper (Voigt)
and lower (Reuss) limits for the fibre elastic constants. The results for our theoretical
optimized models are reported in Table 5.3, in comparison with experiment. As is
clear from Table 5.3, the results in Table 5.2 are almost an average of the Voigt and
Reuss limits (Voigt+Reuss
2
), in appropriate direction for elastic moduli. The assumptions
used in order to measure mechanical properties (experimental part in Table 5.3) were
explained in detail in Refs. 37,141–144.
So far, Rutledge et al considered two forms of PPTA (form I and form II, defined
based on the location of the chains in the unit cell) and in each form analyzed different
crystal structure.36,37 They report results for the moduli for different models of PPTA.
Here, we calculated the moduli for PPTA models that we considered to be in better
agreement with NMR experiment (details in chapter 3).
The values of the moduli from our calculations are in better agreement with ex-
perimentally measured values, but are still in a different range. This difference comes
from three factors: (I) the idealization of the crystal packing in the calculations, (II)
defects and structural imperfections which lower the experimental values from the
theoretical maxima and (III) the effect of entropy. The previous work by Rutledge
et al. showed,37 based on a simple estimation (Debye & Einstein approximations145)
using the limited available experimental data, that the entropic contribution at room
temperature gives rise to a downward adjustment of the elastic constants. In the
following section, we present our results of the Young’s moduli for an isolated chain
and the effect of entropy, by doing phonon calculations.
5.4. Results & Discussion 93
Table 5.3: Elastic constants of PPTA fibers, including Voigt and Reuss limits (in GPa):
theoretical and experimental.
Voigt Reuss Exp.141–144
P.U. S ∼=“Northolt” 17.61 (22) 14.48 (6.6) 16−29
E1 = E2 AP.L.NS 18.64 13.71 —
P.L.NS∼=“Pb” 19.23 15.50 —
P.U.NS 17.17 17.48 —
P.U. S∼=“Northolt” 278.71 (330) 273.97 (270) 120−220
E3 AP.L.NS 282.76 279.32 —
P.L.NS∼=“Pb” 297.64 296.73 —
P.U.NS 269.08 267.37 —
P.U. S∼=“Northolt” 4.31 (14) 2.09 (5.2) 0.95−2.2
G1 = G2 AP.L.NS 4.27 2.28 —
P.L.NS∼=“Pb” 4.63 0.68 —
P.U.NS 3.13 0.32 —
P.U. S∼=“Northolt” 5.99 (—) 5.04 (—) —
G3 AP.L.NS 6.17 4.66 —
P.L.NS∼=“Pb” 6.44 5.34 —
P.U.NS 5.67 6.61 —
P.U. S∼=“Northolt” 0.32 (0.46) 0.44 (0.54) —
ν13 = ν23 AP.L.NS 0.10 0.23 —
P.L.NS∼=“Pb” 0.09 0.14 —
P.U.NS 0.22 0.31 —
P.U. S∼=“Northolt” 0.47 (0.60) 0.43 9 (0.66) —
ν12 = ν21 AP.L.NS 0.51 0.47 —
P.L.NS ∼=“Pb” 0.49 0.44 —
P.U.NS ∼=“Northolt-NS” 0.51 0.32 —
P.U. S∼=“Northolt” 0.020 (—) 0.023 (—) —
ν32 = ν31 AP.L.NS 0.007 0.011 —
P.L.NS∼=“Pb” 0.006 0.007 —
P.U.NS∼=“Northolt-NS” 0.014 0.020 —
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5.4.1 Elastic modulus of an isolated chain model
In order to assess the impact of intra-molecular interactions on the fibre modulus,
we calculated the Young’s modulus from a model of non-interacting molecular chains
having the same density as in the crystal (details in Sec. 5.2.6). We obtained Y0 =
227 GPa. This has to be compared with the values of E3 in Table 5.2. These are
considerably larger, ∼280 GPa. Such a large difference cannot be only explained by
a direct effect of the inter-molecular hydrogen bonds (that are barely affected upon
elongation) and other weak bonds present in the crystal. Instead, it is likely that these
interactions force the chains into a different conformation, which in turn explains the
higher modulus, as speculated by Rutledge et al. The calculated chain modulus based
on Eq. (5.22) (detail in Sec. 5.2.6) is reported in Table 5.4.
Table 5.4: The Young’s modulus for an isolated chain Y0, the contribution of zero-point vibra-
tional energies on Young’s modulus, YZPEs and the effect of entropy in different temperatures
(T=100 K, T=200 K, T=300 K), Y0+YZPEs+YT are reported. The unit is in GPa.
Y0 Y0+YZPEs Y0+YZPEs+Y100 K Y0+YZPEs+Y200 K Y0+YZPEs+Y300 K
226.97 235.39 221.58 202.88 183.82
In order to account for entropy effects, we calculate (instead of the total energy)
the Helmholtz free energy in the quasi-harmonic approximation as a function of unit
cell height c and temperature T , (calculated at a single chain level):
F (c, T ) = Etot(c)︸ ︷︷ ︸
Y0
+
∑
i
~ωi(c)
2︸ ︷︷ ︸
YZPEs
+ kBT ln
[
1− e−~ωi (c)/(kBT )]︸ ︷︷ ︸
YT
(5.26)
Here the ωi(c) are the vibrational frequencies calculated with density functional per-
turbation theory.146 kB is Boltzmann’s constant. The first term on the right hand side
is related to Y0. The second term, related to YZPEs, includes zero-point vibrational
energies and the third term (related to YT) describes the effect of temperature.
The results are listed in Table 5.4. Compared to Y0, the zero point motion gives
only a small increase. At room temperature (300 K) the modulus is reduced to 81%
of Y0, confirming trend estimated by Rutledge et al.37
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5.5 Conclusions
Our first-principles calculations of the elastic properties for four possible optimized
PPTA structures, are comparable with previous experiments and appropriate calcula-
tions that have been done in the literature. The computed elastic constants obey the
necessary mechanical stability condition suggesting that all PPTA models are mechan-
ically stable. The anisotropic moduli along with the polycrystalline elastic properties,
including shear moduli, Young’s moduli and Poisson’s ratios were determined. Calcu-
lations for several models of PPTA draw our attention to the appreciable dependence
of the elastic properties on the details of the crystal packing, such as the orientation of
amide linkages, shifting of the chains with respect to each other and (di)similarity of
the neighboring rings. As a consequence, the computed anisotropic elastic properties
accurately confirm the domination of hydrogen-bonds over other possible inter-chain
interactions in our models. The differences between elastic properties of our mod-
els are small. This means that the different models cannot be distinguished based
on elastic properties (as they are not also distinguishable with NMR experiment, see
Chapter 3). Comparison with a model consisting of non-interacting chains confirms
the considerable impact of the inter-molecular interactions (not as a direct effect)
present in PPTA on the transverse moduli. In fact, the inter-molecular interactions
play an important role in the longitudinal moduli, as it is expected. We also considered
the effect of entropy on the longitudinal Young’s modulus for an isolated chain. The
results give rise to a downward adjustment of the theoretical Young’s modulus for
a single chain. The thermal motion or entropic contribution at room temperature
suggest the true Young’s modulus along fiber axis is approximately 80% of the DFT
value, i.e. around 220 GPa.

Appendices
97

Appendix A
Appendix for Chapter 3
A.1 1H and 13C Chemical shifts of the allomorphs
Table A.1: The calculated (Calc.) and experimental (Exp. in PPM unit) 13C and 1H chemical
shifts for P.U.S model.
Carbone site Calc. Exp. Hydrogen site Calc. Exp.
Carbonyl 207.00 166.05 N—H -13.90 9.6
Carbonyl 206.12 166.05 N—H -13.69 9.6
1 175.06 134.17 — — —
1 174.57 134.17 — — —
2 161.75 123.50 2 -17.93 6.2
2 163.16 123.50 2 -18.59 6.2
2 162.99 123.50 2 -16.89 6.8
2 160.98 123.50 2 -17.32 6.8
1
′
177.71 137.56 — — —
1
′
176.12 137.56 — — —
2
′
167.35 127.87 2
′
-16.51 7.2
2
′
165.61 127.87 2
′
-17.34 7.2
3
′
170.74 130.88 3
′
-17.25 5.7
3′ 170.28 130.88 3
′
-18.35 5.7
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Table A.2: The calculated (Calc.) and experimental (Exp. in PPM unit) 13C and 1H chemical
shifts for AP.U.S model.
Carbone site Calc. Exp. Hydrogen site Calc. Exp.
Carbonyl 206.78 166.05 N—H -13.78 9.6
Carbonyl 206.19 166.05 N—H -13.63 9.6
1 175.19 134.17 — — —
1 175.10 134.17 — — —
2 161.57 123.50 2 -17.88 6.2
2 163.47 123.50 2 -18.42 6.2
2 161.44 123.50 2
′
-17.20 6.8
2 162.52 123.50 2
′
-16.79 6.8
1
′
176.48 137.56 — — —
1
′
178.48 137.56 — — —
2
′
166.15 127.87 2
′
-16.43 7.2
2
′
165.44 127.87 2
′
-17.57 7.2
3
′
169.99 130.88 3′ -17.17 5.7
3′ 171.11 130.88 3′ -18.20 5.7
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Table A.3: The calculated (Calc.) and experimental (Exp. in PPM unit) 13C and 1H chemical
shifts for AP.L.S model.
Carbone site Calc. Exp. Hydrogen site Calc. Exp.
Carbonyl 205.59 166.05 N—H -13.81 9.6
Carbonyl 206.20 166.05 N—H -13.80 9.6
1 174.48 134.17 — — —
1 175.57 134.17 — — —
2 163.65 123.50 2 -18.31 6.2
2 161.84 123.50 2 -17.54 6.2
2 161.98 123.50 2
′
-16.69 6.8
2 162.76 123.50 2
′
-17.01 6.8
1
′
177.22 137.56 — — —
1
′
176.74 137.56 — — —
2
′
165.28 127.87 2
′
-17.75 7.2
2
′
166.89 127.87 2
′
-16.48 7.2
3
′
171.02 130.88 3′ -18.78 5.7
3′ 169.39 130.88 3′ -17.42 5.7
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Table A.4: The calculated (Calc.) and experimental (Exp. in PPM unit) 13C and 1H chemical
shifts for P.L.S model.
Carbone site Calc. Exp. Hydrogen site Calc. Exp.
Carbonyl 205.34 166.05 N—H -13.74 9.6
Carbonyl 205.78 166.05 N—H -13.69 9.6
1 174.33 134.17 — — —
1 175.87 134.17 — — —
2 162.98 123.50 2 -17.98 6.2
2 161.72 123.50 2 -17.50 6.2
2 162.15 123.50 2
′
-16.70 6.8
2 163.30 123.50 2
′
-17.14 6.8
1
′
177.44 137.56 — — —
1
′
177.63 137.56 — — —
2
′
165.12 127.87 2
′
-17.58 7.2
2
′
166.64 127.87 2
′
-16.70 7.2
3
′
169.75 130.88 3′ -18.63 5.7
3′ 169.52 130.88 3′ -17.80 5.7
A.2. Chemical Shift Comparison 103
A.2 Chemical Shift Comparison
If DFT and NMR chemical shift data are compared, a problem arises since with DFT
calculations the (absolute) chemical shielding at the nucleus is obtained while the
chemical shift relative to a reference compound is obtained in experiments. There-
fore the chemical shifts are not directly comparable. However both numbers should
- in principle - only differ by a constant. There are several approaches to relate the
calculated and the experimental chemical shifts. One can reference to an isolated
resonance in the spectrum of the compounds studied, here for instance the 13C car-
bonyl resonance or the amide proton. They are relatively isolated at fast magic-angle
spinning experiments. Alternatively the mean of the data can be referenced. In this
way, the relative difference between different calculations is hidden, but this method
is less prone to outliers in the data. Here we chose, to directly compare the numbers
by plotting the chemical shift of the allomorphs against the experimentally observed
chemical shifts. In principle a slope of unity is expected, however often a slight de-
viation between experimental and calculated chemical shifts is observed. Therefore
referencing to one resonance or the mean is prone to errors. Therefore we determined
for all the allomorphs the best fit of the form:
δcalc = m δexp + b (A.1)
Here m is the slope and b the offset in units of ppm. The best allomorph should give
a linear correlation and have the least deviation from linearity. The chemical shift
comparison of both nuclei should be considered because the true allomorph should
agree in proton and carbon chemical shifts.
To objectively judge the linearity we calculated the Error Sum of Squares (SSE)
of experimental and the calculated chemical shifts from linearity.
SSE =
n∑
i=1
(δexp,i − δl in,exp)2 + (δcalc,i − δl in,calc)2, (A.2)
where δexp,i is the chemical shift from experiments, δcalc,i the calculated chemical shift
for an allomorph and cl in,• are the linear chemical shift predictions. As mentioned
above, we ideally compare the carbon and the proton chemical shift information to-
gether by simple means like least-square comparison. But because the chemical shift
range for carbon and protons is very different, a summing the SSE for protons and
carbons would be dominated by the sum of squares of the carbons, since the absolute
variation in ppm is larger than for the protons, while the proton comparison indicates
that the proton chemical shifts agree less for the depicted allomorph and thus proton
chemical shifts are more sensitive to discriminate between different models. There-
fore we combined the chemical shift data of protons and carbons in a way that they
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contribute equally despite the completely different chemical shift range. For the cal-
culation of the error per model, we scaled the 1H and 13C chemical shifts to an equal
range applying a scaling of s = 200/20 to the carbon chemical shifts. Equation A.2
then becomes:
SSsE =
n∑
i=1
1
s2
[
(δexp,i − δl in,exp)2 + (δcalc,i − δl in,calc)2
]
. (A.3)
Where SSsE is the scaled Error Sum of Squares and s is the scaling factor. Since the
number of protons and carbons in the unit cell is not the same, we divide the sum of
squares by the number of atoms and take the square root to arrive at an root mean
square error (RMSErr) in unit of ppm for the carbon and proton chemical shifts in the
comparison. The RMS error can be calculated in two ways, either for the experimen-
tal data assuming the calculations as exact or assuming the calculations as exact. In
numbers they are very similar as can be seen in the figure below (Figure A.1). There-
fore we decided to report in the main text only the RMS error for the experimental
data.
The allomorphs with no shift applied to one the chains in the unit cell (**.*.NS)
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Figure A.1: RMS Error assuming either the experimental or the calculated proton and carbon
chemical shift assignment as exact, for all the models. In number the error for both assump-
tions differ very little. Therefore in the main text we report only the RMS error based on the
experimental assignment (red).
have a much lower Error Sum of Squares and therefore agree much better with the
experimental data.
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Figure A.2: Experimental and calculated correlation of 13C isotropic chemical shifts for
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Figure A.3: Experimental and calculated correlation of 13C isotropic chemical shifts for P.U.S,
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Figure A.5: Experimental and calculated correlation of 1H isotropic chemical shifts for P.U.S,
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Figure A.6: 2D P.U.S
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Figure A.7: 2D P.U.NS
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Figure A.8: 2D P.L.S
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Figure A.9: 2D P.L.NS
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Figure A.10: 2D AP.U.S
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Figure A.11: 2D AP.U.NS
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Figure A.12: 2D AP.L.S
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Figure A.13: 2D AP.L.NS
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Figure A.14: 2D AP.L.NS(II)
For the simulations similar linewidths as observed in the experiment were used
(∆νC =1.8 ppm and ∆νH =1.0 ppm). For the intensity an absolute scale is used. In
this way expected intensity changes for different models are better visible. Assuming
for all the allomorphs the same linewidth, solely based on the chemical shift variation
a different intensity pattern will be present in the 2D spectra and their projections
along both dimensions for different allomorphs. In general the shifted structures will
have lower intensity traces in both dimensions. The number of contours is the same
for all the allomorphs. They all have equally spaced contours ranging from 10 to
100% intensity.
A.5 Structural Information for the models of PPTA
In this section the initial and optimized structural information for our models are
tabulated.
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Table A.5: Initial and optimized structural information for four crystal structures of PPTA.
P.U.S AP.U.S AP.L.NS AP.L.NS(II) P.L.NS
Initial a(Å) 7.87 7.87 7.88 7.88 7.88
b(Å) 5.18 5.18 5.22 5.22 5.22
c(Å) 12.9 12.9 12.9 12.9 12.9
α,β,γ(deg) 90, 90, ∼90 90, 90, ∼90 90, ∼90, 90 90, ∼90, 90 ∼90, 90, 90
volume of the cell(Å3) 525.89 525.89 530.62 530.62 530.62
number of chains/cell 2 2 2 2 2
glide plane x+ 1
2
, y+ 1
2
, −x+ 1
2
, −y+ 1
2
, x+ 1
2
, −y, x+ 1
2
, −y, −x, y+ 1
2
,
symmetry operator −z −z z z z
chain location in a-b plane [0,0], [ 1
2
, 1
2
] [0,0], [ 1
2
, 1
2
] [ 1
4
, 1
4
], [ 3
4
, 3
4
] [ 1
4
, 1
4
], [ 3
4
, 3
4
] [ 1
4
, 1
4
], [ 3
4
, 3
4
]
Optimized a(Å) 7.83 7.75 8.10 7.71 7.84
b(Å) 5.23 5.25 5.25 5.33 5.25
c(Å) 13.13 13.14 13.13 13.15 13.13
Sa 1.007 1.006 1.006 1.006 1.005
α,β,γ(deg) 90, 90, 90.12 86.11, 89, 90.13 90, 104.28, 90 90, 90.80, 90 87.60, 90, 90
volume of the cell (Å3) 537.73 535.66 541.45 541.45 540.08
aA universal scaling factor (’lattice constant’), which is used to scale all lattice vectors and all atomic coordinates.
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Table A.6: Initials and optimized structural information for another four modified structures
of PPTA.
P.U.NS AP.U.NS AP.L.S P.L.S
Initial a(Å) 7.87 7.87 7.88 7.88
b(Å) 5.18 5.18 5.22 5.22
c(Å) 12.9 12.9 12.9 12.9
α,β,γ(deg) 90, 90, ∼90 90, 90, ∼90 90, ∼90, 90 ∼90, 90, 90
volume of the cell(Å3) 525.89 525.89 530.62 530.62
number of chains/cell 2 2 2 2
glide plane x+ 1
2
, y+ 1
2
, −x+ 1
2
, −y+ 1
2
, x+ 1
2
, −y, −x, y+ 1
2
,
symmetry operator −z+0.05 −z+0.05 z+0.05 z+0.05
chain location in a-b plane [0,0], [ 1
2
, 1
2
] [0,0], [ 1
2
, 1
2
] [ 1
4
, 1
4
], [ 3
4
, 3
4
] [ 1
4
, 1
4
], [ 3
4
, 3
4
]
Optimized a(Å) 7.81 7.90 7.82 7.80
b(Å) 5.24 5.32 5.23 5.25
c(Å) 13.11 13.15 13.14 13.14
Sa 1.003 1.008 1.003 1.004
α,β,γ(deg) 90, 90, 90.19 85.75, 102.0, 90 90, 88.84, 90 87.05, 90, 90
volume of the cell (Å3) 536.71 539.69 536.95 537.43
aA universal scaling factor (’lattice constant’), which is used to scale all lattice vectors and all atomic coordinates.
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A.6 Nucleus Independent Chemical Shift (NICS)
By the NICS calculations we aim to analyze to what extent the (calculated) chemical
shifts and their differences among the structures are indicative of chemical interactions
between the polymer chains.
In order to remove the ring current effects we consider:
δinteracting = δcrystal − (δmolecule + δNICS) .
Here δNICS is the Nucleus Independent Chemical Shift (NICS) calculated at the po-
sition of a nuclear site of the molecule in the crystal, where this particular molecule
has been removed. If the electronic structure of the molecules is unaffected by the
presence of their neighbors δinteracting will be 0. So any deviation from 0 indicates an
inter-molecular chemical interaction (induction, hydrogen bond, etc.), albeit a weak
interaction. The results for δinteracting are displayed in figure A.15. Evidently there is
little difference between the structures considered, all follow the same trend. There is
no apparent correlation with dOH, the inter-molecular O-H distances in the hydrogen
bonded sheets), except for the NH proton. For this proton δinteracting is large (1.5-1.7
ppm), which is to be expected because of the N–H· · ·O hydrogen bond network that
makes up the molecular sheets. Interestingly, for H2 it is also substantial, i.e. of the
order of 1 ppm. For each structure δinteracting(H2) is the largest of all the carbon
attached protons. This points to a chemical interaction: It can be related to a σ− pi
interaction or originate from an indirect effect of the the NH· · ·O hydrogen bond.
These effects are further discussed in the main text.
A.6. Nucleus Independent Chemical Shift (NICS) 117
0.0
1.0
2.0
2 4 6
δ in
te
ra
ct
in
g 
(pp
m)
dOH (Å)
(b)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
δ in
te
ra
ct
in
g 
(pp
m)
4.0
6.0
8.0
δ s
ta
ck
 
(pp
m)
(a)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
δ s
ta
ck
 
(pp
m)
Figure A.15: δinteracting as a function of in the inter-molecular intra-sheet OH distance.
P.U.NS: orange, AP.U.NS: green, AP.L.NS: dark blue, P.L.NS: light blue. 2: open circles, 2′:
solid circles, 3: open squares, 4: solid squares, NH: triangles.
118 Chapter A: Appendix for Chapter 3
A.7 Atomic coordinates for the different allomorphs
Table A.7: The calculated atomic coordinates for P.U.S.
x y z x y z x y z
O 0.987 0.624 0.023 O 0.487 0.124 0.976 O 0.021 0.374 0.547
O 0.521 0.874 0.452 N 0.999 0.049 0.070 N 0.499 0.549 0.929
N 0.996 0.950 0.500 N 0.496 0.450 0.499 C 0.995 0.856 0.000
C 0.495 0.356 0.000 C 0.998 0.937 0.890 C 0.498 0.437 0.109
C 0.084 0.158 0.856 C 0.584 0.658 0.143 C 0.087 0.219 0.752
C 0.587 0.719 0.247 C 0.004 0.062 0.681 C 0.504 0.562 0.318
C 0.918 0.841 0.715 C 0.418 0.341 0.284 C 0.916 0.780 0.818
C 0.416 0.280 0.181 C 0.998 0.018 0.178 C 0.498 0.518 0.821
C 0.079 0.811 0.227 C 0.579 0.311 0.772 C 0.077 0.794 0.333
C 0.577 0.294 0.666 C 0.996 0.982 0.392 C 0.496 0.482 0.607
C 0.917 0.189 0.344 C 0.417 0.689 0.655 C 0.918 0.206 0.238
C 0.418 0.706 0.761 C 0.008 0.143 0.571 C 0.508 0.643 0.428
H 0.986 0.232 0.045 H 0.486 0.732 0.954 H 0.008 0.766 0.525
H 0.508 0.266 0.474 H 0.150 0.281 0.909 H 0.650 0.781 0.090
H 0.850 0.610 0.844 H 0.350 0.110 0.155 H 0.142 0.665 0.183
H 0.642 0.165 0.816 H 0.138 0.634 0.370 H 0.638 0.134 0.629
H 0.853 0.335 0.388 H 0.353 0.835 0.611 H 0.857 0.366 0.200
H 0.357 0.866 0.799 H 0.154 0.387 0.726 H 0.654 0.887 0.273
H 0.851 0.717 0.662 H 0.351 0.217 0.337 — — — —
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Table A.8: The calculated atomic coordinates for AP.U.S.
x y z x y z x y z
O 0.981 0.617 0.032 O 0.518 0.882 0.967 O 0.025 0.364 0.535
O 0.474 0.135 0.464 N 0.997 0.040 0.068 N 0.502 0.459 0.931
N 0.002 0.941 0.500 N 0.497 0.558 0.499 C 0.991 0.848 0.002
C 0.508 0.651 0.998 C 0.996 0.930 0.890 C 0.503 0.569 0.109
C 0.083 0.151 0.850 C 0.416 0.348 0.149 C 0.088 0.211 0.745
C 0.411 0.288 0.254 C 0.008 0.053 0.678 C 0.491 0.446 0.321
C 0.921 0.831 0.718 C 0.578 0.668 0.281 C 0.917 0.771 0.823
C 0.582 0.728 0.176 C 0.997 0.009 0.177 C 0.502 0.490 0.822
C 0.078 0.802 0.229 C 0.421 0.697 0.770 C 0.079 0.785 0.336
C 0.420 0.714 0.663 C 0.001 0.972 0.392 C 0.498 0.527 0.607
C 0.919 0.178 0.339 C 0.580 0.321 0.660 C 0.918 0.195 0.232
C 0.581 0.304 0.767 C 0.013 0.134 0.566 C 0.486 0.365 0.433
H 0.984 0.223 0.038 H 0.515 0.276 0.961 H 0.015 0.758 0.530
H 0.484 0.741 0.469 H 0.147 0.275 0.900 H 0.352 0.224 0.099
H 0.851 0.601 0.853 H 0.648 0.898 0.146 H 0.140 0.657 0.188
H 0.359 0.842 0.811 H 0.140 0.624 0.376 H 0.359 0.875 0.623
H 0.858 0.324 0.380 H 0.641 0.175 0.619 H 0.856 0.355 0.192
H 0.643 0.144 0.807 H 0.156 0.380 0.714 H 0.343 0.119 0.285
H 0.856 0.708 0.668 H 0.643 0.791 0.331 — — — —
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Table A.9: The calculated atomic coordinates for AP.L.NS.
x y z x y z x y z
O 0.226 0.873 0.009 O 0.726 0.126 0.009 O 0.273 0.626 0.540
O 0.773 0.373 0.540 N 0.246 0.296 0.059 N 0.746 0.703 0.059
N 0.253 0.203 0.490 N 0.753 0.796 0.490 C 0.239 0.103 0.987
C 0.739 0.896 0.987 C 0.246 0.185 0.878 C 0.746 0.814 0.878
C 0.332 0.405 0.859 C 0.832 0.594 0.859 C 0.335 0.469 0.756
C 0.835 0.530 0.756 C 0.253 0.314 0.671 C 0.753 0.685 0.671
C 0.167 0.094 0.690 C 0.667 0.905 0.690 C 0.164 0.030 0.793
C 0.664 0.969 0.793 C 0.247 0.265 0.167 C 0.747 0.734 0.167
C 0.331 0.062 0.228 C 0.831 0.937 0.228 C 0.333 0.047 0.335
C 0.833 0.952 0.335 C 0.252 0.234 0.382 C 0.752 0.765 0.382
C 0.168 0.437 0.321 C 0.668 0.562 0.321 C 0.166 0.452 0.214
C 0.666 0.547 0.214 C 0.260 0.396 0.562 C 0.760 0.603 0.562
H 0.235 0.479 0.032 H 0.735 0.520 0.032 H 0.264 0.020 0.517
H 0.764 0.979 0.517 H 0.398 0.526 0.923 H 0.898 0.473 0.923
H 0.098 0.861 0.808 H 0.598 0.138 0.808 H 0.396 0.919 0.193
H 0.896 0.080 0.193 H 0.397 0.890 0.381 H 0.897 0.109 0.381
H 0.103 0.580 0.356 H 0.603 0.419 0.356 H 0.102 0.609 0.168
H 0.602 0.390 0.168 H 0.401 0.638 0.741 H 0.901 0.361 0.741
H 0.101 0.973 0.626 H 0.601 0.026 0.626 — — — —
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Table A.10: The calculated atomic coordinates for AP.L.NS(II).
x y z x y z x y z
O 0.221 0.881 0.012 O 0.721 0.118 0.012 O 0.278 0.618 0.537
O 0.778 0.381 0.537 N 0.239 0.298 0.060 N 0.739 0.701 0.060
N 0.260 0.201 0.489 N 0.760 0.798 0.489 C 0.232 0.109 0.989
C 0.732 0.890 0.989 C 0.240 0.190 0.879 C 0.740 0.809 0.879
C 0.322 0.411 0.847 C 0.822 0.588 0.847 C 0.331 0.469 0.744
C 0.831 0.530 0.744 C 0.259 0.309 0.670 C 0.759 0.690 0.670
C 0.177 0.088 0.702 C 0.677 0.911 0.702 C 0.168 0.030 0.805
C 0.668 0.969 0.805 C 0.244 0.266 0.168 C 0.744 0.733 0.168
C 0.325 0.061 0.215 C 0.825 0.938 0.215 C 0.330 0.045 0.321
C 0.830 0.954 0.321 C 0.255 0.233 0.381 C 0.755 0.766 0.381
C 0.174 0.438 0.334 C 0.674 0.561 0.334 C 0.169 0.454 0.228
C 0.669 0.545 0.228 C 0.267 0.390 0.560 C 0.767 0.609 0.560
H 0.227 0.478 0.035 H 0.727 0.521 0.035 H 0.272 0.021 0.514
H 0.772 0.978 0.514 H 0.381 0.538 0.902 H 0.881 0.461 0.902
H 0.104 0.860 0.829 H 0.604 0.139 0.829 H 0.385 0.915 0.171
H 0.885 0.084 0.171 H 0.392 0.886 0.358 H 0.892 0.113 0.358
H 0.114 0.584 0.378 H 0.614 0.415 0.378 H 0.107 0.613 0.191
H 0.607 0.386 0.191 H 0.395 0.639 0.720 H 0.895 0.360 0.720
H 0.118 0.961 0.647 H 0.618 0.038 0.647 — — — —
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Table A.11: The calculated atomic coordinates for P.L.NS.
x y z x y z x y z
O 0.223 0.872 0.018 O 0.776 0.372 0.018 O 0.276 0.627 0.531
O 0.723 0.127 0.531 N 0.244 0.296 0.059 N 0.755 0.796 0.059
N 0.255 0.203 0.490 N 0.744 0.703 0.490 C 0.235 0.104 0.991
C 0.764 0.604 0.991 C 0.242 0.186 0.880 C 0.757 0.686 0.880
C 0.327 0.408 0.844 C 0.672 0.908 0.844 C 0.334 0.470 0.740
C 0.665 0.970 0.740 C 0.257 0.313 0.669 C 0.742 0.813 0.669
C 0.172 0.091 0.705 C 0.827 0.591 0.705 C 0.165 0.029 0.809
C 0.834 0.529 0.809 C 0.246 0.265 0.167 C 0.753 0.765 0.167
C 0.328 0.060 0.219 C 0.671 0.560 0.219 C 0.331 0.045 0.325
C 0.668 0.545 0.325 C 0.253 0.234 0.382 C 0.746 0.734 0.382
C 0.171 0.439 0.330 C 0.828 0.939 0.330 C 0.168 0.454 0.224
C 0.831 0.954 0.224 C 0.264 0.395 0.558 C 0.735 0.895 0.558
H 0.230 0.479 0.031 H 0.769 0.979 0.031 H 0.269 0.020 0.518
H 0.730 0.520 0.518 H 0.389 0.531 0.897 H 0.610 0.031 0.897
H 0.099 0.858 0.837 H 0.900 0.358 0.837 H 0.389 0.913 0.176
H 0.610 0.413 0.176 H 0.393 0.885 0.364 H 0.606 0.385 0.364
H 0.110 0.586 0.373 H 0.889 0.086 0.373 H 0.106 0.614 0.185
H 0.893 0.114 0.185 H 0.400 0.641 0.712 H 0.599 0.141 0.712
H 0.110 0.968 0.652 H 0.889 0.468 0.652 — — — —
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Table A.12: The calculated atomic coordinates for P.U.NS.
x y z x y z x y z
O 0.966 0.621 0.012 O 0.466 0.121 0.037 O 0.033 0.378 0.537
O 0.533 0.878 0.512 N 0.988 0.045 0.059 N 0.488 0.545 0.990
N 0.011 0.954 0.490 N 0.511 0.454 0.559 C 0.980 0.852 0.988
C 0.480 0.352 0.061 C 0.989 0.936 0.879 C 0.489 0.436 0.170
C 0.078 0.156 0.848 C 0.578 0.656 0.201 C 0.088 0.219 0.744
C 0.588 0.719 0.305 C 0.010 0.063 0.670 C 0.510 0.563 0.379
C 0.921 0.843 0.701 C 0.421 0.343 0.348 C 0.911 0.780 0.805
C 0.411 0.280 0.244 C 0.993 0.014 0.167 C 0.493 0.514 0.882
C 0.074 0.806 0.215 C 0.574 0.306 0.834 C 0.080 0.793 0.321
C 0.580 0.293 0.728 C 0.006 0.985 0.382 C 0.506 0.485 0.667
C 0.925 0.193 0.334 C 0.425 0.693 0.715 C 0.919 0.206 0.228
C 0.419 0.706 0.821 C 0.019 0.147 0.561 C 0.519 0.647 0.488
H 0.977 0.229 0.034 H 0.477 0.729 0.015 H 0.022 0.770 0.515
H 0.522 0.270 0.534 H 0.142 0.277 0.903 H 0.642 0.777 0.146
H 0.842 0.611 0.829 H 0.342 0.111 0.220 H 0.132 0.658 0.170
H 0.632 0.158 0.879 H 0.141 0.633 0.358 H 0.641 0.133 0.691
H 0.867 0.341 0.379 H 0.367 0.841 0.670 H 0.858 0.366 0.191
H 0.358 0.866 0.858 H 0.157 0.388 0.720 H 0.657 0.888 0.329
H 0.857 0.722 0.646 H 0.357 0.222 0.403 — — — —
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Table A.13: The calculated atomic coordinates for AP.U.NS.
x y z x y z x y z
O 0.988 0.627 0.021 O 0.511 0.872 0.028 O 0.011 0.372 0.528
O 0.488 0.127 0.521 N -0.000 0.045 0.058 N 0.500 0.454 0.991
N 0.000 0.954 0.491 N 0.499 0.545 0.558 C 0.995 0.855 0.992
C 0.504 0.644 0.057 C 0.997 0.937 0.880 C 0.502 0.562 0.169
C 0.081 0.155 0.851 C 0.418 0.344 0.198 C 0.083 0.217 0.746
C 0.416 0.282 0.303 C 0.002 0.062 0.669 C 0.497 0.437 0.380
C 0.918 0.844 0.698 C 0.581 0.655 0.351 C 0.916 0.782 0.803
C 0.583 0.717 0.246 C -0.000 0.015 0.167 C 0.500 0.484 0.882
C 0.078 0.808 0.232 C 0.421 0.691 0.817 C 0.078 0.793 0.338
C 0.421 0.706 0.711 C 0.000 0.984 0.382 C 0.499 0.515 0.667
C 0.921 0.191 0.317 C 0.578 0.308 0.732 C 0.921 0.206 0.211
C 0.578 0.293 0.838 C 0.004 0.144 0.557 C 0.495 0.355 0.492
H 0.985 0.226 0.026 H 0.514 0.273 0.023 H 0.014 0.773 0.523
H 0.485 0.726 0.526 H 0.147 0.276 0.909 H 0.352 0.223 0.140
H 0.850 0.616 0.826 H 0.649 0.883 0.223 H 0.139 0.660 0.200
H 0.360 0.839 0.849 H 0.138 0.632 0.388 H 0.361 0.867 0.661
H 0.860 0.339 0.349 H 0.639 0.160 0.700 H 0.861 0.367 0.161
H 0.638 0.132 0.888 H 0.149 0.383 0.723 H 0.350 0.116 0.326
H 0.852 0.723 0.640 H 0.647 0.776 0.409 — — — —
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Table A.14: The calculated atomic coordinates for AP.U.S.
x y z x y z x y z
O 0.225 0.877 0.000 O 0.774 0.377 0.599 O 0.258 0.623 0.524
O 0.741 0.123 0.075 N 0.250 0.300 0.046 N 0.749 0.800 0.553
N 0.249 0.200 0.476 N 0.750 0.700 0.123 C 0.238 0.107 0.976
C 0.761 0.607 0.623 C 0.242 0.187 0.866 C 0.757 0.687 0.733
C 0.326 0.409 0.832 C 0.673 0.909 0.767 C 0.329 0.468 0.728
C 0.670 0.968 0.871 C 0.248 0.309 0.657 C 0.751 0.809 0.942
C 0.165 0.088 0.691 C 0.834 0.588 0.908 C 0.162 0.028 0.794
C 0.837 0.528 0.805 C 0.250 0.269 0.154 C 0.749 0.769 0.445
C 0.332 0.063 0.202 C 0.667 0.563 0.397 C 0.331 0.046 0.308
C 0.668 0.546 0.291 C 0.249 0.232 0.368 C 0.750 0.732 0.231
C 0.166 0.437 0.320 C 0.833 0.937 0.279 C 0.168 0.455 0.214
C 0.831 0.955 0.385 C 0.251 0.392 0.547 C 0.748 0.892 0.052
H 0.238 0.483 0.021 H 0.761 0.983 0.578 H 0.262 0.017 0.501
H 0.737 0.517 0.098 H 0.391 0.535 0.885 H 0.608 0.035 0.714
H 0.098 0.858 0.820 H 0.901 0.358 0.779 H 0.397 0.919 0.158
H 0.602 0.419 0.441 H 0.395 0.887 0.345 H 0.604 0.387 0.254
H 0.101 0.581 0.364 H 0.898 0.081 0.235 H 0.105 0.614 0.177
H 0.894 0.114 0.422 H 0.392 0.639 0.702 H 0.607 0.139 0.897
H 0.100 0.962 0.637 H 0.899 0.462 0.962 — — — —
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Table A.15: The calculated atomic coordinates for P.L.S.
x y z x y z x y z
O 0.222 0.881 0.019 O 0.722 0.118 0.580 O 0.269 0.632 0.529
O 0.769 0.367 0.070 N 0.246 0.304 0.057 N 0.746 0.695 0.542
N 0.256 0.208 0.489 N 0.756 0.791 0.110 C 0.236 0.112 0.991
C 0.736 0.887 0.608 C 0.242 0.193 0.879 C 0.742 0.806 0.720
C 0.327 0.416 0.842 C 0.827 0.583 0.757 C 0.333 0.476 0.737
C 0.833 0.523 0.862 C 0.255 0.317 0.668 C 0.755 0.682 0.931
C 0.170 0.096 0.705 C 0.670 0.903 0.894 C 0.164 0.035 0.810
C 0.664 0.964 0.789 C 0.248 0.273 0.166 C 0.748 0.726 0.433
C 0.332 0.068 0.218 C 0.832 0.931 0.381 C 0.334 0.051 0.324
C 0.834 0.948 0.275 C 0.254 0.238 0.380 C 0.754 0.761 0.219
C 0.170 0.443 0.329 C 0.670 0.556 0.270 C 0.168 0.460 0.222
C 0.668 0.539 0.377 C 0.261 0.400 0.556 C 0.761 0.599 0.043
H 0.234 0.487 0.029 H 0.734 0.512 0.570 H 0.270 0.025 0.517
H 0.770 0.974 0.082 H 0.390 0.540 0.893 H 0.890 0.459 0.706
H 0.097 0.865 0.838 H 0.597 0.134 0.761 H 0.395 0.923 0.176
H 0.895 0.076 0.423 H 0.399 0.893 0.364 H 0.899 0.106 0.235
H 0.106 0.588 0.370 H 0.606 0.411 0.229 H 0.105 0.619 0.182
H 0.605 0.380 0.417 H 0.397 0.647 0.709 H 0.897 0.352 0.890
H 0.107 0.971 0.653 H 0.607 0.028 0.946 — — — —
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Appendix for Chapter 4
B.1 Atomic coordinates for model 1
In this section, the atomic coordinates for our optimized model 1 are reported. In
fact, both model 1 and model 2 reach to the same structure.
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Table B.1: The calculated atomic coordinates for model 1.
x y z x y z x y z
O 0.548 0.991 0.591 O 0.452 0.759 0.296 O 0.048 0.259 0.591
O 0.953 0.490 0.296 N 0.329 0.353 0.999 N 0.565 0.419 0.620
N 0.437 0.330 0.267 N 0.678 0.396 0.891 N 0.830 0.897 0.999
N 0.064 0.830 0.620 N 0.938 0.919 0.267 N 0.178 0.853 0.891
C 0.549 0.224 0.577 C 0.527 0.308 0.509 C 0.608 0.537 0.500
C 0.580 0.602 0.436 C 0.473 0.442 0.378 C 0.393 0.212 0.387
C 0.420 0.147 0.452 C 0.358 0.358 0.065 C 0.589 0.394 0.688
C 0.458 0.155 0.111 C 0.690 0.190 0.733 C 0.485 0.153 0.177
C 0.719 0.190 0.799 C 0.414 0.355 0.200 C 0.647 0.391 0.822
C 0.313 0.560 0.155 C 0.547 0.594 0.777 C 0.286 0.560 0.088
C 0.518 0.596 0.711 C 0.452 0.525 0.311 C 0.049 0.025 0.577
C 0.027 0.941 0.509 C 0.108 0.712 0.500 C 0.080 0.647 0.436
C 0.974 0.807 0.378 C 0.893 0.036 0.387 C 0.920 0.101 0.452
C 0.859 0.891 0.065 C 0.089 0.855 0.688 C 0.959 0.094 0.111
C 0.190 0.059 0.733 C 0.986 0.096 0.177 C 0.219 0.059 0.799
C 0.915 0.894 0.200 C 0.147 0.859 0.823 C 0.814 0.689 0.155
C 0.047 0.655 0.777 C 0.786 0.690 0.088 C 0.0187 0.653 0.711
C 0.953 0.724 0.311 H 0.317 0.530 0.977 H 0.549 0.604 0.603
H 0.452 0.145 0.284 H 0.692 0.219 0.912 H 0.691 0.666 0.543
H 0.643 0.778 0.429 H 0.310 0.083 0.345 H 0.357 0.973 0.458
H 0.515 0.999 0.094 H 0.748 0.034 0.716 H 0.559 0.993 0.211
H 0.797 0.0304 0.833 H 0.255 0.716 0.171 H 0.489 0.751 0.794
H 0.209 0.720 0.054 H 0.443 0.757 0.677 H 0.570 0.497 0.893
H 0.437 0.251 0.997 H 0.817 0.720 0.977 H 0.049 0.644 0.603
H 0.953 0.104 0.284 H 0.192 0.030 0.912 H 0.191 0.583 0.543
H 0.143 0.471 0.429 H 0.810 0.165 0.345 H 0.857 0.277 0.458
H 0.015 0.251 0.094 H 0.248 0.215 0.716 H 0.059 0.257 0.211
H 0.297 0.219 0.833 H 0.755 0.533 0.171 H 0.989 0.499 0.794
H 0.709 0.529 0.054 H 0.943 0.492 0.677 H 0.070 0.752 0.893
H 0.938 0.999 0.997 — — — — — — — —
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C.1 Monoclinic crystallographic orientation
P.U.S & P.U.NS
Axis vectors for the monoclinic lattice used in VC Axis vectors for the monoclinic lattice in SO
RVC =

ax ay 0
bx by 0
0 0 c
 RSO =

a′x 0 a′z
0 b′ 0
c ′x 0 c ′z

diad axis‖ c-axis diad axis‖ b-axis
In which SO stands for standard orientation and VC stands for VASP convention. The trans-
formation from crystallographic orientation used in VASP for the monoclinic lattices to the
standard crystallographic convention is
a→ c ′ b → a′ c → b′ equal−−−→ x → z ′ y → x ′ z → y ′ (C.1)
P.L.NS
Axis vectors for the monoclinic lattice used in VC Axis vectors for the monoclinic lattice in SO
RVC =

a 0 0
0 by bz
0 cy cz
 RSO =

a′x 0 a′z
0 b′ 0
c ′x 0 c ′z

diad axis‖ a-axis diad axis‖ b-axis
The transformation from crystallographic orientation used in VASP for the monoclinic lat-
tices to the standard crystallographic convention is
a→ b′ b → z ′ c → a′ equal−−−→ x → y ′ y → z ′ z → x ′ (C.2)
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AP.L.NS
Axis vectors for the monoclinic lattice used in VC Axis vectors for the monoclinic lattice in SO
RVC =

ax 0 az
0 b 0
cx 0 cz
 RSO =

a′x 0 a′z
0 b′ 0
c ′x 0 c ′z

For this model the crystallographic orientation used in VASP is already associated with the
standard monoclinic unit cell orientation.
Therefore, based on above expressions for different models of PPTA the correspondence
between the elastic constant computed for crystallographic monoclinic unit cell used in VASP
with the elastic constants associated with the standard monoclinic unit cell orientation are
reported in Tables C.3 -C.6.
C.2 21 Distortion matrices and stiffness values for our
models
In total, 21 independent elastic constants have to be considered for a completely asymmetric
material. In this section, all 21 distortion matrices and the relations between elastic constants
and second−order coefficient of the polynomial fit are presented. In the case of monoclinic
symmetry (as it is in our models) 13 independent elastic constants are defined; C11, C22, C33,
C44, C55, C66, C12, C13, C23, C15, C25, C35, C46 (in the standard orientation).
The individual elastic constants and the appropriate superpositions of elastic constants
are tabulated for our models.
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Table C.1: Distortion matrices and the relations between elastic constants and second−order
coefficient of the polynomial y = a + bδ2 + ... used for fitting the variation of the internal
energy as a function of the strain, δ.
Distortion matrix Elastic constants
D11 =

1 + δ 0 0
0 1 0
0 0 1
 C11 = 2bV0 (Uniaxial tension along x-axis)
D22 =

1 0 0
0 1 + δ 0
0 0 1
 C22 = 2bV0 (Uniaxial tension along y-axis)
D33 =

1 0 0
0 1 0
0 0 1 + δ
 C33 = 2bV0 (Uniaxial tension along z-axis)
D12 =

1 + δ 0 0
0 1 + δ 0
0 0 1
 C11 + C22 + 2C12 = 2bV0 (Biaxial tension along x-axis and y-axis)
D13 =

1 + δ 0 0
0 1 0
0 0 1 + δ
 C11 + C33 + 2C13 = 2bV0 (Biaxial tension along x-axis and z-axis)
D23 =

1 0 0
0 1 + δ 0
0 0 1 + δ
 C22 + C33 + 2C23 = 2bV0 (Biaxial tension along y-axis and z-axis)
D44 =

1 0 0
0 1 δ
0 δ 1
 C44 = b2V0 (Simple shear in xz-plane, along z-direction)
D55 =

1 0 δ
0 1 0
δ 0 1
 C55 = b2V0 (Simple shear in xy-plane, along x-direction)
D66 =

1 δ 0
δ 1 0
0 0 1
 C66 = b2V0 (Simple shear in yz-plane, along y-direction)
D45 =

1 0 δ
0 1 δ
δ δ 1
 C44 + C55 + 2C45 = b2V0 (Dual component shear in xy-plane along x/y-directions)
D46 =

1 δ 0
δ 1 δ
0 δ 1
 C44 + C66 + 2C46 = b2V0 (Dual component shear in xz-plane along x/z-directions)
D56 =

1 δ δ
δ 1 0
δ 0 1
 C55 + C66 + 2C56 = b2V0 (Dual component shear in yz-plane along y/z-directions)
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Table C.2: Distortion matrices and the relations between elastic constants and second−order
coefficient of the polynomial y = a + bδ2 + ... used for fitting the variation of the internal
energy as a function of the strain, δ.
Distortion matrix Elastic constants
D14 =

1 + δ 0 0
0 1 δ
0 δ 1
 C11 + 4C44 + 4C14 = 2bV0 (Tension/Shear along x-axis; in xz-plane along z-direction)
D15 =

1 + δ 0 δ
0 1 0
δ 0 1
 C11 + 4C55 + 4C15 = 2bV0 (Tension/Shear along x-axis; in xy-plane along x-direction)
D16 =

1 + δ δ 0
δ 1 0
0 0 1
 C11 + 4C66 + 4C16 = 2bV0 (Tension/Shear along x-axis; in yz-plane along y-direction)
D24 =

1 0 0
0 1 + δ δ
0 δ 1
 C22 + 4C44 + 4C24 = 2bV0 (Tension/Shear along y-axis; in xz-plane along y-direction)
D25 =

1 0 δ
0 1 + δ 0
δ 0 1
 C22 + 4C55 + 4C25 = 2bV0 (Tension/Shear along y-axis; in xy-plane along z-direction)
D26 =

1 δ 0
δ 1 + δ 0
0 0 1
 C22 + 4C66 + 4C26 = 2bV0 (Tension/Shear along y-axis; in xz-plane along x-direction)
D34 =

1 0 0
0 1 δ
0 δ 1 + δ
 C33 + 4C44 + 4C34 = 2bV0 (Tension/Shear along z-axis; in xy-plane along y-direction)
D35 =

1 0 δ
0 1 0
δ 0 1 + δ
 C33 + 4C55 + 4C35 = 2bV0 (Tension/Shear along z-axis; in xy-plane along x-direction)
D36 =

1 δ 0
δ 1 0
0 0 1 + δ
 C33 + 4C66 + 4C36 = 2bV0 (Tension/Shear along z-axis; in yz-plane along y-direction)
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Table C.3: The correspondence between the elastic constants computed by the monoclinic
convention used in VASP, Ci j associated with standard crystallographic monoclinic orienta-
tion,134,147 C′i j for P.U.S model (in GPa).
Ci j C
′
i j vdW2+LDA
Uniaxial tension
C11 C
′
33 13.48
C22 C
′
11 31.04
C33 C
′
22 285.71
Simple shear
C44 C
′
66 7.40
C55 C
′
44 1.22
C66 C
′
55 6.76
Biaxial tension
C12 C
′
13 11.82
C13 C
′
23 12.27
C23 C
′
12 9.56
C11 + C22 + 2C12 — 68.16
C11 + C33 + 2C13 — 323.73
C22 + C33 + 2C23 — 335.87
Tensin/Shear
C16 C
′
35 0.06
C26 C
′
15 0.26
C36 C
′
25 1.43
C11 + 4C66 + 4C16 — 40.77
C22 + 4C66 + 4C26 — 59.12
C33 + 4C66 + 4C36 — 318.48
Dual shear
C45 C
′
46 0.03
C44 + C55 + 2C45 — 8.69
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Table C.4: The elastic constants, Ci j in VASP convention (that is already in standard crys-
tallographic monoclinic orientation134) computed for AP.L.NS (in GPa).
Ci j vdW2+LDA
Uniaxial tension
C11 13.30
C22 36.02
C33 283.64
Simple shear
C44 7.08
C55 1.47
C66 6.81
Biaxial tension
C12 13.60
C13 5.470
C23 2.71
C11 + C22 + 2C12 76.53
C11 + C33 + 2C13 305.56
C22 + C33 + 2C23 325.08
Tensin/Shear
C15 0.50
C25 −0.76
C35 −1.47
C11 + 4C55 + 4C15 21.20
C22 + 4C55 + 4C25 38.85
C33 + 4C55 + 4C35 283.635
Dual shear
C46 −0.84
C44 + C66 + 2C46 12.21
C.2. 21 Distortion matrices and stiffness values for our models 135
Table C.5: The correspondence between the elastic constants computed by the monoclinic
convention used in VASP, Ci j associated with standard crystallographic monoclinic orienta-
tion,134,147C′i j for P.L.NS (in GPa).
Ci j C
′
i j vdW2+LDA
Uniaxial tension
C11 C
′
22 14.24
C22 C
′
33 36.29
C33 C
′
11 298.35
Simple shear
C44 C
′
55 8.90
C55 C
′
66 0.37
C66 C
′
44 6.60
Biaxial tension
C12 C
′
23 12.68
C13 C
′
12 4.31
C23 C
′
13 3.03
C11 + C22 + 2C12 — 75.89
C11 + C33 + 2C13 — 321.22
C22 + C33 + 2C23 — 339.63
Tensin/Shear
C14 C
′
25 0.01
C24 C
′
35 −2.11
C34 C
′
15 −0.55
C11 + 4C44 + 4C14 — 49.92
C22 + 4C44 + 4C24 — 63.44
C33 + 4C44 + 4C34 — 331.74
Dual shear
C56 C
′
46 0.30
C55 + C55 + 2C56 — 7.57
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Table C.6: The correspondence between the elastic constants computed by the monoclinic
convention used in VASP, Ci j associated with standard crystallographic monoclinic orienta-
tion,134,147 C′i j for P.U.NS (in GPa).
Ci j C
′
i j vdW2+LDA
Uniaxial tension
C11 C
′
33 13.09
C22 C
′
11 32.07
C33 C
′
22 272.55
Simple shear
C44 C
′
66 6.10
C55 C
′
44 0.17
C66 C
′
55 6.66
Biaxial tension
C12 C
′
13 13.21
C13 C′23 8.11
C23 C′12 7.64
C11 + C22 + 2C12 — 71.58
C11 + C33 + 2C13 — 301.86
C22 + C33 + 2C23 — 319.91
Tensin/Shear
C16 C
′
35 −0.10
C26 C
′
15 0.61
C36 C
′
25 1.02
C11 + 4C66 + 4C16 — 39.32
C22 + 4C66 + 4C26 — 61.16
C33 + 4C66 + 4C36 — 303.27
Dual shear
C45 C
′
46 0.13
C44 + C55 + 2C45 — 6.54
Summary
Organic materials, as the main pillars of living species, play an important role in our
life. They also have many industrial applications, such as plastics and dyes. The
organic materials mostly used in applications are easy to process and synthesize,
have low cost, light weight and high flexibility. Such parameters drive researchers
to fabricate organic materials that are suitable for electronics. On the other hand,
inorganic materials (literally means “not-organic”) show a broad range of properties
such as substantial mechanical hardness, thermal stability and interesting magnetic
interactions. The combination of organic and inorganic materials can give rise to the
best of both within one single structure, including magnetic and electronic properties.
Chapter 2 of this thesis presents the electronic and magnetic properties of three
organic-inorganic hybrid compounds with formulas (NH4)2CuCl4, (CH3NH3)2CuCl4
and (C2H5NH3)2CuCl4, calculated for the first time with density functional theory
(DFT) plus on-site Coulomb interaction, i.e. DFT+U. The next-nearest-neighbor
interaction is weak. Superexchange within the layers dominates in our compounds.
The comparison of the intra-layer exchange coupling constant in GGA+U calculations
and experiment gives rise to a suitable value of U =7 eV.
A quantitative measure of the magnitude of the Jahn-Teller (JT) distortion is
calculated for these three compounds. The calculations show that the organic-
inorganic hybrid compound with the longest organic cation, (C2H5NH3)2CuCl4, has
the strongest JT distortion, both in DFT and DFT+U. In fact, a linear relation be-
tween the magnitude of the Jahn-Teller distortion and the length of the organic cation
follows from our calculations. Surprisingly, in (C2H5NH3)2CuCl4 the anisotropic inter-
action between the Cu2+ ions is stronger than in the two other compounds, despite
the larger separation along z.
The partial density of states (PDOS) shows the existence of orbital ordering in our
compounds. It is a result of two possible combinations of dz2−x2 and dz2−y2 orbitals
with Cl px and Cl py orbitals. We show that the behaviour of the inorganic moiety,
including the antiferro-distortive pattern, is very similar for all our compounds. The
organic contributions, however, vary substantially for the different organic compo-
nents. We also show that the octahedral tilting is not only due to the organic moiety,
but temperature also plays an important role.
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Poly(p-phenylene terepthalamide) (hereafter PPTA) is one of the intriguing “High
performance” polymer fibers due to its enormous commercial applications. PPTA is
a polymer which has aromatic rings in its structure. It crystallizes in the form of 2D
hydrogen-bonded sheets, resulting from amide linkages in the polymer. It is sold under
the commercial names of Kevlar and Twaron. PPTA fibres are especially known for
their exceptional mechanical and heat-resistant properties, such as high elastic moduli
and high tensile strength. However, several aspects of its structure are still in question:
the relative orientation of hydrogen bonds between the stacked sheets amide linkages,
packing of aromatic rings between the sheets, and the relative displacement of the
chains.
Hence, in chapter 3 the details of the molecular packing of PPTA are investigated
connecting to recent NMR experiments. All possible PPTA structures are considered
by DFT calculations. The structures (with two chains in the unit cell) are classified
based on: herringbone (HP) and similar packing (SP) of aromatic rings in adjacent
chains, parallel (P) or anti-parallel (AP) orientation of the amide linkages, like (L) or
unlike (U) aromatic rings sitting next to each other in adjacent layers, and a small
shift (S) or no shift (NS) of the neighboring chains. DFT calculations show that nine
PPTA structures are more likely. One of these nine PPTA structures, AP.L.NS(II),
is similar to the “Liu” model as discussed in literature, but with β 6= 90◦. The set
of possible structures is further reduced by a comparison to NMR experiment. The
calculated 1H and 13C chemical shifts are in best agreement with experiment for five
(out of nine) structures. These have adjacent chains sitting exactly at the same
height: P.L.NS, P.U.NS, AP.U.NS, AP.L.NS and AP.L.NS(II).
Nucleus Independent Chemical Shift (NICS) calculations show that σ-pi bonding
as well as hydrogen bonding influence the chemical structure of the aromatic rings.
It is a long-standing question how modifications of PPTA will influence the packing
of the structure. In terms of NMR, trimers are very interesting to characterize the
possible endgroups of PPTA. Therefore, in chapter 4 we present a first principles
study of the structural information for a block as small as one and a half repeat units
of PPTA, known as “trimer”. DFT calculations have been done for two possible models
of the trimer with NH2 end group. The models constructed for the trimer crystal are
started from “Northolt” (model 1) and from “Liu”≡ “Pb” (model 2) structural data.
Both model 1 and model 2, after relaxation reach the same structure and total energy.
The calculated chemical shifs agree with experiment, i.e. the model is not invalidated.
To study other possible structural modifications is recommended.
In addition to in-depth knowledge of the crystal structure of “high performance”
materials, including PPTA, the knowledge of their mechanical properties, such as
elastic moduli, has fascinated scientists. For such “high performance” polymer fibers,
it is of interest to evaluate the difference between the experimentally obtained val-
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ues of the mechanical properties and the ultimate values that might be obtained for
hypothetical ideal materials. Therefore, in chapter 5 we did in-depth first-principles
calculations of elastic properties for (some) possible models of PPTA, based on the
results in chapter 3. Our DFT calculations of the elastic properties for four possible
optimized PPTA structures are comparable with experiments and previous appropri-
ate calculations that have been reported in the literature. The anisotropic moduli,
including shear moduli, Young’s moduli and Poisson’s ratios, were determined. The
calculated moduli depend in an intricate way on the crystal packing. The structural
models considered exhibit similar elastic moduli. The elastic modulus of an isolated
chain is also calculated. A comparison with PPTA crystal models confirms the consid-
erable impact of the inter-molecular interactions. In order to see the effect of entropy
on the elastic moduli, we did phonon calculations for the single chain model. The
results give rise to a downward adjustment of the theoretical Young’s modulus for a
single chain.

Samenvatting
Organische materialen, de hoofdbestanddelen van levende wezens, spelen een belan-
grijk rol in ons leven. Zij hebben ook een veelheid aan industrieële toepassingen,
zoals plastics en kleurstoffen. De organische materialen die meestal in toepassingen
worden gebruikt zijn makkelijk te bewerken en synthetiseren, hebben lage kosten, een
laag gewicht en zijn flexibel. Dergelijke eigenschappen motiveren onderzoekers om or-
ganische materialen te maken die geschikt zijn voor elektronische toepassingen. Aan
de andere kant vertonen anorganische materialen (betekent letterlijk “niet-organisch”)
een breed spectrum aan eigenschappen zoals een aanzienlijke mechanische hardheid,
thermische stabiliteit en interessante magnetische interacties. De combinatie van or-
ganische en anorganische materialen kan resulteren in het beste van beiden in één
structuur, met inbegrip van magnetische en elektronische eigenschappen.
Hoofdstuk 2 van dit proefschrift gaat over de elektronische en magnetische
eigenschappen van drie hybride organisch-anorganische verbindingen met de formules
(NH4)2CuCl4, (CH3NH3)2CuCl4 en (C2H5NH3)2CuCl4. Deze zijn hier voor het eerst
bepaald met dichtheidsfunctionaal-theorie (DFT) met een on-site Coulomb interactie,
d.i. DFT+U. De next-nearest-neighbour interacties zijn zwak. De superexchange in
de lagen domineert in deze verbindingen. Het vergelijk van de intra-laag exchange
constante zoals bepaald met GGA+U en experiment geeft een redelijke waarde van
U = 7 eV.
Voor deze drie verbindingen is de grootte van de Jahn-Teller (JT) vervorming
bepaald. De berekeningen laten zien dat de hybride verbinding met het langste or-
ganische kation, C2H5NH3)2CuCl4, de sterkste JT vervorming heeft, in zowel DFT
als DFT+U. Uit de berekeningen volgt een lineaire relatie tussen de lengte van het
organische kation en de JT vervorming. De anisotrope interactie tussen de Cu2+ io-
nen is in (C2H5NH3)2CuCl4 verrassend sterker dan in de andere twee verbindingen,
ondanks de grotere onderlinge afstand langs z .
De partiële toestandsdichtheid (PTD) toont het bestaan van orbitaal ordening
in onze verbindingen aan. Deze is het gevolg van twee verschillende combinaties
van dz2−x2 en dz2−y2 orbitalen met Cl px en Cl py orbitalen. We laten zien dat het
gedrag van het anorganische deel, waaronder begrepen het antiferro-distortive pa-
troon, vergelijkbaar is voor de verschillende verbindingen. De organische bijdragen,
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daarentegen, variëren aanzienlijk voor de verschillende organische componenten. We
laten ook zien dat de kanteling van de octaëders niet alleen afhangt van het organische
deel, maar dat ook temperatuur een belangrijke rol speelt.
Poly(p-phenylene terepthalamide) (PPTA) is, vanwege zijn vele commerciële toe-
passingen, een van de intrigerende “high performance” fiber materialen. PPTA is
een polymeer met aromatische ringen in zijn structuur. Het kristalliseert in de vorm
van 2D waterstof-gebonden sheets, die resulteren van de amide links in de polymeer.
Het wordt verkocht onder de commerciële namen Kevlar en Twaron. PPTA fibers zijn
vooral bekend vanwege hun exceptionele mechanische en warmte-werende eigenschap-
pen, zoals hoge elastische moduli en hoge tensile strength. Omtrent de structuur van
PPTA zijn er nog steeds open vragen. Dit betreft onder meer de relatieve oriëntatie
van de waterstofbindingen, de pakking van de ringen, en de relatieve plaatsing van de
ketens.
Om deze reden worden in hoofdstuk 3 de details van de moleculaire pakking van
PPTA onderzocht. Hierbij wordt gebruikt gemaakt van resultaten van recente NMR
experimenten. Alle mogelijke PPTA kristalstructuren worden met DFT berekeningen
onderzocht. De structuren (met twee ketens in de eenheidscel) worden geclassificeerd
volgens: herringbone (H) of gelijkende pakking (SP) van de aromatische ringen in
nabuur ketens, parallelle (P) of anti-parallelle (AP) oriëntatie van de amide links,
gelijksoortige (L) of andersoortige (U) aromatische ringen in de nabuur ketens, en een
verschuiving (S) of geen verschuiving (NS) van de nabuur ketens. DFT berekeningen
identificeren negen meer plausibele PPTA structuren. Eén van deze negen structuren,
AP.L.NS(II), lijkt op het “Liu” model uit de litteratuur, maar heeft β 6= 90◦. Het aantal
mogelijke structuren wordt verder gereduceerd door een vergelijk met experimentele
NMR data. De berekende 1H en 13C chemical shifts zijn het beste in overeenstemming
met het experiment voor vijf (van de negen) structuren. Dit zijn de structuren waarin
nabuur ketens precies op dezelfde hoogte zitten: P.L.NS, P.U.NS, AP.U.NS, AP.L.NS
en AP.L.NS(II).
Berekeningen van de kern-onafhankelijke chemical shifts (NICS) tonen aan dat
zowel σ-pi bindingen als waterstofbindingen de chemische structuur van de aromatis-
che ringen beïnvloeden.
Hoe chemische modificaties van PPTA de kristal pakking beïnvloeden is reeds
lang een onbeantwoorde vraag. Voor NMR zijn trimeren erg interessant om de mo-
gelijke eindgroepen van PPTA te karakteriseren. Derhalve bevat hoofdstuk 4 een
first-principles studie over de structuur informatie voor een blok zo klein als ander-
halve eenheid PPTA, “trimeer” genoemd. DFT berekeningen zijn gedaan voor twee
mogelijke modellen van de trimeer met NH2 eindgroep. De modellen van het trimeer
kristal zijn geconstrueerd uitgaande van de “Northolt” (model 1) en van de “Lui”≡“Pb”
(model 2) structuur data. Zowel model 1 als model 2 relaxeert naar dezelfde structuur
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met dezelfde energie. De berekende chemical shifts zijn in overeenstemming met het
experiment, m.a.w. de model structuur is in principe mogelijk. Een studie van andere
mogelijke structuur modificaties wordt aanbevolen.
Naast gedetailleerde kennis van de kristalstructuur van “high performance” mate-
rialen als PPTA hebben de mechanische eigenschappen, zoals de elastische moduli,
onderzoekers gefascineerd. Voor dergelijke “high performance” polymeer fibers is het
verschil van belang tussen de experimentele waarden en de ultieme waarden die voor
hypothetische materialen berekend kunnen worden. Derhalve hebben we in hoofd-
stuk 5 in-depth first-principles berekeningen gedaan voor de elastische eigenschappen
van (enige) mogelijke modellen van PPTA, gebaseerd op de resultaten van hoofd-
stuk 3. De resultaten van onze berekeningen van de elastische eigenschappen voor
vier mogelijke geöptimaliseerde PPTA structuren zijn vergelijkbaar met experimenten
en voorgaande berekeningen uit de literatuur. De anisotrope moduli, waaronder de
shear moduli, de Young’s moduli en de Poisson’s ratios, zijn bepaald. De berekende
module hangen op een subtiele wijze af van de kristalpakking. De struktuurmodellen
die onderzocht zijn hebben vergelijkbare elastische moduli. De elastische modulus van
een geïsoleerde keten wordt ook berekend. Een vergelijk van het één-keten model
met PPTA kristal modellen bevestigt de aanzienlijke invloed van inter-moleculaire in-
teracties op de elastische modulus. Om het effect van entropie op de modulus te zien
hebben we fonon berekeningen voor het één-keten model gedaan. Deze resulteren in
een verlaging van de theoretische Young’s modulus voor het één-keten model.
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