Abstract A large variety of cohomology theories is derived from complex cobordism M U * (−) by localizing with respect to certain elements or by killing regular sequences in M U * . We study the relationship between certain pairs of such theories which differ by a regular sequence, by constructing topological analogues of algebraic I -adic towers. These give rise to Higher Bockstein spectral sequences, which turn out to be Adams spectral sequences in an appropriate sense. Particular attention is paid to the case of completed Johnson-Wilson theory E(n) and Morava K -theory K(n) for a given prime p.
Introduction
Complex cobordism M U * (−) is arguably one of the most powerful cohomology theories. It describes stable phenomena with high accuracy. A famous piece of evidence for such a vague statement are the nilpotence and periodicity theorems [29] . These lead to the chromatic filtration of the stable homotopy groups of spheres. Due to its strong geometric background, the spectrum M U representing complex cobordism is multiplicative in a highly structured way. Namely, M U can be realized as an E ∞ ring spectrum [25] or equivalently, in the framework of [11] , as a commutative S-algebra. As a drawback to the large amount of information that M U * (X) carries about a given space X , it is rather difficult to explicitly determine M U * (X) in general. The approach to confront this problem is to construct new cohomology theories by formally manipulating the theory M U * (−). Important possibilities are to realize regular quotients and localizations of the coefficient ring M U * as the coefficient rings of new theories.
In modern geometric categories like the ones constructed in [11] , it is possible to perform such constructions in a transparent way. Namely, thanks to the fact that M U is a commutative S-algebra, we may work in the monoidal and triangulated category D M U of M U -modules. The monoidal structure is provided by the smash product ∧ M U over M U . Furthermore, it is possible to construct the new spectra as ring objects (monoids) in D M U , so-called M U -ring spectra [32] .
A natural question arises: What is the relationship among theories constructed in such a fashion? In this paper, we study the connections between two M Uring spectra T and F , where F is obtained from T by killing an ideal I of T * , which is generated by a regular sequence S . In order to avoid technicalities, we don't make this more precise now. More generally, we consider ring spectra T and F over an arbitrary commutative S-algebra R. An example for R = M U is completed Johnson-Wilson theory E(n) as T and Morava K -theory K(n) as F , for a specified prime p. Given a pair T and F , we can ask whether there is a way to compute T * (X) from F * (X). If the sequence S is finite there is a standard procedure to do this. Namely, we can work our way through a sequence of Bockstein spectral sequences. For the special case E(n) and K(n) for an odd prime p, Baker and Würgler describe in [1, 5] in topology and derive the so-called Higher Bockstein spectral sequence with E 1 -term depending only on F * (X) and target T * (X). Based on the technology from [11] , Baker and Lazarev [2] discuss a construction of I -adic towers for the case where the ring spectrum T is a commutative S-algebra. They note a close relationship of such towers to Adams resolutions.
The aim of this paper is to provide an alternative construction of I -adic towers which the author believes is more transparent and which explains their conceptual nature. This is achieved by making precise in what sense such towers are Adams resolutions. Besides the theoretical desirability of understanding the nature of I -adic towers, there are several practical advantages. Perhaps most importantly, the spectra T /I s constituting the tower become much more tractable. One concrete application the author has in mind is the study of multiplicative structures on these objects [34] . Another benefit is that it becomes possible to specify clearly what the construction depends on. It turns out that one can considerably weaken the assumption that the ring spectrum T be strictly commutative. This will be made more explicit further below.
The strategy pursued here to develop an appropriate concept of a topological I -adic tower is to analyze the algebraic model in the derived setting. Namely, suppose that T * is commutative and consider the I -adic tower over T * in the derived category D T * . It is induced by the diagram (0.1) of T * -modules and is of the form: Arrows with a circle denote maps of degree −1. The fundamental observation made in [35] is that the sequence
derived from (0.2), determines the tower up to isomorphism. The point is that (0.3) is a relative injective resolution of T * with respect to F * (in the sense of Remark 5.3) whose associated Adams resolution is given by (0.2) (Remark 6.8).
To imitate such a construction in topology, we need to have enough structure on our objects. We define the notion of a regular triple (R, T, F ) of ring spectra (Definition 3.6), which is meant to incorporate a rather natural and general setup in which it makes sense to consider the problem of constructing I -adic towers. In fact, we show that it is possible to construct such towers for any given regular triple. In the following, we motivate the ingredients which go into the definition. As mentioned before, R is assumed to be a commutative S-algebra. It plays the role of the ground ring, in the sense that we work in the category of R-modules D R , equipped with the smash product ∧ R . We suppose that T is a given commutative R-ring spectrum and that F is the quotient of T by a T * -regular sequence S = (x 0 , x 1 , . . .) in R * . By this, we mean that F is of the form T ∧ R L with L = R/x 0 ∧ R R/x 1 ∧ R · · · . Here R/x i denotes the cofibre of the multiplication map x i , regarded as a (graded) endomorphism of R. Then the homotopy groups of F realize the quotient T * /I , where I is the ideal generated by the image of S under (η T ) * : R * → T * , induced by the unit map η T : R → T of T . To obtain a manageable notion of relative injective resolutions in D R with respect to F , we need F to be an R-ring spectrum (see Remark 5.2) . Rather than assuming this to be part of the data, we specify conditions which guarantee that there is an R-ring structure on L and hence one on F . Namely, we assume that the coefficient ring R * of R is trivial in odd degrees, that the sequence S is regular on R * and that it consists of nonzero divisors. Strickland [32] proves that these conditions are sufficient for our purpose.
In the special case T = R, the construction of the topological analogue of the sequence (0.3) is rather straightforward. We prove in Theorem 6.6 that it is a relative injective resolution with respect to F (Definition 5.1). This allows us to define a topological I -adic tower as the Adams resolution associated to it. We show that its diagram of homotopy groups realizes (0.2). From there, we may construct a topological I -adic tower realizing (0.1):
For T = R, we can do the construction above for the triple (R, R, L) and apply T ∧ R − to it. This is an Adams resolution, and we prove that its homotopy groups realize (0.2).
If the sequence S is finite, we show that the homotopy limit T = holim s T /I s is isomorphic to the Bousfield localization L R F T of T with respect to F in D R (Proposition 6.12). If furthermore I is invariant in T * (T ), i.e. if we have I · T * (T ) = T * (T ) · I as subgroups of the T * -bimodule T * (T ), T is isomorphic to the Bousfield localization L F T in the ordinary stable homotopy category. For T = E(n), we identify E(n) as the spectrum representing completed Johnson-Wilson theory from [4] (Proposition 6.18) and thus recover the result L K(n) E(n) ∼ = E(n) proved there.
From (0.4), we derive the Higher Bockstein spectral sequences (Theorem 7.4):
The target of (0.6) are the homotopy groups of the so-called F -nilpotent completion of T ∧ X in D R . We identify the first differentials as expressions in certain Bockstein operations. In case that F is commutative and F R * (L) is F * -flat, we identify the E 2 -terms as certain Coext-groups over an exterior coalgebra, which arises naturally as F R * (L). For T = E(n) and F = K(n) for a given prime p, we show that the target of (0.6) is (L K(n) ( E(n) ∧ X)) * for any X (Proposition 7.6).
The paper is organized as follows. In Section 1, we recall notation and terminology from [11] . In Section 2, we discuss duality between homology and cohomology theories represented by a not necessarily commutative R-ring spectrum F in D R , where R is a commutative S-algebra. Furthermore, we record Künneth isomorphisms which are adapted from [6] to our situation. In Section 3, we define the notion of a regular triple, give a list of examples and do some preparatory work. In Section 4, we collect the facts that we need about algebraic I -adic towers from [35, 36] . In Section 5, we recall the theory of Adams resolutions and specify the injective class in D R needed in Section 6 to construct I -adic towers. The construction itself is quite direct. Technically more involved is the verification that the homotopy and F -homology groups are as expected. Once this is done, we identify T as a Bousfield localization in the sense and under the conditons mentioned above. We give a direct proof that for T = E(n) and I = I n , the homotopy limit T represents completed JohnsonWilson theory, as defined in [4] . In Section 7, we discuss the Higher Bockstein spectral sequences, derived from I -adic towers. For the identification of the E 2 -terms under the conditions already mentioned, we decompose the natural F R * (F )-coaction into compatible coactions of F R * (T ) and F R * (L). Only the coaction of the coalgebra F R * (L) is relevant for the E 2 -terms. By comparing explicit descriptions of the Bousfield localization functors L E(n) K(n) and L K(n) from [13] and [16] respectively, we identify the target of (0.6) for T = E(n) and F = K(n) as stated above. We end by considering some examples. 
Notation and terminology
We use the framework of [11] in this paper. We start by recalling some notation and terminology from there.
The category of S-modules M S is a symmetric monoidal model category with smash product ∧ S and unit the sphere spectrum S. Its homotopy category D S , which has the same objects as M S , is isomorphic to the classical stable homotopy category. When regarding an S-module as an object of D S , we call it a spectrum. The homotopy groups π * (E) = [S, E] * of a spectrum E are written as E * . We follow the convention (−) * = (−) − * for graded objects. We do not distinguish a map from its suspensions in the notation.
A monoid R in M S is called an S-algebra. For any such, we have the model category of (strict) left R-modules M R . Its associated homotopy category D R is a triangulated category. The graded R * -module of morphisms between two objects M and N is denoted by [M, N ] * R or N * R (M ). In particular, we have
R . The homological degree of an element v ∈ M * is denoted by |v|. We also have the strict and the homotopy categories of right R-modules and R-bimodules. When speaking of an R-module, we mean a left R-module M , considered as an object of D R . When we view M as an object in M R , we refer to it as a strict R-module.
The smash product ∧ R over R is a bifunctor, which assigns to a strict right and a strict left R-module M and N respectively an S-module M ∧ R N . The function R-module functor sends a pair N and L of strict left R-modules to an S-module F R (N, L). There is an obvious adjunction formula between ∧ R and F R . Both functors descend to homotopy categories. We have
The functors L * R (−) and M R * (−) define cohomology and homology functors on D R respectively. If R is clear from the context, we refer to them as L-cohomology and M -homology.
The category of strict R-bimodules is a monoidal model category; hence its homotopy category is monoidal. If R is a commutative S-algebra, the strict categories of left and right R-modules are isomorphic and every strict one-sided module is a strict bimodule. Hence ∧ R gives rise to a monoidal model category structure on M R and therefore to a monoidal structure on D R . Monoids in M R and D R are called R-algebras and R-ring spectra respectively.
If T is an R-ring spectrum, we may consider algebras over the monad [23, VI] T ∧ R − in D R . These are objects M of D R with an action map T ∧ R M → M in D R , satisfying the associativity and unit axioms. We refer to such M as T -module spectra.
For a commutative S-algebra R and an R-module M , multiplication by an element x ∈ R * defines a map Σ |x| M x − → M in D R . We use the notation
from [32] for its cofibre and the maps to and from it. Note that M/x ∼ = M ∧ R R/x. Furthermore, we defineβ x to be the composition
For a sequence S = (x 1 , x 2 , . . .) of elements of R * , we write
and call M/S a quotient of M . Here, as well as throughout the paper, ∧ denotes ∧ R , where R is specified in the context. The symbol * denotes a point. A blank ⊗ means ⊗ F * , where F * is the coefficient ring of some ring spectrum F under consideration. The category of F * -modules is denoted by Mod F * .
Künneth isomorphisms for R-ring spectra
Let R be a commutative S-algebra and let F be an R-ring spectrum. We can define an exterior product
for given R-modules M and N in the usual way. However, as F is not assumed to be commutative, we need to take care with the right action of F * on F R * (M ). For x ∈ F R * (M ) and γ ∈ F * , x · γ is defined as the composition:
The following fact is well-known for commutative F , see [6, Thm. 4.2] for instance. The argument generalizes to our situation. The point is that the smallest localizing subcategory of D R [15, Def. 1.1.1] generated by the suspensions of R is D R .
Then the pairing (2.1) induces the Künneth isomorphism of F * -modules
In the usual way, we construct a Kronecker pairing
We use the same right F * -action on F R * (M ) as in (2.1) to form the tensor product. Adjoint to the Kronecker pairing is a duality morphism
of left F * -modules. We abbreviate Hom F * (−, F * ) by D(−) in the following.
In order to obtain Künneth isomorphisms in cohomology, we need to consider a completed version of cohomology, analogous to the one considered in [6] . First, we need an analogue of the profinite filtration of cohomology groups as used in [6, Def. 4.9] . Our objects, the R-modules, are not naturally built from cells, but we can approximate them by such objects. 
where M a runs through all finite cell submodules of M . These ideals form a directed system. For an arbitrary R-module M , choose a cell approximation (ΓM, γ). The profinite filtration on F * R (ΓM ) induces a filtration on
. Define the profinite topology on F * R (M ) to be the induced F * -linear topology.
As a consequence of [11, Lemma III.2.2] , the profinite topology is independent of the choice of a cell approximation.
Definition 2.3
For an R-module M , completed F -cohomology F * R (M )ˆis defined as the completion of F * R (M ) with respect to the profinite topology.
Definition 2.4 Let M * be an F * -module. The dual-finite filtration on DM * consists of the submodules
where L * runs through all finitely generated submodules of M * . It gives rise to the dual-finite topology on DM * .
The duality morphism (2.2) is continuous with respect to the profinite and the dual-finite topologies respectively. We can prove the following statement in the same way as [6, Thm. 4.14].
Proposition 2.5 Let M be an R-module for which F R * (M ) is F * -free. Then the duality morphism induces a homeomorphism
In cohomology, we have an exterior product
3) defined as usual. Again, we have to be careful with the right action of F * . For x ∈ F * R (M ) and γ ∈ F * , x · γ is defined as
As cell structures on M and on N induce one on M ∧ N [11, Prop. III.7.3], the product (2.3) lifts to a pairing
Here, the left hand side is the completion with respect to the canonical topology on the tensor product. The following Künneth-type theorem can be proved in the same way as [6, Thm. 4.19] .
3 Regular triples of ring spectra
Let M be an R-module. Recall the quotient constructions M/x and M/S from Section 1, defined for an element x and a sequence of elements S in R * respectively. Let F be some R-ring spectrum and let N = M/S be a quotient of M with respect to a sequence S = (x 0 , x 1 , . . .) in R * . Let Λ F * (α 0 , α 1 , . . .) denote the exterior algebra on a set of generators α j in bijective correspondence with the x j , with degrees |α j | = |x j | + 1. Its F * -dual is the completed exterior algebra 
Let now (x 0 , x 1 , . . .) be a regular sequence on R * consisting of non-zero divisors. Assume that R is even, by which we mean that the homotopy R * is concentrated in even degrees. Then Strickland proves in [32, Prop. 3.1] that the R-modules R/x j can be realized as R-ring spectra. Fix such products. Then there is a unique R-ring structure on L = j R/x j such that the maps R/x j → L are commuting ring maps, in the sense of [32, Def. 4.1] .
Definition 3.4 Let R be even. A regular R-ring is a regular quotient of R with respect to some regular sequence on R * consisting of non-zero divisors, together with some chosen R-ring structure arising as above.
Let L be a regular R-ring. Smashing a map from (R/x j ) * R (R/x j ) with the identities on the other smash factors yields a homomorphism of R * -algebras
Lemma 3.3 implies that (R/x j ) * R (R/x j ) and L * R (L) are free over R * /(x j ) and L * respectively. Hence they admit coalgebra structures. Clearly, the q j are coalgebra maps. Letβ j be the mapβ x j as defined in (1.2) . Denote the image
Proof It follows from Lemma 3.3 that the module structures are as asserted. For the identification of L * R (L) as an algebra see [32, Prop. 4.15] . The coalgebra structure is determined by the fact that the Q j are derivations [32, Cor. 4.19] and hence are primitive with respect to the coproduct. Definition 3.6 Suppose that R is an even commutative S-algebra and that T is a commutative R-ring spectrum. Assume that F is an R-ring spectrum of the form F = T ∧ L, where L is a regular R-ring with respect to a sequence S = (x 0 , x 1 , . . .) in R * which is regular both on R * and on T * . Then we call (R, T, F ) a regular triple.
We write J = (x 0 , x 1 , . . .)⊳ R * and I = J ·T * ⊳ T * for the ideals generated by S in the rings R * and T * respectively. Thus we have L * ∼ = R * /J and F * ∼ = T * /I . We abuse notation and write x j for the image in T * of the elements x j ∈ R * under (η T ) * : R * → T * , induced by the unit η T : R → T of T . Remark 3.7 If 2 is a unit in L * , L may be realized as a commutative R-ring spectrum [32, Thm. 4.11] . So F is then commutative as an R-ring spectrum.
The following is clear from the statements in Section 2 and Proposition 3.5.
induce isomorphisms on tensoring the sources with F * , we don't introduce new labels for the gen-
is F * -free is always satisfied if T is a regular quotient of R, as a consequence of Lemma 3.3.
Lemma 3.8 Let (R, T, F ) be a regular triple. Then there is an isomorphism of F
as F * -modules. In this case, the exterior algebra
where |v n | = 2(p n − 1) (see [28] for instance). Let I n = (v 0 , . . . , v n−1 ), where as usual v 0 = p. We have isomorphisms of BP * -modules
In is completion at I n . Using results from [32] , we find the following examples of regular triples: Example 3.9 R = M U , T = E(n) and F = K(n) for an odd prime p. For p = 2, the substitute E(n) ′ is commutative, see [32] .
Example 3.10 From [3] or [12] we know that E(n) is a commutative Salgebra. So ( E(n), E(n), K(n)) is a regular triple. Of course, (M U, E(n), K(n)) is regular as well.
Example 3.13 R = M U , T = BP n , F = k(n) for odd p. For p = 2, we may take BP n ′ instead, see [32] .
We end the section by deriving a characterization of the morphisms L R * (Q j ) induced by the Bockstein operations on L-homology groups. By definition, the morphism induced by Q j on L-cohomology
is multiplication by Q j on the right. In the following D(−) denotes the continuous L * -duality operator. Consider
The coalgebra structure on L * R (L) induces an algebra structure on D(L * R (L)), which is just the completed exterior algebra generated by the dual basis
) is a derivation with respect to this algebra structure. As such, it is determined by
and their formal exterior products so that they correspond to the Q ∨ j and their products, we have shown the following.
) with the exterior algebra structure. Then the homomorphism
Remark 3.17 If L is commutative, the algebra structure of L R * (L) induced by the multiplication on L is the one considered in the lemma. This follows from the fact that the duality map
is an algebra map under this assumption. For non-commutative L, the two algebra structures will not agree in general. 4 The algebra of I -adic towers Let (R, T, F ) be a regular triple with F ∼ = T ∧L. Recall the isomorphisms L * ∼ = R * /J and F * ∼ = T * /I , where J is generated by a regular sequence (x 0 , x 1 , . . .) and I = J · T * . The contents of this section apply to both (R * , J * ) and (T * , I * ). We formulate everything for the first case and write ⊗ for ⊗ L * in this section.
Define two families (E s ) s 0 and (F s ) s 0 of short exact sequences of R * -modules
where by convention J 0 = R * . All the maps are the canonical ones. Whenever it is clear from the context, we will omit the index s. We will also write i and q for a composition of maps i and q as defined above.
Let D R * be the derived category of the ring R * . Its objects are the chain complexes of graded R * -modules. The sequences E s and F s induce towers in D R * consisting of triangles, the J -adic tower over R *
and the J -adic tower under R * :
• y y y y | | y y y y
Arrows with a circle denote morphisms of degree −1.
Let M * be a graded R * -module. We write gr * J (M * ) for the (bi)graded L * -module associated to the J -adic filtration on M * . For M * = R * , we have
The L * -module J/J 2 is freely generated by the residue classes {x j } of the generators x j ∈ J . Furthermore, we have an isomorphism of graded L * -algebras
It follows that we have isomorphisms of L * -modules
3)
The element of Ext
R * (L * , J/J 2 ) associated to the short exact sequence
corresponds via (4.3) to a sum of the form f j ⊗ {x j } with
The following fact is as well-known as fundamental, see [24, Thm. 16.5] and for the multiplicative structure [33, §4.5] . The identification of the elements f j as generators is straight-forward.
Proposition 4.2 There are isomorphisms of L * -algebras
. .) where the f j and the e j have bidegree (1, −|x j |) and (1, |x j |) respectively.
Let ⊗ L and RHom be the left and right derived functors of ⊗ R * and Hom R * respectively. The functors
define a homology and a cohomology theory on D R * respectively. We call them L * -homology and L * -cohomology. Both HL * , * (−) and HL * , * (−) take values in the category of L * -modules. Their restriction to R * -modules are the functors Tor R * * , * (L * , −) and Ext * , * R * (−, L * ) respectively. It is well-known that the cohomology theory E * (−) takes values in E * (E)-modules if E is a ring spectrum. Also, if E * (E) is E * -flat, E * (E) has a natural coalgebra structure and E * (−) takes values in E * (E)-comodules. Mimicking the definition of these structures, we can define a natural coproduct on HL * , * (L * , L * ) and show that the functors HL * , * (−) and HL * , * (−) take values in the categories of HL * , * (L * )-comodules and HL * , * (L * )-modules respectively. Arguing as in Remark 3.17, we find that the product on HL * , * (L * ) is dual to the coproduct on HL * , * (L * ). Hence the latter agrees with the natural coproduct on Λ L * (e 0 , e 1 , . . .).
The following result, proved as [36, Thm. 3.8] or [35, Thm. 1] , describes how surprisingly simple the L * -homology of the J -adic tower over R * is. In [36] and [35] , we only considered finite regular quotients. The general case, however, follows easily by passing to limits. 
Furthermore, all modules are free over L * .
From this, we easily derive the L * -homology of the J -adic tower under R * . Namely, we have an isomorphism HL * , * (R * /J s ) ∼ = L * ⊕ HL * −1, * (J s ), induced by the long exact sequence of homology groups associated to
We set
Corollary 4.4 Applying HL * , * (−) to the algebraic J -adic tower under R * yields an unrolled exact couple of the form:
· · ·
Proof Let ϕ s be the connecting homomorphism associated to (4.5). By naturality of connecting homomorphisms, we have a commutative diagram:
Hence the theorem implies that HL * , * (R/J s+1 ) q * − → HL * , * (R/J s ) is trivial.
Remark 4.5 As all homology groups appearing in Theorem 4.3 and Corollary 4.4 are L * -free, the L * -cohomology of the algebraic J -adic towers is isomorphic to the L * -dual of their respective L * -homology. This follows from a statement analogous to Proposition 2.5, but for the algebraic derived category D R * .
By Proposition 4.1, there are isomorphisms of L * -modules
In fact, these are isomorphisms of HL * , * (L * )-comodules, if we regard the right hand side as the cofree HL * , * (L * )-comodule generated by J s /J s+1 . As all modules in (4.4) are L * -free, we obtain a long exact sequence with the following property (see [22, Ch . IX] for a discussion of relative homological algebra):
We may consider the differentials δ s of this complex as the components of a single differential
Adams resolutions
In this section, we recall the notion of Adams resolutions with respect to a given injective class in a triangulated category. We then indicate how the injective classes giving rise to the traditional Adams resolutions can be obtained in a natural way. In an analogous way, we obtain the injective class we need for the construction of the I -adic tower. We are rather brief here. A more detailed exposition can be found in [9] , see also [10] and [18] . The original reference for Adams resolutions (in the classical sense) is [26] .
A length two complex in an additive category C is a diagram
with gf = 0. A complex is a sequence
If the terms M s of a complex are zero for all large s or all small s, we omit them from the notation. An injective class J in C is specified by a collection of length two complexes, the so-called allowable exact complexes, and a collection of objects called the injectives. The two collections are required to determine each other in the following way. An object J is injective if and only if the sequence
of graded abelian groups is exact for each allowable exact complex of the form (5.1), and vice versa. Furthermore, one requires that there are enough injectives, in the following sense. For each map f : M → N there exists an injective I and a map g :
Now assume that C is triangulated. Then we may specify instead of the allowable exact complexes a family of morphisms called the null-maps. An object J is then injective if and only if the homomorphism of graded abelian groups
is zero for each null map f : M → N , and vice versa.
An example for an injective class is the split injective class, defined in each additive category C . Let ∨ denote the biproduct (coproduct and product) in C . The allowable complexes are the ones of the form
where the maps are the projections onto the second summand followed by the inclusions into the first summand. Every object is injective with respect to this injective class. If C is triangulated, the null-maps are the trivial maps.
There is the dual concept of a projective class in an additive category C . It is specified by a collection of length two complexes called the allowable exact complexes, and a collection of objects called the projectives. An object P is projective if and only if
is exact for each allowable exact complex of the form (5.1), and vice versa. There have to exist enough projectives, in an obvious sense. If C is triangulated, we can specify instead of the allowable exact sequences the collection of null-maps. They are all the maps f : M → N for which
is trivial for each projective P , and vice versa.
Suppose that J is an injective class in an additive category C . A relative injective resolution of an object M with respect to J is a complex of the form
with injectives J i which has the property that each three-term subcomplex
where J −1 = M and J s = 0 for s < −1, is allowable exact. If C is triangulated, such a resolution gives rise to an Adams resolution of M with respect to J , which is unique up to isomorphism. By this, we mean a diagram of the form consisting of triangles
such that all I i are injectives and all maps M i+1 → M i are null-maps. Here Σ denotes the suspension of C . The injectives that we get from a relative injective resolution (5.2) are I i = Σ −i J i . Conversely, we can derive from an Adams resolution a relative injective resolution. Applying [N, −] * to an Adams resolution, where N is another object of C , yields an exact couple of abelian groups. It gives rise to an Adams spectral sequence.
Dually defined are relative projective resolutions and Adams resolutions with respect to a projective class.
There is a standard method for transferring an injective class from one additive category to another, namely by means of an adjunction. Let C and C ′ be additive categories. Assume that we have an adjoint pair of additive functors
where F is the left adjoint. Given an injective class J ′ in C ′ , we define an injective class F −1 (J ′ ) in C as follows. The allowable exact complexes are all length two complexes whose image under F is allowable exact in C ′ . The associated injectives turn out to be the retracts of objects of the form G(X), where X is a J ′ -injective.
The injective classes in the stable homotopy category D S which give rise to classical Adams resolutions arise in this way. Namely, for a ring spectrum R, we have an adjoint pair of additive functors
The Adams injective class with respect to R is V −1 (J ), where J is the split injective class in D S . Its injectives are the retracts of spectra of the form F S (R, X). These agree with the retracts of spectra of the form R ∧ S X (see Remark 5.2). More generally, if F is a ring spectrum over a commutative S-algebra R, we have an additive adjunction Similarly to the situation in D S , the injectives are the retracts of R-modules of the form F ∧ M , where M is an R-module.
Remark 5.2 Note that we have an adjunction (5.3) for any object F in D R , not just for ring spectra. It is the recognition of the injectives mentioned above which depends on having a multiplicative structure on F . Indeed, this implies that V is a monad and U a comonad, and as V and U are adjoint, the Valgebras (the retracts of F ∧ M , M ∈ D R ) are the same as the U -coalgebras (the retracts of
Remark 5.3 In a completely analogous way, one can define an Adams injective class associated to a monoid F * in the derived category D R * of a graded ring R * . In particular, this applies to an algebra F * over R * or more generally to a differential graded algebra F * . Instead of (5.3), one uses the adjunction
(see Section 4 for the definition of ⊗ L and RHom).
We also mention the ghost projective class. It is defined in the triangulated categories D R , where R is an S-algebra. The null-maps are the morphisms which are trivial on homotopy groups. The projectives are the retracts of wedges of suspensions of R.
Construction of the tower
Let (R, T, F ) be a regular triple with F ∼ = T ∧L. Thus we have L * ∼ = R * /J and F * ∼ = T * /I , where J is generated by a sequence S = (x 0 , x 1 , . . .) ⊆ R * , regular on R * and on T * , and where I = J · T * . Consider the graded polynomial ring L * [y 0 , y 1 , . . .] with |y j | = |x j |. Define L-free R-modules J s /J s+1 by setting
where V s is the set of monomials of homogeneous degree s in the variables y j . By "L-free", we mean isomorphic to a wedge of suspensions of copies of L.
We now construct a sequence in D R of the form:
The maps ε i are easy to describe. Namely, as all terms J s /J s+1 are L-free, a map between them corresponds to a matrix over the graded endomorphism ring L * R (L). The Bockstein operations define a map
For s > 0, we define ε s : J s /J s+1 −→ ΣJ s+1 /J s+2 to be the sum over all monomials y ∈ V s of the maps
which provides a relative injective resolution of L * .
We have identified in Lemma 3.16 the morphism L R * (Q j ). Recall that we have obtained in Corollary 4.6 and Proposition 4.7 a relative injective resolution of L * over Λ L * (e 0 , e 1 , . . .). It follows from the definition of the maps ε s that mapping the generators a j of Λ L * (a 0 , a 1 , . . .) to the generators e j yields an isomorphism between (6.2) and the sequence in Corollary 4.6, if we endow the latter with the total gradation.
From now on, we will omit the index s and just write ε for all the maps in the sequence. To obtain an abstract characterization of the sequence (6.1) by means of Lemma 6.1, we need the following technical lemma. Recall from Section 1 the difference between the concepts of a module spectrum over a ring spectrum and a module over an S-algebra. We write Cohom * for the maps of graded comodules over some graded coalgebra. Lemma 6.2 Let E be an arbitrary R-ring spectrum. Let Y be an R-module for which E R * (Y ) is E * -free and let Z be an E -module spectrum in D R . Then there is a natural isomorphism of E * -modules
Proof First, we construct a natural transformation of functors of E -module spectra with values in E * -modules
as follows. The E -homology functor gives rise to a natural transformation
Composing this with the transformation E R * (−) → (−) * induced by the action map for E -module spectra induces a transformation as in (6.3).
If we precompose both sides of (6.3) with E ∧ R −, we obtain a transformation
of functors of R-modules. As E R * (Y ) is E * -free, the functor on the right hand side is exact. Hence both sides of (6.5) define homology theories on D R . On suspensions of R, (6.5) is the duality morphism (2.2), and is therefore an isomorphism. Hence it is an equivalence on D R by the usual argument. So (6.3) is an equivalence on all E -module spectra Z of the form E ∧ X , X an Rmodule. But an arbitrary E -module spectrum Z in D R is a retract of E ∧ Z , via the action map. So we obtain an isomorphism for general Z by naturality.
For commutative E for which E R * (E) is E * -flat, E R * (−) takes values in E R * (E)-comodules. The structure maps are defined exactly as in the case R = S . Consider the composition of natural transformations of functors of E -module spectra (6.6) where the last morphism is induced by the E -action. It can be checked to be E R * (E)-colinear. Precomposing it with E ∧ − yields a transformation
of homology theories on D R . It does not agree with the one induced by the exterior product ×. Nevertheless, an inspection shows that it defines an equivalence of homology theories. With an argument as above, we conclude that (6.6) is an equivalence. Now recall that we have an adjunction between E R * (E)-comodules and E * -modules
where U is the forgetful functor. Thus we obtain
and the second statement follows from the first.
We are now in a position to construct the I -adic tower. To identify its homotopy and F -homology groups, however, we need a few facts concerning universal coefficient and Künneth spectral sequences. We recall these first.
Let M and N be R-modules. Then we have [11, IV.4] a universal coefficient spectral sequence of the form
It is a conditionally convergent half-plane spectral sequence with entering differentials, in the terminology of Boardman [7] . If M = N , it is multiplicative with respect to composition. It is shown in [9, §7.3] that this spectral sequences is in fact an Adams spectral sequence, with respect to the ghost projective class in D R .
Let us recall what we can say about the detection of a given non-trivial map f : M → N . If the induced map f * : M * → N * on homotopy groups is nontrivial, f is represented in (6.7) by f * . This follows from the construction of the spectral sequence. Assume now that f * is zero. Denoting the homotopy cofibre of f by C , we then have a short exact sequence of R * -modules
Let t be the element of Ext 1,−1 R * (M * , N * ) representing it. We leave the verification of the following fact to the reader.
Proposition 6.3 If the element t is non-trivial, it represents the map f in
the E 2 -term of (6.7). Otherwise, f has filtration degree strictly greater than one.
Let P be a further R-module. There is [11, IV.4] a Künneth spectral sequence of the form E 2 * , * = Tor
It is a strongly convergent half-plane spectral sequence with exiting differentials.
We will need a statement about naturality. Namely, let f : M → N be a nontrivial map inducing zero on homotopy groups, as above. Consider the Künneth spectral sequences (6.9) and E 2 * , * = Tor R * * , * (P * , N * ) =⇒ P R * (N ). (6.10)
As f * : M * → N * is zero, the map f r * : E r * , * →Ē r * , * induced by f on the spectral sequences is zero. Because the spectral sequences converge strongly, this implies that P R * (f ) : P R * (M ) → P R * (N ) induces zero on the associated graded. Therefore, P R * (f ) induces a map of degree 1
Similarly, the morphism P * R (f ) :
Indeed, to deduce that P * R (f ) induces zero on the associated graded, it suffices to know that the respective spectral sequences are conditionally convergent, see [7, Lemma 5.6] . The following statement is proved in a similar way as the Geometric Boundary Theorem [28, Thm. 2.3.4].
Proposition 6.4
The homomorphism (6.11) is represented on the Künneth spectral sequences (6.9) and (6.10) by a morphism E r * , * →Ē r * −1, * of degree −1.
On E 2 -terms, it is given by the connecting homomorphism
Tor R * * , * (P * , M * ) ∂ − − → Tor R * * −1, * (P * , N * ) associated to the short exact sequence (6.8). A similar statement holds for the homomorphism (6.12) and the universal coefficient spectral sequences converging to P * R (N ) and P * R (M ). Now consider the universal coefficient spectral sequence
By Proposition 4.2, we have an isomorphism of L * -algebras
the f j were explicitly defined there. We already know from Proposition 3.5 that there is an isomorphism of L * -algebras
L is represented in the spectral sequence (6.13) by the element f j . Therefore, the spectral sequence collapses.
Proof Consider the cofibre sequence in
By Proposition 6.3, it suffices to verify two things. Firstly, that Q j is trivial on homotopy groups. Secondly, that the thereby obtained short exact sequence
For the first statement, note that the morphism induced by Q j on homotopy groups is trivial for degree reasons.
For the second statement, recall that Q j is obtained by smashing the compositionβ
with i =j R/x i . Applying the octahedral axiom (see [15, Appendix A] for instance) to the induced decomposition of Q j , we find that (6.15) is isomorphic to:
Now the statement follows from the fact that the element f j ∈ Ext 1, * R * (L * , L * ) corresponds to (6.16 ). This verification is left to the reader.
We are now ready to prove our main statement. Note the special case T = R. (ii) The Adams resolution associated to (6.17), a diagram of T -module spectra, is of the form: Definition 6.7 We call (6.18) the topological I -adic tower over T .
The induced diagram of homotopy groups is isomorphic to
Proof (i) First, we verify that (6.1) is a relative injective resolution of R with respect to L. Clearly, all objects in the sequence (6.1), except for R, are L-injective. Let N be an arbitrary R-module. By definition of the Adams injective class associated to F in D R , we have to check that the sequence 
But by Lemma 6.1, the L-homology of the sequence (6.1) splits into short exact sequences of L * -modules. It follows that (6.20) is exact. Now clearly (6.17) is an L-resolution of T . As F is of the form T ∧ L, it is also an F -resolution.
(ii) Consider the Adams resolution associated to the sequence (6.1) first. It is of the form:
We claim that the diagram of homotopy groups of the tower is isomorphic to the diagram of homology groups of (4.1), i.e. to:
It is clear that the sequence of homotopy groups of the triangle
splits into the short exact sequence
Consider the commutative diagram:
Here, π 1 is the unique lift ofε 0 to J . It is unique because J is the first term of the uniquely determined Adams resolution associated to (6.1). We need to show that it induces the canonical projection p 1 on coefficients. For this, we consider the pair of universal coefficient spectral sequences:
induced by ε 0 is represented by a morphism of degree one on the spectral sequences. On E 2 -terms it is given by the connecting homomorphism
associated to E 0 . Let x 1 ∈ E * , * 2 and y 0 ∈Ē * , * 2 be representatives of π 1 and ε 0 respectively. We need to check that x 1 = p 1 . Asε 0 = (ε 0 ) * (π 1 ), we have y 0 = ε 0 (x 1 ) in case that ε 0 (x 1 ) is non-trivial. However, it follows from Theorem 4.3 and Remark 4.5 that ε 0 is monomorphic. So it suffices to identify y 0 and to show that ε 0 (p 1 ) = y 0 . Proposition 6.5 implies that
is represented by
The f j were defined in such a way that y 0 corresponds to the short exact sequence
It remains to verify that ε 0 (p 1 ) is represented by F 1 . By definition, the connecting homomorphism ε 0 maps the homomorphism p 1 : J → J/J 2 to the pushout of the short exact sequence E 0 along p 1 . This pushout is F 1 , as the diagram of short exact sequences
shows. Here, the middle vertical map is the projection. We conclude that
realizes the extension E 1 . We can carry on by induction.
Let us now compute the homotopy groups of the Adams resolution (6.18) associated to (6.17). If we smash (6.21) with T , we obtain another tower which qualifies as an Adams resolution associated to (6.17) . By uniqueness of Adams resolutions, the two towers must be isomorphic. The product on T * and the natural transformation T * ⊗ R * − → (T ∧ −) * induce a commutative diagram
where ⊗ = ⊗ R * . We show that all vertical maps are isomorphisms. For the upper row it suffices to note that
for k = 0, which is a consequence of the assumption that the sequence generating the ideal J is regular on T * . By construction of J s /J s+1 , we have
Using this fact and starting with (T ∧J 0 ) * = (T ∧R) * ∼ = T * , we show inductively that (T ∧ J s ) * ∼ = I s , using the Five-Lemma. We conclude that the homotopy groups are as asserted.
The identification of the L-homology is easier. We show first that L R * (−) of the J -adic tower (6.21) is isomorphic to (4.4), endowed with the total gradation. In the proof of Lemma 6.1 we have used the fact that L R * (−) of the sequence (6.1) is isomorphic to the long exact sequence obtained from Theorem 4.3
endowed with the total gradation. It follows that we have isomorphisms of L * -modules:
is injective, as it corresponds to (p 1 ) * : HL * , * (J) → HL * , * (J/J 2 ). The fact that (6.23) is a cofibration implies that L R * (ΣJ 2 ) ∼ = coker(π 1 ) * . By an inductive argument, the statement follows. In particular, we obtain that all L-homology groups are L * -free and hence that all F -homology groups are F * -free. Therefore Proposition 2.1 implies that we have Künneth isomorphisms
for all terms X in the J -adic tower. Thus we find that the F -homology of the I -adic tower (6.18) is as claimed.
Remark 6.8 Consider the sequence in
derived from the algebraic I -adic tower (0.2). It follows from Theorem 4.3 and arguments analogous to the ones in the preceding proof that it provides a relative injective resolution of T * with respect to the Adams injective class associated to F * (see Remark 5.3). Furthermore, (0.2) is characterized (up to isomorphism) as the Adams resolution associated to it.
Remark 6.9 Having constructed an I -adic tower over T , we can easily construct one under T , of the form:
Namely, define spectra T /I s in D R as cofibres of the canonical maps I s → T and construct maps T /I s+1 ρ − → T /I s by making use of the octahedral axiom. It is possible to choose these and compatible maps 
Also, the diagram of F -homology groups of (6.25) is isomorphic to F R * (T ) ⊗ − of the one in Corollary 4.4, with the total gradation. Notation 6.10 We write I ∞ = holim s I s and T = holim s T /I s for the homotopy limits of the I -adic towers. From Theorem 6.6, we obtain T * ∼ = lim s T * /I s = (T * ) ∧ I .
We now aim to identify T under certain conditions as a Bousfield localization with respect to F in D R and in D S . First, we need to recall some terminology and basic facts about Bousfield localizations.
Let F be a module over a commutative S-algebra R. An R-module Z is called 
We write L F and C F if R = S . The functors come with natural transformations i R : 1 → L R F and q R : C R F → 1, where 1 is the identity functor. The pair (L R F , i R ) is characterized by the fact that L R F X is F -local and that i R X : X → L R F X is initial among F -local objects under X . Also, i R X is an F -equivalence for each X . Similarly, (C R F , q R ) is characterized by C R F X being F -acyclic and q R X : C R F X → X being terminal among F -acyclic objects over X . For each X , there are natural cofibrations
The following fact is well-known. We include the proof, as it is quite short.
Recall that the ideal I ⊳T * is called invariant in T R * (T ) iff I ·T R * (T ) = T R * (T )·I . Here we use the left and the right actions of T * on T R * (T ) induced by including T via the unit η T : R → T as the right or the left factor of T ∧ R T respectively. Similarly, I is defined to be invariant in T * (T ) iff I · T * (T ) = T * (T ) · I . Proposition 6.12 Assume that the sequence S generating the ideal I is finite. Then the cofibre sequence (6.26)
Proof By what was said above, it suffices to exhibit p : T → T as the Bousfield localization of T in D R with respect to F to prove the first statement. By construction, all the objects T /I s lie in the thick subcategory of D R generated by F and are therefore F -local. The class of F -local objects is closed under homotopy limits, hence T is F -local. To prove that p is an F -equivalence, we first show that the composition
is an equivalence. Consider the Milnor type short exact sequence
The identification of the F -homology of the tower under T in Remark 6.9 together with Corollary 4.4 imply that
and lim 1 s F R * (T /I s ) = 0. Therefore (6.28) is an equivalence. It remains to prove that (6.29) is one as well. Choose a cell approximation ΓF of F and a filtration (ΓF ) k by finite subcomplexes [11, Lemma III.2.3] . Fix a K such that
is trivial for 0 i n for all k > K . Let k > K . It follows by induction over the elements x i of the sequence S = (x 0 , . . . , x n ) that
where
. It follows that we can identify the images of the sequence (6.1) under the two functors
of the Adams resolution associated to (6.1). In particular, we find that
Thus, a Milnor type short exact sequence implies that
. Now assume that I is invariant in T * (T ). By Lemma 6.11, T is F -local in D S . We need to show that F * (T ) → F * ( T ) is an isomorphism. Similar to before, we first prove that (holim s F ∧ T /I s ) * ∼ = F * (T ) (6.31) as follows. As I is invariant, the right T * -action on F * (T ) factors through F * . By induction over the elements x i we obtain
with |a ′′ i | = |x i | + 1. Analogous to the above, we find that
corresponds under (6.32) to:
Arguing along the same lines as before, this implies (6.31). To prove that
is an isomorphism, we take the sequence (ΓF ) k from above, pick a K ′ such that
is trivial for 0 i n for all k > K ′ and argue similarly as above.
The ideal I n is invariant in BP * (BP ) [28] . By Landweber exactness of E(n) * , we have
and hence I n is also invariant in E(n) * (E(n)). Thus we obtain:
Corollary 6.13 The natural maps E(n) → E(n) and BP → BP , obtained by considering the regular triples (M U, E(n), K(n)) and (M U, BP, P (n)), are Bousfield localizations with respect to K(n) and P (n) respectively.
Remark 6.14 As P (n) is connective, the second localization can also be interpreted as the p-completion of BP [8, Thm. 3.1].
We record (6.30) from the proof of Proposition 6.12 and a corresponding statement for cohomology:
In this case, the exterior algebra
Remark 6.16 Because of T * ∼ = (T * ) ∧ I , the map T → T is an equivalence in case that T * is I -adically complete. We have seen in the proof of Proposition 6.12 that T is F -local in D R and hence in D S by Lemma 6.11. So we obtain: In [4] , the notation E(n) denotes the spectrum representing completed Johnson-Wilson theory. Recall that the latter is defined on finite spectra X by:
This determines the theory uniquely, because its coefficients are linearly compact with respect to the I n -adic topology.
Proposition 6.18 The homotopy limit E(n) of the I n -adic tower under E(n) is isomorphic in D S to the spectrum representing completed Johnson-Wilson theory.
Proof We claim that it suffices to construct natural morphisms
for finite complexes X and verify that they are isomorphisms on suspensions of spheres. Namely, we may then take inverse limits over s on both sides. 
We claim that the lim 1 -term vanishes. By [19, Thm. 7.1] , it suffices to show that the E(n) * -modules
are linearly compact with respect to the I n -adic topology. By Lemma 6.19 below, the E(n) * -action on M * s factors through E(n) * /I s n . So M * s is discrete and therefore Hausdorff, as M * s is finitely generated. With [19, §7, Prop. B], it follows that M * s is linearly compact, because E(n) * /I s n is so. Thus, completed Johnson-Wilson theory and E(n) * (−) coincide on finite complexes. As the coefficients are linearly compact, this implies the claim.
The existence of morphisms as in (6.33) is guaranteed by Lemma 6.19 below.
Lemma 6.19
For any R-module M , the ideal I s ⊳ T * lies in the annihilator of (T /I s ) * R (M ).
The proof will be given in the next section. 
where Y is an R-module, yields an exact couple, hence a half plane spectral sequence with entering differentials [7, §7] .
Let us first recall what we can say about convergence. In general, the homotopy limit holim s I s ∧ M need not be trivial, so we do not have a good convergence behaviour with respect to the target [Y, T ∧ M ] * R . Boardman shows in [7, §15] how this can be remedied. Namely, define R-modules Z s (M ) by forming cofibre sequences
where the first map is the canonical one. With [15, Rem. after Prop. 2.2.12], we find that
Now construct compatible maps between the Z s (M ) via the octahedral axiom. The maps in (7.2) then induce a morphism of (7.1) into the tower
It induces an isomorphism of the respective spectral sequences obtained after applying [Y, −] * R , because the E 1 -terms coincide. In the second tower, we have holim s Z s (M ) = 0. Hence the spectral sequence converges conditionally to
The homotopy limit holim s (T /I s ∧ M ) can be abstractly characterized as the
By this, we mean the obvious generalization to D R of nilpotent completion with respect to a ring spectrum in D S , as defined in [8] . In particular, F ∧ R (T ∧ M ) is F -local for each M . This can be seen directly as follows. By induction T /I s and hence T /I s ∧ M are F -nilpotent, i.e. lie in the ideal of D R generated by F , in the terminology of [15] . In particular, they are F -local. Therefore
is F -local, as a homotopy limit of F -local R-modules. It follows that the canonical map
is an equivalence, as an induction over the cells of M shows.
If the sequence S generating I is finite, the map ϕ R is an equivalence by Proposition 6.12. If T = R, the map
is an equivalence for all M . Namely, we have Künneth isomorphisms
is F * -free. Now we have seen in the proof of Proposition 6.12 that lim s F R * (R/I s ) ∼ = F * and lim
Using a Milnor short exact sequence and the fact that F is a finite R-module, the claim follows.
The E 2 -term; bicomodules
If F R * (Y ) is F * -free, it follows from Proposition 6.2 that the E 1 -term of the spectral sequence is given by:
If L (and hence F ) is commutative as an R-ring spectrum and F R * (T ) (and hence
To simplify this expression, we need to gain a better understanding of the F R * (F )-comodule structure. We consider the following general setup. Let A and B be coalgebras over some commutative ring R with coactions ∆ A and ∆ B and counits ε A and ε B . We write ⊗ for ⊗ R in the following. Let τ : A ⊗ B → B ⊗ A be a given symmetry isomorphism of R-modules with τ 2 = 1. Then we define a left (A, B)-bicomodule with respect to τ to be an R-module M which is a left comodule both over A and B in such a way that the diagram 
To check the coassociativity axiom, we need to verify that the two paths from the top left to the bottom right corner along the outer edges of the following diagram yield the same map:
This is the case, as the diagram is built from commuting squares: Squares 1 and 4 commute because γ A and γ B are coactions; square 2 commutes because M is an (A, B)-bicomodule with respect to τ ; the remaining two squares commute trivially. The verification of the counit axiom is easy.
Vice versa, an A ⊗ B -comodule is an (A, B)-comodule with respect to τ . Namely, the map
where γ denotes the given A⊗ B -coaction, defines a coaction of A on M . Similarly, we define a coaction γ B of B . It is easy to check that the coassociativity and the counit axioms are satified. To show that M is an (A, B)-bicomodule with respect to τ , we check that both
coincide with the coaction γ . For (7.5), this can be seen by considering the commutative diagram:
A similar diagram shows that (7.6) is γ . From now on, we assume that τ is fixed and don't distinguish between A ⊗ B -comodules and (A, B)-bicomodules with respect to τ .
If N is an A-comodule with coaction γ A , then the composition
Together with the coaction of B given by
B ⊗ N can be checked to be an A ⊗ B -comodule. We say that B ⊗ N is obtained by extending the A-coaction of N to A ⊗ B . In a similar way, we can define an extension A ⊗ N ′ of a given coaction of B on N ′ to A ⊗ B . It is then easy to show that we have the following adjunctions for an A ⊗ B -comodule M :
Assume that L (and hence F ) is commutative and that F R * (T ) (and hence F R * (F )) is F * -flat. Then there are natural morphisms:
For M = T and M = L, they induce coalgebra structures on F R * (T ) and F R * (L) respectively. With respect to these, (7.7) and (7.8) define natural coactions on
We content ourselves with defining the natural maps (7.7), (7.8) and the symmetry τ . The verification of the statements in the proposition is a laborious but straightforward task.
The map (7.7) is defined as the composition
where η T : R → T is the unit of T and the isomorphism is the inverse of:
Here the first map is the canonical one. The purpose of the indices of the various copies of T and L is to indicate in what way these are multiplied under the second map. The right F * -action on F R * (T ) used to form the tensor product is defined as follows. An element
where µ L and µ T are the products on L and T respectively. Similarly, we define (7.8) as
the unit of L and where the isomorphism is the inverse of:
The symmetry τ is a composition of isomorphisms:
The first map is (7.9) for M = L, the second is induced by the switch T ∧ L ∼ = L ∧ T and the third is the inverse of (7.10) for M = T . Remark 7.2 If T is a commutative S-algebra, F = T ∧ L is automatically a T -ring spectrum. It is commutative as such if L is commutative as an R-ring spectrum. In this case, F T * (−) defines a multiplicative homology theory on D T taking values in F T * (F )-comodules. It can be checked that the coaction of
defined in this way is the same as the one considered above.
We leave the verification of the following fact to the reader as well:
, where the coaction on the right hand side is the one obtained by extending the
Let us come back to the identification of the E 1 -term of our spectral sequence. It follows from the definition of I s /I s+1 , the preceding discussion and the fact that F R * (J s /J s+1 ) is F * -free that we have isomorphisms:
Thus the E 2 -term is the cohomology of the complex obtained by applying the functor Cohom * F R * (L) (F R * (Y ), −) to the sequence:
We claim that this implies that
To see this, note that (7.11) is the sequence of homotopy groups of
obtained from (6.1) by applying F ∧ − ∧ M . We have noted in the proof of Theorem (6.6) that (6.1) is a relative injective resolution with respect to L. Therefore, the sequence (7.12) is split, i.e. exact with respect to the split injective class in D R . It follows that the sequence (7.11) is split over F * . This implies that it is a relative injective resolution of F R * (M ) over F R * (L) and thus, as F R * (Y ) is F * -projective, the E 2 -term is as claimed.
The Higher Bockstein spectral sequence
Let now X be a spectrum, i.e. an object of D S . By setting
respectively, we obtain the spectral sequences which we call the Higher Bockstein spectral sequences. The following theorem summarizes the above discussion for these cases. Before we state it, we give some comments.
The action of the Bockstein operators Q j ∈ L * R (L) (Proposition 3.5) on F * (X) and on F * (X) referred to in the statement is obtained from the natural actions of
-comodule structure on F * (X) referred to is the one induced by viewing it as F * (X) ∼ = F R * (R∧ S X). If F * (F ) is F * -flat, it is given by composing the coaction F * (X) −→ F * (F ) ⊗ F * (X) with the map
The T -module T was defined in 6.10 and identified under certain conditions as L R F (T ) and as L F (T ) in Proposition 6.12. Recall that F R * (L) ∼ = Λ F * (a 0 , a 1 , . . .) as bialgebras, if F is commutative. For finite X the target of (7.14) can be identified with T * (X). If T = R and I is finitely generated, then the targets of the spectral sequences are isomorphic to (L R F (R)) * (X) and (L R F (R ∧ S X)) * respectively. The differential d 1 of (7.13) is the gr * I (T * )-linear map determined by jv j ⊗ Q j : F * (X) −→ I/I 2 ⊗ F * (X).
Explicitly, we have forv ⊗ x ∈ I s /I s+1 ⊗ F * (X)
A similar description holds for the differential d 1 of (7.14). If F is commutative as an R-ring spectrum and F R * (T ) is F * -flat, the E 2 -term of (7.14) can be expressed as E 2 * , *
(F * , F * (X)).
If moreover F * (X) is F * -free, the E 2 -term of (7.13) is given by
(F * (X), F * ).
Corollary 7.5 If F * (X) is concentrated in even degrees, the same is true for T * (X). Furthermore, the natural map T * (X) → F * (X) is surjective.
We can now give the proof of Lemma 6.19.
Proof of Lemma 6.19 If we cut away in an obvious sense the part of the Iadic tower over T to the left of T /I s , we obtain a spectral sequence converging strongly to (T /I s ) * (X). In fact, it collapses at the stage E s . Let (F l ) denote the filtration of (T /I s ) * (X) coming from the spectral sequence. We show that I k F l ⊆ F k+l ( * ). Because F s is trivial, this will prove the lemma. To prove statement ( * ), note that the T * -action on the E 1 -term factors through T * /I ∼ = F * . Hence I acts trivially on the E r -term for all r. As the spectral sequence collapses, it follows that I acts trivially on F l /F l+1 . This means that multiplication by an element of I augments the filtration index at least by one. By induction over k , this proves ( * ).
Proposition 7.6 Let E = E(n) and K = K(n) for some prime p. The natural map (L K (E∧ S X)) −→ (L E K (E∧ S X)) is an equivalence for any spectrum X . Hence the homological Bockstein spectral sequence converges for R = T = E and F = K conditionally to (L K (E ∧ S X)) * for any X .
Proof We may identify K ∧ E (E ∧ S X) = holim s (E/I s ∧ S X) with the Bousfield localization L E K (E ∧ S X) by Theorem 7.4. So the second statement is indeed a consequence of the first. It follows from [13, Thm. 4.2] that the Bousfield localization L E K (M ) of an E -module M is isomorphic to M ∧ In = F E (K E (I n ), M ). Here K E (I n ) is the smash product
where the K E (v i ) are defined by the cofibre sequences
− → · · · ). We may write F E (K E (I n ), M ) ∼ = F M U (K M U (I n ), M ), where K M U (I n ) is defined as K E (I n ), but E is replaced by M U everywhere. Setting M = E ∧ S X , we find that
On the other hand, we have
by [16, Prop. 7.10] , where Γ In (S) is the notation from [13] for the homotopy colimit over a certain type of sequence of finite complexes of type n. The right hand side is isomorphic to
Now by [13, Prop. 6.6 ] the p-localizations of K M U (I n ) and M U ∧ S Γ In (S) are isomorphic. Thus the claim follows.
Examples
We illustrate the Higher Bockstein spectral sequence (HBSS) by considering some examples.
Example 7.7 Classifying spaces of finite groups Let E = E(n), I = I n and K = K(n) for some n > 0 and some prime p. Assume that G is a finite group and let BG be its classifying space. Ravenel has shown in [27] that K * (BG) is always finitely generated over K * . It follows that the HBSS for (E, E, K) converges strongly.
If G is abelian, it follows from the results in [14, Section 5.4 ] that E * (BG) is finitely generated free over E * and that the natural maps (Lemma 6.19) E * /I s ⊗ E * E * (BG) → (E/I s ) * (BG) are isomorphisms. Therefore the HBSS collapses at E 1 . This follows also from Lemma 7.5, because K * (BG) is concentrated in even degrees [14] .
More generally, K * (BG) is trivial in odd degrees for all G in the class of "good groups" as defined in [14] . So E * (BG) is E * -free for all these groups. The same is true if G is a symmetric group [17, 31] .
However, the classifying space of the p-Sylow subgroup of GL 4 (F p ) has nontrivial odd Morava K(n)-theory for p > 2 and n 2. This was proved by Kriz [20] for n = 2 and p = 3 and by Kriz and Lee [21] in the general case.
Example 7.8 Moore spectra Let M p be the mod p Moore spectrum and let us consider the HBSS for the triple (M U, BP n , k(n)) for variety. Write B = BP n , k = k(n) and I = I n . Let Q 0 , . . . , Q n−1 ∈ k * B (k) ⊆ k * S (k) be the Bocksteins associated to the sequence p, v 1 , . . . , v n−1 and put
The natural map
induces an injection of homology groups
where the a j and their formal exterior powers are chosen as in Lemma 3. 16 . By naturality and the cited lemma, we have Q 0 (a 0 ) = 1. Therefore, the E 2 -term of the spectral sequence is given by E 2 * , * ∼ = gr * I (B * )/p. As it is trivial in odd degrees, it collapses, and we find confirmed that B * (M p ) ∼ = B * /p. Example 7.9 Adams-Smith-Toda spectra Let E = E(n), K = K(n) and I = I n for an odd prime p. Then M p admits a self map of degree 2p − 2, which induces multiplication by v 1 in BP -homology (see e.g. [30, Thm. 1.5]). Define V to be the cofibre. Let Q 0 , . . . , Q n−1 ∈ K * E (K) ⊆ K * S (K) be the Bocksteins corresponding to p, v 1 , . . . , v n−1 . Arguing along similar lines as in the previous example, we find that K * (V ) ∼ = Λ K * (a 0 , a 1 ) with Q 0 (a 0 ) = 1, Q 1 (a 1 ) = 1, Q 0 (a 0 ∧ a 1 ) = a 1 and Q 1 (a 0 ∧ a 1 ) = −a 0 . So we may identify the complex (E 1 * , * , d 1 ) with the Koszul complex for the elements p, v 1 ∈ E * . Hence E 2 * , * ∼ = gr * I (E * )/(p, v 1 ), so the spectral sequence collapses and E * (V ) ∼ = E * /(p, v 1 ), as expected.
