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Abstract
In this paper, we reformulate the non-linear Hasegawa-Mima initial-value plasma equation as a coupled
system of two initial value linear PDEs, the first one being of hyperbolic type and the second of elliptic
type, a solution of which is a pair (u,w), with w = (I −∆)u. We then find several variational frames for
obtaining weak solutions to the initial-value Hasegawa-Mima problem with periodic boundary conditions,
and providing an efficient setting for Finite Element discretization models. For an initial data u0 ∈ H3P (Ω)
with w0 := (I − ∆)u0 ∈ L∞(Ω), where HmP (Ω) are appropriately defined periodic Sobolev spaces on
a rectangular domain Ω, we prove the existence of a fixed-point Petrov-Galerkin sequence {(uN , wN )}
that converges weakly to a point-wise local solution (u,w) ∈ [L2(0, T ;H3
P
(Ω)) ∩ C([0, T ], H2
P
(Ω))] ×
[L2(0, T ;H1
P
(Ω))∩C([0, T ], L2(Ω))] with (ut, wt) ∈ L2(0, T ;H2P (Ω))×L2(0, T ;L2(Ω)), of the coupled
system. The existence interval [0, T ] appears to depend inversely on ‖w0‖L∞ and ‖w0‖H1 .
Keywords: Drift Waves; Hasegawa-Mima; Periodic Sobolev Spaces; Petrov-Galerkin Approximations; Schauder
Fixed Point Theorem.
AMS Subject Classification: 35M33; 35A01; 82D10; 65M60; 46E35.
1 Introduction
Magnetic plasma confinement is one of the most promising ways in future energy production. The Hasegawa-
Mima (HM) model is a simplified two-dimensions turbulent system model which describes the time evolution
of drift waves caused during plasma confinement. To understand the phenomena, several mathematical models
can be found in literature[1, 2, 3, 4], of which the simplest and powerful two dimensions turbulent system
model is the HM equation that describes the time evolution of drift waves in a magnetically-confined plasma.
It was derived by Akira Hasegawa and Kunioki Mima during late 70s[2, 3]. When normalized, it can[5, 6] be
put as the following PDE that is third order in space and first order in time:
−∆ut + ut = {u,∆u}+ kuy (1)
where {u, v} = uxvy−uyvx is the Poisson bracket, u(x, y, t) describes the electrostatic potential, k = ∂x ln n0ωci
is a constant depending on the background particle density n0 and the ion cyclotron frequency ωci, which in
turn depends on the initial magnetic field. In this context, k = 0 refers to homogeneous plasma, and k 6= 0
refers to non-homogeneous plasma. As a cultural note, equation (1) is also referred as the Charney-Hasegawa-
Mima equation in geophysical context that models the time-evolution of Rossby waves in the atmosphere[5].
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1.1 The HM problem on R2
In literature, one finds the HM problem on the entire plane R2 as: Given an initial data u0 : R
2 → R, seek
u : R2 × [0, T ) → R such that:{ −∆ut + ut = {u,∆u}+ kuy on R2 × (0, T ] (1)
u(0, x, y) = u0(x, y) on R
2 (2)
(2)
Due to the highly nonlinear nature of {u,∆u} = ux∆uy − uy∆ux, it is difficult to define a mapping whose
fixed-point is a solution to (2). For that purpose, L. Paumond[7] (2004) perturbed (2.1) by adding the strongly
elliptic operator term ǫ∆(∆ − I)u. For u0 ∈ Hm(R2) with m ≥ 4, he used semigroup methods and a priori
estimates to prove the existence of a uniformly bounded sequence {uǫ} of solutions, which converge to a unique
local strong solution
u ∈ L∞(0, T ;Hm(R2)) ∩ C([0, T ],H1(R2))
with ut ∈ L∞(0, T ;Hm−1(R2)) ∩ C([0, T ], L2(R2))
where T depends on ‖u0‖Hm . Also for u0 ∈ H2(R2) and for all T > 0, he established the existence of a
global weak solution
u ∈ L∞(0, T ;H2(R2)) with ut ∈ L∞(0, T ;L2(R2)) (3)
which uniqueness is still open.
1.2 Periodic Sobolev spaces
In this paper, we deal with the Hasegawa-Mima equation on a rectangular domain with the solution u, satisfying
periodic boundary conditions (PBCs). For that purpose, we provide a new frame of periodic Sobolev spaces.
Definition 1.1. (Karakazian[8]) Suppose Ω = I1×I2×· · ·×IN ⊂ RN is an open rectangular domain, where
Ik are real open intervals. The periodic Sobolev Space on Ω of order m ∈ Z+ is
HmP (Ω) :=
{
u ∈ Hm(Ω) ∣∣ Tr(∂kxiu) is |Ii| -periodic a.e. on ∂Ω∀k = 0, 1, · · ·m− 1, and ∀i = 1, · · ·N
}
which is a closed subspace of Hm(Ω), and so itself is a Hilbert space. Note that integrals of vector fields with
components in H1P (Ω) over ∂Ω vanish. For convenience, we set:
H0P (Ω) = L
2(Ω) and H∞P (Ω) := ∩m≥1HmP
In what follows, we consider Ω = (0, L) × (0, L) ⊂ R2, and mostly use:
H1P (Ω) =
{
u ∈ H1(Ω)
∣∣ u(x, 0) = u(x,L) for a.e. x ∈ [0, L]
u(0, y) = u(L, y) for a.e. y ∈ [0, L]
}
H2P (Ω) =
{
u ∈ H2(Ω)|u, ux, uy ∈ H1P (Ω)
}
H3P (Ω) =
{
u ∈ H3(Ω)|u, ux, uy, uxx, uyy(, uxy, uyx) ∈ H1P (Ω)
}
1.3 The HM problem on Ω with PBCs
Given an initial data u0 : Ω→ R, seek u : Ω× [0, T ] → R such that:

−∆ut + ut = {u,∆u}+ kuy on Ω× (0, T ] (1)
PBCs on u, ux, and uy on ∂Ω× (0, T ] (2)
u(0, x, y) = u0(x, y) on Ω (3)
(4)
Following the methods of L. Paumond, in 2016, H. Karakazian[8] perturbed (4) by adding the strongly elliptic
term ǫ(∆(∆ − I) + 2I)u. For u0 ∈ HmP (Ω) with m ≥ 4, he proved the existence of a unique local strong
solution
u ∈ L2(0, T ;HmP (Ω)) ∩ C([0, T ], L2(Ω)) with ut ∈ L2(0, T ;L2(Ω))
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where T depends on ‖u0‖Hm .
Nevertheless, both semigroup methods are not suitable for use to obtain a numerical approach for the purpose
of simulating the HM model, whether on R2 or on Ω. To that end, we give in this paper a new formulation for
the HM model, that not only requires lower regularity assumptions on the initial data u0, but also will serve to
develop a robust simulation model based on (11) that are detailed in an upcoming paper[9].
1.4 The HM problem (on Ω) as a coupled system of PDE’s
When dealing with the HM equation (2.1) or (4.1), the major difficulty to circumvent, both theoretically and
computationally, is the Poisson bracket {u,∆u}. To overcome this issue, we formulate it as a coupled system
of linear hyperbolic-elliptic PDEs that will be naturally amenable to provide a Finite Element scheme for
obtaining a numerical approximation/simulation. For this purpose, we introduce a new variable w = −∆u+ u
and observe that
{u,∆u} = {u, u− w} = {u, u} + {u,−w} = −{u,w} = {w, u} = wxuy − wyux
which makes equation (4.1) (and (2.1)) become equivalent to the coupled system of hyperbolic-elliptic PDEs:{
wt + ~V (u) · ∇w = kuy on Ω× (0, T ] (1)
−∆u+ u = w on Ω× (0, T ] (2) (5)
where ~V (u) = −uy~i+ ux~j is a divergence-free vector field.
We note that the elliptic equation (5.1) would provide a solution map E : w 7→ u, while the hyperbolic equation
(5.2) would provide a solution map H : u 7→ w. Henceforth after defining in appropriate function spaces
to which u and w would belong. Studying the Hasegawa-Mima problem (1) reduces then to the study of the
fixed-point problem u = E ◦ H(u).
A classical solution based on (5) requires{
u ∈ C1((0, T );H2(Ω)) ∩ C([0, T ];H3(Ω))
w ∈ C1((0, T );L2(Ω)) ∩ C([0, T ];H1(Ω))
As to our knowledge, achieving such regularities for both u and w was nearly impossible, given a minimal
H3P (Ω)-regularity assumption on the initial data u0. As a starting point, we consider the following Bochner-
Sobolev spaces{
U := {u ∈ L2(0, T ;H3P (Ω)) | ut ∈ L2(0, T ;H2P (Ω))} ⊂ C([0, T ];H2P (Ω))
W := {w ∈ L2(0, T ;H1P (Ω)) | wt ∈ L2(0, T ;L2(Ω))} ⊂ C([0, T ];L2(Ω))
where both inclusions are due to Aubin-Lions lemma and the compact embedding of Hm+2(Ω) into Hm(Ω).
We also note that U andW are Hilbert spaces under the inner-products{
〈u, v〉U :=
∫ T
0 〈u(s), v(s)〉H3 ds+
∫ T
0 〈ut(s), vt(s)〉H2 ds
〈u, v〉W :=
∫ T
0 〈u(s), v(s)〉H1 ds+
∫ T
0 〈ut(s), vt(s)〉L2 ds
respectively.
Therefore, on the basis of (5) and on the newly defined function spaces U andW , we study existence of solu-
tions to the:
Hasegawa-Mima Coupled System
Given u0 ∈ H3P (Ω) with w0 := u0 −∆u0 ∈ L∞(Ω), seek (u,w) ∈ U ×W such that:

wt + ~V (u) · ∇w = kuy on Ω× (0, T ] (1)
−∆u+ u = w on Ω× (0, T ] (2)
PBC’s on u, ux, uy, w on ∂Ω× [0, T ] (3)
u(0) = u0 and w(0) = w0 on Ω (4)
(6)
Although studying existence of solutions to this model is our ultimate objective, we do handle also existence of
solutions to several variational formulations of (6).
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1.5 Variational formulations of the HM coupled system
The first of these variational formulations is obtained by multiplying each of the equations of the coupled sys-
tem by a test function v ∈ H1P (Ω). This leads to the following:
H1 Formulation: Given (u0, w0) ∈ H3P (Ω)× [H1P (Ω) ∩ L∞(Ω)], seek (u,w) ∈ U ×W such that:

〈wt, v〉L2 +
〈
~V (u) · ∇w, v
〉
L2
= 〈kuy, v〉L2 , ∀v ∈ H1P (Ω), ∀t ∈ (0, T ] (1)
〈u, v〉H1 = 〈w, v〉L2 ,∀v ∈ H1P (Ω), ∀t ∈ (0, T ] (2)
u(0) = u0, w(0) = w0 (3)
(7)
Due to the divergence-free property of ~V (u), Green’s formula yields〈
~V (u) · ∇w, v
〉
L2
= −
〈
~V (u) · ∇v,w
〉
L2
, ∀ v,w ∈ H1P (Ω) (8)
and a useful identity for v = w 〈
~V (u) · ∇w,w
〉
L2
= 0, ∀w ∈ H1P (Ω) (9)
Equation (8) allows us to relax the spacial regularity condition on w fromH1P (Ω) to L
2(Ω), which puts a ques-
tion mark on the existence of wt : (0, T ) −→ L2(Ω). For our purposes, we integrate (7.1) over the temporal
interval [0, t], with 0 < t < T , and reach to the following:
L2 Integral Formulation: Given (u0, w0) ∈ H2P (Ω)×L2(Ω), seek (u,w) ∈ L2(0, T ;H2P (Ω))×L2(0, T ;L2(Ω))
such that: 

〈w(t)− w0, v〉L2 =
∫ t
0
〈
~V (u(s)) · ∇v,w(s)
〉
L2
+k 〈uy(s), v〉L2 ds, ∀v ∈ H1P (Ω), ∀t ∈ (0, T ] (1)
〈u, v〉H1 = 〈w, v〉L2 ,∀v ∈ H1P (Ω), ∀t ∈ (0, T ] (2)
u(0) = u0, w(0) = w0 (3)
(10)
Equation (10.1) will serve as a basis for our analysis of the existence of solutions for the hyperbolic part of the
coupled system (see Theorem 1.3). Through similar integration of (7.1) on [t, t+ τ ], one obtains the following:
Computational Formulation: Given (u(t), w(t)) ∈ X := H2P (Ω) × L2(Ω), seek (u(t + τ), w(t + τ)) ∈ X,
such that: 

〈w(t+ τ), v〉L2 = 〈w(t), v〉L2 +
∫ t+τ
t
〈
~V (u(s)) · ∇v,w(s)
〉
L2
+ 〈kuy(s), v〉L2 ds, ∀v ∈ H1P (Ω) (1)
〈u(s), v〉H1 = 〈w(s), v〉L2 , ∀v ∈ H1P (Ω), ∀s ∈ [t, t+ τ ] (2)
(11)
This computational formulation can be easily discretized using a space finite-element approach coupled with
an implicit time-difference scheme. Specifically, letting {Sn}n≥1 be a sequence of finite-element subspaces
such that ∪n≥1Sn is dense inH1P (Ω) and Xn := Sn × Sn, we obtain the following:
Finite Element Formulation: Given (U(t),W (t)) ∈ Xn, seek (U(t+ τ),W (t+ τ)) ∈ Xn, such that:

〈W n(t+ τ), v〉L2 = 〈W n(t), v〉L2
+ τ2
〈
~V [Un(t+ τ) + Un(t)] · ∇v,W n(t+ τ)
〉
L2
(1)
+ τ2
〈
k[Uny (t+ τ) + U
n
y (t)], v
〉
L2
∀v ∈ Sn
〈Un(t+ τ), v〉H1 = 〈W n(t+ τ), v〉L2 , ∀v ∈ Sn (2)
(12)
Such a fully implicit scheme would be solved using a predictor-corrector approach[9].
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1.6 Summary of our results
In section 2, we study the existence, uniqueness and regularity of the solution to the elliptical equation, sum-
marized in the following theorem.
Theorem 1.2. Letm be a non-negative integer. Then for each w ∈ HmP (Ω), there exists a unique u = E(w) ∈
Hm+2P such that { −∆u+ u = w (a.e.) on Ω
‖u‖Hm+2 ≤ CE ‖w‖Hm
(13)
where CE > 0 is an elliptic regularity constant depending only onm. We note here that the temporal regularity
of w carries over to u.
Our proof improves the one given in [8] because it provides a rigorous proof for elliptical regularity, as Ω is
not considered a regular domain because of its four corners. It uses a Fourier basis composed of eigenfunctions
{φj}∞j=1 of I − ∆ that satisfy PBCs on ∂Ω, with increasing eigenvalues {λj}∞j=1. More specifically, when
normalized in L2(Ω), we have
φj =
e2πi~x·
~ξj/L
L
and λj = 1 +
4π2
∣∣∣~ξj∣∣∣2
L2
(14)
where ~ξj ∈ N×N. It is worth to note here that the operator (I−∆) is also invertible over all finite dimensional
subspaces
EN := span {φ1, φ2, . . . , φN}
of H1P (Ω), because given w =
∑N
i=1 ciφi, one sets u =
∑N
i=1 λ
−1
i ciφi.
In the same order of things, we establish in section 3 the existence (and uniqueness) of the solution w(., t) to the
hyperbolic equation in all of the above formulations. These are summarized in the following three theorems.
Theorem 1.3. If u ∈ C([0, T ],H2P (Ω)) with w0 := (I −∆)u(0) ∈ L2(Ω), then the hyperbolic equation has a
weak solution w ∈ L2(0, T ;L2(Ω)) in the sense of (10.1).
Uniqueness of the weak solution w in this theorem is an open question. However Theorem 1.3 can be refined
in the following way:
Theorem 1.4. If u ∈ C([0, T ],H2P (Ω)) ∩ L2(0, T ;H3P (Ω)) with w0 := (I − ∆)u(0) ∈ H1P (Ω), then the
spacial projection wP onto H
1
P (Ω) of any weak solution w obtained in Theorem 1.3, is a unique weak solution
to (10.1), which can be put via (8) as
〈wP (t)− w0, v〉L2 +
∫ t
0
〈
~V (u(s)) · ∇wP , v
〉
L2
ds =
∫ t
0
〈kuy(s), v〉L2 ds (15)
for all v ∈ H1P (Ω) and for all t ∈ (0, T ].
Also, assuming further temporal regularity on u, we obtain the existence of wt, which allows to establish that,
for u ∈ U , w is a unique point-wise solution to the hyperbolic equation in its classical form.
Theorem 1.5. If u ∈ U with w0 := (I−∆)u(0) ∈ H1P (Ω)∩L∞(Ω), then the hyperbolic equation has a unique
point-wise solution w = H(u) ∈ W satisfying (6.1) a.e. on Ω× [0, T ] with w(0) = w0, and so satisfying (7.1)
and (10.1).
From the results above, we note that a solution u to the HM equation (7) is a fixed-point of the operator
E ◦ H : U −→ U . However, applying Schauder’s fixed-point theorem requires the continuity of H which in
our view necessitates an estimate on supt∈[0,T ] ‖w‖W 1,∞(Ω). Such result remains an open question at this stage.
Instead, we consider in section 4 spectral approximations {wN}∞N=1 of the solution to the hyperbolic equa-
tion in the finite dimensional subspaces EN of H
1
P (Ω), and obtain the solution operator as wN := HN (u)
5
as shown in Theorem 3.2. This allows us to consider a sequence of fixed-points to the sequence of operators
{E ◦HN : C([0, T ], EN ) −→ C([0, T ], EN )}. Because of finite dimensionality ofEN ,HN will be continuous,
forcing E ◦ HN to be compact and allowing use of Schauder Fixed-Point Theorem on E ◦ HN . We thus obtain
a sequence of fixed-points that converge weakly to a solution to the HM equation, leading to the main result of
this paper as follows.
Theorem 1.6. Given an initial data u0 ∈ H3P (Ω) with w0 := (I −∆)u0 ∈ L∞(Ω), there exist a finite positive
time T that depends inversely on ‖w0‖L∞ and ‖w0‖H1 by (32), such that the Hasegawa-Mima Coupled System
(6) has a point-wise solution pair (u,w) ∈ U ×W , that satisfies all variational formulations given in section
1.5.
Remark 1.7. Note that the uniqueness of the pair (u,w) in U×W is an open question. One sufficient condition
that could insure such result (see Proposition 4.3) is to prove first that w is in the non-reflexive Banach space
C([0, T ], L∞(Ω)), a property that is difficult obtaining even if we consider w0 := (I −∆)u0 ∈ L∞(Ω).
Finally in section 5, using our method from section 4 for weaker initial data, we obtain a candidate pair
(u,w) ∈ L2(0, T ;H2P (Ω)) × L2(0, T ;L2(Ω)), for which we can make a conjecture that is similar to a re-
sult obtained by Paumond (see (3)):
Conjecture. Given an initial data u0 ∈ H2P (Ω) with w0 := (I −∆)u0, the pair (u,w) ∈ L2(0, T ;H2P (Ω))×
L2(0, T ;L2(Ω)) obtained in section 5 is a weak solution to the Hasegawa-Mima Coupled System (6), in the
sense of (10).
In fact, since T defined in (36) doesn’t depend on the initial data u0, this conjectured weak solution can be
extended globally to T =∞.
2 Analysis of the Elliptic Equation
Our proof of Theorem 1.2 is based on an equivalent inner product onHmP (Ω), which we construct first. For this
purpose, we consider the sequence
Qm : H
2m−2
P (Ω) −→ L2(Ω)
of differential operators given recursively as follows{
Q1 = 0
Qm = Qm−1(I −∆)−
∑
|α|≤m−2(−1)|α|DαDα∆ m ≥ 2
(16)
where α = (α1, α2) is a bi-index of length |α| = α1 + α2 and Dα = ∂α1x ∂α2y .
It is worth to note here that the domain of Qm can extended by density to all of L
2(Ω) as H2m−2P (Ω)
contains a Fourier basis of L2(Ω).
Proposition 2.1. Qm is a positive self-adjoint operator on L
2(Ω), and so it has a positive self-adjoint square
root
Q
1/2
m : H
m−1
P (Ω) −→ L2(Ω)
such that
(
Q
1/2
m
)2
= Qm.
Proof. Self-adjointness of Qm follows immediately from the commutativity and self-adjointness of ∂x and ∂y,
as integrals of vector fields having components in H1P (Ω) over ∂Ω vanish when integrating by parts. Now to
show that Qm is positive, we proceed by induction as follows: For f ∈ H2m−2P (Ω),
Base cases: 〈Q1f, f〉L2 = 0 ≥ 0 and 〈Q2f, f〉L2 = −〈∆f, f〉L2 = ‖∇f‖2L2 ≥ 0
Inductive step: Assume that Qm−1 is positive for somem ≥ 2, then
〈Qmf, f〉L2 = 〈Qm−1f, f〉L2 + 〈Qm−1∇f,∇f〉L2 + ‖∇f‖2Hm−2 ≥ 0
Finally, asQm is a differential operator that lowers spacial regularity by 2(m−1), thenQ1/2m will be a differential
operator that lowers spacial regularity bym− 1. For example: Q1/22 = ∇ and Q
1/2
3 = 2∇(I −∆)1/2.
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Consider now the innerproduct on HmP (Ω) given by

〈〈·, ·〉〉0 := 〈·, ·〉L2
〈〈·, ·〉〉1 := 〈·, ·〉H1
〈〈·, ·〉〉m := 〈·, ·〉Hm +
〈
Q
1/2
m ·, Q1/2m ·
〉
L2
m ≥ 2
(17)
and denote the induced norm by
|‖·‖|m :=
√
〈〈·, ·〉〉m
Since Q
1/2
m lowers spacial regularity bym− 1, then there exists κm > 0 such that∥∥∥Q1/2m ·∥∥∥
L2
≤ κm ‖·‖Hm−1
and so |‖·‖|m and ‖·‖Hm are equivalent:
‖·‖Hm ≤ |‖·‖|m ≤ (1 + κm) ‖·‖Hm
Proposition 2.2. Letm be a non-negative integer. Then
〈〈φi, φj〉〉m = λmi δij =
{
λmi for i = j
0 for i 6= j (18)
so that
{
φi/
√
λmi
}∞
i=1
is a Hilbert basis for HmP (Ω) under 〈〈·, ·〉〉m. Moreover,
|‖·‖|2m =
∞∑
i=1
λmi 〈·, φi〉2L2 (19)
Proof. Observe that 〈〈φi, φj〉〉0 = 〈φi, φj〉L2 = λ0i δij and
〈〈φi, φj〉〉1 = 〈φi, φj〉L2 + 〈∇φi,∇φj〉L2 = 〈(I −∆)φi, φj〉L2 = λi 〈φi, φj〉L2 = λ1i δij
Now form ≥ 2, we have
〈〈φi, φj〉〉m = 〈φi, φj〉Hm + 〈Qmφi, φj〉L2
= 〈φi, φj〉Hm + 〈∇φi,∇φj〉Hm−2 + λi 〈Qm−1φi, φj〉L2
= 〈φi, φj〉Hm−1 + 〈∇φi,∇φj〉Hm−1 + λi 〈Qm−1φi, φj〉L2
= 〈φi, φj〉Hm−1 + (λi − 1) 〈φi, φj〉Hm−1 + λi 〈Qm−1φi, φj〉L2
= λi 〈〈φi, φj〉〉m−1
from which by induction (18) follows. Finally, for f ∈ HmP (Ω), write
∞∑
i=1
1
λmi
〈〈f, φi〉〉m φi
HmP== f
L2
==
∞∑
i=1
〈f, φi〉L2 φi
so that by orthogonality of φi’s, we have
〈〈f, φi〉〉m = λmi 〈f, φi〉L2
from which (19) follows by Parseval’s inequality.
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Proof of Theorem 1.2. Let w ∈ HmP (Ω), then by Lax-Milgram theorem, there is a unique u ∈ H1P (Ω) such
that
〈u, v〉L2 + 〈∇u,∇v〉L2 = 〈w, v〉L2 ∀v ∈ H1P (Ω)
Now write
w
L2
==
∞∑
i=1
〈w,φi〉L2 φi =
∞∑
i=1
〈u, (I −∆)φi〉L2 φi =
∞∑
i=1
λi 〈u, φi〉L2 φi
so that by orthogonality of φi’s, we have
λi 〈u, φi〉L2 = 〈w,φi〉L2 ∀i ≥ 1 (20)
Hence
|‖u‖|2m+2 =
∞∑
i=1
λm+2i 〈u, φi〉2L2 =
∞∑
i=1
λmi 〈w,φi〉2L2 = |‖w‖|2m
so that
u ∈ Hm+2P (Ω) and ‖u‖Hm+2 ≤ (1 + κm) ‖w‖Hm
3 Analysis of the Hyperbolic Equation
The proof of Theorems 1.3, 1.4 and 1.5, as well as the main Theorem 1.6, are based on the existence and
properties of spectral solutions to the hyperbolic equation in means of a semi-discrete Petrov-Galerkin method
that uses finite dimensional subspaces of H1P (Ω). We thus begin by defining spectral solutions as follows.
Definition 3.1. A function wN ∈ C1((0, T ), EN ) ∩ C([0, T ], EN ) is a spectral solution of (7.1) associated to
a function u ∈ C([0, T ],H2P (Ω)) with u0 = u(0) if{
〈w′N , v〉L2 =
〈
~V (u) · ∇v,wN
〉
L2
+ k 〈uy, v〉L2 ∀v ∈ EN , ∀t ∈ (0, T ) (1)
wN (0) = (I −∆)projENu0 ∈ EN (2)
(21)
Theorem 3.2. For every u ∈ C([0, T ],H2P (Ω)) and for every N ∈ Z+, there exists a unique spectral solution
wN of (21) associated to u. We denote the spectral solution operator of the hyperbolic equation by wN =
HN (u).
Proof. Write wN =
∑N
i=1 ci(t)φi and set v = φj in (21.1) for j = 1, · · · , N , then
c′j(t) +
N∑
i=1
〈
~V (u(t)) · ∇φi, φj
〉
L2︸ ︷︷ ︸
Ai,j(t)
ci(t) = k 〈uy(t), φj〉L2︸ ︷︷ ︸
~Fj(t)
∀j = 1, · · · , N
Setting ~C0,j := cj(0) =
〈
projENu0, φj
〉
H1
, this becomes the system of N ODE’s
~C ′(t) +A(t) ~C(t) = ~F (t) with ~C(0) = ~C0
Since for u ∈ C([0, T ],H2P (Ω)), {Aij(t)} and {Fj(t)} are defined and continuous on [0, T ], then by a usual
Picard iteration, we get a unique solution ~C(t) ∈ C1((0, T ),RN )∩C([0, T ],RN ), which completes the proof.
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3.1 L2 analysis of the hyperbolic equation (proofs of Theorems 1.3 and 1.4)
We begin by the following a priori estimate.
Lemma 3.3. For every u ∈ C([0, T ],H2P (Ω)), the spectral solution wN = HN (u) of (21) associated to u
satisfies the following estimate:
‖wN‖L∞(L2) ≤ |k|T 1/2 ‖u‖L2(H1) + ‖(I −∆)u0‖L2 (22)
Proof. Substituting v = wN (t) ∈ EN in (21.1) and using (9) we obtain
d
dt
‖wN‖2L2 = k
∫
Ω
uywN dx
which by using Cauchy-Schwarz inequality on Ω, cancelling out ‖wN‖L2 , and integrating over [0, t], with
0 < t < T , gives
‖wN (t)‖L2 ≤ |k|
∫ T
0
‖u(τ)‖H1 dτ + ‖wN (0)‖L2
Finally, Cauchy-Schwarz inequality on [0, T ] establishes the sought result.
Estimate (22) implies that the sequence {wN} is uniformly bounded in the reflexive space L2(0, T ;L2(Ω)),
and so there exists a unique w ∈ L2(0, T ;L2(Ω)) such that a subsequence {wNk} of {wN} converges weakly
to w. This allows us to prove Theorems 1.3 and 1.4. For convenience, we replace {wNk} by {wN}.
Proof of Theorem 1.3. Let t ∈ (0, T ] and let v ∈ H1P (Ω). Then there exist a sequence {vM} such that vM ∈
EM and vM → v strongly in H1P (Ω). Fixing M , then for every N ≥ M , integrating (21.1) over [0, t], we get
(due to EM ⊂ EN )
〈wN (t)− wN (0), vM 〉L2 =
∫ t
0
〈
~V (u(s)) · ∇vM , wN (s)
〉
L2
ds+
∫ t
0
〈kuy(s), vM 〉L2 ds
Since wN (0) converges strongly to w0 in L
2(Ω), also ~V (u(s)) ·∇vM ∈ L2(Ω) and wN converges to w weakly
in L2(0, T ;L2(Ω)), one has as N →∞
〈w(t)− w0, vM 〉L2 =
∫ t
0
〈
~V (u(s)) · ∇vM , w(s)
〉
L2
ds+
∫ t
0
〈kuy(s), vM 〉L2 ds
Now for all ϕ ∈ C∞0 ((0, t), C∞(Ω) ∩H∞P (Ω)), which is dense in L2(0, t;L2(Ω)), we have∫ t
0
〈
~V (u(s)) · ∇(vM − v), ϕ(s)
〉
L2
ds =
∫ t
0
〈
~V (u(s)) · ∇ϕ(s), v − vM
〉
L2
ds −→ 0
by strong convergence of vM → v, so that ~V (u)·∇vM converges weakly to ~V (u)·∇v weakly inL2(0, t;L2(Ω)).
Hence, asM →∞, w will be a weak solution of (10.1).
Proof of Theorem 1.4. In the context above, write w(t) = wP (t)+w
⊥
P (t) where wP (t) ∈ H1P (Ω) and w⊥P (t) ∈
H1P (Ω)
⊥. Then
〈
w⊥P (t), v
〉
L2
= 0 by definition, so that
〈w(t) −w0, v〉L2 = 〈wP (t)− w0, v〉L2 (23)
Now by the continuous embedding of H2(Ω) into L∞(Ω) with constant C∞ > 0 and Cauchy-Schwarz in-
equality, we have∣∣∣∣
∫ t
0
〈
~V (u(s)) · ∇v,wP (s)− w(s)
〉
L2
ds
∣∣∣∣ =
∣∣∣∣
∫ t
0
〈
~V (u(s)) · ∇v,w⊥P (s)
〉
L2
ds
∣∣∣∣
≤
∣∣∣∣
∫ t
0
〈
~V (u(s)) · ∇(v − vM ), w⊥P (s)
〉
L2
ds
∣∣∣∣+
∣∣∣∣
∫ t
0
〈
~V (u(s)) · ∇vM , w⊥P (s)
〉
L2
ds
∣∣∣∣︸ ︷︷ ︸
=0 because ~V (u(s))·∇vM∈H
1
P (Ω)
≤ 2C∞ ‖v − vM‖H1 · ‖u‖L2(H3) ·
∥∥∥w⊥P ∥∥∥
L2(L2)
−→ 0
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asM →∞. Hence ∫ t
0
〈
~V (u(s)) · ∇v,w(s)
〉
L2
ds =
∫ t
0
〈
~V (u(s)) · ∇v,wP (s)
〉
L2
ds (24)
Therefore, wP is a weak solution of (10.1) by (23) and (24).
Finally to establish the uniqueness of wP , assume that wP1 and wP2 both satisfy (15). Subtracting (15)
with wP = wP2 from that of wP = wP1, we obtain
〈wP1(t)− wP2(t), v〉L2 +
∫ t
0
〈
~V (u(s)) · ∇(wP1 − wP2), v
〉
L2
ds = 0
for all v ∈ H1P (Ω) and for all t ∈ (0, T ]. Setting v = wP1(t)− wP2(t) ∈ H1P (Ω) and using (9), we obtain
‖wP1(t)− wP2(t)‖2L2 = 0 ∀t ∈ (0, T ]
Thus, wP1 = wP2 a.e. in Ω× [0, T ].
3.2 H1 analysis of the hyperbolic equation (proof of Theorem 1.5)
To prove Theorem 1.5, we establish two results which help us compute a series of three a priori estimates. The
first of these results is the following proposition regarding the projection
PN := projEN : H
1
P (Ω) −→ EN
Proposition 3.4. The following assertions hold:
(i) For all u, v ∈ H1P (Ω), 〈PN (u), v〉L2 = 〈u, PN (v)〉L2 .
(ii) For all u ∈ H1P (Ω), ‖PN (u)‖H1 ≤ ‖u‖H1 and ‖PN (u)‖L2 ≤ ‖u‖L2 .
(iii) For all u ∈ H3P (Ω), PN [(I −∆)u] = (I −∆)PN (u).
(iv) For all N,M ∈ Z+, there exists an integer Q ≥M,N such that
uv ∈ EQ for all u ∈ EM and v ∈ EN
(v) There exists Nmin ∈ Z+ such that N ≥ Nmin implies that, for all p ≥ 2 and u ∈ H1P (Ω) ∩ L∞(Ω), we
have ‖PN (u)‖Lp < (L2/p + 1) ‖u‖L∞ . Thus letting p −→ ∞, we have ‖PN (u)‖L∞ ≤ 2 ‖u‖L∞ .
Proof. Parts (i)-(iii) follow from direct computations. Part (iv) is based on the fact that the product of two
Fourier basis functions is a multiple of a Fourier basis function with larger eigenvalue. For the sake of com-
pleteness, we prove part (v) as follows: By continuous embedding H1(Ω) ⊂ Lp(Ω) for 2 ≤ p <∞,
‖PN (u)− u‖Lp ≤ C ‖PN (u)− u‖H1 −→ 0
so that there exists Nmin ∈ Z+ such that N ≥ Nmin implies ‖PN (u)− u‖Lp < ‖u‖L∞ , and so
‖PN (u)‖Lp < ‖u‖Lp + ‖u‖L∞ < (L2/p + 1) ‖u‖L∞
The second result is about integration by parts with absolute values, described precisely in the following
proposition.
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Proposition 3.5. Suppose u ∈ H1P (Ω) and let D denote ∂x or ∂y . Then∫
Ω
|u| · |Dϕ| dµ ≤
∫
Ω
|Du| · |ϕ| dµ ∀ϕ ∈ EN (25)
By density, the results also holds for ϕ ∈ H1P (Ω).
Proof. Observe that u and Du are in L1loc(Ω), so that |u| ∈ L1loc(Ω) and is weakly differentiable with D |u| =
sign(u)Du. When ϕ ∈ EN , we compute∫
Ω
|u| · |Dϕ| dµ =
∫
{Dϕ≥0}
|u|Dϕ dµ−
∫
{Dϕ<0}
|u|Dϕ dµ
Since Dϕ is a finite sum of Fourier basis functions, and so the domains {Dϕ ≥ 0} and {Dϕ < 0} have finite
number of connected components with piecewise smooth boundaries. Now integrating by parts, we obtain∫
Ω
|u| · |Dϕ| dµ =
∫
∂{Dϕ≥0}
|u|Dϕ ds−
∫
{Dϕ≥0}
(D |u|)ϕ dµ
−
∫
∂{Dϕ<0}
|u|Dϕ ds+
∫
{Dϕ<0}
(D |u|)ϕ dµ
≤
∫
∂Ω
|u|Dϕ ds+
∫
Ω
|D |u|| · |ϕ| dµ
where the boundary integral vanishes, and so (25) follows.
When ϕ ∈ H1P (Ω), there is a sequence {ϕN} such that ϕN ∈ EN and ϕN −→ ϕ in H1P (Ω). Now we
compute ∫
Ω
|u| · |Dϕ| dµ ≤
∫
Ω
|u| · |DϕN | dµ+
∫
Ω
|u| · |D(ϕ− ϕN )| dµ
(25)
≤
∫
Ω
|Du| · |ϕN − ϕ+ ϕ| dµ+
∫
Ω
|u| · |D(ϕ− ϕN )| dµ
≤
∫
Ω
|Du| · |ϕ| dµ + ‖u‖H1 · ‖ϕN − ϕ‖L2 + ‖u‖L2 · ‖ϕ− ϕN‖H1
Letting N −→∞, the result follows.
Lemma 3.6. If u ∈ C([0, T ],H2P (Ω)) ∩ L2(0, T ;H3P (Ω)) with w0 := (I − ∆)u0 ∈ H1P (Ω) ∩ L∞(Ω) and
N ≥ Nmin, then
‖wN‖L∞(L∞) ≤ 2 |k|T 1/2C∞ ‖u‖L2(H3) + 2 ‖w0‖L∞ (26)
where C∞ > 0 is the constant from the continuous embedding H
2(Ω) →֒ L∞(Ω).
For convenience, we will write w instead of wN in the proofs of Lemmas 3.6– 3.8.
Proof. Let 2 < p <∞. Setting v = PN [p |w(t)|p−2w(t)] in (21.1), we obtain
d
dt
‖w‖pLp = −
〈
~V (u) · ∇w,PN [p |w|p−2w]
〉
L2︸ ︷︷ ︸
Z
+k
〈
PN (uy), p |w|p−2w
〉
L2 (27)
where
Z = −
〈
ux, wyPN [p |w|p−2w]
〉
L2
+
〈
uy, wxPN [p |w|p−2w]
〉
L2
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Now repeatedly applying Proposition 3.4 (iv) on the product |w|p−2w, and then on the terms wyPN [|w|p−2w]
and wxPN [|w|p−2w], there exists a large enough integer Q ≥ N such that
wyPN [|w|p−2w] = PQ[wy |w|p−2w] and wxPN [|w|p−2w] = PQ[wx |w|p−2w]
so that
Z = −
〈
PQ(ux),
∂
∂y
|w|p
〉
L2
+
〈
PQ(uy),
∂
∂x
|w|p
〉
L2
=
〈
∂
∂y
PQ(ux)− ∂
∂x
PQ(uy), |w|p
〉
L2
= 0
Hence (27), along with Proposition 3.4 (v), implies
p ‖w‖p−1Lp
d
dt
‖w‖Lp ≤ p |k| · ‖PN (uy)‖L∞ ‖w‖p−1Lp−1 ≤ 2p |k|C∞ ‖u‖H3 L2/p ‖w‖
p−1
Lp
and so
d
dt
‖w‖Lp ≤ 2 |k|L2/pC∞ ‖u‖H3
whose integral over the temporal interval [0, t] gives
‖w(t)‖Lp ≤ 2 |k|L2/pC∞
∫ t
0
‖u(τ)‖H3 dτ + ‖w(0)‖Lp
using now Cauchy-Schwarz inequality on [0, t], we obtain
‖w(t)‖Lp ≤ 2 |k|L2/pC∞t1/2
(∫ t
0
‖u(τ)‖2H3 dτ
)1/2
+ (L2/p + 1) ‖w0‖L∞
Finally, letting p→∞ and then taking the sup over [0, T ] completes the proof.
Lemma 3.7. Under the hypothesis of Lemma 3.6, we have
‖wN‖L∞(H1) ≤ (16 |k|T 1/2C∞ ‖u‖L2(H3) + 16 ‖w0‖L∞ + 2 |k|)T 1/2 ‖u‖L2(H3) + ‖w0‖H1 (28)
Proof. Setting v = (I −∆)w in (21.1) and using (9), we obtain
1
2
d
dt
‖w‖2H1 = −
〈
∇[~V (u) · ∇w],∇w
〉
L2
+ k 〈∇uy,∇w〉L2 (29)
where −
〈
∇[~V (u) · ∇w],∇w
〉
L2
simplifies through integration by parts to
〈uxxxwy, w〉L2 + 〈uxxwyx, w〉L2 + 〈uxyywy, w〉L2 + 〈uxywyy, w〉L2
− 〈uxyxwx, w〉L2 − 〈uxywxx, w〉L2 − 〈uyyywx, w〉L2 − 〈uyywxy, w〉L2
whose terms can be bounded above by ‖w‖L∞ ‖u‖H3 ‖w‖H1 directly or through Proposition 3.5. Thus after
cancelling ‖w‖H1 out, (29) implies
d
dt
‖w‖H1 ≤ (8 ‖w‖L∞(L∞) + 2 |k|) ‖u‖H3
Now integrating over [0, t], with t ≤ T , and taking the sup over [0, T ], we obtain
‖w‖L∞(H1) ≤ (8 ‖w‖L∞(L∞) + 2 |k|)T 1/2 ‖u‖L2(H3) + ‖w(0)‖H1
after which the result follows from estimate (26) and ‖w(0)‖H1 ≤ ‖w0‖H1 .
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Lemma 3.8. Under the hypothesis of Lemma 3.6, we have∥∥w′N∥∥L2(L2) ≤ (4C∞ ‖wN‖L∞(H1) + |k|) ‖u‖L2(H3) (30)
Proof. Setting v = w′ in (21.1), we obtain∥∥w′∥∥2
L2
= − 〈uywx, w′〉L2 + 〈uxwy, w′〉L2 + k 〈uy, w′〉L2
≤ (‖uy‖L∞ ‖wx‖L2 + ‖ux‖L∞ ‖wy‖L2 + |k| · ‖uy‖L2)
∥∥w′∥∥
L2
so that ∥∥w′∥∥
L2
≤ (2C∞ ‖w‖H1 + |k|) ‖u‖H3
from which the result follows.
Estimates (28) and (30) imply that the sequence {wN} is uniformly bounded in W . Due to reflexivity of W ,
there exists a unique w ∈ W such that a subsequence {wNk} of {wN} converges weakly to w. It can be shown
that the sequence {w′Nk} of weak time derivatives also converge weakly to wt in L2(0, T ;L2(Ω)). This allows
us to prove Theorem 1.5. For convenience, we again replace {wNk} by {wN}.
Proof of Theorem 1.5. Let v ∈ L2(Ω). Then there exist a sequence {vM} such that vM ∈ EM and vM → v
strongly in L2(Ω). FixingM ≥ Nmin, then for N ≥M , due to EM ⊂ EN , we have∫ T
0
〈
w′N (t), vM
〉
L2
dt −→
∫ T
0
〈wt(t), vM 〉L2 dt
and ∫ T
0
〈
~V (u(t)) · ∇wN (t), vM
〉
L2
dt −→
∫ T
0
〈
~V (u(t)) · ∇w(t), vM
〉
L2
dt
as N →∞. Hence the integral of (21.1) with v = vM over [0, T ] converges to∫ T
0
〈wt(t), vM 〉L2 +
〈
~V (u(t)) · ∇w(t), vM
〉
L2
dt =
∫ T
0
〈kuy(t), vM 〉L2 dt (31)
with w(0) = w0. Now lettingM →∞, we obtain∫ T
0
〈wt(t), v〉L2 +
〈
~V (u(t)) · ∇w(t), v
〉
L2
dt =
∫ T
0
〈kuy(t), v〉L2 dt ∀v ∈ L2(Ω)
Finally, setting v = wt(t) + ~V (u(t)) · ∇w(t) − kuy(t) ∈ L2(Ω), the result follows. Uniqueness is due to
Theorem 1.4.
4 HM as the limit of a sequence of fixed-point problems
We consider a sequence of fixed-point problems of finding a fixed-point uN of E ◦ HN for each N ≥ Nmin, as
portrayed in the diagram below
The spectral solution operator HN of the−−−−−−−−−−−−−−−−−−−−−−→
hyperbolic PDE
uN ∈ X wN ∈ Y
The solution operator E←−−−−−−−−−−−−−−−−−−−
of the elliptic PDE
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For this purpose, given a non-zero u0 ∈ H3P (Ω) with w0 ∈ H1P (Ω) ∩ L∞(Ω), we consider constants
A := 16 |k|C∞CE, B := 2CE(|k|+ 8 ‖w0‖L∞) + 1, and C := CE ‖w0‖H1 ,
pick T and CX such that
0 < T < (B + 2
√
AC)−1 and CX :=
{
CT 1/2
1−BT > 0 if k = 0
1−BT
2AT 3/2
> 0 if k 6= 0 (32)
Now for each N ≥ Nmin, we consider X and Y to be the following non-empty, closed, bounded, convex sets
X :=
{
u ∈ C([0, T ], EN ) | ‖u‖L2(H3) ≤ CX
}
Y :=
{
w ∈ C([0, T ], EN ) | CET 1/2 ‖w‖L∞(H1) ≤ CX
}
Each solution operator is well-defined due to Theorem 3.2 and the assertions:
(i) HN (X ) ⊆ Y as through estimate (28) if k 6= 0, we have
CET
1/2 ‖HN (u)‖L∞(H1) ≤ AT 3/2C2X + (BT − 1)CX + CX + CT 1/2
=
(4AC −B2)T 2 + 2BT − 1
4AT 3/2
+ CX = CX
(33)
where the last equality is due to T being a root of (4AC − B2)T 2 + 2BT − 1 = 0. On the other hand,
if k = 0, first line of (33) becomes
CE ‖HN (u)‖L∞(H1) ≤ BTCX + CT 1/2 ≤ CX
(ii) E(Y) ⊆ X as through estimate (13) we have
‖E(w)‖L2(H3) ≤ CE ‖w‖L2(H1) ≤ CET 1/2 ‖w‖L∞(H1) ≤ CX
We now establish the continuity of the spectral solution operator HN , which heavily relies on the finite-
dimensionality of EN as it rises the following norm-equivalence between ‖·‖H1 and ‖·‖L2 on EN :
‖v‖L2 ≤ ‖v‖H1 ≤
√
λN ‖v‖L2 ∀v ∈ EN (34)
Proposition 4.1. The spectral solution operator HN : C([0, T ], EN ) −→ C([0, T ], EN ) defined in Theorem
3.2 is continuous.
Proof. Let ǫ > 0 be given, set δ = [T
√
λN (2λNC
2
GCXT
−1/2/CE + |k|+1)]−1, where CG > 0 is the constant
in the Gagliardo-Nirenberg inequality
‖v‖L4 ≤ CG ‖v‖1/2L2 · ‖v‖
1/2
H1
∀v ∈ H1(Ω)
Now let u1, u2 ∈ C([0, T ], EN ) be such that ‖u1 − u2‖L∞(H1) ≤ δ, and set w1 = HN (u1) and w2 = HN (u2).
Subtracting (21.1) with w2 = HN (u2) from that of w1 = HN (u1) and setting v = w1−w2, we obtain, via (9),
1
2
d
dt
‖w1 − w2‖2L2 =
〈
~V (u2 − u1) · ∇w1, w2 − w1
〉
L2
+ k 〈(u1 − u2)y, v〉L2
Now by Ho¨lder’s inequality, after cancelling ‖w1 − w2‖L2 from both sides, we obtain
d
dt
‖w1 − w2‖L2 ≤
∥∥∥~V (u2 − u1)∥∥∥
L4
· ‖∇w1‖L4 + |k| · ‖(u1 − u2)y‖L2
≤ 2λNC2G ‖u2 − u1‖H1 · ‖w1‖H1 + |k| · ‖u1 − u2‖H1
≤ (2λNC2GCXT−1/2/CE + |k|) · ‖u2 − u1‖L∞(H1)
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which integrating over [0, t], with t ≤ T , and taking the sup over [0, T ] we get
‖w1 − w2‖L∞(L2) ≤ T (2λNC2GCXT−1/2/CE + |k|)δ < ǫ/
√
λN
Finally,
‖HN (u1)−HN (u2)‖L∞(H1) ≤
√
λN ‖w1 − w2‖L∞(L2) < ǫ
Finally, we have
Theorem 4.2. For every N ≥ Nmin, the map E ◦ HN : X −→ X has a fixed point uN with wN = HN (uN )
satisfying 

uN , wN ∈ C1((0, T ), EN ) ∩ C([0, T ], EN )
−∆uN + uN = wN on Ω× [0, T ]
〈w′N , v〉L2 +
〈
~V (uN ) · ∇wN , v
〉
L2
= k 〈uN,y, v〉L2 ∀v ∈ EN ,∀t ∈ (0, T )
uN (0) := PN (u0) on Ω
wN (0) = (I −∆)PN (u0) on Ω
(35)
and a priori estimates (22), (26), (28), and (30).
Proof. Since E is continuous and compact, and HN is continuous, then E ◦ HN is a continuous compact
mapping, so that by Schauder fixed-point theorem it has a fixed point, say uN . The system (35) follows from
the invertibility of (I −∆) over EN and Theorem 3.2.
The pair of sequences {uN} and {wN} obtained in Theorem 4.2 are uniformly bounded, via CX and a
priori estimates mentioned above, in U . Due to reflexivity of U , {uN} has a weakly convergent subsequence
{uNk} that converges weakly to u ∈ U . Moreover, {wNk} has a weakly convergent subsequence
{
wNkl
}
that
converges weakly to w ∈ W . For convenience, we rename these to {uN} and {wN}.
It is worth to note here that since H3P (Ω) can be compactly embedded into H
1
P (Ω), it follows immediately
from Aubin-Lions Lemma, that uN −→ u strongly in L2(0, T,H1P (Ω)).
We now prove that the pair (u,w) ∈ U ×W of weak limits obtained above is a point-wise solution to the
Hasegawa-Mima Coupled System (6).
Proof of the Main Theorem 1.6. We have −∆uN + uN = wN where the RHS converges to w, and the LHS
converges to −∆u+u, both weakly in L2(0, T ;H1P (Ω)). Thus uniqueness of weak limits implies that −∆u+
u = w in L2(0, T ;H1P (Ω)).
Regarding the hyperbolic equation, we mimic the proof of Theorem 1.5 with u = uN . The only difference
is that we give careful attention to the convergence∫ T
0
〈
~V (uN (s)) · ∇vM , wN (s)
〉
L2
ds −→
∫ T
0
〈
~V (u(s)) · ∇vM , w(s)
〉
L2
ds
as N →∞, which is due to∣∣∣∣
∫ T
0
〈
~V (uN (s)) · ∇vM , wN(s)
〉
L2
ds−
∫ T
0
〈
~V (u(s)) · ∇vM , w(s)
〉
L2
ds
∣∣∣∣
≤
∣∣∣∣
∫ T
0
〈
~V (uN(s)− u(s)) · ∇vM , wN(s)
〉
L2
ds
∣∣∣∣︸ ︷︷ ︸
A
+
∣∣∣∣
∫ T
0
〈
~V (u(s)) · ∇vM , wN (s)− w(s)
〉
L2
ds
∣∣∣∣︸ ︷︷ ︸
B
where
A ≤ ‖∇vM‖L∞(L2)︸ ︷︷ ︸
fixed
· ‖wN‖L2(L2)︸ ︷︷ ︸
≤constant
·
∥∥∥~V (uN (s)− u(s))∥∥∥
L2(L2)︸ ︷︷ ︸
−→0 by uN→u in L2(0,T,H
1
P (Ω))
−→ 0
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and B −→ 0 by wN ⇀ w in L2(0, T ;L2(Ω)). Also, we note that
∫ T
0
〈kuy,N (s), vM 〉L2 ds→
∫ T
0
〈kuy(s), vM 〉L2 ds
by uN ⇀ u in L
2(0, T ;H1P (Ω)). Therefore, the system is satisfied a.e. on Ω× [0, T ].
Now, we show that the initial conditions are satisfied. Since uN −→ u in L2(0, T ;H1P (Ω)) strongly, then
there is a subsequence uNk(t) −→ u(t) in H1P (Ω) for a.e. t ∈ [0, T ]. In particular, there is a sequence
{tm}∞m=1 ⊂ [0, 1] converging to 0 such that for everym ∈ Z+, uNk(tm) −→ u(tm) in H1P (Ω). Now
‖u(0)− u0‖L2 ≤ ‖u(0)− u(tm)‖L2︸ ︷︷ ︸
−→0 by continuity of u at t=0
+ ‖u(tm)− uNk(tm)‖L2︸ ︷︷ ︸
−→0 by assertion above
+ ‖uNk(tm)− uNk(0)‖L2︸ ︷︷ ︸
−→0 by continuity of uNk at t=0
+ ‖uNk(0)− u0‖L2
as tm −→ 0, so that
‖u(0)− u0‖L2 ≤ ‖uNk(0)− u0‖L2 = ‖PNk(u0)− u0‖L2 −→ 0
as Nk −→ ∞. Finally, since w is continuous at t = 0 when valued in L2(Ω), then w(0) = −∆u(0) + u(0) =
−∆u0 + u0 = w0.
Proposition 4.3. In the context of Theorem 1.6, if w ∈ C([0, T ], L∞(Ω)), then (u,w) is unique.
Proof. Suppose that (u1, w1) and (u2, w2) are two solution pairs with w1, w2 ∈ C([0, T ], L∞(Ω)), and t ∈
(0, T ] is fixed. Then subtracting the hyperbolic equation with (u2, w2) from that of (u1, w1), and taking the
L2-innerproduct of the resulting equation with w1 − w2, we obtain
1
2
d
dt
‖w1 − w2‖2L2 =
〈
~V (u1 − u2) · ∇(w1 − w2), w1
〉
L2︸ ︷︷ ︸
A
+ 〈k(u1 − u2)y, w1 −w2〉L2︸ ︷︷ ︸
B
where by Cauchy-Schwarz inequality and Proposition 3.5,
A ≤ ‖w1‖L∞
(〈|(u1 − u2)x| , |(w1 −w2)y|〉L2 + 〈|(u1 − u2)y| , |(w1 − w2)x|〉L2)
≤ ‖w1‖L∞
(〈|(u1 − u2)xy| , |w1 − w2|〉L2 + 〈|(u1 − u2)yx| , |w1 − w2|〉L2)
≤ 2 ‖w1‖L∞ · ‖u1 − u2‖H2 · ‖w1 − w2‖L2
≤ 2CE ‖w1‖L∞ · ‖w1 − w2‖2L2
and
B ≤ |k| · ‖u1 − u2‖H2 · ‖w1 − w2‖L2 ≤ |k|CE ‖w1 − w2‖2L2
Now putting all together and cancelling the term ‖w1 − w2‖L2 , we obtain
d
dt
‖w1 − w2‖L2 ≤ (2 ‖w1‖L∞(L∞) + |k|) · CE︸ ︷︷ ︸
≤constant
‖w1 − w2‖L2
where ‖w1 − w2‖L2 is continuous in t andw1(0) = w2(0), so that by Gronwall’s inequality, we have ‖w1(t)− w2(t)‖L2 =
0 where t was arbitrary. Thus, w1 = w2 a.e on Ω× [0, T ], and via the uniqueness of the solution to the elliptic
equation, u1 = u2 a.e on Ω× [0, T ].
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5 A candidate weak solution when u0 ∈ H2(Ω)
In the context of section 4, when given u0 ∈ H2(Ω), we pick T and CX such that
0 < T < (CE |k|+ 1)−1 and CX = 3CET
1/2 ‖u0‖H2
1− CE |k|T ≥ 0
(36)
and for each N ∈ Z+, and consider X and Y to be the following non-empty, closed, bounded, convex sets
X :=
{
u ∈ C([0, T ], EN ) | ‖u‖L2(H2) ≤ CX
}
Y :=
{
w ∈ C([0, T ], EN ) | CET 1/2 ‖w‖L∞(L2) ≤ CX
}
Observe that each solution operator is well-defined due to Theorem 3.2 and:
(i) HN (X ) ⊆ Y as through estimate (22) we have
CET
1/2 ‖HN (u)‖L∞(L2) ≤ CE |k|T ‖u‖L2(H1) + CET 1/2 ‖w0‖L2
≤ CE |k|TCX + 3CET 1/2 ‖u0‖H2 = CX
(ii) E(Y) ⊆ X as through estimate (13) we have
‖E(w)‖L2(H2) ≤ CE ‖w‖L2(L2) ≤ CET 1/2 ‖w‖L∞(L2) ≤ CX
Thus we get Theorem 4.2 but only with one a priori estimate (22).
Now the pair of sequences {uN} and {wN} obtained in Theorem 4.2 are uniformly bounded in the reflexive
Bochner spaces L2(0, T ;H2P (Ω)) and L
2(0, T ;L2(Ω)), respectively. Thus we extract a pair of subsequences
{uNk} and {wNk} that converge weakly to a candidate pair (u,w) ∈ L2(0, T ;H2P (Ω)) × L2(0, T ;L2(Ω)).
This leads us to the conjecture given in section 1.6.
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