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Capitulo 1 
INTRODUCCION 
1.1 Planteo del Problema 
De 10s factores o variables meteorol6gicos y climatol6gicos en general 10s de 
mayores impactos social y econ6mico son la precipitaci6n y la temperatura: por lo 
menos es un hecho ampliamente reconocido en 10s Ambitos ingenieriles y econ6micos. 
La provincia de Buenos Aires forma parte de la regi6n centro-oriental 
axgentina, la cuAl constituye el centro agricola mAs importante del pais. Dado 
la importancia que tiene la informaci6n meteorol6gica en el sistema agropecuario 
argentino, en esta regi6n las lluvias juegan un papel fundamental, siendo fre- 
cuentemente el factor limitante que condiciona el kxito o fracaso de las actividades 
productivas. Es por ello, que el conocimiento del rkgimen pluviomktrico de un pais 
constituye uno de 10s factores m& import antes de la climatologia general. Su es t udio 
exh&ustivo se halla subordinado principalmente a la existencia de series largas de 
observaci6n correspondientes a una red de estaciones bien distribuidas que cubran 
todo el territorio nacional. 
La preci~itaci61-1 tiene dificultades en su tratamiento que le son propias, 
debido a que no es una variable continua regionalmente en algunas escalas de 
tiempo. Adem&, su medici6n le hace contener errores muy especificos de acuerdo a 
la calidad de la estaci6n que, a su vez, podria depender o variar de pais a pais. En 
tal sentido, Hoffmann (1970 a) analiz6 las caracteristicas fisicas y estadisticas de 
10s campos y series de precipitacibn en la Reptiblica Argentina. En otro trabajo del 
mismo a60 (Hoffmann, 1970 b), el autor estudi6 la homogeneidad de las series de 
precipitaci6n en la Repliblica Argentina, concluyendo que 10s datos pluviom6tricos 
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est6.n afectados por distintos errores y es necesario un estudio de su homogeneidad 
antes de su utilizaci6n en investigaciones cientificas. 
Inicialmente, como antecedente metodolcjgico m& conspicuo de estratifi- 
caci6n de 10s datos, se debe mencionar entre otros a Buishand (1977), quien 
realiz6 uri a~nplio ensayo metodol6gico y ellipirico cori datos dc lluvias dc 1)i~iscs 
europeos. Klugman (1984) estudi6 un mCtodo para determinar cambios climriticos 
en la precipitaci6n por medio de un andisis de varianza a travgs de una cadena de 
Markov. Camuffo (1984) analiz6 la variaci6n estacional, tendencias y periodicidades 
para intervalos recurrentes de frecuencias de precipitaci6n y la intensidad de 10s 
datos mensuales de la ciudad de Padova, Italia. Ehrendorfer (1986), con mayor 
informacibn, realiz6 un estudio de 10s datos de precipitaci6n de verano e invierno de 
Austria para el period0 1951-1980 a travhs del c?.11&lisis de colnponentes principdes 
en el modo-S con el objeto de iniciar el estudio de prototipos. 
Con respecto a1 estudio de las lluvias en diversas regiones de nuestro pais, 
incluida la regi6n de interes aqui, se puede citar a Marchet ti (1951), quien analiz6 
la Auctuaci6n de la lluvia en funci6n de la relaci6n de 10s valores extremos de 
precipitaci6n anual, encontrando que el afio m& lluvioso acusaba un total menor de 
3 veces el aiio mris seco, en la provincia de Buenos Aires. Marchetti (1952, a) estudi6 
las lluvias de corta duraci6n y gran intensidad en la ciudad de Buenos Aires con un 
record de 30 aiios, encontrando las curvas de frecuencias y sus respectivas ecuaciones 
para la intensidad y cantidad de lluvia en funci6n del tiempo. El mismo autor 
(Marchetti, 1952 b) analiz6 el rdgimen pluviomktrico de la Repfiblica Argentina a 
travCs de la distribuci6n anual y mensual, rCgimen de frecuencia, su variabilidad y 10s 
periodos de precipitaci6n y sequias, encontrando que el nfimero de dias y la cantidad 
de precipitaci6n guardan una relaci6n directa; o sea, que el promedio de dias de 
lluvias aumenta con el promedio de la precipitacibn anual. Machado y Marchetti 
(1955) estudiaron el rCgimen de dim de lluvia en diversas estaciones caracteristicas 
de la Reptiblica Argentina a travCs de distintos esquemas estadis ticos, encontraron 
que para la ciudad de Buenos Aires (estaci6n Villa Ortiizar) existe una variaci6n 
muy grande aiio a aiio de la probabilidad del dia de lluvia. Barros y Matio (1977) 
analizaron las variaciones de la precipitaci6n en la regi6n patag6nica argentina 
encontrando distintas anomalias de acuerdo a la zona de estudio. Wolcken (1954) 
estudi6 desde el punto de vista sinbptico 10s procesos atmosfkricos conducentes a la 
producci6n de precipitaci6n en las provincias argentinas y relacion6 la ocurrencia de 
lluvia con una clasificaci6n sin6ptica especial. Un estudio similar pero para la ciudad 
de Buenos Aires fue realizado por Scllwerdtfeger ('1954) con el objcto cic scr i~~l>li(:il.tlo 
a la previsi6n de lluvia, utilizando como parrimetros independientes la clasificaci6n 
de las situaciones sin6~ticas diarias y 10s factores que representan las condiciones 
en la trop6sfera media. Hoffmann (1971) realiz6 un estudio clim6tico sinbptico del 
pasaje de frentes, masas de aire y precipitacihn en el norte argentine, determinando 
las diferentes causas sin6pticas de las precipitaciones diarias. En 10s liltimos afios, 
Ruiz y Vargas (1993) estudiaron la climatologia sin6ptica de la precipitacibn diaria 
en Buenos Aires y de 10s campos de altura geopotencial y vorticidad geostr6fica 
relativa en el nivel de 500 mb con el prop6sito de derivar relaciones climatol6gica.s 
entre la precipitaci6n de la ciudad de Buenos Aires y la circulaci6n de gran escala 
en altura. En base a este estudio, 10s mismos autores ( Ruiz y Vargas, 1994) 
realizaron un ensayo de pron6stico objetivo para la probabilidad de precipitaci6n en 
Buenos Aires a travks de tkcnicas estadisticas. Desde el punto de vista del andisis 
temporal de la lluvia, Compagnucci et al. (1981) estudiaron la aleatoriedad de 
las lluvias estivales en la provincia de Mendoza mediante la aplicaci6n de filtros 
de baja y alta frecuencia, mostrando que las fluctuaciones son principalmente 
producidas por ondas largas en fase y con una periodicidacl de 18 afios. Krepper 
et al. (1989) analizaron la variabilidad espacial y temporal de las series de 
precipitaci6n mensual por medio de componentes principales, indicando que son do5 
10s autovectores significativos, siendo su variabilidad espacial de caracter intranual 
(picos en periodos de doce a seis meses). Nuiiez (1987) realiz6 un estudio estadistico 
de las precipitaciones mensuales (octubre a marzo) en la regi6n semiriricla de la 
pampa argentina, encontrando que la distribuci6n mensual de dim con precipitaci6n 
muestra un valor mriximo en diciembre y minimo en febrero, siendo las mejores 
funciones de ajuste a 10s registros mensuales de precipitacibn la normal raiz clibica 
y la Gamma incompleta. Caviedes (1981) realiz6 un estudio de la estructura anual 
de la precipitaci6n en Sud Amkrica, a trav6s del andisis arm6nico y por medio de 
mapas de fase y amplitud de la onda anual y semianual observ6 que este tip0 de 
metodologia refleja con bastante exactitud la climatologia de las precipitaciones. 
La mayoria de las series largas meteorol6gicas podrian estar afectadas por 
modificaciones en el entorno de la estaci6n y/o crecimiento de la ciudad cerca de la 
estaci6n. Por lo tanto, es necesario analizar el efecto antropogenico que podria haber 
afectado a las series. Esto ha sido estudiado por Vargas y Penalba (1986) quienes 
compararon distintas propiedades de las series pluviomCtricas mensual y anual de 
Observatorio Central Buenos Aires (0. C.B.A.), estaci6n hipotkticamente afectada 
por la ciudad, con la correspondiente serie de Chascomlis, sin efecto antropogknico 
evidente. Arribaron a la conclusi6n de que podria haber una d6bil traza de alteraci6n 
antropogknica en 10s promedios, pero no en las varianzas, tendencias ni espectros 
anuales. Idknticos resultados fueron obtenidos por Schwerdtfeger y Vasirlo (1954) 
quienes estudiaron la variaci6n de la precipitaci6n anual y estacional en el centro y 
este de la Rephblica Argentina para el periodo 1902- 1952 . Los autores encontraron 
que en gran parte del este de la Argentina las lluvias anuales muestran un aumento 
considerable, contribuyendo a este aumento las precipitaciones en el periodo estival. 
Las posibles causas de este fen6meno podrian ser una variaci6n en la circulacibn 
general sobre las latitudes de Sudamkrica y la modificaci6n de la capa vegetativa. 
Sin embargo, estas causas no explican en su totalidad el 'aumento de la lluvia. 
Hoffmann et. al. (1987) analizaron 10s promedios decddicos de varias estaciones de 
la Rephblica Argentina y, comparando mapas climdticos para diferentes periodos, 
encontraron desplazamientos de las isohietas varios cientos de Km hacia el oeste, 
especialmente entre el periodo (1921-50) y (1971-80). Nuiiez (1987) encontr6 
un aumento de la precipitaci6n de alrededor de 100 mm en el periodo 1971- 
80 con relaci6n a1 1921-50, en la regi6n semigrida pampeana. Krepper et. al. 
(1989) observaron apreciables cambios en 10s campos medios a lo largo del siglo, 
especialmente un mayor aporte pluviom~trico en toda la regi6n pampeana a partir 
del affo 1950. 
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Dentro de la misma linea de trabajo, realizadas en otras ciudades del mundo, 
se puede citar a Chagnon (1968) quien revel6 que existe un aumento significativo 
de la precipitacibn estival en La Porte. Huff y Chagnon (1970) y Huff et al. 
(1971) indican en sus investigaciones cambios del regimen en la precipitaci6n en las 
ciudades de Chicago, St. Louis, Cleveland y Washington per0 no en IndianApolis. 
A1 respecto Vogue1 y Huff (1978) estudiaron la distribuci6n de las lluvias de verano 
sobre la red METROMEX para determinar las condiciones sin6pticas durante las 
cuales la regi6n urbano-industrial de St. Louis aidcta 10s proccsos dc l~rccipitaciba. 
Una conclusi6n general solamente puede obtenerse utilizando en todos 10s casos 
metodologias similares y bases de datos equivalentes. En Buenos Aires no existe 
una red densa de estaciones dentro y en el entorno de la ciudad, por lo tanto las 
comparaciones que se hacen son entre puntos cercanos. 
Son numerosos 10s estudios que se pueden mencionar relacionados con el 
estudio de la precipitaci6n en el mundo. Dentro de la temdtica de esta tesis doctoral 
se puede comenzar citando a Conrad (1941) quien estudi6 la variabilidad relativa de 
la precipitaci6n media anual en estaciones distribuidas en el mundo, encontrando 
tres regiones distintas. Uno de estos grupos presenta exceso de variabilidad y con 
consistente teleconecci6n con el fen6meno El Niiio. A partir de 10s &os 60 son 
varios 10s autores que investigaron el evento EL Niiio/Oscilaci6n Sur (ENSO) y las 
anomalias climziticas asociadas con el. Nicholls (1988) examin6 en escala planetaria 
la relaci6n entre el fen6meno ENS0 y la lluvia, encontrando que la variabilidad de 
la precipitacibn anual tiende a ser alta en regiones afectadas por dicho fen6meno. 
Rasmusson y Carpenter (1983) enco~ltraron que en 10s aiios El Niiio existe uila 
tendencia a tener lluvias por deba>jo de lo normal en 10s meses de verano y anornalias 
positivas en otoho, en India. Nicholls y Kariko (1993) analizaron diferentes 
pardmetros estadisticos de la precipitacibn en relacibn con la Oscilaci6n del Sur 
en el este de Australia. Este fen6meno afecta principalmente a la intensidad de la 
lluvia y a1 nirmero de eventos de lluvia. Ropelewski y Halpert (1987) encontraron 
distintas regiones de precipitacibn inensual asociadas con el ENS0 analizadas a 
trav6s del andlisis arm6nico. En la Repirblica Argentina, inuestran que no existe 
una asociaci6n tan fuerte como en otras partes del mundo. Sin embargo, el fen6meno 
ENS0 muestra una clara tendencia a un aumento de la ~recipitaci6n en 10s meses de 
noviembre a febrero, en el noreste argentine. Dentro de la misma linea de trabajo, 
pero sin utilizar el fen6meno ENS0 como forzante externo, Nicholson (1986) estudi6 
las teleconecciones interhemisfckicas en el continente africano rnediante la tdcnica 
de correlaci6n espacial de Lund, encontrando seis tipos principales de anomalias, las 
cuales muestran un cierto grado de teleconectividad interhemisfbrica. Vines (1982) 
estudi6 las principales fluctuabilidades de la lluvia anual a travks de la tecnica 
dc filtra,tlo cli Alndsicn dcl Sur y SII rcln.citii1 coil ~~ioclclos siiiiilil.rc-s (.n si~(l Afsic-ir.. 
Las posibles teleconecciones entre 10s dos continentes pueden encontrarse entre las 
latitudes 25' S y 38' S con una periodicidad de 10 aiios. Rodhe y Virji (1976) 
estudiaron la variabilidad de la precipitaci6n en el tiempo, sus periodicidades y su 
relaci6n con 10s procesos atmosfbricos, sin encontrar signos de tendencia y las ondas 
significativas eran inferiores a lapsos de 5 afios, en el este de Africa. Thompson 
(1984) estudi6 la homogeneidad de la lluvia mensual en Nueva Zelandia a travbs de 
un modelo de distribuci6n de dos parbetros desarrollado por Revfeim (1982 a). 
Scott y Shulman (1979), utilizando andisis de Fourier, investigaron la estacionalidad 
de la precipitaci6n en el noreste de 10s Estados Unidos y 10s cambios a travds del 
tiempo asociados con la circulaci6n atmosfdrica, encontrando que las diferencias m6s 
grandes las presenta la tercera armbnica, sin encontrar ninglin factor principal que 
produzca este comportamiento. Nishizawa y Tanaka (1983) analizaron la relaci6n 
entre la circulaci6n troposfhrica y la variaci6n anual de la lluvia en Am6rica del Sur, 
a travbs de 10s campos medios de la altura de 850 mb, 150 mb y sus respectivos 
campos de vientos. 
Tanto componentes principales como funciones ortogonales empiricas y 
el mCtodo de correlaci6n de Lund son herramientas estadisticas usadas en la 
clasificaci6n y tipificaci6n de variables meterorol6gicas. Compagnucci y Vargas 
(1985) realizaron una discusi6n metodol6gica de las ventajas y desventajas de 
cada uno de estos mbtodos. Uno de 10s requisitos de esta metodologia es 
que exige que la variable en estudio sea normal e isbtropa, condici6n que la 
precipit aci6n no cumple en ciert as escalas temporales. Varios autores mos traron 
que componentes principales describe m6s de la varianza total del carnpo que otros 
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posibles mktodos (Lorenz, 1956 y Davis, 1976). En la Re~Gblica Argentina, para el 
caso de la precipitacibn, esta metodologia fue aplicada por Kre~per,  et.al. (1989) 
en la regi6n sudoccidental pampeana. Los dos primeros autovectores contienen 
significancia fisica distinta del ruido y analizando la evoluci6n temporal de 10s 
coeficientes observaron que picos de minima contribuci6n coinciden con periodos 
de sequias. Pittock (1980) analiz6 10s modelos espaciales de la variaci6n de la 
precipitaci6n media a trav6s de componentes principales y su relaci6n con la 
circulaci6n atmosfkrica en funci6n de indices de circulacibn, en AmQica dcl Sur. 
Encontr6 que son tres 10s modelos dominantes que explican la variabilidad a60 
a a50 y que la precipitacibn, en especial en la provincia de Buenos Aires, est6 
correlacionada con el indice Lsa (latitud del cintur6n de alta presi6n) en el trilnestre 
enero-marzo y con el indice OS (Oscilaci6n Sur) en 10s meses de octubre, noviembre y 
diciembre. En escala diaria, Gregory, et al. (1991) realizaron un estudio de la lluvia 
en Inglaterra a trav6s del anzilisis de componentes principales, encontrando nueve 
regiones coherentes desde el punto de vista de la variabilidad de la lluvia. Englehart 
y Douglas (1985) a travks de un andisis de la frecuencia de la precipitacibn 
comparado con 10s tot ales anuales, encontraron regiones asociadas a sit uaciones 
sin6pticas caracteristicas. Walsh et. al. (1982) utilizaron el anzilisis factorial para 
identificar las regiones de la precipitaci6n mensual que posean mayor coherencia 
espacial en 10s Estados Unidos. 
Mayor detalle de 10s trabajos referidos a1 estudio de la precipitacibn de inter& 
aqui se encuantran en 10s respectivos capitulos de esta tesis: 
1.3 Objetivos 
El objetivo de este trabajo es estudiar, analizar e interpretar las precipita- 
ciones mensuales para obtener un diagn6stico sobre las componentes temporales 
de las series, y sobre su estructura regional. Se realiza un estudio metodol6gico 
especifico de filtrado y el ajuste de modelos de probabilidad simples que perrnitan 
una sencilla y rzipida transferencia de 10s modelos, de una escala temporal a otra, a 
sistemas de decisi6n y a otros estudios cientificos y/o t6cnicos. 
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Como se mencion6 anteriormente, dado el cardcter puntual que tiene la 
precipitaci6n en ciertas escalas de tiempo, en primera instancia se estudia su 
homogeneidad para luego analizar si existen modelos espaciales, con el objeto 
de agruparlos y hacer una climatologia de 10s misinos. Dentro de un marco 
metodol6gico y conociendo la influencia del sol en 10s ciclos hidrol6gicos, se estudia 
cud1 es la estructura de la onda astron6mica en la variable en estudio, cud es el 
filtro 6ptimo y las consecuencias estadisticas y fisicas del mismo. Por otro lado, se 
arializaii a partir de clue aiio las estiiiiacioiics cstadisticas, qu<: dc las scric:s sc: tl(>rivi~.~l, 
son estables. Luego, se estudia la precipitaci6n en diferentes escalas de tiempo, 
analizando sus funciones de distribuci6n con el fin de relacionarlas e inferir si existe 
alguna relaci6n entre sus parhetros. Finalmente se analiza la estructura est adistica 
de la precipitacibn para desarrollar el diagn6stico que permitirk la divisi6n en 
muestras segiin condicionantes externos como podria serlo el fen6meno El Niiio, 
sequias, inundaciones, circulaci6n atmosferica, et c. Es t e es t udio exige una es t aci6n 
que posea una serie larga, sin interrupci6n y con confiabilidad en sus datos. Por 
ello, se elige a la serie de O.C.B.A. como de referencia y se realiza un estudio 
metodolcigico y de interpretaci6n de resultados. A su vez, se estudia si 10s modelos 
que se derivan de ella tienen validez regional. 
Por comodidad en la presentaci6n de este tabajo, las explicaciones te6ricas 
de 10s distintos mgtodos utilizados se presentan en orden alfabCtico en el Apkndice. 
1.4 Aspectos Sin6pticos de la Formaci6n de Lluvia 
Para la formaci6n de lluvia son condiciones necesarias, per0 no siempre 
suficientes, la existencia de una adecuada cantidad de agua precipitable en la 
atm6sfera y el enfriamiento del aire hiimedo generalmente por ascenso. Analizando 
10s mapas anuales de precipitaci6n y de tensi6n de vapor en la Argentina, se observa 
como la cordillera impide muy eficientemente, en la zona de 10s vientos del oeste, el 
ingreso del vapor de agua desde el ocean0 Pacifico. Por lo tailto, el agua precipitable 
sobre el centro y norte de la Argentina proviene del Atlh0ntico y en menor graclo 
de las zonas selvbticas del interior del Brasil, Colombia, Bolivia, Paraguay y de 
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la mesopotamia argentina (Wolcken, 1954). El rCgimen de vientos, que aporta 
humedad, estd formado por 10s dos anticiclones semipermanentes del Pacifico y del 
AtlGntico. El anticicl6n del Pacifico envia masa de aire frio que entra a1 pais desde el 
sudoeste y que son pobres en vapor de agua, mientras que la del Atlktico aporta las 
masas de aire cAlido y hlimedo desde el noreste, como se mencion6 anteriormente. 
En invierno, con el mayor enfriamiento del continente comparado con el del mar, 
existe una especie de puente de alta presi6n que conecta 10s dos anticiclones a 
travhs de nuestro pais. Ese puente reduce la entrada de 10s vientos norte y noreste 
en invierno, con lo cual dificulta la advecci6n de vapor de agua desde el Atlhntico. 
En verano, con el fuerte calentamiento del continente, desaparece dicho puente y 
en su lugar existe baja presi6n. Entonces el aire h6medo del noreste puede entrar 
con facilidad y tambiCn con mayor intensidad que en la Cpoca fria. 
En la regi6n en estudio se ~roducen lluvias por convecci6n, generalmente 
represeatadas por chaparrones o tormentas de verano a causa de la insolacibn, 
chaparrones por advecci6n de aire frio sobre suelo o mar calie~lte y clla.pasrorles 
debido a 10s procesos turbulento-convectivos (Wolcken, 1954). El m& frecuente de 
10s procesos lluviosos lo constituyen 10s empujes de aire polar o subpolar que entran 
por la Patagonia y generalmente se desplazan hacia el noreste, llegando en invierno 
a latitudes mas altas que en verano. El aire de estos empujes contiene muy poca 
agua precipitable, debido a su baja temperatura y la poca humedad que estd en las 
capas bajas es quitada cuando la masa de aire cruza la Cordillera. Lo decisivo para 
las lluvias vinculadas con 10s empujes polares son las condiciones y la estratificaci61l 
del aire caliente que es levantado. Si esta masa proviene del noreste estarA cargada 
de humedad y cuando el frente alcance al aire hlimedo se producirdn abundantes 
precipit aciones. 
Prohaska (1952) delimit6 10s distintos regimenes de la marcha anual de 
la precipitaci6n encontrando siete regiones distintas de acuerdo a1 rkgimen de la 
circulaci6n atmosfbrica que las determina. La regi6n de la provincia de Buenos 
Aires pertenece a una zona de transici6n con predominante influencia continental, 
entre el rCgimen de lluvias tropicales continent ales y subtropicales rnaritimas, donde 
la influencia de la baja presibn del NO argentino comienza a ser reemplazada por la 
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eficacia del anticicl6n del Atlhtico. El dominio de la influencia continental se debe 
a1 hecho que la zona presenta abundantes precipitaciones en 10s meses primaverales. 
Este criterio tiene su fundamento en el hecho de que el continente se calienta y 
se enfria m& rfipidamente que el mar, por lo cual en la primavera el continente 
se halla m6.s caliente y 10s empujes de aire polar inestabilizan m& el aire sobre el 
continente, dando origen a precipitaciones intensas. 
INFORMACION UTILIZADA 
La calidad de 10s datos meteorol6gicos es de gran importancia en toda 
investigaci6n o aplicaci6n que haga uso de ellos. Es por ello, que es necesasio 
identificar y controlar 10s datos dudosos y err6neos. 
Las .series de precipitacibn usadas en este estudio provienen tanto de 
estaciones meteorolbgicas como puestos pluviom6tricos. Las series meteorol6gicas 
en general, pueden estar afectadas por el cambio del instrumental, m6todos de 
depuracibn, por la exactitud de la medici6n y en muchos casos tambi6n por cambios 
en el medio ambiente o translado de la estacibn. Los errores que comunmente se 
cometen en 10s puestos pluviom&tricos on: omisi6n de la observaci611, omisiGri de la 
anotaci6n despuks de haber transmitido telegrscamente a la central la precipitaci6n 
diaria medida, anotaci6n err6nea de la cantidad diaria y acumulaci6n de las 
precipitaciones de varios dias (Hoffmann, 1970 b). Los m6todos de interpolaci6n 
en general tienden a rellenar la informaci6n faltante con condiciones medias, lo 
que darii mayor importancia a las ondas largas, cuando se analicen 10s procesos 
dominantes en las series. 
Para este estudio se utilizaron registros de precipitaciones mensuales y 
anuales de 10 estaciones de una regi6n de la provincia de Buenos Aires con un 
period0 mfiximo que va de 1861 a 1984 (Figura 2.1, Tabla 2.1). Las series utilizadas 
proceden en su mayoria de 10s archivos del Servicio Meteorol6gico Nacional. El 
porcentaje de datos faltantes no fue elevado y antes de rellenar la informaci6n 
con m6todos de interpolaci6n se prefiri6 recurrir a las fuentes originales de 10s 
archivos del Ferrocarril Argentino, instituci6n que provee parte de la informaci6n 
pluviom6trica que dispone el Servicio Meteorol6gico Nacional. Para analizar si 
estas muestras (datos provenientes del Ferrocarril Argentino) pertenecetl a la 
misma poblaci6n (informaci6n proveniente del Servicio Meteorol6gico Nacional) se 
compararon 10s valores medios y varianzas de la lluvia mensual y anual a travGs de 
las tkcnicas de T de Student y Chi Cuadrado . En todos 10s casos se verificaba la 
hip6tesis con un nivel de significancia del 5%. 
Las Flores 
Cachari 
Azul 
Jeppener 
Ranchos 
ChascornGs 
Dolores 
Guerrero. 
Larnad rid 
Figura 2.1: Ubicaci6n de las estaciones en la provincia de Buenos Aires. 
Tabla 2.1: Perfodo disponible de la informacidn utilizada para cada estaci6n. 
Estacicin Period0 
Azul 1907 1984 
Cachm' 1890 1984 
Chascommis 1890 1984 
Dolores 1903 1973 
Guerrero 1890 1984 
Jeppener 1890 1970 
Las Flores 1903 1966 
Lamadrid 1890 1984 
O.C.B.A. 1861 1984 
Ranchos 1890 1984 
CICLO ANUAL DE LA PRECIPITACION 
Las series meteorol6gicas so11 el resultado de la interacci6n entre fe1~61ne1~os 
peri6dicos, cuasi-peri6dicos y aquellos puramente aleatorios. Uno de 10s ciclos m& 
conocidos es el efecto que produce el sol en la atm6sfera y por lo tanto, sobre 
las variables meteorol6gicas. Debido a que este efecto es un hecho conocido, que 
produce gran parte de la variabilidad de las series mensuales, (su sigma es grande 
comparado con las otras ondas), y por lo tanto, podria oscurecer otros tipos de 
influencias, en esta secci6n se realiza un estudio metodol6gico para analizar c u b  
importante es este fen6meno en la precipitaci6n mensual y cud es su filtro 6ptiino. 
Desde el punto de vista estadistico, el ciclo anual deberia considerarse como 
un proceso deterministic0 de la serie temporal. El principal problema reside en 
encontrar la mejor estimaci6n de tal efecto. La eliminaci6n de este ciclo ha sido 
discutido por diversos autores, entre otros se puede citar a Jones (1964) quien 
propone estimar a1 ciclo anual, promediando 10s valores de la variable para cada 
dia del aiio. Este modelo es poco realista de aplicar en 10s datos de precipitaci6n 
debido a que se necesitaria una gran cantidad de 6 0 s  para que el promedio diario 
sea representativo. Madden (1976) consider6 que la mejor estimaci6n de dicho 
efecto es suavizando 10s resultados de la marcha anual promedio, utilizando para 
ello, el andisis arm6nico. Yerjevich y 0 beysekera (1 973) investig6 la consecuencia 
que produce, en la informacibn atrada, la estimaci6n incorrecta de la marcha anual 
promedio a travks del andisis arm6nic0, en especial cuando se investigan 10s modelos 
dependientes de la componente estoc&tica. 
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3.2 Estimaci6n del ciclo aliual y su "filtrado" 
En una forma general se puede postular que 10s distintos fen6menos 
atmosfCricos pueden interrelacionarse de diferentes formas en 10s datos de preci- 
pit aci6n: 
(a)  efectos independientes: 
(b )  combinaci6n adi tiva de efectos: 
P(t)  = Pa(t) + Po(t) x P*(;) 
(c) efecto multiplicativo: 
donde: Po = escala (diferencia de regimenes: tropical, latitudes medias, etc. ) , 
Pa = ciclo astron6mic0, P* = anomalias. 
Antes de la aplicaci6n de cualquier filtro se analiza c u b  representativo es 
dicho ciclo en 10s datos de precipitaci6n en la zona de estudio. Dado que la serie de 
precipi taci6n de 0. C .B .A. es la m&s confiable de las que se dispone, se realiza en este 
caso un estudio metodol6gico con ella. Inicialmente, se calcula el andisis espectral 
de la serie mensual de precipitaci6n de O.C.B.A. para el period0 completo (1861- 
1983) a travCs de la tCcnica de Blackmann-Tukey (ApCndice) (Mitchell, 1966). En 
la Figura 3.1 se puede observar que el linico ciclo predominante en la serie es el 
ciclo anual, con un nivel de confianza del 95%. Para su eliminaci6n se splicaron 
tres cri terios: 
- El primer0 es promediar 10s valores mensuales, construir la marcha anual promedio 
y dividir a cada dato por su correspondiente valor promedio, siguiendo el modelo 
multiplicativo en la precipitacibn, aludido anteriormente: 
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donde: i = Go,  j = meses, P ~ ! , ~  = datofiltrado, PiIj = datooriginal, ej = 
marcha anual promedio. 
- El segundo criterio sigue 10s lineamientos propuestos por Madden (1976). 0 
sea, se ajusta la marcha anual promedio (12 datos), a travks del anhlisis de 
Fourier (Ap&ndice)(Panofsky y Brier, 1964). Luego, se divide cada dato por la 
reconstrucci6n de dicha onda. 
- El tercer criterio es la representaci6n decilica del dato. Se contruye para cada mes 
el histograma puntual y cada dato es reemplazado por su correspondiente interval0 
interdecil a1 cud pertenece. Este modelo es aditivo e independiza la onda anual del 
valor de la anomalia mensual, estandarizando las anomalias en 10s meses. 0 sea, la 
anomalia del mes de abril tiene el mismo rango que la de junio, a pesar de que el 
valor absoluto de junio es menor. 
Figura 3.1: Estimaci6n espectral de la precipitaci6n mensual de O.C.B.A. (desfasaje 
m&imo = 448). 
(- - - - -) espectro Markoviano, (-) espectro aleatorio. 
Los dos primeros modelos coinciden cuando el nlimero de afios de la serie en 
estudio es muy grande, ya que va a promediar el ciclo anual y el promedio de las 
anomalias tiende a cero (ley de 10s grandes n6meros). 
Con respecto a1 segundo criterio, la Tabla 3.1 muestra 10s resultados del 
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andisis arm6nico aplicado a la marcha anual promedio de la precipitacibn. Es una 
regla bastante general que el arm6nico que corresponde al period0 fundamental sea 
el m& significativo estadisticamente. Posiblemente algunos de 10s arm6nicos que le 
siguen a este tambikn lo Sean, aunque puede ocurrir que dejen de tener significado 
fisico y reflejen simplemente alglin ruido de las altas frecuencias presentes en las 
series. En el caso  articular aplicado aqui, se puede observar que el primer arm6nico 
es el m& significativo estadisticamente y por lo tanto, el que mQ contribuye 
a la varianza total. Dadas 1as caracteristicas hue presenta la marcha mual cle 
precipitacicin (Figura 3.2), con dos m&imos, uno en marzo y el otro en octubre y 
dos minimos (junio y diciembre) se reconstruye el ciclo anual suavizado sumando las 
armbnicas 1, 2 y 4, las cuales representan un 89.5% de la varianza total y ajustan 
mejor 10s datos empiricos. 
Tabla 3.1: Porcentaje de varianza explicado por cada arm6nica de Fourier de la marcha 
anual promedio de la precipitacidn mensual de O.C.B.A. 
Varianza 
Arm6nica Explicada 
Para estimar la efectividad real de 10s filtros utilizados se aplica el espectro de 
poder de Blackmann-Tuckey a las tres series filtradas. Las estimaciones empiricas y 
teo'ricas del espectro muestran que e n  principio, cualquiera de 10s filtros es efectivo, 
ya que la onda estacional, evidente e n  la serie original, desaparece claramente e n  
las series filtradas. En la Figura 3.3 se muestra el resultado de las estimaciones 
espectrales aplicando el segundo y tercer criterio. 
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Figura 3.2: Marcha anual promedio de la precipi t aci6n mensual de 0. C.B. A. 
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Figura 3.3: Estimaci6n espectral de la precipitaci6n filtrada mensud de 0. C.B.A. 
(desfasaje m f i m o  = 448), a) filtro 2, b) filtro 3. 
(- - - - -) espectro Markoviano, (-1 espectro aleatorio. 
De 10s resultados del liltimo filtro (Figura 3.3 b)) se observa que e n  el 
m o m e n t o  de elegir un filtro del ciclo anual de la precipitacio'n mensual  se estorci 
frente a u n a  situacio'n de comprorniso, ya que existen anomalias que dependen de 
la bpoca del a60 y otras que no.  Por lo tanto, esto obligaria a poner un modelo m6s 
sofisticado, lo cual no es el objetivo de esta tesis. 
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ANALISIS DE LA ESTABILIDAD DE LAS ESTIMACIONES ESTADISTICAS 
A1 trabajar con series largas de informacibn, como es por ejemplo la de 
O.C.B.A. que comienza en 1861, es necesario conocer si la serie es utilizable en 
su periodo completo, analizar a partir de quk cantidad de afios 10s pariimetros 
son estables y cuando representan la mejor estimaci6n. Para ello, se estudia la 
serie de precipitaci6n mensual de O.C.B.A. y eventualmente la de otra estaci6n 
cercana que sirve como elemento de comparaci6n (Chascom~is, 1906-1975). A su 
vez, dado que Vargas y Penalba (1986) han encontrado trazas de una tendencia en 
las precipitaciones mensuales de la estaci6n O.C.B. A., se analiza si Csta se manifiesta 
en distintos pariimetros estadisticos y en diferentes escalas temporales. 
4.2 Estudio de la estabilidad 
Inicialmente se calculan 10s promedios y varianzas mensuales cada 5 aiios 
acuinulativos para la serie de precipitaci6n de O.C.B.A., comenzando el ciilculo en 
dos afios distintos, 1861 y 1906 (Figura 4.1). El criterio que se utiliza para inferir si 
un pa rhe t ro  central es estable es que la variaci6n entre un periodo y el anterior sea 
menor o del orden del error propio de las mediciones (en precipitaci6n puede llegar a 
ser alrededor del 10% del valor mensual). S e  observa por un lado, el comportamiento 
ide'ntico de ambos pardmetros (media y varianza) con el t iempo y por el otro, ambos 
pardmetros comienzan a estabilizarse a partir de 55 o 6 0  aiios para 1861 y 4 0  aiios 
para 1906, producie'ndose inestabilidades para pocos aiios. Es posible que el mayor 
lapso que se necesita en 10s datos miis antiguos se deba a la existencia de tendencias 
en 10s primeros afios producidas tal vez, por variaci6n en la exactitud de la medici6n 
de la informaci6n. 
Figura 4.1: ( ) Prornedios y (- - - - -) Varianzas para la precipitacidn mensual 
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Figura 4.2: Idem Figura 4.1 para la precipita.ci6n mensual de Clzasco~nris a partir 
de 1906. 
Como se mencion6 anteriormente, la estabilidad de la precipitaci6n mensual 
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se alcanza en periodos distintos si la serie de O.C.B.A. comienza en 1861 o en 
1906. Estas causas, que se postulan como provenientes de una tendencia, deben 
manifestarse tambiCn en las series de 10s distintos meses. Para ello, se analiza 
la evoluci6n en el tiempo de 10s promedios mensuales para febrero, abril, julio y 
octubre, meses caracteristicos de cada es taci6n astron6mica (Figura 4.3). Se  puede 
observar ka inestabilidad e n  10s primeros a5os promediados, 10 que tambie'n OCUTT~U 
e n  las medias mensuales de toda la serie. A su  vez, n o  todos 10s meses muestran las 
mismas caracteristicas. Por  ejemplo, o c t ~ ~ b r e  no' presentn tendenwin m,ientrn,.s ~ T L C  
e n  abril e'sta es negativa, dependiendo del period0 e n  que se comienzan a calcular 10s 
promedios. A1 efectuar el mismo antilisis con las medianas (Figura 4.4) se obtiene 
la misma variabilidad temporal que con el valor medio. En un conjunto de datos 
si su media y mediana coinciden, su distribuci6n de frecuencia empirica tiende a 
ser normal. En el caso estudiado aqui, si bien el comportamiento temporal de 
ambos pariimetros estadisticos es el mismo, sus valores numkricos no coinciden, 
siendo 10s meses de mayor precipitaci6n (febrero y octubre) 10s que presentan las 
mayores diferencias numkricas, alejiindose de las condiciones de normalidad. A su 
vez, la cantidad de aiios necesarios para que ambos parhetros (media y mediana) 
se estabilicen es aproximadarnente el mismo, dependiendo del mes en estudio. 
Luego, se realiza el mismo aniilisis para la estimaci6n de la asimetria 
(Panofsky y Brier, 1964). La Figura 4.5 confirma lo obtenido para 10s promedios 
y las rnediarlas, siendo febrero el lnes m6.s inestable. Se  observa ademds, quc la,! 
series mensuales de precipitacidn son levemente asime'tricas debido a que 10s valores 
empiricos, para cuakquier perkdo pentcidico, caen dentro de la regidn cra'tica, de la 
distribucidn tedrica de la asimetra'a (Pearson y Harley, 1962, Tabla 34B). Estas 
estimaciones te6ricas dependen del tamaiio de la muestra; por lo tanto, la asimetria 
te6rica (at) para una muestra (N)  de 30 datos es 0.661 (regi6n critica = 5%), 
disminuyendo estos valores a medida que aumenta la muestra, caso limite en este 
estudio: at = 0.35, N = 125. 
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Figura 4.3: Promedios de precipitacibn paxa la estaci6n 0. C.B.A. en funci6n de 
periodos en aiios acumulativos, a partir de (-1 1861 y (- - - -) 1906. 
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Figura 4.4: Medianas de precipitacidn para la estacidn 0. C.B.A. en funcidn de 
periodos en aiios acumulativos, a partir de (-) 1861 y (- - - -) 1906. 
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Figura 4.5: Asimetrias de la precipitaci6n mensual de O.C.B.A. en funci6n de 
periodos en aiios acumulativos, a partir de (-) 1861 y (- - -) 1906. 
Del ccilculo y comparacio'n de la estabilidad de 10s primeros momentos  de las 
series de O.C.B.A. y Chascomds, se advierte que la tendencia, si esiste, puede n o  
obedecer a causas totalmente antropoge'nicas, ya que t iene ambos signos, de acuerdo 
a1 m e s  e n  estudio. POT otro lado, se observa que la utilizacio'n de la informacio'n 
del sigEo pasado true uparejudo mayor inestabikidad e n  Eas estimaciones de sus 
pardmetros, necesitando mayor cantidad de aGos para realizar cualquier estudio 
climatobdgico. Sin embargo, si la informacidn disponible comienza luego del aiio 
1900, con 4 0  aiios es suficiente para obtener inferencias estables del estudio. 
Con el fin de analizar de otra forma la estabilidad de la serie se estudia el 
cambio o no de la distribuci6n para 10s dos periodos, considerando 10s quintiles 
y la distancia entre ellos, para la serie original y filtrada la onda anual (Figura 
4.6). La serie filtrada se obtiene dividiendo a cada dato de la serie original por 
su correspondiente valor promedio. E n  general, se advierte que la distribucidn se 
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corre levemente hacia valores mayores y aparece, aunque n o  e n  forma notable, el 
efecto de tendencia. S i  este fendmeno temporal existe, la responsabilidad es de lo3 
m b z m o s  (ver  comportamiento de c 4 )  La dzstancia entre quintilea (Figura 4.7) se 
estabiliza a partir de 103 30 y 40  asos. Asimismo,  se puede observar, que lo3 efectos 
astrondmicos n o  enmascaran el andlisis, ya que solamente se produce u n  cambio 
de escala e n  la8 curvas. Esto muestra que fiEtrada la onda anuat? se puede rnodelar 
la serie mensual,  pees tiene el m e m o  proceso estocdstico. Adernds, la fisica de 
la lluvia es similar e n  todos 10s meses desde el puntto de vista de la clim,atologinn 
sindptica (frentes, oclusiones, etc.). 
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Figura 4.6: Quintiles de la precipitacibn mensual de 0. C.B. A. en funcibn de periodos 
en aiios acumulativos, a partir de 1861. (-1 Dato original, (- - -) Dato filtrado. 
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Figura 4.7: Distancia entre quintiles de precipitacibn mensual de O.C.B.A. en 
funci6n de periodos variables a partir de 1861, a) serie original, b) serie filtrada. 
ESTUDIO DE LA HOMOGENEIDAD REGIONAL 
El objetivo de esta seccicin es inferir el grado de homogeneidad regional 
de las lluvias mensuales y anuales en la zona noreste de la provincia de Buenos 
Aires, a travCs de distintas pro~iedades de la variable. Para ello, fue necesario 
trabajar con el periodo en comiin entre todas las estaciones (1907-1966). Si bien 
con este lapso de tiempo no se estzi utilizando informaci6n reciente, fueron varios 10s 
factores que motivaron a no completar las series. Las estaciones comenzaron a tener 
interrupciones en la recolecci6n del dato pluviomktrico y como, a partir de la dkcada 
del 70 empieza en la provincia de Buenos Aires otro periodo lluvioso, al rellenar la 
informacicin se introduciria condiciones medias, eliminando tal variabilidad. A su 
vez, 60 afios de informaci6n es suficiente para obtener parzimetros estables. 
La regi6n es llana con precipitaciones anuales que varian desde 600 a 1000 
mm y precipitaciones mensuales variando de 50 a 150 mm, ambas creciendo 
hacia el noreste sin singularidades significantes debido a componentes geogrfificas 
(Hoffmann, 1975). 
Una serie de lluvia es homogknea si cada afio, en un dia o mes en particular, 
es una realizaci6n de la misma variable al azar. Una serie de lluvia homogknea 
no es necesariamente un realizacicin de un proceso estocktico estacionario porque 
puede exhibir variaci6n estacional y tendencia. En efecto, la definicicin de una serie 
homogCnea concierne a la distribuci6n de probabilidad completa de las cantidades 
de lluvia. Un proceso no homogdneo puede ser una consecuencia de un cambio 
gradual en la situaci6n meteorolcigica, pero tambidn puede ser debida o causada 
por la mano del hombre (cambios de lugar de la estaci6n meteorolbgica, cambios 
de instrumental o en 1as instrucciones para observar). Cuando la distribuci6n de 
frecuencias de una serie no puede ser verificada como gaussiana, es necesario recurrir 
a tests no paramCtricos, tales como el de Wald-Wolfowitz o Mann-Kendall, con el 
fin de estudiar su homogeneidad relativa. 
En este estudio, se postula que una regi6n tiene homogeneidad climiitica 
cuando sus varia. bles present an id& ticas propiedades o es t i n  relaciona.das median te 
es truct uras ma tem6ticas simples. Independientemente de las consideraciones cle 
orden climiitico y sin6ptico que presumirian homogeneidad del r6gimen de lluvia 
en esta regibn, este andisis tiende a verificar y analizar distintos aspectos de su 
variablidad vista a travgs de escalas regionales, mediante el aniilisis de las siguientes 
propiedades: 1) Funci6n de distribuci6n. 2) Relaci6n de 10s totales anuales entre 
distintas estaciones y su funci6n de correlaci6n. 3) Funci6n de autocorrelaci6n y 
densidad espectral. 
Existen varias formas para estudiar un conjunto de datos uni-dimensional. 
En este estudio, el diagrama en bloque (Tukey, 1977) fue elegido para analizar la 
evoluci6n anual de la distribuci6n de frecuencia de la lluvia. Esta metodologia 
incluye informaci6n acerca del rango de la variable (valores extremos), su ubicacibn 
(media y mediana), escala (rango intercuartil) y asimetria (diikrencia entre cuartiles 
y mediana). Con el objeto de mostrar una mayor estabilidad en 10s parkmetros 
extremos se considera el promedio de 10s cinco valores extremos por separado, 
mdximos y minimos, como una estimaci6n robusta de dichas estimaciones. Un 
parkmetro se dice que es robusto cuando no es afectado por valores extremos o 
atipicos. 
Este tip0 de andlisis, de la distribuci6n de fecuencia, de las lluvias esta- 
cionales y anuales, da una estimaci6n de la probabilidad para diferentes valores de 
la variable en estudio. A1 evaluar el aniilisis en todas las estaciones se estd compa- 
MfilF.1.05 AIIES 
DOLORES 
Figu1.a 5.1 : Diagraina ell bloque para diversas estacioiies de la provincia de Buenos 
Aires. 
Marcas en el grilfico: extrelrlo inferior y superior, prirner y tereel- cuartil. 
Deatro del bloque: - media, - rnediana 
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rando la marcha anual de la distribuci6n en tkrminos regionales. Si bien no se 
presentan 10s resultados de todas las estaciones (Figura 5.1), en general se infiere 
que la marcha anual, tanto del valor medio como la mediana, presentan identicas 
caracteristicas en todas las estaciones, con valores minimos en junio o julio y mkimo 
en marzo. La comparaci6n del interval0 intercuartil entre las distintas est aciones 
para cada mes muestra, en algunas estaciones, que 10s meses de mayor precipitaci6n 
tienen mayor distancia intercuartil; por lo tanto, se puede decir que en esta regi6n la 
variabilidad aumeilta con la medida de la I~rccil>itjci6il. A1 anttlizaw la (n.;iiuc:tri;~ tic 
las distribuciones se observa que no es conservativa durante 10s meses, pero si entre 
estaciones para cada mes, por lo que la propiedad matemdtica aludida es homoghnea 
regional pero no temporalmente en el rkgimen de lluvia. Los valores extremos, a 
pesar que son robustos, son 10s que muestran la mayor variabilidad, especialmente 
10s m6ximos de lluvia. 0 sea, es justamente en 10s valores mkimos en donde la 
regibn parece que pierde homogeneidad, a h  en distancias cortas. 
Las diferencias existentes pueden considerarse irrelevantes, comparadas con 
el error de la medici6n de la precipitaciGn, no acreditando una variaci6n importante 
en la regibn. Por lo tanto, se puede concluir que 10s pardmetros de las distribuciones 
ajustables a las lbuvias mensuales varian e n  el transcurso dek ago, pero conservan 
s u  tipo e n  todas las estaciones. Una leve diferencia regional de la precipitacio'n e n  
verano podria indicar el efecto del r k g ~ m e n  convectivo e n  esa kpoca del aiio. 
5.3. Relaci611 de 10s totales anuales entre distintas estaciones 
Como un elemento preliminar en cualquier andisis de homogeneidad es la 
realizaci6n de un grzifico adecuado entre la serie a ser evaluada y una serie de 
referencia en su vecindad. Esta metodologia es comunmente llamada tkcnica de 
Doble Masa (Mitchell, 1966) y fue aplicada por ejemplo, por Rodhe y Virji (1976) 
para estudiar la homogeneidad en las lluvias del este de Africa. La comparaci6n de 
10s tot ales anuales entre pares de estaciones para distintos periodos excluyentes, da 
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una idea de la homogeneidad de- las series en el tiempo o el period~ en el cual la 
serie pierde homogeneidad (referirse a Fig. 4.2, Buishand, 1977). La ventaja de este 
tip0 de gr%cos es que 10s valores ploteados tienden a caer a lo largo de una linea 
recta bajo condiciones de homogeneidad, pudikndose detectar puntos singulares, si 
es que existen, y evaluar el peso que tiene esa anomalia. 
En el caso particular en estudio aqui, se aplica la tkcnica de Doble Masa 
considerando a la precipitaci6n anual de la estaci6n O.C.B.A. como serie de 
referencia. Como se puede observar en la Figura 5.2,los diagramas ccorresyondierltt:s 
a la relaci6n de O.C.B.A. con estaciones continentales presentan dos puntos 
singulares, 10s cuales corresponden a dos precipitaciones anuales mkimas ocurridas 
en 10s afios 1914 y 1959. A su vez, se puede observar, por un lado, como va 
aumentando la dispersi6n a medida que la distancia entre estaciones aumenta y 
por el otro, el cambio de rkgimen de precipitaci6n hacia el sudoeste (cambio de 
pendiente en la curva). Dado que la distancia m6xima entre estaciones es casi 300 
Km., se considera a la estaci6n Lamadrid, ubicada en el extremo sudoeste de la 
regi6n como otra estaci6n de referencia y se realiza el mismo anaisis. De la Figura 
5.3 se pueden extraer las mismas conclusiones que para el caso anterior, con la 
diferencia que Lamadrid no presenta ningfin punto singular o aiio particular. 
De este an&lisis se puede concluir que la regidn es homoge'nea e n  te'rminos 
anuales, registrdndose dos precipitaciones mdximas que sdlo afectaron a la zona 
noreste de la provincia de Buenos Aires. 
Otra forma de tener una idea acerca de la calidad de 10s datos meteorol6gicos 
como asi tambikn de la coherencia entre estaciones es a trav& de la comparaci6n del 
coeficiente de correlaci6n. Cuando se analiza la precipitacibn, no es raro encontrar 
que para pequeiias distancias exista una considerable variaci6n en 10s valores de 
la estimaci6n del coeficiente de correlacibn. Estas variaciones pueden deberse a 
la no-homogeneidad o anisotropia de la regi6n considerada. Grandes diferencias 
pueden tambikn ser causadas poi- cambios del lugar de la estaci6n meteorol6gica o 
cambios en la instalaci6n de 10s pluvi6metros, 10s cuales usualmente dan un sesgo 
bastante grande en la estimacci6n de la correlaci6n. Una caracteristica importante 
de la estructura estadistica de un campo meteorol6gico es la funci6n de correlaci6n. 
Para este an6lisis se calculan 10s coeficientes de correlaci6n cruzados (Panofsky y 
Brier, 1964) entre 10s totales anuales de precipitacibn para todas las estaciones. 
Para determinar si el resultado depende de la direcci6n en la cud estan ubicadas 
1u cstacioncs sc a,lializall 10s rcsult,ados tlc 10s ~Gcficiclltcs tlc corrcli~.cicill c.r~~r/,nclos 
utilizando las dos estaciones de referencia (O.C.B.A. y Lamadrid) y luego todas 
las combinaciones posibles entre estaciones. Para completar el andisis, se estima la 
relaci6n entre el coeficiente de correlaci6n y la distancia y por Gltimo, se calcula para 
cada una de las consideraciones anteriores, la funci6n de correlaci6n que describe 
dicha relaci6n. Debido a que se puede suponer que 10s errores que afectan a las 
series son puramente aleatorios se puede aplicar, en una primera aproximaci<in, el 
mktodo utilizado por Gandin (1965) y Kagan (1972, a)) para estimar la funci6n de 
correlacicin. Se utiliz6 una ecuaci6n del tipo: 
donde R1 es el primer coeficiente de correlaci6n; A y B son constantes de la regresi6n 
determinados por cuadrados minimos y d es la distancia (entre estaciones o con la 
estaci6n de referencia) en Km. Esta metodologia es muy 6til cuando se planea por 
ejemplo, la distribuci6n espacial de una red de observaciones hidrometeorol6gicas 
(Kagan, 1972, b)). 
La Figura 5.4 muestra 10s resultados de las distintas funciones de correlaci6n 
y sus respectivas franjas de confianza. De la Figura 5.4 a) y b) se puede observax 
que no existen diferencias significativas entre las dos funciones tdricas para las 
estaciones de referencias, considerando el 5 y 95 % como limites de confianza. A 
su vez, la funci6n de correlaci6n para todos 10s pares de estaciones (Figura 5.4 c)), 
tiene el mismo comportamiento que para las estaciones de referencias. 
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Figura 5.4: Estimaci6n del coeficiente d e  correlaci6n d e  10s totales a n u d e s  de 'a 
precipitaci6n y l a  correspondiente funci6n d e  correlaci6n. a )  0. C. B. A., b) Lamadrid 
y c )  todas  las  estaciones. 
Estos resultados nos estgn indicando que, e n  la regidn de estudio, puede 
encontrarse una  funcidn de correlacidn general para los totales anuales, indepen- 
diente de la direccidn e n  que las dos estaciones correlacionadas este'n ubicadas. Esto 
implicaria reconocer que 10s distintos sistemas sindpticos no  irnponen caracteristicas 
particulares e n  la funcidn de correlacidn respecto a la orientacidn geogrcifica entre 
10s puntos de la regidn. 0 sea, n o  distingue direcciones y e n  10s totales anuales 
se ve el paso de los sistemas pero en  ninguna forma se ven las estructuras de los 
mismos. 
5.4. Funci6n de autocorrelaci6n y densidad espect ral. 
Se postula que si la regi6n es homogknea, la precipitaci6n mensual Y/O 
anual de las distintas estaciones deben tener el mismo proceso generador y ondas 
predorninantes. Para este estudio se eligcn cuatrb lncscs rcprcsmltativos, 11110 1)wit 
cada estaci6n del afio. Inicialmente, se calcula el primer coeficiente de correlaci6n 
para la precipitaci6n mensual y anual (Mitchell, 1966). Los resultados de la Tabla 
5.1 muestran que 10s procesos que gobiernan a estas series son predominantemente 
aleatorios y en el caso en que existe memoria ksta es leve, con un nivel de confianza 
del95%. 
Tabla 5.1: Primer coeficiente de autocorrelaci6n de las precipitaciones mensuales y anuales, para 
las distintas estaciones. (COEF. CRIT. = Coeficiente Critico). 
Cac Flo Azu Jep Ran Cha Gue Do1 Ocba Lam 
ENE -0.09 -0.08 0.01 0.04 0.22 0.15 -0.11 -0.02 0.14 0.18 
ABR 0.30 0.09 0.06 -0.12 -0.03 0.01 -0.04 0.02 0.04 0.03 
JUL 0.26 0.00 -0.30 0.15 -0.02 0.16 0.05 0.03 -0.07 -0.10 
OCT 0.00 -0.05 0.05 -0.01 0.01 0.08 -0.13 -0.07 0.18 0.05 
ANU 0.19 0.23 -0.01 0.12 0.26 0.26 0.22 0.21 0.02 0.08 
COEF. 
CRIT. -0.23;0.20 -0.20;0.17 -0.21;0.18 -0.18;0.16 
Con respecto a posibles tendencias, la regi6n no presenta signos evidentes 
de su existencia, en el periodo analizado, como lo muestran 10s coeficientes de 
correlaci6n de la relaci6n temporal de 10s meses y del total anual (Tabla 5.2), 
donde ningfin coeficiente es significativarnente distinto de cero para un nivel de 
confianza del 95%. Por lo tanto, la regio'n es homoge'nea desde el punto de vista 
de la inexistencia de tendencia en  el periodo de tiempo (1907-1966). No obstante, 
10s casos mbs sobresalientes y distintos, en casi todas las estaciones, son el mes de 
enero, con coeficientes relativamente altos cercanos a1 coeficiente critic0 y el mes de 
abril con coeficientes negativos. 
Debido a que 10s distintos qeses o series en general pueden presentar 
tendencia sin ser ksta lineal se efectGa el test de tendencia de Mann-Kendall 
(Mitchell, 1966). De la Tabla 5.3 se puede observar que se repiten 10s resultados 
anteriores y por lo tanto, valen las mismas conclusiones que para el estudio lineal. 
Tabla 5.2: Estimacidn del coeficiente de correlacidn lineal de la precipitacibn mensual y 
anual para las distintas estaciones. Limites de conficanza al 95 % (-0.25;0.25). 
Enero Abril Julio Octu. Anual 
OCBA 
Flores 
Cachari 
Azul 
Jeppener 
Ranchos 
Chascom~s 
Guerrero 
Dolores 
Lamadrid 
Tabla 5.3: Estimacidn del estadistico de Mann-Kendall de la precipitacidn mensual y 
anual para las distintas estaciones. Limites de conficanza al 95% (-0.25;0.25). 
Enero Abril Julio Octu. Anual 
OCBA 
Flores 
Cacharf 
Azul 
Jeppener 
Ranchos 
Chascomfis 
Guerrero 
Dolores 
Lamadrid 
Idknticos resultados fueron encontrados entre otros por Rebella y Diaz 
(1982) quienes analizaron la tendencia de las precipitaciones anuales, estacionales 
y mensuales para el periodo 1910-1980, encontrando una fluctuaci6n positiva en 
verano, sin llegar a ser estadisticamente significativa y negativa en otoiio, Hoffrrlarin 
et. al. (1987) analizando las fluctuaciones de la precipitaci6n en estaciones de 
toda la Repliblica Argentina, a travks de promedios dec6dicos y Krepper et. al. 
(1989) quienes realizaron un andisis regional de la precipitaci6n anual por d6cadas 
y encontr6 un aumento de esta variable en 10s liltimos aiios. 
Figura 5.5: Serie temporal de la precipitacicin anual de la estacicin O.C.B.A. para 
diferentes periodos, con sus respectivos ajustes por cuadrados minimos y coeficiente 
de correlacibn lineal, empirico y tecirico (regicin critica = 5%). 
Sin embargo, es importante mencionar que el periodo analizado o involucrado 
en el cdculo de la tendencia tiene gran importancia, ya que este pariimetro 
estadistico es inestable, dependiendo de c6mo es la serie al comienzo y final del 
periodo analizado y tiene ~610 validez en ese interval0 de tiempo. Debido a 
que, a1 cambiar de periodo se estiin analizando distintas ondas o a1 incorporar 
m& aiios al andisis, se podria estar introduciendo nuevas ondas. Como ejemplo 
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de la variabilidad de la estimaciijn de la tendencia, se calcula la misma para la 
precipitaci6n anual de O.C.B.A. para diferentes periodos. La Figura 5.5 a) muestra 
la serie temporal en el periodo (1890-1984), con la representacibn g r s c a  de la 
tendencia, significativa en este periodo (regibn critica 5%). Se puede observar que 
la serie presenta dos afios, 1900 y 1959, con mAximos absolutos de precipitacibn. Si 
se calcula la regresibn lineal para distintos lapsos de tiempo teniendo en cuenta o 
no el G o  1900, se puede observar como esta pasa de ser no significativa (Figura 5.5 
13)) a significatim (Figura 5.5 c)). 
Para explorar en forma mAs detallada 10s procesos que generan a la 
precipitaci6n se estima el espectro de potencia de Blackman-Tukey (Mitchell, 1966) 
para cuatro meses caracteristicos y el total anual. El espectro de potencia de la serie 
anual (Tabla 5.4) muestra, e n  la mayoria de bas estaciones, un pico significative e n  
un periodo de aproximadamente 7 aiios que ~610 se inhibe en la estacibn Dolores, 
lo que db en principio un aspect0 comtin para toda la regibn. En esta estacicin, la 
disminuci6n de 6ste podria deberse a1 aumento de la varianza explicada por ondas 
de mayor longitud (10 afios). E n  algunas estaciones existe una  de'bil evidencia a 
mostrar picos alrededor de 4 y 3 afios. Con respecto a las estaciones O.C.B.A. 
y Lamadrid presentan una fluctuacibn alrededor de 7 afios, a pesar de no ser 
est adisticamente significativa. 
Tabla 5.4: Estimaciones espectrales en aiios para la precipitacibn anual y 4 meses caracteristicos, 
para cada estacibn y diferentes niveles de significancia. 
* = 95% nivel de significancia, ' = baja significancia. 
Carac. = Caraderisticas. Proc. Homog. = Proceso Homog6neo. 
E 
N Picos 
E 
R Carac. 
A 
B Picas 
R 
I Carac. 
J 
U Picos 
L 
I Carac. 
0 Picos 
C 
T Caw. 
............................ 
A 
N Picas 
u 
A Carac. 
CAC FLO AZU 
5* 5" 3" 
3* 2.5* 
2.5* 
20" 10" 12* 
lo* 3. 3* 
................................................................................................................ 
3 * 3" 
2.5* 
Aleatorio 
...................................................................... 
7* 7' 
4* 
P m .  Homog. 
---*..-...*-.-.....--..-...-....------.... 
7* 8" 6" 
3' 7* 3* 
3* 
P m .  Homog. 
JEP RAN CHA 
48" 24" 48" 
4* 4* 4* 
2.5* 2.5* 2.5* 
Proc. Homog. 
...................................................................................................................................................................... 
lo* 8* lo* 
2.5* 3.5* 3* 
Proc. Homg. 
5" '24" 
lo* 
3* 
P m .  Homog. 
-............-..--.*.-....--...*.-........,.............-...1-.....*.. 
4* 8" 8" 
Proc. Homg. 
16' 7" 16' 
7" 4* 7" 
4* 4* 
3* 3* 
b. Homog. 
GUE DOL 
2.5" 4" 
11' 14* 
4' 4* 
3 * 3* 
P m .  Homog. 
..................................................... 
Aleatorb 
7* 7* 
3* 
P m .  Homog. 
. ........... ....................................................................... 
14* 10" 
7* 4. 
4* 3* 
Proc. Homog. 
OCB LAM 
2.5" 3" 
2.5. 
28* 58* 
8' 5 * 
2.5' 3* 
&tori0 
.. ................. 
8" 56' 
3* 4* 
7" 
2.5* 
Capitulo 5 
Cuando se analizan 10s espectros mensuales, las caracteristicas aludidas se 
refEejan e n  la mayoria de las estaciones e n  10s meses de abril y octubre, que 
son  por otro parte, mdsimos e n  la marcha anual. E n  el m e s  de julio, salvo 
algunas manifestaciones de ondas cortas (3 aiios) el proceso es predominantemente 
aleatorio. El  m e s  de enero es el m e s  d e  mayor  inhomogeneidad regional e n  cuanto a 
la estructura del proceso. Este resultado estd de acuerdo a lo hallado anteriormente. 
0 sea que, la tendencia a mostrar inhomogeneidades e n  la regidn estd centrada e n  el 
verano y coincidiria con que los mecanismos predomina~~tes  rle prod?sccirin d c  I l t ~ j j . ( ~  
son debidos a conveccidn e n  escalas temporales y espaceales pequeiias. 
La interpretaci6n fisica de estos picos no es inmediatamente obvia. Sin 
embargo, otros autores han encontrado picos alrededor de 10s mismos intervalos 
espectrales. Morth (1967) encontr6 una periodicidad alrededor de 10s 10 aiios en 
su estudio sobre la variabilidad de la precipitaci6n en la regi6n del Lago Victoria. 
Rodhe (1974) muestra la existencia de dos picos espectrales (3 - 3.5 y 5 - 6 aiios) 
en una regi6n del centro de Kenya. Landsberg et. al. (1959) en su estudio de 
precipitaci6n anual para Woodstock College, Maryland not6 que el espectro de 
precipitaci6n revelaba solamente desvios menores de la aleatoriedad, el m& notable 
el cud consiste de una modesta inflaci6n de varianza en period- m& grande a 10s 
2 aiios. Estas fluctuaciones fueron encontradas tambikn por Doberitz (1967) en su 
estudio de lluvia sobre las Islas Ecuatoriales del Pacifico, Bunting et. al. (1976) 
para el oeste de Africa y Tyson (1971) para un ncmero grande de estaciones de Sur 
Africa. Es tambikn importante notar que Berlage (1957) analizando fluctuaciones de 
la circulaci6n general encontr6 un pic0 en 3-3.5 afios en la regi6n de Indo-Pacifico 
como un fen6meno sobresaliente. Esto implicaria que la fluctuaci6n de 3.5 aiios, 
menos evidente en esta regibn, tambikn tiene un origen fisico, en vez de ser debidos 
a fluctuaciones puramente al azar. 
Luego del estudio presentado e n  esta seccidn de la lluvia mensual y anual e n  el 
period0 (1 906-1 9771, se puede concluir que las series son homoge'neas tanto  espacial 
como temporalmente. Eziste u n a  tendencia e n  presentar inhomogeneidad e n  verano, 
especial y singularmente e n  enero, esto puede ser debido a que 10s principales 
mecanismos de produccidn de lluvia e n  esta e'poca del afio, son debidos a procesos 
convectivos e n  cortos intervalos de  tiempo y espacio. A s u  vez, 10s valores extremos, 
especialmente 10s mdsimos,  son los que muestran signos de no-homogenidad acin e n  
distancias cortas. 
6.1. Distribuci6n de F'recuencias Te6ricas - Revisi6n 
Varias funciones han sido propuestas como modelos de distribucicin de 
probabilidad te6rica para 10s totales de precipitaci6n. Entre estos modelos de 
probabilidad el mris usado es la distribucibn Gamma, la cual es un caso especial 
de la distribuci6n Pearson tip0 111 cuando el pa rhe t ro  de ubicaci6n es cero. Su . 
funci6n de densidad est& dada por: 
donde I' y son 10s pargmetros de la distribuci6n) forma y escala respectivamente. 
Esta distribuci6n fue usada como modelo por Barger y Thom (1949), Mooley 
y Crutcher (1968), Simpson (1972), Thom y Vestal (1968), entre otros. Suzuki 
(1964) propone la distribuci6n Hipergamma de 3 pargmetros como un modelo 
generalizado de la distribuci6n Gamma, la cual ajusta adecuadamente a 10s datos 
de precipitaci6n para varios intervalos de tiempo: 
donde a, ,O y v son 10s parzimetros de la distribuci6n. 
Debido a que la soluci6n inversa de la distribuci6n Gamma no es fscil 
de calcular, varios autores han propuesto modelos alternatives que expliquen 
distribuciones empiricas asimktricas con grandes colas como es el caso de la 
precipitacibn. Entre ellos, se puede mencionar a Mielke (1973) quien introdujo 
un modelo de distribuci6n de dos parhetros y asimetria positiva, distribuci6n 
Kappa, que explica datos que poseen grandes colas, describiendo mejor ciertas 
cantidades de lluvias, comparada con Gamma y Log-normal, siendo la estimaci6n 
de sus parhet ros  m& fAcil que las funciones mencionadas. Esta distribucian est6 
dada por la ecuaci6n: 
0 tra distribuci6n usada satisfactoriamente para datos de precipit aci6n en 
cortos intervalos de tiempo, causaclos por lluvids convectivas o experimcntos dc 
modificaciones del tiempo, es la Log-normal (Mielke y Johnson, 1973). 
Suzuki (1980) y Gupta y Panchapakesan (1980) proponen a las distribuciones 
Gamma, Log-normal, Weibull y las funciones del tip0 Kappa como aquellas que 
ajustan satisfactoriamente a 10s datos de precipitaci6n. Wong (1977) compar6 las 
dis tribuciones mencionadas anteriormente usando 5 conjuntos de datos de Alberta, 
encontrando que la distribuci6n Weibull es una alternativa razonable para describir 
10s datos de precipitaci6n en esa regi6n. En la Repliblica Argentina, Nufiez (1987) 
ajust6 distintas funciones te6ricas a la precipitaci6n mensual de la regi6n semihida 
pampeana, siendo 10s mejores ajustes la distribuci6n Normal raiz clibica y la Gamma 
incompleta. Krepper et. al. (1989) analizaron el comportamiento de 10s momentos 
de 3' y 4' orden de la precipitacibn mensual en la regi6n pampeana y 10s compararon 
con las distribuciones te6ricas Weibull, Gamma y Log-normal, siendo la distribuci6n 
tip0 Weibull quien ajustaba mejor las distribuciones empiricas de esas estaciones. 
La mayoria de estos modelos son seleccionados en funci6n de la forma 
que presenta su distribuci6n te6rica siendo sus parhetros puramente empiricos 
con poca o ninguna significancia fisica. Revfeim (1982 a), siguiendo 10s trabajos 
empiricos de Le Cam (1961), Buishand (1977) y 0ztiirk (1981), deriv6 una 
distribuci6n teniendo en cuenta 10s mecanismos fisicos que producen el fedmeno 
estudiado. Este modelo te6rico se basa en la suposici6n de que la luvia es un 
eveiito producido por chaparrones o tormentas instantheas de acuerdo a un proceso 
Poisson y que la cantidad de precipitacibn caida en cada tormenta es independiente 
y estd distribuida exponencialmente. Esta suposici6n se puede aplicar, como una 
primera aproximaci6n, a 10s eventos de lluvias, ya que para la mayoria de 10s 
regimenes son de corta duraci6n comparado con el tiempo ocurrido entre ellos 
(Revfeim, 1983 a). La funci6n de probabilidad de 10s totales de lluvia mensuales 
(Revfeim, 1982 a) es: 
donde y = 2 ( p ~ / ~ ) l / ~  y Il(y) es la funci6n de Bessel modificada de orden 1. La 
media y la desviaci6n estandard de 10s datos de precipitacicin pueden ser escritos 
en tCrminos de 10s pariimetros de la distribuci6n.de la siguic~lte mailera: 
.=&- 
p = numero de eventos sinopticos, p = cantidad media de lluvia por evento 
Thompson (1984) utiliz6 este modelo para estudiar la homogeneidad de 10s 
totales mensuales de lluvia en Nueva Zelandia. Revfeim lo aplic6 satisfactoriamente 
a1 andisis de las precipitaciones extremas producidas en 1-hora (1982 b), lluvias 
mensuales extremas (1983 b) y totales de lluvias anuales (1990, 1991). 
Hacer un diagn6stico climiitico regional requiere de modelos puntuales lo m& 
simple posibles y que tengan una teoria conocida, es debido a ello que generalmente 
se elige a la distribuci6n normal. Esto varia si el objetivo es el de ajustar modelos 
en un punto, para ciertas propiedades especificas de la lluvia, como podria ser 10s 
extreinos. 
6.2. Objetivos 
El objetivo principal de esta seccicin es encontrar un modelo simple y "Gnico" 
para la precipitacibn, que sea transferible de una a otra escala temporal y verificar 
si este modelo tiene validez regional. 
Para llevar a cab0 este objetivo se analizan escalas especiales (raiz n-Csima 
de la cantidad de lluvia) para encontrar la "mejor transformacicin" que normalice 
(modelo simple) las distribuciones de la precipitaci6n para diferentes escalas de 
tiempo y luego, determinar la relaci6n entre la lluvia y su duracicin. La utilidad 
I:. , - 
miixima de este modelo es analizar si esta ley aplicable en tiempos mayores a 1 mes, 
es transferible a escalas menores, clebido a que no siempre se tiene la posibilidad de 
usar todos 10s archivos pluviom6tricos. 
6.3. Planteo del Modelo 
Se puede demostrar que cualquier funci6n de una variable al azar es 
nuevamente una variable. Por lo tanto, cualquier distsibucicin de fsecue~lcis yucdc 
ser transformada en una distribuci6n de forma dada, usando una adecuada trans- 
formaci6n o relacicin funcional. En el caso de las transformaciones equiprobables, 
esto puede ser hecho sin conocer la forma funcional de la transformaci6n. 
Debido a1 hecho que las curvas normales son modelos simples matem6tica- 
mente, un gran niimero de t6cnicas estadisticas y tablas han sido desarrolladas para 
verificar la distribuci6n de 10s datos. La distribuci6n Normal es de reconocido valor 
como una primera aproximaci6n para algunas variables meteorolbgicas, a pesar que 
en la mayoria de 10s casos no puede ser aplicada con rigor. En el caso particular 
de la precipitaci6n se necesita un tratamiento especial para encontrar una relaci6n 
lineal entre la precipitaci6n y la escala de probabilidad normal. 
Si y! tiene una distribuci6n Normal, luego el conocimiento del valor de c 
puede dar un indicio de la forma como la naturaleza estii siendo combinada para 
producir el valor observado de y. Stidd (1953, 1968) y Nick (1974) encontraron que 
10s datos de precipitaci6n comunmente pueden ser ploteados como una linea recta 
sobre un diagrama donde la ordenada es la raiz ciibica y la abscisa su probabilidad. 
Esta caracteristica indica que la raiz ciibica de la precipitacibn est& distribuida 
normalmente y por lo tanto, es el product0 de tres funciones que se pueden asociar 
con tres variables atmosfkricas. No se han dado pruebas matemiiticas de este 
concepto, pero el mismo autor (Stidd, 1970) genera computacionalmente una serie 
temporal estacionaria, la cud ha sido modificada por procesos andogos a aquellos 
que producen la precipitaci6n. Los resultados obtenidos tienen las caxacteristicas de 
las distribuciones de 10s datos de precipitaci6n y obtiene una explicaci6n cuantitativa 
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para la asimetria, verificando la hip6tesis anterior. 
6.4. Estimacihn del modelo 
6.4.1. Cantidades mensuales 
Para este estudio, 10s valores mensuales de precipitacibn fueron llevados a 
periodos de tiempo cle 31 dim. Inicialmente, se trabaja con " cantidades inenst~ales" ,
en donde la informaci6n fue agrupada de la siguiente manera: para una unidad 
definida de k meses, se sum6 k datos comenzando en el mes i y luego a partir del 
mes i+l  se reitera la operacibn, obteniendo una serie donde cada tkrmino representa 
k meses. Este procedimiento se realiza para k desde 1 a 12 meses, con el fin de 
contar con la mayor cantidad de datos posibles. Este procedimiento tiene por un 
lado, la ventaja de que el ciclo estacional deja de tener su fuerte predominio, a1 
estar incluyendo en toda la muestra tanto 10s mAximos como 10s minimos y por el 
otro, la desventaja de que 10s datos transformados dejan de ser independientes. 
Para cada estacibn, las distribuciones para diferentes " cantidades de lluvia" 
(k = 1, 2, ......, 12 meses) son ploteadas en un grAfico donde la ordenada es la 
lluvia (C=l), raiz cuadrada (C=2) y clibica (C=3) y la abscisa es la probabilidad 
normal o la desviaci6n normal t. En la Figura 6.1 a) se puede observar el 
comportamiento de las funciones de frecuencias (ojivas) del dato original (C=l) para 
las estaciones Jeppener, O.C.B.A., Azul y Las Flores. Estas estaciones describen el 
comportamiento global de la regi6n. En general, se observa que el dato sin modificar 
presenta normalidad pero truncada, debido a que 10s datos no son simCtricos 
alrededor del cero. Los valores miiximos son 10s que se alejan de la regresi6n lineal, 
encontr&ndose un pequefio grado de convergencia; idCntico resultado fue hallado 
por Stidd (1953). Cuando se aplicaron las distintas transformaciones se observa 
que la raei cuadrada ebimina esta convergencia, presentando las distzntas cantidades 
mensuales  m a y o r  parabelismo (Figura 6.1 b).  La transformada raiz clibica modifica 
la distribuci6n de 10s datos de forma tal que hace que la convergencia este presente 
en 10s valores mkimos (ver por ejemplo estaci6n Azul, Figura 6.1 c). De estas 
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t (desviacith normal) 
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Figura 6.1 a): Dis tri buci6n de la precipi taci6n para diferen tes cantidades mensuales, 
para cuatro estaciones, en un diagrama de probabilidad lineal. 
t (desviavibn normal) 
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t (desviack;n normal) 
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Figura 6.1 b): Distribucidn de la precipitacibn para diferentes cantidades mensuales, 
para cuatro estaciones, en un diagrama de probabilidad rai'z cuadrada. 
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t (desviacidn normal) 
- 4 - 3 - 2 - 1  0 1 2  3 4 
t (desvlaeign normal) 
t (desviaclth normal) 
t (desviaci6n normal) 
Figura 6.1 c): Distribuci6n de la precipitacich para diferentes cantidades mensuales, 
para cuatro estaciones, en un diagrama de probabilidad rari clibica. 
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figuras se puede observar como'se va modificando la distribucicin de 10s datos 
originales (cambio de la pendiente en las curvas) y por lo tanto su asimetria, a 
medida que se aplican las distintas transformaciones. 
Los valores observados en estas griificas para cada estaci6n y cantidad de 
lluvia son ajustados por cuadrados minimos y 10s pardmetros de la regresicin 
lineal (pendiente y ordena a1 origen) son analizados estadisticamente. En primera 
instancia se calcula el estadistico X 2  para verificar si estas distribuciones empiricas, 
rectas en un grAfico normal, pueden ser ajustadas por dicha distribucicin te6rica. Los 
resultados, no mostrados, confirman que, para cada una de las cantidades mensuales 
y estaciones, el dato original como sus dos transformadas tienen distribuciones 
normales (regi6n critica = 5%). Por lo tanto, a pesar de presentar el dato 
original asimetria ksta no es lo suficientemente grande como para que 10s datos 
sin transformar no presenten normalidad. 
En la teoria, las lineas deberian ser paralelas ya que el cruce de dos rectas 
conduciria a un absurdo, debido a que m& alld del punto de intersecciGn, las 
cantidades esperadas para igual probabilidad para un periodo corto serian m& 
grandes que el correspondiente valor para un periodo mas largo. En la prGctica, 
como se puede observar en la Figura 6.1 a), las curvas se cortan debido a que, como 
se dijo anteriormente, la serie de precipitacibn es truncada. Bajo esta hipcitesis 
de paralelismo, se analiza la pendiente de las 12 cantidades mensuales de cada 
estacicin y transformada (C = 1, 2 y 3). Dado que la pendiente de cada curva es 
proporcional al valor de la cantidad mensual que se estd analizando, el valor de la 
misma disminuye de 1 a 2 ordenes de magnitud al pasar del dato original a sus 
transformadas. Una medida de variabilidad de la misma, comparable en 10s 3 casos 
(C = 1, 2 y 3) es el error relativo de la pendiente. De la Tabla 6.1 se puede observar 
que, en todas las estaciones la variabilidad de la pendiente media es menor en el caso 
de la raiz cuadrada, siendo esta transformada la que presenta mayor paralelismo 
entre las distintas cantidades mensuales (Figura 6.1). 
Tabla 6.1: Estimacidn de la pendiente media (b) y su error relativo de las cantidades 
mensuales, para cada familia de distribucidn (estacidn). 
(Dato original: C=l, Rafz cuadrada: C=2, Raiz cbbica: C=3) 
C=l C=2 C=3 
Estaci6n b Error b Error b Error 
Azul 
OCBA 
Latnadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomfis 
Flores 
Jeppener 
Una forma de corroborar este resultado es analizando si las 12 pendientes de 
cada familia de distribucicin e s t h  representadas por su valor medio. Esta hipcitesis 
es testeada a travks del ansisis de covarianza (Brownlle, 1965) (Apendice), bajo la 
siguiente hip6tesis nula: 
i = cantidad mensual, j = 1, ...., 10 (estaciones) 
Antes de la aplicacicin de esbe test es necesario analizar la heterogeneidad de 
las varianzas de las rectas. El test de Batlett (Brownlle, 1965)(Apkndice) compara 
dichas varianzas por medio de X2 bajo la hip6tesis nula: 
i = cantidad mensual, j = 1, ...., 10 (estaciones) 
La Tabla 6.2 presenta el valor empirico del estadistico X2 para cada estaci6n 
y transformada (C = 1 ,2  y 3). Si bien no existe una transformada donde todas las 
estaciones acepten la hip6tesis nula, la raiz cuadrada es en donde m& estaciones, 
60%, el valor del X2 empirico es menor a1 te6rico (regi6n critica 5 %). A su vez, 
independientemente de la aceptacibn del test, es la transformada que presenta en 
la mayoria de las estaciones el menor valor del estadistico (70%). 
Tabla 6.2: Estimacidn del estadfstico X para cada transformacidn (C = 1, C =2, C = 3) y 
estacidn, para las cantidades de lluvia. 
Estacidn 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascom6s 
Flores 
Jeppener 
Asumiendo homogeneidad en las varianzas mensuales, se procedi6 a testear 
la hip6tesis si las 12 distribuciones de cada estaci6n podian estar representadas por 
su pendiente media. La Tabla 6.3 presenta el valor del estadistico de Fisher empirico 
con el cual se realiz6 el andisis de covarianza. Se puede observar que, para el caso 
de la raiz cuadrada, ~610 dos estaciones, Azul y Chascomtis, rechazan la hip6tesis 
(vl = 9, v:! = 110, regi6n citica = 2.5 y 1 %). 
Tabla 6.3: Estimacidn del estadfstico de Fisher, para las distintas cantidades mensuales, cada 
estaci6n y transformada (C= 1, C=2, C=3). 
Estacidn C= l  C=2 C=3 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachm' 
Chascomtis 
Flores 
. Jeppener 
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Por lo tanto, se elige a la t6ansformada raiz cuadrada como mode10 estadistico 
simple que normaliza y mant iene  paralelismo e n  10s datos de precipitacidn de la 
distintas variables (1 mes ,  2 meses  ,....) y estaciones. De esta forma, la familia 
entera de cada estacio'n puede ser representada como u n a  linea recta, cambiando 
e n  cada caso la ordenada a1 origen. Es te  resultado nos  estci indicando que cada 
estacio'n presenta ide'ntica variabilidad para distintas cantidades mensuales. 
Figura 6.2: Distribucidn de la precipitacidn para diferentes cantidades mensuales, 
a) Azul (I-, 3-, 5-, 7-, 9-, 11-meses) y b) Observatorio Central (2-, 4-, 6-, 8-, lo-, 12- 
rneses), en un diagrama de probabilidad raik cuadrada. Las lineas s6lidas fueron 
ajustadas por cuadrados minimos. 
La Figura 6.2 muestra, como ejemplo, 10s resultados finales de dos familias 
de distribuci6n (Azul y OCBA) linealizadas por el uso de la raiz cuadrada de 
la precipitaci6n. Los histogramas ilustran el grado de variedad de asimetria 
encontrados en 10s datos de precipitaci6n. Las lineas s6lidas representan I-, 2-, liasta 
12 lneses de cantidades de lluvias (ajustados por cuadrados minimos). La ordenada 
a1 origen est& representando el comportamiento de la mediana (desviaci6n normal 
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t=O) y la pendiente es proportional a la desviacibn estandard de la raiz cuadrada 
y compara rangos de lluvia para el mismo interval0 de probabilidad. 
Figura 6.3: Pendiente media de la regresi6n lineal de cada estaci6n para la 
transforrnada raiz cuadrada 
Analizando el comportamiento regional de la pendiente media de cada farnilia 
de distribuci6n (estacibn) se puede observar que existe un leve gradiente dirigido 
hacia el sudoeste, mostrando la variabilidad espacial de la precipitaci6n en la regi6n 
(Figura 6.3). Sin embargo, esta variabilidad no es estadisticamente significativa (8 = 
3.36, a = 0.22). Por lo tanto, todas las estaciones presentan ide'ntica variabilidad 
para distintas cantidades mensuales, formando parte de una  reg& climdticamente 
homoge'nea. 
El uso de funciones normalizadoras para la descripci6n de una distribuci6n 
tiene la ventaja de dar algiin indicio de las causas fisicas de la distribuci6n. En este 
caso, el uso de la raiz cuadrada sugiere que la lluvia es una funci6n del product0 
de dos parhet ros  distribuidos normalmente e intercorrelacionados. En la escala 
de tiempo que se est& trabajando, estos pueden ser 10s movimientos verticales y el 
contenido de humedad e n  el aire. Por otro lado, esta teoria fija el tip0 de distribuci6n 
que debieran tener estas dos variables. 
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6.4.2. Meses del aiio 
Luego, se analiza como actGa la onda anual en estos modelos o sea, se evallia 
el comportamiento anual de la ordenada a1 origen y la pendiente y de 10s modelos 
que ellos tienen. Por lo tanto, para el caso de las lluvias mensuales, cada mes 
por separado, se realizan 10s mismos c&lculos que para las cantidades mensuales, se 
plotka la informaci6n en un diagrama normal y las distintas curvas fueron ajustadas 
por cuadrados minimos. En la Figura 6.4 se presentan como ejemplo las estaciones 
O.C.B.A. y Dolores, para el dato original y sus dos transformadas. Se puede 
observar que si bien el dato original nuevarnente presenta normalidad, existen meses 
con mayor variabilidad y dispersi6n) resultado que se corrobora con valores m& altos 
del estadistico x2, resultado no mostrado. Cuando se analiza el paralelismo de las 
curvas para cada una de las transformaciones, a travks del error relativo, (Tabla 
6.4) y el test de Fisher (Tabla 6.5), previa aceptaci6n de la heterogeneidad de las 
varianzas (Tabla 6.6)) se puede observar que la raiz cuadrada es la transformada 
que remueve me jor  la asimetria, manteniendo paralelismo entre las ojivas. 
Tabla 6.4: Estimaci6n de la pendiente media (b) y su error relativo del estudio de 10s meses, 
para cada familia de distribuci6n (estaci6n). 
(Dato original: C=l, Raiz cuadrada: C=2, Raiz ctlbica: C=3) 
C= 1 c = 2  C=3 
Estaci6n b Error b Error b Error 
Azul . 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomds 
Flores 
Jeppener 
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Figura 6.4.a): Distribucidn de las iluvias mensuales en un grsifico de probabilidad 
lineal. Para el caso de dos estaciones: Dolores (meses pares) y O.C.B.A. (meses 
impaxes). 
Figura 6.4. b): Idem Figura 6.4.a) en un grace raik cuadrada. 
Figura 6.4. c): Idem Figura 6.4.a) en rm grtifico raiz ctibica. 
Tabla 6.5: Estimacidn del estadistico X2 para cada mes en particular y para cada 
transformaci6n (C=ll C=2, C=3) y estaci6n. 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomds 
Flores 
Jeppener 
Tabla 6.6: Estimaci6n del estadistico de Fisher, para cada uno de 10s meses del aiio, estaci6n 
y transfomada (C=l, C=2, C=3). 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomds 
Flores 
Jeppener 
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6.4.3. Estaciones del afio 
Para el caso de las lluvias est acionales, verano (DEF), otofio (MAM), invierno 
(JJA) y primavera (SON), se realiza el mismo procedimiento que para las lluvias 
mensuales y cantidades mensuales. La Figura 6.5 muestra las distribuciones para 
el dato original y sus dos transformadas, para las estaciones Guerrero, Las Flores, 
Dolores y Lamadrid. Se puede observar que la asimetria e n  todas las estaciones 
astrondmicas y estaciones meteorolo'gicas es efectivamente removida por el uso de 
la raiz cuadrada. Hay una tendencia en las lineas ploteadas a mostrar un ca~nbio 
de pendiente en otoiio y en algunas estaciones tambikn en verano, lineas rectas 
en 10s gr6ficos. Esto puede deberse a las lluvias convectivas prevalentes en esa 
kpoca del aiio. A pesar de las diferencias encontradas en verano y otofio, cuando 
las pendientes para cada estaci6n son testeadas est adisticamente las distribuciones 
pueden ser representadas por su pendiente media (Tablas 6.7, 6.8 y 6.9). 
Tabla 6.7: Estimaci6n de la pendiente media (b) y su error relativo, para cada estaci6n del aiio 
y familia de distribuci6n (estaci6n). 
(Dato original: C=I, Raiz cuadrada: C=2, Raiz clibica: C=3) 
C= 1 C=2 C=3 
Estaci6n b Error b Error b Error 
. Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomtis 
Flores 
Jeppener 
Tabla 6.8: Estimacidn del estadistico X2 para las estaciones del aiio, transformacidn (C=l, 
C=2, C=3) y estacidn. 
Azul 
OCRA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomtis 
Flores 
Jeppener 
Tabla 6.9: Estimacidn del estadistico de Fisher, para cada estacidn del aiio, estaci6n y 
transformada (C= 1, C=2, C=3). 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
Chascomtis 
Flores 
Jeppener 
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Guerrero 
Las Flores 
Figura 6.5 a): Distribudbn de las lluvias estaciones en un grrifico de probabilidad 
lined, para cuatro estaciones. 
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Dolores 
Lamadrid 
Figura 6.5 a): contintia. 
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Guerrero 
t 
Las Flores 
Figura 6.5 b): Idem 6.5 a) en un g r s c o  de probabilidad raiz cuadrada, para cuatro 
es t aciones. 
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Figura 6.5 c): Idem 6.5 a) en un grzXco de probabilidad raiz ctibica, para cuatro 
es taciones. 
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Figura 6.5 c): continlia. 
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Como en la secci6n anterior el ancilisis o comportamiento regional de 
la pendiente media muestra altos valores en  el N E  decreciendo hacia el SO, 
describiendo la climatologs'a de la precipitacidn e n  la regidn. Cuando la ordenada 
a1 origen, para cada estacio'n del aiio, es analizada regionalmente, 10s mismos 
resultados son  encontrados salvo para invierno (Figura 6.6). E n  esta kpoca del 
aiio las estaciones costeras presentan altos valores relativos, e n  concordancia con el 
mode10 de lluvia e n  esa 6poca del aiio. 
Figura 6.6: Comportamiento regional de la ordenada al origen de la regresidn lined 
para las lluvias invernales. 
6.5. Estimacihn de un modelo de probabilidad 
6.5.1. Planteo del Problema 
' I '  d 
Como se demostr6 en la secci6n anterior la transfbrmada raiz chadrada 
normaliza las distintas variables (cantidades mensuales, meses individuales y lluvias 
estacionales) manteniendo paralelismo en las diferentes distribuciones dentro de 
cada estaci6n. Por lo tanto, cada familia de distribuci6n puede ser representada 
por su pendiente media carnbiando en cada variable la ordenada al origen. La 
desventaja de este mCtodo es la necesidad del conocimiento de cada ordenada a1 
origen, lo cual hace que este procedimiento sea poco prgctico. 
Fletcher (1950) analizando 10s valores de precipitacibn para distintas partes 
del mundo, estableci6 que la relaci6n entre valores de lluvia y su duraci6n siguen la 
siguiente ley: 
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donde R es la cantidad de lluvia, D es la duraci6n en tiempo (1 mes, 2 meses, ....) y 
k y n son constantes arbitrarias para ser determinadas estadisticamente. Dos lineas 
(ojivas) dan dos pares de valores para R y D permitiendo encontrar el valor de k y 
n, estableciendo el espaciamiento para la familia completa. 
G. 5.2. Aplicacicill del inodelo 
Asumiendo que las diferentes distribuciones de la raiz cuadrada de las 
cantidades mensuales son paralelas, se aplica la relacibn entre la precipitaci6n y 
su duraci6n dada por Fletcher. En la prtictica, para la obtenci6n de las constantes 
k y n se utilizaron las condiciones medias de cada familia de distribuci6n (6  y 
7 meses). 0 sea, para cada familia (12 distribuciones) 10s dos pares de valores 
necesarios para la obtenci6n de las constantes fueron las curvas de D = 6 meses y 
su valor de precipi t aci6n en la desviaci6n normal cero, R(t =0) y 10s correspondientes 
valores a la curva de D = 7 meses. La Tabla 6.10 muestra 10s d o r e s  resultantes 
de las constantes, k y n, para cada estaci6n. Se puede observar que el valor de n 
result6 en todas las estaciones cercano a 0,5. Por lo tanto, la cantidad de lluvia es 
proporcional a la raiz cuadrada de su duraci6n: R = k: J D. Este resultado es 
otro szgno de homogeneidad ezistente e n  la regidn. 
Tabla 6.10: Estimaci6n de las constantes (k y n) de la ley que relaciona 10s valores de lluvia 
y su duraci6n. 
Azul 
OCBA 
Lamadrid 
Ranchos 
Dolores 
Guerrero 
Cachari 
ChascomCLF; 
Flores 
Jeppener 
La Figura 6.7 muestra la aplicacibn de esta ley para el caso de Dolores y 
Jeppener. Los simbolos en 10s grAficos son 10s valores observados, la linea s6lida 
fue ajustada por cuadrados minimos (resultado hallado en la seccibn anterior) y las 
lineas punteadas son las estimaciones para otros periodos de longitud, aplicando el 
modelo propuesto. Como se puede observar (Figura 6.7), el error que se comete al 
es t imar  el valor de precipitacio'n a partir de este me'todo es pequeco, ilustrando un 
me'todo simple y eficiente para la estimacio'n del dato de precipitacio'n dentro del 
rango estudiado. 
Jeppener 
Figura 6.7: Distri bucidn de la precipitacidn para las distin tas cantidades mensuales, 
para las estaciones Dolores y Jeppener. Linea sdlida: ajustada por cuadrados 
iniizimos, sim bolos: datos observados y lineas punt eadas: estimaciones dadas por la 
ley que relaciona los valores de lluvia y su duracidi~. 
6.6. Conclusiones parciales 
Del estudio realizado en esta secci6n se observa que la transformada 
raiz cuadrada normaliza 10s datos de precipitacibn, tanto para distintas escalas 
t emporales como espaciales. 
Una de las ventajas de este modelo es que permite tener un indicio de las 
causas fisicas de la distribucibn o de la forma como la naturaleza se combina para 
producir el valor de precipitaci6n mensual. 
A su vez, dado que cada familia de distribuci6n presenta paralelismo, se 
puede estudiar el espaciamiento entre las dis tint as variables temporales, encon- 
trando un modelo simple, transferible de una a otra escala temporal y con validez 
regional. Como ejemplo, en la Figura 6.7 se presentan las estimaciones te6ricas de 
este modelo para lluvias de 7 y 15 dias de duracibn, para la estaci6n Jeppener. 
Cuando se aplic6 este modelo a las lluvias estacionales, las griiiicas muestran 
10s procesos convectivos presentes en 10s meses de verano y otofio, especialmente en 
las estaciones costeras. El andisis regional de la ordenada a1 origen y pendiente db 
el comportamiento climdtico de la regi6n. 
ESTRUCTURA TEMPORAL DE LA PRECIPITACION 
La distribuci6n de la precipitaci6n a travks del ciclo estacional puede ser 
tan importante como la cantidad total anual de precipitacibn cuando se evallia su 
impact0 sobre la ecologia, hidrologia y el uso del agua. Esta distribuci6n estacional 
es el product0 de la interacci6n entre la circulaci6n general de la atm6sfera y las 
caracteristicas topogrscas locales tales como el resultado de la interacci6n entre 
tierra, costa y montafia. 
Los diferentes patrones estacionales tambikn marcan o reflejan cambios en 
la circulaci6n global, tales como el cambio en la traza de las tormentas y masa de 
aire dominantes. El estudio de la estacionalidad de la precipitacibn puede proveer 
una idea de 10s cambios de la circulaci6n atmosfkrica. Cuando diferentes periodos 
de tiempo son analisados, este estudio puede aGn dar una idea de 10s cambios de la 
circulaci6n atmosferica sobre cambios climbticos. 
Diferentes tkcnicas analiticas han sido usadas para cuantificar y simplificax 
la descripci6n de 10s eventos meteorol6gicos. La tkcnica de componentes principales 
es comunmente usada en el andisis de 10s datos de precipitaci6n. Como mod0 de 
ejemplo se puede citar a Pittock (1980) quien estudi6 10s modelos m& importante 
de la precipitaci6n y la temperatura en Argentina y Chile relacionbndolos luego con 
indices de circulaci6n general. Kousky y Srivatsangam (1983) analizaron el ciclo 
anual y semianual de 10s campos de temperatura y viento en distintos niveles en 
Estados Unidos y MCxico, describiendo en forma satisfactoria el comportamiento 
climbtico de las variables. Willmott (1976) utiliz6 componentes principales en el 
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modo-P para 10 aiios de precipitacibn en la regi6n de California, encontranao 4 
regiones similares de precipitaci6n. Karl y Koscielny (1982) analizaron 10s modelos 
de precipitacihn y en especial 10s casos de sequias e identificaron nueve regiones en 
Norte America con diferentes ciclos anuales. Richman y Lamb (1985) examinaron 
modelos de lluvia para periodos de tres a siete dim, encontrando que el mod0 
rotado es el que mejor representa la regionalizacibn de la lluvia en cortos periodos 
de tiempo. Kousky y Cavalcanti (1987) usaron esta metodologia en Amkrica del Sur 
para cletcrrninar la rclacib~l eiltrc la radiaci6il salib~ltc tlc o~ltla. lr~rgt~~ y la,circ.l~l:~.citi~~ 
en 250 mb. Krepper et al. (1989) analizaron la variabilidad espacial y temporal de 
la precipitacibn en el centro-este de la Argentina usando tkcnicas espectrales como 
asi tambikn funciones ortogonales empiricas. 
El anzilisis arm6nico es una tkcnica muy Ctil cuando se quiere estudiar las 
distintas fluctuaciones de las series en estudio. Horn y Bryson (1960) fueron uno de 
10s primeros en representar 10s modelos de la precipitacihn mensual sobre 10s Estados 
Unidos. Utilizando mis de 200 estaciones sobre todo el dominio de Norte AmQica 
realizaron mapas para 10s coeficientes de amplitud y fase de las seis arm6nicas 
resultantes. Ellos notaron que sobre 10s mapas de "isocronas" , lineas de igual hgulo 
de fase, existian &reas en donde las isolineas tendiaa a converger, las cuales eran 
zonas con amplitud cercana a cero. Estas zonas fueron reportadas como regiones 
de transicihn entre un tip0 de lluvia a otro. Finkelstein y Truppi (1991) estudiaron 
la distribucicjn espacial de la estacionalidad de la precipitaci6n en 10s Estados 
Unidos utilizando andisis armcinico y sus resultados sirvieron como base para la 
comparaci6n de 10s modelos de circdacicin global. Ropelewski y Halpert (1986) 
investigaron 10s modelos espaciales de precipitacibn en Norte Am6rica y relacionaron 
10s resultados del anhlisis arm6nico con el fen6meno El Niiio/Oscilaci6n Sur. Los 
mismos autores en 1987 realizaron el mismo estudio ya a escala global. Shver (1975)) 
con el fin de relacionar variabilidades clim&ticas, desarroll6 un diagrama cuasi-polar 
del ciclo anual de la precipitaci6n mensual, donde la posici6n del vector determina 
el tiempo en el cual se produjo el evento y la longitud la cantidad de lluvia caida. 
Esta metodologia es equivalente a anAlisis arm6nico. Hsu y Wallace (1976) a travGs 
de 10s resultado del anglisis de Fourier realizaron mapas de la distribuci6n estacional 
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de la precipitaci6n usando la primera y segunda arm6nica sobre una escala global. 
Landin y Bosart (1985) aplicaron andisis de Fourier en 10s datos de precipitacibn 
horaria en la zona de Nueva York, Pennsylvania y Nueva Inglaterra, encontrando 
distintas regiones algunas de las cuales fueron relacionadas con el efecto de lagos y 
montaiias. Scott y Shulman (1979) aplicaron esta t6cnica a datos de precipitaci6n 
mensual para estudiar la estacionalidad en el noreste de 10s Estados Unidos y sus 
cambios a trav6s del tiempo, calculando la frecuencia de la ocurrencia de las masas 
de aire, el tip0 de flujo de supcrficie y el ptsajc dc fscntcs p:,*ra rclacioilztrlos (:oil 10s 
modelos del anhlisis armbnico. Caviedes (1981) estudi6 el sincronismo y variabilidad 
de la precipitaci6n media mensual en Sur AmCrica, encontrando modelos espaciales 
de la fase y la amplitud para las dos primeras arm6nicas (ciclo anual y semanual). 
Keen y Tyson (1973) utilizaron el anfisis espectral como un m6todo de clasificaci6n 
regional del rkgimen de lluvia de Sud Africa. 
7.2. Objetivo 
El inter& de este estudio es analizar si existen formas, preferenciales o 
particulares, en que se produce la lluvia vistas a trav6s del aiio e investigar si el 
n6mero de grupos o clases es pequeiio, o por el contrario, existen tantas formas como 
6 0 s .  El objetivo principal de esta secci6n es estudiar la variabilidad interanual y 
espacial del rhgirnen anual de la precipitacibn. Para ello, se opta por 10s resultados 
de la aplicaci6n del andisis de Fourier (Ap6ndice)(Panofsky y Brier, 1964), 10s 
cuales sirvieron como variables para el cluster o discriminaci6n de 10s elementos de 
cada muestra. Dada la complejidad del problema no se descartan otras formas de 
discriminaci6n no ensayadas aiin. 
7.3 Estudio Metodol6gico 
En primera instancia, se realiza un estudio metodolbgico para evaluar las 
bondades del anhlisis arm6nico. Como en 10s datos utilizados est6 presente la onda 
estacional y 6sta podria generar agrupamientos obvios, se filtra dicho efecto y se 
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analiza la respuesta de esta metodologia. Las variables utilizadas alternativamente 
son la precipitaci6n mensual de O.C.B.A. con y sin filtro y su respectiva matriz 
de deciles. Se trabaja con la precipitacibn mensual de la estaci6n O.C.B.A., 
utiliz6ndola como estaci6n de referencia, debido a la calidad de sus datos. 
El primer elemento a definir es la forma en que se va a representar la 
precipitaci6n del aiio. El mktodo que se utiliza para esta clasificacibn es caracterizar 
a cada aiio pluvial por la arm6nica de mayor varianza explicada y agrupar 10s aiios 
seglin esa arm6nica. 
Luego de la aplicaci6n de este criterio, a cada uno de 10s aiios de precipitaci6n 
mensual sin filtro, se obtienen 10s resulados de la Tabla 7.1 Una inferencia 
importante de esta clasificacicin es que aparecen todos 10s grupos posibles. La 
varianza explicada por la arm6nica que define el grupo puede tener variabilidades 
que van desde gran p a t e  de la varianza total hasta un pequeiio porcentaje. De 
esta primera clasificacibn se puede ver que el mayor nlimero de aiios de lluvia est& 
explicado por la arm6nica 1. Esto podria deberse a la onda estacional, aunque ello 
no define las posibilidades de ocurrencia, solo un 30%. 
Tabla 7.1: Frecuencia relativa de la precipitacihn mensual con y sin filtro, segdn el grupo 
dado por la armhnica de mayor varianza explicada. 
Porcentaje Explicado (%) 
Filtro 
Sin Filtro 
Grupos 
En funcicin que podria pensarse que la onda estacional es un hecho conocido 
y ademk, oscurecer otro tip0 de influencia, se construye la matriz de datos filtrados 
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de dos formas distintas: a) dividiendo a cada dato por la reconstrucci6n de la onda 
astronbmica promedio a travks del andisis de Fourier (Filtro 1) y b) representacibn 
decilica del dato (Filtro 2). A pesar de que ambos filtros son efectivos, el filtro 
decilico no tiene el mismo efecto que el filtro 1, ya que transforma a la serie original 
en m& fluctuate (ver Figura 3.3). Esto se debe, como se explic6 en la secci6n 3:2, 
a que el filtro decilico hace iguales 1as anomalias de 10s distintos meses. 
Se realiza el mismo tratamiento con las dos series filtradas y se procede de 
igual forma a la anterior. Uno de 10s efectos del filtrado fue que habia varios casos 
en 10s cuales el mayor porcentaje explicado era compartido por dos armbnicas, 
entonces a ese afio se lo considera como integrante de dos grupos. Si se comparan 
las frecuencias obtenidas del filtro 1 con el resultado anterior (Tabla 7.1.) se observa 
que aunque el ordenarniento en funci6n de kstas es el mismo, un efecto similar a1 
estacional se conserva, a pesar del filtro. En el caso del filtro 2 existen alteraciones 
y kstas se materializan en que el segundo y el tercer grupo, m& importantes 
respecto a las frecuencias, son representados por distintas armbnicas. Es posible 
concluir que, las dos formas de filtro, afectan a las series de distinta manera o 
mcis precisamente a 10s resultados del espectro de Fourier. Esto puede tener varias 
interpretaciones, o que el filtro n o  es el adecuado o que la onda estacional no  es u n  
efecto aditivo respecto a 10s mecanismos que provocan la lluvia. La primer hipbtesis 
queda descartada debido a que en secciones previas se muestra la efectiviclad dc 
10s mismos. Debido a este resultado, se comparan para ambas clasificaciones 10s 
aiios que comienzan con la misma armbnica, de lo cual regulta que el porcentaje 
de coincidencia es considerablemente alto (Tabla 7.2). C o n  lo que este efecto 
independiente de su  naturaleza, aditivo o multiplicativo a la onda estacional, es 
mayoritario. 
Con el objeto de aclarar las coincidencias y discrepancias se procede a 
analizar 10s aiios que pertenecen a1 mismo grupo, cualquiera sea la presentacibn 
de la serie. Aunque el porcentaje de coincidencia, entre 10s datos filtrados y la 
representacibn decilica, es menor que cuando se compar6 la serie sin filtro y el filtro 
1, kste es relativamente alto (Tabla 7.2.). A1 analizar el porcentaje de la primera 
armbnica de cada grupo de 10s casos no coincidentes, 6ste es menor a1 50% para las 
dos series. 
Tabla 7.2: Porcentajes de coincidencias parcial y total de aiios de precipitaci6n para cada 
grupo, dado por la arm6nica de mayor varianza explicada. 
Gru pos 
Parcial Total 
P m y  FI F1 y F2 Pm, F1 y F2 
I 89 66 
2 89 65 
3 69 78 
4 9 1 89 
5 89 89 
6 75 50 
Pm: Precipitacicin mensual sin fillro, F1: Filtro 1, F2: Filtro 2. 
Aunque la cantidad de casos de no coincidencia es pequefia se trata de 
averiguar si esos afios tienen alguna ca~acteristica en comhn. Los resultados 
muestran que la varianza explicada por la arm6nica que define a1 grupo, en la 
primera clasificaci611, sin filtro, es baja en esos afios y comparable en orden, a1 menos, 
con la segunda arm6nica m& importante. Esto no es una explicacibn exclusiva para 
estos aiios, ya que ocurre lo misrno en algunos aiios coincidentes. 
7.4.1. Estructura climMica 
Debido a que 10s filtros aplicados afectan a 10s resultados del antilisis 
arm6nic0, se decidi6 trabajar con 10s totales mensuales de precipitaci6n para las 
diez estaciones en el period0 en comGn (1907-1966). 
En primera inst ancia, se estudia la estructura espacial climtitica de la lluvia, 
representada por la marcha anual media de cada estacibn, serie de 12 datos, a 
travCs del andisis arm6nico. Las dos primeras armbnicas representan la mayoria 
de 10s factores fisicos responsables de 10s modelos observados. Los resultados de 
las marchas anuales y semianuales revelan "patterns" interesantes. La distribucibn 
espacial de la fase y la varianza explicada por el ciclo anual y semianual se rnuestran 
en la Figura 7.1 a) y b) respectivamente. En este caso se aument6 el nrimero de 
estaciones a 17, para mayor representatividad del campo clim6tico. Los datos de las 
siete estaciones restantes fueron extraidos de las estadisticas climatol6gicas (S.M.N., 
1969) y 10s nombres de estas estaciones figuran en la leyenda. Se puede observar 
que la suma de ambos ciclos representan casi el 90% de la varianza total, siendo 
la arm6nica 1 la de mayor importancia, aumentando ista a medida que la estaci6n 
se aleja de la costa, mayor al 70%. El ciclo de 6 meses tiene un mayor predominio 
en la zoua costera. Las ondas de periodos ineliorcs, que cxplica~ ~1 rcsto t l ~  la. 
varianza, no tienen un patr6n definido y se comportan como ruido clim6tico en toda 
la regi6n. Idinticos resultados fueron hallados por Caviedes (1981) en el estudio de 
la precipitaci6n mensual de Sur AmQica. 
Figura 7.1: Distribucidn espacial de la Mn'anza explicada y la fase ( ), dadas a 
trav6s del anaisis arm6nic0, para a) el ciclo anual y b) ciclo semianual. 
Estaciones adicionales: Junin, 9 d e  Julio, Bolivar, Pehuajd , T~enque Lauquen, 
Cnel. Suarez, 3 Arroyos, Mar del Plata. 
De la Figura 7.1 se observa que, a pesar d e  que el efecto astrondmico es 
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un forzante importante e n  la precipitacio'n mensual  (varianza explicada mayor  a1 
50%), el ciclo anual n o  representa por s i  so'lo a la componente clirndtica. En otras 
palabras, esto indicaria que para representar satisfactoriamente el r i g i m e n  clirncitico 
de lluvia es necesario la conjuncio'n del ciclo anual y semianual. 
7.4.1 .a. Significado fisico de las arm6nica.s 
La distribuci6n de la lluvia durante el trascurso del aiio tiene un mbimo al 
final del verano, cuando el calentamiento continental llega a su mbimo y tambibn 
cuando existe una circulaci6n meridional predominante y las masas de aire tienen 
su origen en la zona tropical. Por lo tanto, el mbimo de lluvia en la regi6n en 
estudio puede ser considerado como el resultado de la convergencia de dos procesos 
generadores de lluvia, calentamiento y advecci6n de humedad. 
La primer arm6nica tiene un mkimo en 10s meses de verano y un minimo 
en invierno (Figura 7.2). Debido a que el ciclo hidrol6gico estd afectado por el 
sol, esta arm6nica puede ser asociada a dicho efecto. Como se puede observar 
en la Figura 7.1, la mayor concentraci6n regional de esta arm6nica ocurre en las 
estaciones continent ales, donde el calent amiento es mayor. 
Figura 7.2: Marcha m u d  promedio de la precipitaci6n de 0. C.B.A. y la recon- 
strucci6n del ciclo anud, ciclo semianual y la suma de ambos ciclos. 
Con respecto a la segunda arm6nica tiene dos mGximos, primavera y otoiio, y 
dos minimos, verano e invierno (Figura 7.2). Este ciclo muestra mayor predominio 
en las estaciones costeras decreciendo su importancia hacia el oeste (Figura 7.1). 
Salles y Compagnucci (1992) analizaron 10s carnpos diarios de presi6n a nivel del 
mar de toda Ia Repliblica Argentina para cada uno de 10s meses del aiio, utilizando 
el anaisis de componentes principales. Ellos encontraron que el primer modelo en 
cada mes es aquel que representa el campo medio de presibn, explicando m& del 
50% de la varianza total. La marcha anual de este modelo tiene dos mkimos, 
abril y septiembre, mostrando el mismo comportamiento del ciclo semianual de 
la prccipitaci6n) permitielldo cste ~lloclelo un flujo lncridional tlcstl(: cl llortc. tl(: li~. 
provincia de Buenos Aires, aportando humedad. 
Por  lo tanto,  se puede concluir que la primer armo'nica del campo de 
precipitacio'n puede ser asociada a1 calentamiento solar y la segunda a la adveccidn 
de humedad. 
7.4.2. Variabilidad anual 
Con el fin de analizar cud1 es el comportamiento a50 a afio de la preci- 
pitaci6n mensual se agrupan las marchas anuales de cada estacibn, discriminadas 
mediante la estructura de la onda predominante, de acuerdo a1 criterio explicado 
anteriormente. Se observa en la Tabla 7.3. que para cada estacibn, todas las ondas 
del espectro aparecen como fundamental en algtin aiio pluvial, permitiendo de esta 
forma obtener elementos para 10s 6 grupos posibles. Esto nos estd indicando la 
posible variabilidad ezistente entre lo8 a603 de lluvia. Con respecto a la influencia 
del efecto astron6mic0, caracterizada por la arm6nica 1, se observa que no es 
predominante ya que tiene una ocurrencia relativa que va del 13% a1 43% (Guerrero 
y Lamadrid, respectivamente). Por lo tanto, se puede concluir que si bien el efecto 
de filtrar la onda es necesario e n  la precipitacidn, n o  es t a n  importante como e n  
otras variables meteoroldgicas, como es el caso de la temperatura. 
Los carnpos que definirian las frecuencias relativas de la Tabla 7.3 para 10s 
grupos dominados por la arm6nica 1 y 2 (Figura 7.3) tienen la misma estructura 
que 10s carnpos clim6ticos medios representados por el ciclo anual y semianual 
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respectivamente (Figura 7.1). 0 sea, mayor  porcentaje de ocurrencia del grupo 
1 e n  estaciones continentales y lo contrario para la armdnica de 6 meses.  Este 
resultado confirma el significado fisico dado a las armdnicas. 
Tabla 7.3: Frecuencias relativas porcentuales de ocurrencia de aiios de precipitaci6n mensual 
dentro de 10s grupos, para cada estaci6n, dados por el orden de la arm6nica de mayor varianza 
explicada. 
Grupos Obs Jep Ran Cha Flo Gue Cac Dot Azu Lam 
/' 
./. 
/ ,.-, /. 
i /. 
--.-.-.I. 
GRUPO 1 
433 
Figura 7.3: Frecuencias relativas de ocurrencia, extraidas de la Tabla 7.3, de 
precipitacibn mensual dentro de los Grupos I y 2. 
A su vez, cuando se analiza para cada estacibn, el porcentaje de ocurrencia 
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de 10s distintos grupos (Tabla 7.3), se observa que no siempre la onda anual (grupo 
1) es la m6s frecuente; esto lo confirman 10s casos de Ranchos, Chascomiis y Buenos 
Aires, siendo la onda m& probable la de period0 de 2,4 meses. 
Si se toman, en cada estacibn, 10s dos grupos con mayores frecuencias 
relativas de ocurrencia se observa una regionalizacibn de 10s resultados (Tabla 7.3). 
Por ejemplo, en Azul y Lamadrid, el grupo 1 y 2 son 10s de mbima frecuencia, 
indicando que es necesario el resultado &el re'gimen de precipitacio'n e n  esca,la 
espacial ma's pequeiia que la de este estudio, alin para valores mensuales. 
Si se define coherencia regional de las lluvias, cuando en todas las estaciones 
la precipitaci6n en ese aiio es explicada por la misma armbnica, entonces, en este 
caso, existe ~610 un aiio (1957) en que se cumple esta propiedad. Si no se exige que 
todas las estaciones tengan la misma onda fundamental, o sea que se permite que 
la regi6n estC dominada por dos grupos, solamente se puede considerar que el 27% 
de 10s aiios estd afectada a1 mismo tiempo por id6nticos sistemas generadores de 
lluvia. 
De este estudio se puede concluir que la clasificacio'n, mediante el ana'lisis 
armdnico, de las lluvias aiio a a60 indica por u n  lado, que el efecto de la onda anual 
n o  es predominante, siendo mayor s u  importancia e n  las estaciones continentales, 
y por el otro, todas las ondas del espectro aparecen como fundamentales e n  alglin 
aiio. El  andlisis mediante esta metodologia muestra que Ius lluvaas mensuales n o  
son  homoge'neas regionalmente. Esto implica que es m u y  poco probable obtener 
situaciones climciticas que definan situaciones generalizadas. 
Una aplicaci6n en forma m& expecifica de esta metodologia es desarrollada 
en la secci6n 8.3, cuando se estudia la estructura temporal de las situaciones 
extremas de precipit acibn. 
CLIMATOLOGIA DE LAS PRECIPITACIONES EXTREMAS 
Es de conocimiento general, la cantidad de problemas que traen aparejadas 
condiciones extremas de precipitaci6n en grandes extensiones. Una de ellas, son 
las enormes pQdidas que sufre el sector agricola ganadero y la propagaci6n de este 
impacto a prdcticamente todas las componentes de la actividad econ6mica. Otro, 
es por ejemplo el creciente aumento de la contarninaci6n de 10s rios que alimentan 
a ciudades, aguas abajo de zonas con prolongadas sequias. 
Los extremos de las anomalias climbticas, tales como prolongadas sequias 
y lluvias excesivas, tienen un drambtico impacto sobre la economia y la vida de 
10s habitantes de las regiones afectadas. Sin duda alguna, el sufrimiento humano 
es el aspect0 mds importante asociado a estas anomalias. En algunas instancias, 
10s efectos econ6micos asociados a estos eventos climdticos extremos pueden tener 
graves consecuencias especialmente en 10s paises en desarrollo, 10s cuales dependen 
fuertemente de su agricultura,~ gaaaderia. 
Las condiciones extremas de precipitaci6n (sequias o inundaciones) miis 
persistentes son frecuentemente las m& extensas regionalmente y por consiguiente, 
son tambidn las mds perjudiciales. Una forma de palear esos problemas es disponer 
del diagn6stico de dichos eventos. 
El objetivo de esta secci6n es estudiar la climatologia de las precipitaciones 
extremas como asi tambidn la coherencia temporal y espacial de 10s valores medios 
y extremos de las precipitaciones mensuales y anuales de la regi6n en estudio y su 
relaci6n con el fen6meno El Nifio. 
Con respecto a estudios de anomalias de precipitacibn dentro de la Repfiblica 
Argentina se puede citar a Vargas (1979) quien realiz6 un atlas de exceso y d6ficit de 
humedad para la regi6n htimeda argentina, Lucero y Rodriguez (1985) estudiaron 
las sequias mediante rangos de deciles de la precipitacibn anual y encontraron 
una distribuci6n regional de las mismas. Krepper, et. al. (1987) estudiaron 
las caracteristicas de las lluvias en el centro este de la RepGblica Argentina en 
particular para 10s afios hGmedos y secos, encontrando que la zona de mayor riesgo 
hiclrico sc, circuuscril)~ a1 noroostc tlc lit provincii~, dc 1311(>ilos Aircs, s~u.  tlc C!Orclol):l. y 
noreste de La Pampa. Marchetti (1951) estudi6 la fluctuaci6n de la luvia en relaci6n 
con 10s valores extremos de precipitacibn anual, observando que desde el punto de 
vista clim6tico 10s coeficentes m&s altos corresponden a las regiones de nuestro 
pais m6s Aridas. Minetti y Sierra (1989) investigaron 10s modelos de circulaci6n 
atmosfhrica regional y hemisferica asbciadas con extremos hidrol6gicos en la regi6n 
cuyana argentina, encontrando importantes anomalias de la circulaci6n regional 
y atmosfhrica asociadas con dichas situaciones extremas. Llendo a escala diaria 
Kousky y Cavalcanti (1987) estudiaron 10s modelos de anomalias de la precipitaci6n 
extrema asociados con la circulaci6n atmosfhrica. 
En tCrminos estadisticos, la ocurrencia de valores extremos afectan prin- 
cipalmente las colas de la distribuci6n de estos eventos. El conocimiento de la 
distribuci6n de probabilidad de estos extremos tiene gran importancia prgctica. En 
primera instancia, se puede citar a Gumbell (1959) quien realiz6 una guia bjsica 
sobre estadistica de extremos, dando ejemplos aplicables a estudios climatol6gicos. 
Desde esa fecha, muchos fueron 10s progresos que se han realizado en teoria 
probabilistica, surgiendo nuevas ideas sobre el anaisis de 10s datos extremos. A1 
respecto se puede citar a Buishand (1989) quien realiz6 una descripci6n de 10s 
problemas mas comunes que se plantean a1 analizar estadisticamente las variables 
extremas en climatologia. En la teoria de valores extremos se asume que 10s mhximos 
(o minimos) provienen de una muestra infinita de observaciones independientes 
pertenecientes a una misma poblaci6n. Tabony (1983) discute como se altera la 
teoria frente a la dificultad que presentan las observaciones meteorol6gicas a1 no 
cumplir con esta suposicibn. Buishand (1991) ajust6 las frecuencias empiricas de 
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precipitaci6n mdxima anual de 1-dia de duraci6n con una distribucibn Gumbell 
y a partir de la estimaci6n de sus parhetros analiza distintos mCtodos para la 
estimacibn de la lluvia mdxima regional. Revfeim (1983, b) realiz6 un estudio 
de las distintas formas de estimar las luvias extremas, proponiendo un modelo 
de distribuci6n cuyos parhetros tienen un significado fisico. El mismo autor 
(1991) deriv6 un modelo de distribuci6n de 10s totales anuales basados en la 
variaci6n estacional de 10s ~ a r h e t r o s  como procesos arm6nicos, encontrando que 
la ignorancia de dicha variaci6n estacioiial cn 10s proccsos lluviosos colitluccn i b  
una estimaci6n incorrecta de las lluvias extremas de grandes periodos. Nobilis, et. 
al. (1990) realizaron un estudio estadistico de la precipitaci6n anual extrema de 
1-dia de duracibn y encontraron una relaci6n cuantitativa entre las precipitaciones 
extremas y las situaciones climdticas orogrdficas. Naghavi, et. a1 (1993) realizaron 
un estudio comparativo de las distintas distribuciones de frecuencia para las lluvias 
extremas de Lousiana y encontraron que el mejor ajuste es log-Pearson tip0 3. 
Scaefer (1990) analiz6 regionalmente la precipitacibn mhima anual para 2-, 6- y 24- 
horas de duraci6n en el estado de Washington. Debido a la heterogeneidad climdtica 
de la regi6n dividieron a la misma en subregiones climdticamente homogCneas, en 
tQminos de la precipitacibn media anual y luego analizaron sus coeficientes de 
variacibn, asimetria y dis tribuciones empiricas. Buishand (1985) realiz6 un estudio 
de la relaci6n entre la distribuci6n de la intensidad de la lluvia y la distribuci6n de su 
ocurrencia rndxima anual, teniendo en cuenta la variaci61i estacional que present an 
10s datos. 
Dentro de la linea de trabajo de esta tesis se puede citar a Dyer y Marker 
(1978) quien analiz6 el comportamiento espacial de 2 aiios extremadamerite secos 
y 2 humedos en el sudoeste de Africa. Streten (1983) estudi6 la relaci6n de las 
lluvias extremas con la temperatura del mar en Australia encontrando que aiios 
con extensas sequias e s t h  asociados con bajos valores de la temperatura de la 
superficie del mar, persistentes a traves del aiio y lo inverso para 10s aiios humedos. 
Oladipo (1986) analizb las sequias de la llanura de AmCrica del Norte obteniendo 
modelos espaciales de tales situaciones extremas. 
8.2. Desarrollo 
A 10s efectos de determinar 10s rasgos m&s caracteristicos o el compor- 
tamiento de la precipitaci6n durante el siglo se analizan las series individuales de 
cada estaci6n como asi tambien la serie areal de las anomalias de la precipitaci6n 
anual y de 4 meses caracteristicos de cada estaci6n astron6mica (enero, abril, 
julio y octubre). Si bien el campo de precipitaci6n frecuentemente no es continuo 
rcgionalmcnt,c, dcpciidic~ldo a su vcz clc la, irrcgula.ridat1 dc la, rccl, sc cn.lcnl6 cl 
promedio sobre todo el dominio espacial teniendo en cuenta sus limitaciones. A su 
vez, esto fue posible debido a que por un lado, la regi6n es homogenea, sin presentar 
ninglin tip0 de singularidades orogracas y por el otro, las precipitaciones tienden 
a tener una distribuci6n areal continua y no tan aleatoria, en la escala de tiempo 
que se estd trabajando. 
Con el prop6sito de estudiar la existencia de cambios sistemtiticos en el 
regimen hidrico de la regibn, en primera instancia, se estudi6 la tendencia de la luvia. 
Esta propiedad fue analizada en una secci6n anterior (secci6n 5.3) en el periodo en 
comtin entre todas las estaciones (1907-66). Debido a que en las dtimas d6cadas 
se ha observado un aumento de la precipitacibn, en esta secci6n se prefiri6 trabajar 
con el periodo completo de cada estacibn, a pesar de que no todas tengan la misma 
longi tud (periodo total analizado 1890- 1984) y conociendo la posible inest abilidad 
de este parhietro estadistico respecto de la longitud del periodo alalizado (rcferirse 
a la Figura 5.5). En la Tabla 2.1 se present6 el periodo de informaci6n disponible 
de cada una de las series. Como se mostr6 en secciones anteriores, la longitud de la 
serie considerada influird sobre la presencia o ausencia de tendencia y dado que la 
informaci6n en periodos antiguos podria mostrar problemas en su medicibn, la cud 
no es f&cil de verificar (calidad de 10s datos) se usaron dos periodos, uno usando 
la totalidad de la serie (1890-1984) y el otro comenzando a partir de 1900. De 
10s resultados de la Tabla 8.1 se puede observar que para ambos periodos la serie 
de anomalias de precipitacidn anual areal presenta una  t endencia lineal positiva 
(coeficiente de correlacidn significativo al 95%) del orden de 2 mm/a-rio o 1.2 
m m / a b o  e n  funcidn de cuando se analita la informacidn (resultado no mostrado). 
Esta propiedad no tiene una distribuci6n espacial homogknea, ya que cuando se 
analiza la tendencia para cada estaci6n se observa que el period0 mcis largo es el que 
presenta mayores coeficientes de correlacio'n, siendo las estaciones continentales las 
que presentan tendencias. A1 analizar la evoluci6n en el tiempo de la serie temporal 
anual para cada una de las estaciones (Figura 8.1)) se puede observar que si bien 
las estaciones continent ales manifiest an tendencias matemiiticas, 10s procesos fisacos 
que las generan n o  serian 10s mismos.  Como ejemplo, se puede mencionar el caso 
de la estaci6n Azul, donde la precipitaci6n anual sufre un aumento violento a1 final 
de la serie, mientras que para la estaci6n OCBA, el aunlcnto es gradual. 
Tabla 8.1: Estimaci6n del coeficiente de correlaci6n lineal para la precipitaci6n anual, para las 
distintas estaciones y diferentes periodos de tiempo. 
Periodos 
O.C.B.A. 
Cachari 
Chascomli 
Guerrero 
Lamadrid 
Ranchos 
Azul* 
Dolores* 
Flores* 
Jeppener* 
Areal 
* estaciones con informaci6n incompleta 
nfimeros en negrita, significativos a1 95%. 
Este resultado coincide con lo mencionado por Krepper et. al. (1989) 
quienes, analizando la variabilidad interdeciidica en el campo de las precipitaciones, 
encontraron que a partir de la dkcada del50 existe un corrimiento de la isoyeta de 
600 mm hacia el oeste, mostrando un aumento de la precipitaci6n en la provincia 
de Buenos Aires. 
A1 analizar las caracteristicas de cada uno de 10s meses (Tablas 8.2 a 8.5) 
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Figura 8.1: Series temporales de las anomalias anuales, para cada una de las 
es taciones. 
Tabla 8.2: Idem Tabla 8.1, para la precipitaci6n mensual de enero. 
Periodos 
90184 00184 90149 00149 50184 
O.C.B.A. 0.27 
Cachari 0.21 
Chascomtis 0.32 
Guerrero 0.26 
Lamadrid 0.07 
Ranchos 0.30 
Azul* 0.14 
Dolores* 0.18 
Flores* 0.1 1 
Jeppener* 0.21 
Areal 0.31 0.30 
* estaciones con informaci6n incompleta 
ndmeros en negrita, significativos a1 95% 
Tabla 8.3: Idem Tabla 8.1, para la precipitaci6n mensual de abril. 
Periodos 
90184 00184 90149 
O.C.B.A. -0.0 1 -0.13 
Cachari 0.09 0.05 
Chascomds -0.07 -0.17 
Guerrero 0.02 -0.10 
Lamadrid 0.06 0.02 
Ranchos -0.06 -0.14 
Azul* 0.0 I 
Dolores* -0.09 
Flores* -0.08 
Jeppener* 0.1 1 
Areal 0.03 -0.07 
* estaciones con informaci6n incompleta 
ndmeros en negrita, significativos a1 95%. 
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Tabla 8.4: Idem Tabla 8.1, para la precipitaci6n mensual de julio. 
Periodos 
90184 00184 90149 00149 50184 
O.C.B.A. 0.04 0.09 
Cachari 0.04 0.08 
Chascom6s 0.05 0.07 
Guerrero 0.09 0.12 
Lamadrid -0.03 0.08 
Ranchos 0.14 0.18 
Azul* 0.09 
Dolores* 0.17 
Flores* 0.05 
Jeppener* -0.04 
Areal 0.04 0.10 
* estaciones con informaci6n incompleta 
ndmeros en negrita, signifcativos al 95%. 
Tabla 8.5: Idem Tabla 8.1, para la precipitaci6n mensual de octubre. 
Periodos 
90/84 00184 90149 00149 50184 
O.C.B.A. 
Cacharf 
Chascom6s 
Guerrero 
Lamadrid 
Ranchos 
Azul* 
Dolores* 
Flores* 
Jeppener* 
Areal 
* estaciones con informaci6n incompleta 
n6meros en negrita, significativos al 95%. 
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se puede observar que las tendencias presentes e n  las precipitaciones anuales, e n  
el periodo completo, sdlo se manij iestan e n  10s meses  de m a y o r  precipitacio'n e n  
la' regio'n, enero y octubre. E n  el m e s  de enero,  as estaciones que presentan 
aumento  e n  su pendiente es tan localizadas e n  la zona este y e n  el m e s  de octubre bos 
resultados n o  muestran u n a  regionalizacio'n. La precipitacio'n e n  el m e s  de julio n o  
presenta tendencia y e n  el m e s  de abril, s i  bien n o  es signijicativa, 10s coeficientes 
de correlacio'n son  negativos, e n  la mayoria de las estaciones. 
Varios autores, entre otros Krepper (1987) y Hoffman (1987) mencionan el 
hecho de que a partir del aiio 1950 se produce un cambio en la pendiente de 10s 
datos de precipitaci611, de la recta ajustada por cuadrados minimos. Analizando 
esta hip6tesis en la regi6n de estudio, se dividi6 a1 periodo completo en dos, uno que 
va desde el comienzo de la informaci6n hasta el a60 1949 y el otro comenzando en 
1950. A1 analizar el aumento de la precipitaci6n en las liltimas decadas se observa 
que este at imento sdlo se manijiesta e n  algunas estaciones, la mayoria  de ellas 
continentales. De estos resultados se puede inferir que la presencia de tendencia 
n o  t iene  u n a  distribucio'n homoge'nea tan to  espacial como temporalmente.  Idknticos 
resultados fueron encontrados por Rebella (1982) quienes analizaron la tendencia 
anual, estacional y mensual de la regi6n centro oriental argentina, indicando que 
no hay evidencias estadisticas que indiquen cambios sistemdticos en el regimen 
pluviom~trico regional. A1 respecto y en conexi6n con supuestas alteraciones 
climfiticas, Schwerfeger y Vasino (1954) encontraron una tendencia secular positiva 
en las provincias de Misiones, Entre Rios, sur de Santa F4, este de C6rdoba y Buenos 
Aires y negativas en la regi6n centro del pais y la provincia de La Pampa. 
Con el fin de analizar si estas caracteristicas encontradas en determinadas 
escalas temporales se manifiestan en 10s valores extremos, se estudi6 la ocurrencia de 
&os con marcado deficit o exceso en la precipitaci6n anual areal; es decir, aquellos 
aiios cuya anomalias estan fuera del interval0 (-aa, aa)(a= prec. areal). De la 
serie temporal de anomalias areales de la precipitaci6n anual se puede observar que 
existen casi tantos casos de excesos (11) como de dhficits (12) (Figura 8.2). De 
este resultado se podria inferir que la tendencia aludida anteriormente n o  afecta a 
10s valores extremos, s ino a1 comportamkento medio de la variable. Sin embargo, 
a1 analizar la figura con mayor detenimiento se puede observar que la mayoria de 
10s casos de dbficits se encuentran antes del aiio 1940, existiendo un periodo (1940- 
1975) en el cud no se produjo ningtin caso generalizado de sequia, mientras que 
10s casos de excesos estzln distribuidos uniformemente en todo el periodo. Para 
analizar si este resultado es generalizado, se calcula para cada estaci6n i-&ma, la 
probabilidad de ocurrencia de dhficit y exceso, anomalias fuera del interval0 (-ai, 
ai), para periodos pentddicos. La Tabla 8.6 presenta la diferencia de las frecuencias 
absolutas entre 10s casos mayores a ai y menores' a (-ai). Se puede obscsvls quc sc 
confirma lo anterior, ya que en la mayoria de las estaciones 10s casos de dbficits e s t b  
centralizados en 10s primeros aiios mientras que 10s de excesos e s t b  distribuidos 
aleatoriamente en todo el periodo. 
Figura 8.2: Serie temporal de las anomalias areales, para el periodo completo (1890- 
1 984). 
Analizando nuevamente la Figura 8.2, se puede observar que la serie de 
anomalias areal anual presenta muy pocos casos en donde 2 aiios consecutivos 
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tienen anomalias del mismo signo (189213, 1909110, 191617 y 195819). De 10s 
cuales, 3 casos fueron aiios deficitarios y uno s6l0 de exceso (flechas en la Figura 
8.2). Esto nos esta' indicando, las bajas probabilidades empiricas de ocurrencia de 
2 a6os consecutivos que t ienen 10s dificits anuales (3 casos e n  94) y 10s excesos ( I  
caso e n  94). Esto muestra u n a  peculiaridad de la regidn, que t iene como ventaja 
que los extremos fuertes durante ma's de u n  a60 son poco probables. Esto acentia 
cierto grado de variabilidad, min ima y miixima, donde la serie tiende a fEuctuar. 
Tabla 8.6: Diferencias de las frecuencias absolutas entre 10s casos de exceso y 10s de deficits, 
de la precipitacion anual, para periodos pentAdicos. 
Cuando se analizan estas caracteristicas para cada una de las estaciones 
(Figura 8.1), se puede observar que 10s aiios 1893, 1910, 1914, 1924 y 1963 fueron 
casos extremos fuera del interval0 (-ai,ai) y 1916 afect6 toda la regi6n salvo para 
la estaci6n Lamadrid y en 1947 ocurri6 lo mismo salvo para la estaci6n Dolores. 
Estos dos liltimos casos no fueron sefialados en la figura. El aiio 1958 presenta 
anomalias positivas en las estaciones ubicadas en el centro de la regi6n en estudio. 
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En el caso individual de cada estacio'n se puede observar que periodos de varios aiios 
consecutivos (secuencias) de anomalias del mismo signo siempre estcin asociados a 
10s casos eztremos generalizados, no  presentando u n  patrdn regional. La estaci6n 
Las Flores presenta la secuencia m& larga, la cud fue de 4 aiios de duracibn, 
comenzando en el aiio 1907, para el caso de dkficit. Por el contrario, 10s afios 
hiimedos corresponden a periodos cortos de anomalias positivas. El patrdn de 
probabilidad de ocurrencia de anomalias de un mismo signo e n  mcis de u n  aiio 
c ~ n ~ s e c u t i v o  e n  cada localidad es similar a1 areal. Por  lo qae, desde el plinto dr: ai.stn 
local, valen las mismas consideraciones que se hicieron para las series areales. 
La definici6n de una condici6n extrema tiene un contenido intrinsecamente 
estadistico y la determinacibn cuantitativa general aplicable a cualquier regi6n y 
para todos 10s usos no existe. A1 estudiar las precipitaciones mensuales se prefiri6 
representar a cada dato por medio del interval0 interdecil al cud pertenece. Se 
defini6 como dkficit y exceso de precipitaci6n a 10s datos menores o iguales a1 1' 
decil y mayores o iguales a1 10' decil, respectivamente y como valores medios a 
10s datos comprendidos entre el 4' y el 6' decil. Como se mencion6 en secciones 
previas, la distribuci6n de la precipitaci6n en esta regi6n presenta regionalmente un 
gradiente hacia el sudoeste y temporalmente un minimo principal en 10s meses de 
invierno y mkimo principal en la primavera y con una desviaci6n standard variando 
tanto en espacio como en tiempo. La ventaja y utilidad que presenta el hecho de 
trabajar con informacibn decilica es filtrar estas diferencias, tanto temporales coino 
regionales. 
Como es conocido, cualquier modelo de diagn6stico estadistico de lluvia 
requiere del conocimiento de si la probabilidad de comienzo y final de una secuencia 
es estacionaria durante 10s meses del aiio. Por ello, inicialmente se quiere saber 
si existe alglin mes en particular en el cud1 comienzan y finalizan las secuencias 
de precipitaciones mensuales extremas. Para ello, se realizan tablas de inicio y 
finalizaci6n de dkficit y exceso, por separado, para cada una de las estaciones. En 
la Tabla 8.7 y 8.8 se presentan ejemplos para ambas condiciones extremas. Se 
puede observar que n o  existen diferencias significativas mensuales e n  la ocurrencia 
de extremo y que la secuencia de mayor  probabilidad es la de u n  m e s  de duracio'n 
Tabla 8.7: Frecuencias de inicio (I )  y finalizaci6n (F), para cada mes ( 1 ,  2, ...., 12), de 
secuencias de extremos de precipitaci6n mensual para la estaci6n Guerrero. 
a) Deficit (deciles 1 y 2). 
b) Exceso (deciles 9 y 10). 
Capitulo 8 
Tabla 8.8: Idem Tabla 8.7, para la estacidn Azul. 
a) Deficit (deciles 1 y 2). 
b) Exceso (deciles 9 y 10). 11 
Capitulo 8 
y e n  m e n o r  orden la de dos meses.  POT lo tanto,  10s riesgos de ocurrencia de 
extremos climciticos e n  estas estaciones s o n  equivalentes e n  te'rminos probabilbticos. 
S i  bien existe e n  algunas estaciones secuencias de varios meses  de duracdo'n, 
correspondientes a anomalias m u y  extremas, e'stas s o n  de m u y  baja probabilidad, 
las cuales necesitan un estudio por separado. POT lo tanto,  si u n o  puede 
inferir  que el signo de anomali'a extrema esta' definido por determinada condicidn 
sino'ptica, entonces se puede concluir que estos modelos de ciculacio'n t i enen  ide'ntica 
probabilidad de ocurrencia durante todos 10s meses  del aiio. 
Para averiguar si existe un aumento de extremo mensual, sin distinci6n 
de meses, en 10s aiios modernos, se calcula cuiil era la probabilidad empirica de 
ocurrencia de dbficit y exceso para periodos pentbdicos. En la Tabla 8.9 se presentan 
10s resultados en tCrminos de diferencias entre las frecuencias absolutas de exceso 
(decil 10) y dbficit (decil I), para las precipitaciones mensuales (12 meses) y cada 
uno de 10s 4 meses caracteristicos. Se observa que, como era de esperar, existe un 
aumento  de  la frecuencia de exceso e n  e'pocas modernas, mostrando u n a  variabilidad 
tan to  espacial como temporal, a1 igual que en el caso de las tendencias lineales. Los 
casos m& sobresalientes son O.C.B.A., Cachari, Lamadrid y Ranchos para el caso 
de las precipitaciones mensuales (12 meses) y para cada u n o  de 10s meses  se observa 
un marcado aumento  de !as diferencias Cn enero y octubre y con respecto a abrd se 
observa que es el m e s  m d s  variable. 
Tabla 8.9: Diferencias de las frecuencias absolutas entre 10s casos de exceso y 10s de 
dkficits, para cada estaci6n y periodos penttidicos.. 
a) Precipitaci6n mensual (1 2 meses) 
perlodo Azu OCB Cac Cha Do1 Flo Gue Jep Lam Ran 
1890-1894 -1. -7.  -19. -6. -6. -4. -8. 
1890-1899 2 .  -9. 1. -4. 2. -5. -2. 
1900-1904 4 . - 1 .  0. 0.  2. 0. 1. 4 . - 7 .  
1905-1909 1. -4. -6. -2. -5.  -9. -2. -2. 0. -2. 
1910-1914 0. 7. 0.  5. 1. 4. 4. 2. -5. -1. 
1915-1919 7. -2. 2. -1. -2.  -2. -4. -9. 1. -7. 
1920-1924 0.  -1. 4. -4.  -3.  2. -2. -5. -1. 0. 
1925-1929 -3. 1. 0 .  -1. -1. 0. 0. 3. -5. 1. 
1930-1934 -2. 3 .  0.  -2.  7. 2. 0. 1. -1. 2. 
1935-1939 -5. -2. 0. 1. -2 .  2. -1. -1. 0. -1. 
1940-1944 -1. 2. 2. 0. -2 .  -5. 4. 4. 6. 0. 
1945-1949 0.  5. -1. -1. 3 .  5. 7. 0. 3. -1. 
1950-1954 0. 3 .  1. 1. -1. 2. 1. 1. 0. 1. 
1955-1959 -2. 6.  2. 2 .  0. 0. 5. 8. 2. 5.  
1960-1964 0.  6. 5.  6.  2; -2. 5. 6. -1. 3. 
1965-1969 1. 0.  5.  0.  -1. 1. 0. -4. 1. 0. 
1970-1974 2. 4. 8. 0. 2 .  -1. -1. 6.  1. 
1975-1979 7. 8 .  2 .  -3. -1. 1. 1. 
1980-1984 -2. 8.  2. 7 .  4. 4 .  4. 
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Tabla 8.9: Contintia. 
b) Enero. 
~erTodo Azu OCB Cac Cha Do1 Flo Gue Jep Lam Ran 
c)  Abril. 
perlodo Azu OCB Cac Cha Do1 Flo Gue Jep Lam Ran 
1890-1894 -1. -1. -2. -1. -1. 0. -2. 
1895-1899 0. -1. 0. 0. 0. 0. 0. 
1900-1904 -2. -1. -1. 0. 0. 0. -1. 1. -1. 
1905-1909 1. 1. 0. 0. 0. -1. -1. 1. 1. 1. 
1910-1914 0. 3. 1. 1. 0. 1. 1. 0. 0.. 0. 
1915-1919 3. 2. 3. 2. 1. 1. 2. 1. 1. 2.  
1920-1924 0. -1. 1. -1. 0. 0. 0. -1. 0. 0. 
1925-1929 0. 1. 1. 1. 1. 1. 1. 1. -1. 1. 
1930-1934 -2. -1. -1. -1. -1. 0. -2. -1. -1. -1. 
1935-1939 -1. -1. 0. 0. -1. -1. -1. -2. -1. -1. 
1940-1944 0. 1. -1. -1. -1. -1. 0. 0. 0. -1. 
1945-1949 1. 1. 0. 1. 1. 2. 1. 1. 1. 1. 
1950-1954 0. 0. 0. 0. -1. -1. 0. 0. 1. .o. 
1955-1959 0. 1. 0. 1. 1. 0. 1. 1. -1. 1. 
1960-1964 -1. 1. -1. 0. 0. -1. 1. 0. -2. 0. 
1965-1969 -1. -1. 0. 0. -1. 1. -1. 0. -1. 0. 
1970-1974 0. -1. 0. -1. 1. -1. 0. 0. -1. 
1975-1979 -1. 0. 1. -1. -1. 0. 0. 
1980-1984 1. 1. 0. 1. 1. 3. 0. 
Tabla 8.9: ContinGa. 
d) Julio. 
~erlbdo Azu OCB Cac Cha Do1 Flo Gue Jep Lam Ran 
e) Octubre. 
Azu OCE Cac Cha Do1 Flo Gue Jep Lam Ran 
Para poder estimar el riesgo de la ocurrencia de extremo y su homogeneidad 
a travks de la distancia, se calcula la funci6n de probabilidad empirica conjunta 
tomando como origen, primer0 a O.C.B.A. y luego a Lamadrid. Estas estaciones 
e s t b  ubicadas en dos de 10s extremos latitudinales de la zona de estudio. En este 
caso fue necesario utilizar el period0 en comfin para todas las estaciones (1907-66). 
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Figura 8.3: Frecuencias relativas conjuntas en funci6n de la distancia tomando como 
origen OCBA y Lamadrid. 
En la Figura 8.3 se graficaron no ~610 las condiciones extremas de pre- 
cipitaci6n mensual (deciles 1 y lo), sin0 tambihn 10s valores medios (decil 5) y 
condiciones no "tan extremas" (deciles 2 y 9). De ella se pueden extraer las 
siguientes conclusiones: para una  distancia determinada, si bien las probabilidades 
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empiricas son  pequeiias, existe mayor  coherencia e n  10s datos extremos, mayor en 
O.C.B.A. que en Lamadrid, disminuyendo notablemente para 10s deciles 2 a1 9. A 
su vez, dsta n o  es absoluta ya que, por ejemplo para el decil 1 solamente del (50 al 
60)% de 10s casos es coincidente para las estaciones mris cercanas (Figura 8.3 a)). 
La disminuci6n de dicha funci6n para Lamadrid, sobretodo para las condiciones 
extremas, puede deberse a que la coherencia disminuye mds  rdpidamente e n  
direccio'n norte. 0 sea que desde un punto de vista del rkgimen de precipitaci61-1 en 
la regibn, este resultado muestra el efecto de transicibn en el Lorde SO de la rcgi61l. 
A1 trabajar en grandes escalas espaciales, la funcio'n de probabilidad empirica de 
ocurrencia conjunta e n  funcio'n de la distancia decae fuertemente, siendo mayor el 
deterioro para la situacio'n deficitaria. 
Para averiguar si existe alguna influencia geograca (costa - continente), se 
agrupan a las estaciones en "continentales": subregibn 1 (SR1): compuesta por las 
estaciones Las Flores, Cachari y Azul, y "costeras": subregibn 2 (SR2): compuesta 
por Jeppener, Ranchos y Chascomlis y subregi6n 3 (SR3): Dolores y Guerrero. 
Se calcula la frecuencia relativa empirica de ocurrencia conjunta para cada una de 
las tres subregiones y para distintos pares de estaciones (ver leyenda de la Figura 
8.4). Para cada subregi6n se observa la mayor  coherencia e n  condiciones eztremcs, 
disminuyendo y s in  existir grandes diferencias para 10s otros deciles (Figura 8.4 a]). 
A1 comparar las curvas con igual condicibn geogrsca (SR2 y SR3) se observan ks 
mayores diferencias en condiciones medias. Estas desaparecen cuando se comparar~ 
- ,  
las dos subregiones que tienen la misma cantidad de estaciones y pertenecen: a 
distintas condiciones geogrLficas. Esto nos estL indicando que posiblemente -la 
similitud de las curvas e n  condiciones medias depende ma's de la cantidad de 
estaciones involucradas e n  el cdlculo de probabilidad conjunta que de la distancia 
existente entre ellas o bien la estacidn Ranchos pertenece a1 grupo continental. 
En la Figura 8.4 b) se presentan algunas comparaciones para distintas distancias 
y condiciones geogriificas que verifican la conclusibn anterior. De esta figura se 
vuelven a cumplir las conclusiones anteriores, mayor coherencia e n  condiciones 
extremas disminuyendo y s in  existir grandes diferencias para 10s demcis deciles y 
mayor  homogeneidad para distancias pequeiias. 
Figura 8.4: Proba bilidades empiricas conjunt as en funci6n de 10s deciles, para: 
a) Distintas subregiones: b) Distinta combinacibn de estaciones: 
SRI: Lns Flores, Cachari y Azul. . C-A: Cachari-Azul (50 h) 
SR2: Jeppener, Ranchos y Chascomlis. L-A: Lamdrid-Azul (120 Kin) 
SR3: Dolores y Guerrero. B-G: OCBA-Guerrero (152 Km) 
J-R: Jeppener-Ranchos (30 h). 
Tabla 8.10: Variacih de la frecuencia relativa conjunta (%) para condiciones extremas y 
medias cuando aumenta el ntimero de estaciones y por ende el Area de estudio. 
A = Jeppener, Ranchos, Chascomtis, Dolores, Guerrero. 
Deciles 
A 3.2 0.0 0.0 0.4 3.7 
B =A+Flo 2.1 0.0 0.0 0.0 1.7 
C =B + Cac 1.7 0.0 0.0 0.0 1.5 
D=C+Azu 1.5 0.0 0.0 0.0 0.8 
E=D+OCBA 1.2 0.0 0.0 0.0 1.0 
Reg611 
Completa 1.0 0.0 0.0 0.0 0.7 
Para averiguar hasta d6nde se evidencia el efecto costero se analizan las 
variaciones producidas de las probabilidades empiricas cuando se va introduciendo 
a dicha zona, comprendida por las estaciones Jeppener, Ranchos, Chascomcs, 
Dolores y Guerrero, sucesivas estaciones continente adentro. De la Tabla 8.10 se 
observa que si bien la frecuencia relativa es baja en 10s casos extremos, no es cero 
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como en las condiciones medias. Siendo otra forma de corroborar por un lado, la 
mayor  coherencia regional e n  condiciones extremas y por el otro, la dificultad que 
posee la regidn de un prondstico climdtico de precipitacidn e n  el period0 (1907-66). 
Incorporada u n a  estacidn continental, la probabilidad de ocurrencia conjunta baja 
y se mant iene prdcticamente constante aE introducir la siguiente, siendo mayor 
la probabilidad de la situacidn deficitaria. Esto implica que desde el punto de 
vista de estas comparaciones, una sola estacidn t iene las propiedades del rdgimen 
considerado aqui continental. A su  vez, se observa y confirma lo perturbado y 
aleatorio del campo de precipitacidn. 
t St.c.t~c?~icic~ = 1 mes 
Dl: DECIL~ 
D2: DECIL 2 
D9: DECIL 9 
D10: DECK 10 
Figura 8.5: Frecuencias relativas de secuencias de 1 y 2 meses de duracidn para 
dis tin t os deciles extremos para cada es taci6n. 
Un aspecto importante es ver el comportamiento de la secuencia mensual. 
Inicialmente, se calcula dicha distribuci6n para cada estaci6n. En la Figura 
8.5 se graficaron s6lamente las frecuencias relativas de las secuencias de 1 y 
2 meses de duraci6n, debido a que las secuencias mayores aparecen raramente 
en algunas estaciones y deciles, siendo la m& larga la de 4 meses. Como se 
puede observar, para cada secuencia, n o  existen diferencias sustanciales de las 
probabilidades empiricas entre estaciones ni entre deciles. Otro aspecto importante 
que se cumple e n  toda la regidn es la fuerte disminucidn de la probabilidad empirica 
e n  la secuencia de 2 meses. A1 ir agrupando las estaciones, siguiendo el criterio 
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dc turdisis axltcrior, se observ6 quc la probabilidad em,piriccl dc oc?~rrcn,cia conju~t.ta 
de la secuencia de 2 meses de duracio'n es prdcticamente cero. Conlo eje~nplo, 
se muestran las probabilidades empiricas conjuntas entre estaciones para cada 
secuencia mensual tomando como origen a O.C.B.A. (Tabla 8.11). Debido a la 
baja probabilidad de ocurrencia de las secuencias de m6s de un mes de duracibn se 
verifican las conclusiones de las situaciones particulares de precipitacibn analizadas 
anteriormente. 
Tabla 8.11: Frecuencia relativa conjunta (%) para las secuencias mensuales en funcidn 
de la distancia, tomando como origen la estaci6n O.C.B.A., para la situacidn deficitaria. 
(SEC=Secuencia, DEC=Decil). 
En otro orden, si considerarnos a 10s procesos que generan las lluvias como 
estacionarios, estos resultados nos indican que las secuencias largas de eztremo de 
precipitackdn e n  esta regidn t ienen baja probabilidad, la cuak puede ser estimada. 
8.3 Estructura temporal de las precipitaciones extremas 
En esta secci6n se analizan las oscilaciones temporales de la marcha 
anual de las precipitaciones extremas. Se analiza si la estacionalidad de la 
precipitacibn est6 influenciada por variaciones en la cantidad anual. Para ello, se 
seleccionan 10s doce afios m L  secos y m C  hdmedos de cada estacibn, se promedian 
separadamente y ealculan andisis arm6nico. Luego, se plotea la arm6nica ~ n &  
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importante para cada grupo de aiios; encontrando que, para 10s a6os secos, el 
ciclo anual t iende a dominar  toda la regio'n mientras que, la distribucidn espacial 
de la fluctuacidn predominante para 10s aiios hzimedos muestra  agrupamientos 
regionales, presentando las estaciones costeras un prodominio del ciclo semianual 
(Figura 8.6). Este resultado confirma el significado fisico que se le ha dado a 
las armdnicas, mostrando el predominio del calentamiento solar e n  las estaciones 
continentales, mientras que e n  las estaciones hacia el noreste, donde el gradiente 
de la precipitacidn aumenta ,  se ve la influencia del aporte de humedad proveniente 
de Brasil. 
Figura 8.6: Distribuci6n espacial de la arm6nica y su varianza explicada () para los 
afios a) secos y b) hrimedos. 
8.4 Descripci6n del fen6meno El Nifio/Oscilaci6n Sur 
A lo largo de la costa oeste de Am6rica del Sur, la corriente fria del Per& 
barre las costas peruanas y ecuatorianas hacia el norte, produciendo aguas ricas en 
nutrientes, dando como resultado grandes producciones de pescados. Cerca de fh de 
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aiio, una corriente cdida pobre en nutrientes se desplaza hacia el sur reemplazando 
las aguas frias de superficie. En la mayoria de 10s aiios este fenbmeno, llamado "El 
Nifio", sblarnente dura un par de semanas a un mes, despuks del cud el clima vuelve 
a su estado normal. En algunos afios las temperaturas del mar, producidas por esta 
corriente cdida, son excepcionalmente altas y continlian asi en 10s meses posteriores. 
Durante esos meses "El Nifio" resulta m& intenso y prolongado, convirtikndose en 
una anomalia clim6tica de gran escala. 
El tCrmino Oscilaci6n del Sur (0 s )  fue un tCrmino introducido por Walker y 
Bliss (1932) el cud relaciona las fluctuaciones del sistema de altas semipermanentes 
del Pacifico Sur y el aumento de la presi6n en el sistema de bajas, ubicado sobre 
Indonesia y el norte de Australia. Generalmente, este fen6meno es considerado como 
un intercambio de aire entre el hemisferio este y el oeste, principalmente en latitudes 
tropicales y subtropicales. Los centros de acci6n varian levemente dependiendo de 
la Cpoca del aiio, per0 bhicamente ocurren sobre Indonesia y en el anticicl6n del 
Pacifico sur y son conectados por una circulaci6n zonal este-oeste en el ockano 
Pacifico, llamada circulaci6n de Walker por Bjerknes (1969). 
Actualmente se denomina evento ENS0 a aquellos en donde 10s extremos 
tanto de la OS (alta presi6n en Darwin y baja en Tahiti) y El Nifio (mayor aumento 
en la temperatura de la superficie del mar, SST, en el Pacifico tropical ocurren 
simult6neamente. Estos eventos fueron tambikn considerados como eventos calientes 
por van Loon y Shea (1985). Ambos extremos de la oscilaci6n, la fase asociada con 
la temperatura de la superficie del mar por arriba de lo normal en el Pacifico central 
y ecuatorial este (denominado evento caliente) y la condici6n opuesta, donde dicha 
temperatura en la misma regi6n esta por debajo de lo normal (evento frio), e s t h  
asociados a anomalias climdticas extremas (Kiladis y Diaz, 1989). 
Walker (1923) fue el primero en estudiar estas anomalias climiiticas asociadas 
con la OS, estableciendo que la OS estaba relacionada con sequias en India y frios 
y hrimedos inviernos sobre el sudeste de Estados Unidos. Berlage (1957) encontr6 
asociaci6n entre la sequia de India con la 0s. Sin embargo, no fue hasta 10s aiios 
sesentas que la cupla entre la OS y el ochano fue demostrada por Bjerknes (1966). 
Debido a1 iinpacto global que tiene el fen6meno ENS0 sobre el clinla, 
numerosos son 10s trabajos en donde se estudia el efecto climdtico de la 0s. Por 
ejemplo Ropelewski y Halpert (1986) analizaron el efecto de 10s eventos calientes 
sobre la temperatura y la precipitaci6n estacional sobre Norte AmGrica. Aceituno 
(1988,1989) realiz6 estudios mas regionales sobre Latino AmQica durante 10s 
eventos calientes y frios. Sin embargo, algunos estudios han sido desarrollados 
desde un punto de vista global de las anomalias climdticas asociadas con la 0s. 
Ropelewski y Halpert (1987,1989) y Lau y Sheu (1988) han encontrado drew de 
anomalias de precipitacicin asociadas con la 0s. Teleconecciones espaciales entre 
10s fen6menos tropicales y latitudes medias fueron bien definidas por Horel y 
Wallace (1981). Algunos estudios caracterizaron a 10s eventos ENSO, tales como 
Rasmusson y Carpenter (1982,1983) y van Loon y Shea (1985). Normalmente, 
anomalias positivas de las temperaturas de la superficie del mar aparecen cerca 
de la costas de Peru-Ecuador a1 principio del aiio calendario. Ellas comierizan a 
incrementarse en Areas en 10s meses sucesivos llegando al mbimo valor cerca de 
la costa alrededor de abril-junio. El agua caliente se desparrama hacia el oeste a 
lo largo del ecuador y por el otoiio cubre completamente la parte este y central 
del Pacifico ecuatorial. Usualmente, anomalias negativas de la temperatura de la 
superficie del mar reaparecen cerca de AmQica del Sur en 10s meses sucesivos. Las 
anomalias negativas luego se desparraman hacia el oeste a lo largo del ecuador 
mucho m& caliente que el aiio anterior. Estos episodios calientes son asociados 
con largas anomalias positivas de precipitacicin en el ocCano Pacifico central y 
anomalias negativas de precipitaci6n sobre parte de Indonesia. Las componentes 
temporales del ENS0 fueron analizadas por Rasmusson et. al. (1990) observando 
una fuerte componente bianual. Trenberth (1976) determin6 que la OS tiene una 
periodicidad de 2 a 10 aiios, a traves del andlisis espectral cruzado y coeficiente de 
correlaci6n cruzado de las anomalias de las presiones mensuales a nivel del mar. 
Las anomalias del sistema ocCano - atm6sfera durante un Go ,  fija las condiciones 
del estado opuesto para el siguiente G o  (Kiladis y van Loon, 1988). Anomalias 
de lluvia relacionadas con la OS en Amkrica del Sur han sido documentados por 
Mossman (1964) quien not6 la relaci6n entre la OS y la lluvia sobre el sur de Brasil, 
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Paraguay y norte de Argentina. Pisciottano, et. al. (1994) en sus investigaciones 
del ENS0 y su impact0 sobre la lluvia en Uruguay, encontraron que en 10s afios 
con evento El Nifio tienden a tener valores de precipitaci6n m& alto que el valor 
medio, especialmente de noviembre a1 pr6ximo enero. Ropelewski y Halpert (1987) 
estudiaron en escala global y regional 10s modelos de precipitaci6n asociados con El 
Niiio/OS. En la zona sur de Amkrica del Sur 10s episodios ENS0 muestran una clara 
tendencia a tener una relaci6n con la precipitaci6n durante 10s meses de noviembre 
a febrero. 
Los eventos frios y calientes fueron elegidos sobre la base del indice de la 
OS y del indice de las anomalias de la SST para el Pacifico ecuatorial este. EL 
indice de la SST representa la anomalia de la SST estacional dentro de 10s 4' del 
Ecuador desde 160' oeste a las costas de AmQica del Sur. Para ser calificado 
como un evento, la anomalia de SST tiene que ser positiva en al menos 3 estaciones 
astroncimicas consecutivas y 0.5' C por arriba de lo normal en al menos una de 
las tres estaciones, mientras que el indice estacional de la OS tuvo que permanecer 
por debajo de -1.0 en el mismo lapso de tiempo. El aiio 0 de un evento caliente 
es definido como el aiio donde el indice de OS cambia de signo desde positivo a 
negativo y donde las anomalias de la SST del Pacifico ecuatorial este llegan a ser 
extremadamente positivas. El afio 0 de 10s eventos frios son definidos cuando tienen 
las caracteristicas opuestas (Kiladis y Diaz, 1989). 
8.5. Relacicin de la precipitacicin con el fencimeno El Niiio 
Como ya se mencion6 anteriormente, el fen6meno ENS0 es una interacci6n 
ockano-atm6sfera de gran escala que puede actuar como "disparador" de eventos 
extremos en determinadas regiones del mundo. El objetivo de esta secci6n es 
investigar cud es la relacicin entre este fen6meno de gran escala y la precipitaci6n 
mensual y anual extrema en la regi6n este de la provincia de Buenos Aires. En este 
estudio se consideran ambos extremos de la Oscilaci6n Sur (0s);  la fase asociada 
con la SST por arriba de lo normal (evento caliente) en la zona centro y este del 
Pacifico ecuatorial y la condici6n opuesta de la SST por debajo de lo normal (eveuto 
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frio) en la misma zona (Kiladis y Diaz, 1989). 
En primera instancia se analiza cudes son las caracteristicas de ambas fases 
de la 0s. Para cada estaci6n se calcula cud es la probabilidad empirica de que 10s 
aiios con fen6meno ENS0 esten asociados con precipitaci6n anual por encima de lo 
normal. En la Figura 8.7 se muestran estas probabilidades para 10s eventos calientes, 
frios y 10s aiios No Niiios. Estos riltimos 5 0 s  son seleccionados como aquellos que 
no eran ni afios Nifios ni el 50 siguiente, debido a que estos pueden presentar 
alteraciones, o sea conservar memoria del afio anterior. Si se considera a1 resultado 
de 10s arios N o  Niiios como el comportamiento climiitico, la probabilidad asociada a 
estos casos (Figura 8.7 a)) muestra un gradiente hacia el noreste, r e ~ u l t a d o  propio 
del comportamiento climiitico de la regidn. De la Figura 8.7 b) se puede observar 
que 10s eventos calientes t ienden a estar asociados con precipitaciones anuales por 
encima de lo normal (50 a1 YO%), mientras que para 10s eventos frios presentan 
caracteristicas completamente inversas (Figura 8.7 c)). 
Figura 8.7: Probabilidades empiricas de que 10s eventos a) No Niiios, b) calientes y 
c )  frios, est6n asociados con precipitaciones anuales por encima de lo normal. 
Luego, se analiza como es la variabilidad anual de la precipitaci6n mensual 
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para estas tres categorias, m& 10s afios Post Nifio (aiio siguiente a1 evento caliente). 
Para este estudio se trabaja con la precipitaci6n decilica mensual. En la Figura 8.8 se 
presenta la marcha anual de la probabilidad de que cada evento presente condiciones 
extremas de precipitaci6n (deciles (1-2) y (9-lo)), para 4 estaciones representativas 
de la regi6n y la combinacibn de todas las estaciones. E l  comportamiento climdtico 
(aiios N o  Niiios) de la probabilidad de las condiciones extremas (dif ici t  y exceso) 
muestra  u n a  variabilidad a lo largo del aiio (Figura 8.8 a). E n  10s eventos calientes 
se observa un leve aumento  de la probabilidad enlpirica de ocurrencia de exceso de la 
precipitacio'n a1 final del aiio, en algunas estaciones (Azul, Dolores, O.C.B.A.), m& 
marcadas que en otras, en concordancia por lo hallado por Ropelewski y Halpert 
(1987) (Figura 8.8 b). Lor eventos frios mhestran uh comportamiento inverso 
(Figura 8.8 c) y 10s aiios Post  Niiios n o  presentan ninguna variabilidad temporal 
predominante (Figura 8.8 d). 
Figura 8.8.a): Probabilidades empiricas de que los eventos No Niiios est6n asociados 
con excesos (quintil=5) y ddficits (quintil=l) de precipitacibn mensual, para cuatro 
estaciones caract eris ticas y la com binacidn de t odas las es taciones. 
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Figura 8.8. b): Idem Figura 8.8.a) para los a5os con eventos calientes. 
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Figura 8.8.c): Idem Figura 8.8.a) para 10s aiios con eventos frios. 
Figura 8.8.d): Idem Figura 8.8.a) para 10s aiios Post Nifios. 
CONCLUSIONES FINALES 
* El efecto astrondmico juega un papel importante e n  10s datos de precipitacidn 
mensual, ya que explica gran parte de su variabilidad. Para filtrarlo, se 
pueden utilizar e n  forma efectiva, u n  mode10 multiplicativo o a travis de la 
representacidn decdica del dato. 
* Se observa que la intensidad de las anomalias existentes en 10s datos de 
precipitaci6n dependen de la Cpoca del afio; por lo tanto, a1 elegir uno u 
otro filtro se estard frente a una situaci6n de cornpromiso, dependiendo del 
objetivo del estudio a realizar. 
* E l  ciclo anual n o  altera la distribucidn de 10s datos ($610 existe un corrim- 
iento  o cambio de escala cuando se lo jiltra), obteniendo el m i s m o  proceso 
estochtzco para la sera'e con y s i n  filtro. 
* A1 analizar la estabilidad de las estimaciones estadisticas se observa que 
es necesario un lapso de tiempo minimo de 40 afios para garantizar 10s 
resultados de cualquier estudio climatol6gico. Si se utiliza en el estudio, 
informaci6n del siglo pasado, serd necesario un lapso de tiempo mayor, al 
encontrarse una mayor inestabilidad en 10s primeros aiios. 
* E n  el caso de la estacidn O.C.B.A., expresidn mcixima del efecto de ciudad, 
se observan tendencias e n  las precipdtaciones mensuales. Esta  tendencia no  
puede obedecer a causas totalmente antropoge'nicas, ya que t iene ambos signos 
dependiendo deb' m e s  e n  estudio, visto a travis de la evolucddn temporal de 
10s partimetros de la distribucio'n, y sdlamente se manifiesta e n  los valores 
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La regi6n es homogCnea en la escala temporal y espacial utilizada, 
mostrando s6lamente que las inhomogeneidades pueden presentarse en el verano. 
Esto coincidiria con que 10s mecanismos predominantes para la producci6n de lluvia 
son debidos a convecci6n en escalas temporales y espaciales miis pequefias. A 
continuaci6n se mencianan las conclusiones parciales (a)-d)) miis importantes que 
avalan lo anterior: 
a) Los distintos parcimetros estadisticos de las distribuciones empiricas ajusta- 
bles a las precipitaciones mensuales de cada estacidn varian e n  el trascurso 
del aiio pero conservan la estructuta anual e n  tbdas las estaciones. 
b) La estructura estadistica del campo de precipitaci6n anual, represent ado 
por la funci6n de correlaci6n en funci6n de la distancia, permite inferir que 
10s distintos sistemas sin6pticos no impondrian caracteristicas particulares 
dependientes de la orientaci6n geogrhfica entre 10s puntos de la regi6n. Por 
lo tanto, como inferencia sin6ptica se puede concluir que esta escala temporal 
s6l0 detecta el paso de 10s sistemas pero no la estructura de 10s mismos. 
c )  Las precipitaciones anuales y mensuales no  muestran tendencias, lineales y 
n o  lineales, significativas e n  el periodo e n  comzin (1907-1 966). 
d) La onda predominante en la precipitaci6n anual, en casi toda la regibn, es 
alrededor de 7 afios. Esta caracteristica se refleja principalmente en 10s meses 
de abril y octubre. En cambio, el proceso que gobierna el mes de julio es 
predominantemente aleatorio y enero es el mes de mayor inhomogeneidad 
regional, en cuanto a la estructura del proceso. 
* La transformada raiz cuadrada de la p~ecipitacadn acepta u n  modelo de 
d i s t~ ibuc idn  normal, e n  todas las estaciones y e n  la3 distintas escalas 
temporales. Esto permite inferir prirnero, que dos son 20s mecanismos 
necesam'os para la produccidn de lluvia, movimiento  vertical y contenado 
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de humedad e n  el aire. Segundo, las distribuciones de frecuencias de cada 
estacidn son  representadas por rectas paralelas, lo que permite estimar la 
probabilidad de cantidad de lluvia para cada escala temporal conociendo la 
otra. T~TC~TO,  las constantes de 10s modelos de la raiz cuadrada de la 
precipitacidn permiten tipijicar fricilmente el comportamiento climritico de 
la lluvia e n  la regidn. 
* La estructura climAtica anua,l de la precipitacicin, representada por el andisis 
arm6nic0, muestra que las dos primeras arm6nicas representan la mayoria de 
10s factores fisicos respondables de 10s modelos observados. El ciclo anual, 
asociado con el calentamiento solar, representa mas del 50% de la varianza 
total, aumentando su importancia a medida que la estaci6n se aleja de la 
costa. La onda de 6 meses tiene mayor predominio en la zona costera y estaria 
relacionada con la advecci6n de humedad proveniente del Brasil, necesaria 
para la produccicin de lluvia, de acuerdo a la tipificacicin de 10s carnpos de 
presi6n miis frecuentes. 
* La estructura de la precipitacidn a60 a aiio, representada por el andlzsis 
armdnico, muestra u n a  variabilidad anual, dado que todas las ondas del 
espectro aparecen como fundamental e n  algzin a60 pluvial, con u n  bajo 
predominio del efecto astrdnomico. POT lo tanto,  este efecto es menos 
importante que e n  otras variables meteoroldgicas. 
* La probabilidad de obtener el mismo modelo u onda predominante en la 
estructura anual en todas las estaciones es baja, ya que la coincidencia u 
homogeneidad disminuye r6pidamente con la escala espacial. Por lo tanto, 
en esta regi6n es poco probable obtener "situaciones climiiticas anuales" que 
definan situaciones espacialmente generalizadas. 
* La probabilidad de ocurrencia de preczpitacidn anual representada fundamen- 
tollmente por el ciclo anual es mcis frecuente e n  estaciones continentales, 
ocurriendo lo contrario para el ciclo semianual. Esto estci apoyando lo 
inferido para el significado fisico de las armdnicas. 
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* Desde el punto de vista del proceso dominante de la serie en el period0 
m& largo (1890-1984), se muestra que las est aciones continent ales presentan 
tendencias significativas, aunque 10s procesos fisicos que las generarian no 
serian 10s mismos. Estas caracteristicas anuales se presentan s6lamente 
en 10s meses de mayor precipitacibn en la zona, enero y octubre. Por lo 
tanto, se puede concluir que si existen evidencias estadisticas que indiquen 
cambios sistem&ticos en el r6gimen pluviom6trico regional, ello no ocurre en 
la mayoria de 10s meses, en el pcrioclo involucrado. 
* Las tendencias aludidas anteriormente, no  afectarian 10s valores eztremos de 
la variable sino s u  comportamiento medio. 
* La regi6n no presenta un patr6n regional definido cuando se analizan las 
anomalias extremas en cada estacibn, tanto en tCrminos anuales como 
mensuales. Las anomalias positivas y negativas corresponden a periodos 
cortos de duraci6n (no mayores a dos aiios). Por lo tanto, si el proceso 
que generan las lluvias es estacionario, la zona noreste de la provincia de 
Buenos Aires posee baja probabilidad de tener prolongadas sequias o luvias 
excesivas. 
a 
* La probabilidad empirica para periodos pentcidicos muestra u n  aumento de la 
frecuencia de exceso e n  .4pocas modernas, presentando u n a  variabilidad tanto 
espacial como temporal. Siendo 10s meses de mayor  precipitacidn (enero y 
octubre) 10s que marcan el comportamiento anual. 
* Existe una mayor coherencia regional en las situaciones extremas que en las 
medias, siendo mayor esta coherencia en el sentido NE-SO. 
* La secuencia mensual mcis probable de condiciones extremas es la de u n  
mes,  mostrando una  fuerte disminucidn de la probabilidad empirica para 
la secuencia de dos meses. Esto  coincide con las conclusiones halladas e n  
te'rminos anuales, donde el riesgo de condiciones climciticas extremas que 
perduran e n  el t iempo es m u y  bajo y a su  vez, casi cero cuando se le exige 
coherencia regional. 
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* La estructura temporal clim6tica de las ~recipitaciones extremas muestra 
que 10s aiios "secos" para todas las estaciones estdn dominados por el 
ciclo anual, mientras que para 10s aiios "hhnedos" la regi6n muestra un 
agrupamiento regional, present ando las estaciones costeras un predominio del 
ciclo semianual, mostrando la necesidad del aporte de humedad proveniente 
del noreste argentino. 
* Los eventos calientes (ENSO) t ienden a estar asociados con precipitaciones 
anuales por encima de lo normal y la precipitacio'n mensual a mostrar un 
aumento al final del a6o. 
< 
* La fisica de la lluvia es similar en todos 10s meses desde el punto de vista de 
la climatologia sin6ptica. 
Lic. M0lga C. Penalba 
APENDICE 
Un fen6meno peri6dico es aquel en que 10s valores de la variable dependiente 
se repiten en intervalos iguales de la variable independiente, la cud es usualmente 
el tiempo. Uno de 10s mktodos para describir este fen6meno es el an6lisis arm6nico. 
Este mdtodo se basa en el hecho que cualquier curva puede ser representada como 
la suma de una serie de senos y cosenos. 
Una serie x(t) discreta, con N observaciones, en intervalos de tiempos t, 
desde 1 a N, puede estar perfectamente representada por N/2 curvas sinusoidales 
(arm6nicas 1 a N/2). La primera arm6nica o la de periodo fundamental = P = 
(N/2). t ,  describe la variaci6n m& grande en la curva original con u .  mhximo y un 
minimo. Su arnplitud indica la diferencia entre el mhximo y el minimo. El 6ngulo 
de fase representa el tiempo en el cud ocurre el valor m&ximo. La segunda arm6nica 
que tiene dos mziximos y dos minimos, describe cualquier variaci6n con periodo P/2 
en la curva original. Las ondas remanentes, arm6nicas 3, 4 ,..., i, ...., N/2, describen 
variaciones de periodos P/3, .. . ., P/i, ...., 2P/N, respectivamente. De esta forma, la 
variable x(t) est d representada por: 
~ ( t )  = S + C Ai sin F ~ t  + Bi cos Fit [ ( 2 T  ( )] 
donde F representa el valor medio. Los coeficientes A y B pueden ser calculados a 
travks de las N observaciones de la siguiente forma: 
Por simplicidad, 10s tkrminos de senos y cosenos pueden ser combinados en un s610 
tkrmino para cada arm6nica i, dado por: 
donde Ci es la amplitud de la i-bima arm6nica y t i  es su correspondiente bgulo 
de fase. Ambos parhmetros pueden ser hallados a trav6s de las siguientes f6rmulas: 
La amplitud puede ser usada para computar el porcentaje de varianza que representa 
cada arm6nica en la serie original dada por: 
donde S es la desviaci6n standard de la serie original. Dado que todas las arm6nicas 
son independientes y ortogonales (Panofsky y Brier, 1964) la varianza explicada por 
cada arm6nica es una buena medida de la importancia de cada arm6nica. 
A.2. Andlisis Espectral 
El andisis espectral es un m6todo que permite evaluar el problema de 
variaciones no a1 azar de las series de tiempo estacionarias. Este mktodo fue 
derivado del primer principio enunciado por Wienner, el cud se basa sobre la 
premisa que la serie de tiempo no estd necesariamente compuesta de un nlimero 
finito de oscilaciones, como se asume al aplicar andlisis arm6nic0, cada uno con 
una longitud de onda discreta. 0 sea, consiste de infinitos nlimeros de peque5a.s 
oscilaciones extendidas sobre una distribuci6n continua de longitudes de ondas. El 
espectro, por lo tanto, conduce a una medida de la distribuci6n de varianza en 
una serie de tiempo sobre un dominio continuo de todas las posibles longitudes de 
ondas, cada una arbitrariamente muy cercana a la otra, siendo el rango de posibles 
. frecuencias desde una longitud de onda infinita (tendencia lineal) a la longitud de 
onda m& corta que puede ser resuelta por cualquier esquema de anGIisis arm6nico 
(igual a dos veces el intervalo entre sucesivas observaciones en la serie). 
Un estudio critic0 del c&lculo del espectro en series meteorol6gicas finitas 
fue realizado por Kahn (1957) quien enfatiz6 10s problemas inherentes a la realidad 
estadistica del espectro, el cud es representativo solo para el intervalo de tiempo 
de la serie, ya que fuera de 61 hay una realidad fisica que puede ser distinta de la 
encontrada en este periodo. 
Otro factor importante es el espaciamiento de las observaciones, ya que 
cuando se obtiene el espectro sobre un gran rango de frecuencias, que en 
meteorologia representan procesos de diferentes escalas de tiempo, no se tiene la 
misma cobertura de observaciones para cada una de ellas. En este sentido debe 
tenerse en cuenta a1 analizar el espectro que 10s resultados obtenidos permitirdn 
identificar aquellos fenbmenos cuya escala estd de acuerdo con el registro utilizado. 
Los procedimientos para computar el andisis de poder varian. En este 
estudio se van a seguir 10s lineamientos de Tuley (1950) y Blackman y Tukey 
(1958). 0 sea, dada una serie de N valores igualmente espaciados, el primer paso 
es calcular todos 10s coeficientes de correlaci6n para desfasajes de 0 a m unidades 
de tiempo (m ( N). Luego, se calcula la transformada coseno de estos m+l valores 
correlacionados. Dicha transformada conduce a m+l estimaciones del espectro de 
poder, el valor i-Csimo (0 5 i 5 m) d i  una medida de la varianza total en la serie 
original. Las estimaciones son luego suavizadas a traves de promedios m6viles de 
3 tkrminos, con pesos iguales a 0.25, 0.5 y 0.25 respectivamente. Este promedio 
es necesario para derivar estimaciones consistentes del espectro final en tkrminos 
de m+l  estimaciones discretas. Ya que el espectro es ostensiblemente una funci6n 
continua en vez de una discretizacibn, el paso final en el anilisis es ajustar una 
curva suave a lo largo de las m+l estimaciones. Este proccdimiento co~isistc cn 
hacer la curva tan suave como sea posible sin violar 10s limites de confianza de las 
estimaciones individuales. Esto es en definitiva asumir que el espectro del universo 
(del cual nuestra serie, sujeta a1 andisis, es una muestra) es en efecto una funci6n 
continua. 
A.2.a. Descripci6n matemitica del me'todo 
Sea xt una serie de N tkrminos, la covarianza para distintos desfasajes seri: 
siendo el valor medio de toda la serie temporal x;. Las estirnaciones espectrales 
Sk son obtenidas directamente de la serie de coeficientes de correlaci6n C,: 
La primera de estas ecuaciones es usada para computar la estimaci6n espectral en la 
frecuencia cero, la cud corresponde a una longitud de onda infinita (tendencia) y la 
tercera es usada para comput ar la iiltima estimaci6n espectral, la que corresponde a 
la longitud de onda mis corta igual a dos veces el interval0 sucesivo de observaciones. 
Las m+l  estimaciones espectrales son computadas de la segunda ecuaci6n) variando 
k desde 1 hasta m-1. Las estimaciones espectrales finales son el resultado del 
suavizado a travCs de promedios m6viles de 3-tkrminos. En el mCtodo de Hamming 
las f6rmulas de suavizado son las siguientes: 
A.2. b. Propiedades del espectro de poder 
La ventaja que posee este anrilisis espectral es el hecho que el lags o desfasaje 
m6ximo m de la serie de coeficientes de correlaci6n puede ser independiente de la 
longitud t de ,l<a serie de tiempo N. La resoluci6n del espectro es directamente 
proporciona pte' a m y en efecto a1 nlimero de estimaciones espectrales para las cuales 
el espectro es representado igual a m + 1. Asi, si m es elegido muy pequeiio, la 
-m 
@soluci6n es pobre, siendo las estimaciones altaxxabe estables desde el punto de 
dista estadistico. 
kWEW 
De acuerdo a Tukey (1950)) las estimaciones 
2 N - T  
como X 2  dividido por 10s grados de libertad v (v = ). Este hecho permite 
determinar fricilmente 10s limites de confianza de cada estimaci6n espectral. De 
esta forma uno puede elegir de antemano el valor de m que provea en cada caso 
r dividual, un compromiso 6ptimo entre la resoluci6n del espectro deseado y la 
w t a d i s t i c a  de la stimacibn espectral . - 
I. 
A.2. c. Limitaciones 
Como en el caso del andisis arm6nico clhico, uno debe ser cuidadoso acerca 
del problema del "aliasing" en el andisis espectral. Si la serie original consiste de 
m&s o menos observaciones instanthneas medidas en intervalos regulares de tiempo, 
una variaci6n de longitud de onda corta puede ser ma1 reconstruida como una 
rariaci6n de longitud de onda m& larga. 
A.2.d. Test de significancia 
Si el primer coeficiente de correlaci6n, rl, no difiere significativamente de 
cero, la serie seria considerada libre de persistencia. En este caso la hip6tesis nula 
aproximada seria "ruido blanco", o en otras palabras, una linea recta cuyo valor es 
inual a1 promedio de las m+l estimaciones del espectro completo. 
Si rl difiere de cero, es necesario verificar si 10s coeficientes 7-2, ra y rk se 
aproxiinan a la relaci6n exponencial nlarlcovia~lai 
En este caso la hip6tesis nula seria " ruido rojo" o "proceso Markoviano" y el 
continuo nulo puede calcularse: 
aonde el valor medio de las m+l raw estimaciones Sk. 
Finalrnente si rl difiere de cero, pero 10s 
tienen una relaci6n exponencial con rl  , luego es dudoso que una persistencia simple 
de Markov sea la dominante de las fluctuaciones no aleatorias de la serie y por lo 
tanto, el continuo ruido rojo markoviano no puede ser el adecuado. 
A.3. Anaisis de Covarianza - Comparacidn de varias rectas 
El prop6sito del andisis de varianza es determinar cuanto contribuye a la 
varianza total la variaci6n de un efecto particular y testear si ese factor particular 
es real o es el resultado de un fen6meno puramente azaroso. Este anasis usa la 
propiedad que el cociente entre dos varianzas tiene una distribuci6n Fisher. 
Dados k grupos de observaciones (xiV,yjv), i=l, ......., k, u = 1 ,........., ni, la 
recta Y = ai + b;. x seri aquella que ajusta'cada grupo y s : ~  la suma dc 10s 
cuadrados para cada una de las rectas. Estas varianzas pueden ser testeadas por 
heterogeneidad usando el test de Bartlett y si la hip6tesis es aceptada la desviaci6n 
standard de cada una de las rectas puede ser representada por: 
El anilisis de varianza esta basado en la identidad: 
donde Y,, es el Y dado por la recta de regresi6n que asume que todas las 
observaciones provienen de una misma poblaci6n. Elevando a1 cuadrado y sumando 
sobre i y v 
C C ( Yiu - Y.. )' = C C ( ~ i v  - + C C ( K ~  - g..)2 
Esta desviaci6n puede ser escrita como: 
donde cada uno de 10s tCrminos de la derecha de esta igualdad tienen una 
interpretaci6n muy 6til y estan resumidos en la siguiente tabla: 
Fuente de variacibn Grados de libertad Desviaciones Medias 
Desviaci6n de la media grupal respecto a las respectivas recta k - 2  s23 
Entre las pendientes individuales bi k -  1 s22 
. I 
L Entre las lineas individuales Eni - 2k s2r 
I 
.'. 
I 
Por lo tanto, dependiendo de la hip6tesis a estudiar ss h ~ r i i  el cociente entre 
varianzas para la aplicaci6n del test de Fisher. 
A.4. Test de Bartlett: Test para la igualdad de varias varianzas 
Dados lc grupos de observaciones xi,j, con i = 1 ,  k j = 1, ....., ni, 
donde cada grupo tiene ni observaciones, las cuales estan distribuidas normalmente 
con medi,as Z i  y varianzas 09. La hip6tesis nula que se desea testar es: 
contra la alternativa que las a! son en general diferentes. 
Esta hip6tesis puede ser testeada con el estadistico: 
el cual tiene una distribuci6n x2 con (k-1) grados de libertad. 
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