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ABSTRACT
Register pushdown automata (RPDA) is an extension of classical
pushdown automata to handle data values in a restricted way. RPDA
attracts attention as a model of a query language for structured
documents with data values. The membership and emptiness prob-
lems for RPDA are known to be EXPTIME-complete. This paper
shows the membership problem becomes PSPACE-complete and
NP-complete for nondecreasing and growing RPDA, respectively,
while the emptiness problem remains EXPTIME-complete for these
subclasses.
CCS CONCEPTS
• Theory of computation→ Automata over infinite objects;
Grammars and context-free languages.
KEYWORDS
register pushdown automaton, register context-free grammar, com-
putational complexity, data word, data language
1 INTRODUCTION
There are many computational models having mild power of pro-
cessing data values, including extensions of finite automata [4, 12,
16, 18], first-order and monadic second-order logics with data equal-
ity [2, 3] and linear temporal logics with freeze quantifier [6, 7].
Among them, register automata (abbreviated as RA) [12] is a natural
extension of finite automata defined by incorporating registers as
well as the equality test between an input data value and the data
value kept in a register. Recently, attention has been paid to RA as a
computational model of a query language for structured documents
such as XML because a query on a document can be specified as
the combination of a regular pattern and a condition on data values
[15, 17]. For query processing and optimization, the decidability
(hopefully in polynomial time) of basic properties of queries is desir-
able. The most basic problem is the membership problem that asks
for a given query q and an element e in a document whether e is in
the answer set of q. The satisfiability or (non)emptiness problem
asking whether the answer set of a given query is nonempty is
also important because if the answer set is empty, the query can be
regarded as redundant or meaningless when query optimization is
performed. The membership and emptiness problems for RA were
shown to be decidable [12] and their computational complexities
were also analyzed [6, 19].
While RA have the power of expressing regular patterns on paths
in a document, it cannot represent patterns over branching paths
that can be represented by some query languages such as XPath.
Register context-free grammars (RCFG) and register pushdown
automata (RPDA) were proposed in [5] as extensions of classical
context-free grammars (CFG) and pushdown automata (PDA), re-
spectively, in a similar way to extending FA to RA. Note that there
are related but different extensions, tree automata with data, to deal
with patterns over branching paths and data values [8–11, 13, 20].
In [5], properties of RCFG and RPDA were shown including the
equivalence in language representation power of RCFG and RPDA,
the decidability of the membership and emptiness problems, and
the closure properties. In [21], the computational complexity of the
above decision problems for RCFG was investigated. In [22], the
complexity of these problems for RPDA was also investigated but
the analysis for subclasses of RPDA was not enough.
In this paper, we discuss the computational complexity of the
decision problems for some subclasses of RPDA. A k-RPDA has
a finite-state control, k registers and a pushdown stack (or stack
in short) where each cell of the stack can store a data value. A
transition of k-RPDA is either a pop, replace or push transition.
We introduce subclasses of RPDA called non-decreasing RPDA and
growing RPDA and investigate the computational complexity of
the membership and emptiness problems for these subclasses.
The main results of [21, 22] and this paper are summarized in
Table 1. The results for non-decreasing RPDA and growing RPDA
are the contribution of this paper. Note that the complexity of the
membership problems is in terms of both the size of a grammar or
an automaton and the size of an input word (combined complexity).
The complexity of the membership problem on the size of an input
word only (data complexity) is in P for general RCFG and RPDA [21].
It is desirable that the data complexity is small while the combined
complexity is rather a criterion of the expressive succinctness of
the query language.
Table 1: Complexity results on RCFG and RPDA
general
RCFG
ε -rule free
RCFG
growing
RCFG
general
RPDA
non-decreasing
RPDA
growing
RPDA
Membership EXPTIMEc PSPACEc NPc
Emptiness EXPTIMEc EXPTIMEc EXPTIMEc
‘c’ stands for ‘complete.’
The results for RCFG and their subclasses were given in [21]
and those for general RPDA were given in [22].
2 DEFINITIONS
A register pushdown automaton (abbreviated as RPDA) was origi-
nally defined in [5] as a pushdown automaton with registers over
an infinite alphabet and the equivalence between RCFG and RPDA
was shown in [5]. In this section, we define RPDA as a pushdown
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automaton over the product of a finite alphabet and an infinite set
of data values, following recent notions [16, 17]. Note that these
differences are not essential.
2.1 Preliminaries
Let N = {1, 2, . . .} and N0 = {0} ∪ N. We assume an infinite set
D of data values as well as a finite alphabet Σ. For a given k ∈ N0
specifying the number of registers, a mapping θ : [k] → D is
called an assignment (of data values to k registers) where [k] =
{1, 2, . . . ,k}. We assume that a data value ⊥ ∈ D is designated as
the initial value of a register and the initial bottom symbol in a stack.
We denote by θ⊥ the register assignment that assigns the initial
value ⊥ to every register. Let Θk denote the class of assignments
to k registers. For θ ,θ ′ ∈ Θk , we write θ ′ = θ [i ← d] if θ ′(i) = d
and θ ′(j) = θ (j) (j , i).
Let Fk denote the set of guard expressions overk registers defined
by the following syntax rules:
ψ := tt | x=i | x=top | ψ ∨ψ | ¬ψ
where xi ∈ {x1, . . . ,xk }.
For d, e ∈ D and θ ∈ Θk , the satisfaction of ψ ∈ Fk by (θ ,d, e) is
recursively defined as follows. Intuitively, d is a current data value
in the input, e is the data value at the stack top, θ is a current register
assignment, θ ,d, e |= x=i means that the data value assigned to the
i-th register by θ is equal to the input data valued and θ ,d, e |= x=top
means that the input data value d equals to the data value e at the
stack top.
• θ ,d, e |= x=i iff θ (i) = d• θ ,d, e |= x=top iff d = e
The other cases are defined in an ordinary way. In addition, let
ff = ¬tt,ψ1 ∧ψ2 = ¬(¬ψ1 ∨ ¬ψ2),x,i = ¬(x=i ) and x,top = ¬(x=top )
forψ1,ψ2 ∈ Fk and i ∈ [k].
For a finite alphabet Σ and a set D of data values disjoint from
Σ, a data word over Σ × D is a finite sequence of elements of Σ × D
and a subset of (Σ × D)∗ is called a data language over Σ × D. |β |
denotes the cardinality of β if β is a set and the length of β if β is a
finite sequence.
2.2 Register pushdown automata
For k ∈ N0, a k-register pushdown automaton (k-RPDA) over a
finite alphabet Σ and a set D of data values is a tupleA = (Q,q0,δ )
where Q is a finite set of states, q0 ∈ Q is the initial state and δ is a
finite set of transition rules having one of the following forms:
• (p,ψ , i) a→ (q, ε) (or (p,ψ ) a→ (q, ε)) (pop rule)
• (p,ψ , i) a→ (q, j1) (or (p,ψ ) a→ (q, j1)) (replace rule)
• (p,ψ , i) a→ (q, j1j2) (or (p,ψ ) a→ (q, j1j2)) (push rule)
where p,q ∈ Q , a ∈ (Σ ∪ {ε}), i, j1, j2 ∈ [k], and ψ ∈ Fk . A rule is
called an ε-rule if a = ε .
D is used as a stack alphabet. For a state q ∈ Q , a register assign-
ment θ ∈ Θk , a data word w ∈ (Σ × D)∗, and a stack u ∈ D∗,
(q,θ ,w,u) is called an instanteneous description (abbreviated as
ID) of k-RPDA A and |u | is the stack height of this ID. For two
IDs (q,θ ,w,u), (q′,θ ′,w ′,u ′), we say that (q,θ ,w,u) can transit to
(q′,θ ′,w ′,u ′), written as (q,θ ,w,u) ⇒A (q′,θ ′,w ′,u ′) if there ex-
ists a rule (p,ψ , i) a→ (q′, J ) ∈ δ (resp. (p,ψ ) a→ (q′, J )), data values
d, e ∈ D and u ′′ ∈ D∗ such that
θ ,d, e |= ψ , θ ′ = θ [i ← d] (resp. θ ′ = θ ),
w =
{
(a,d)w ′ a ∈ Σ, or
w ′ a = ε
,u = eu ′′, and
u ′ =

u ′′ J = ε,
θ ′(j1)u ′′ J = j1, or
θ ′(j1)θ ′(j2)u ′′ J = j1j2.
For an ε-rule, we can choose an arbitrary data value d that satisfies
θ ,d, e |= ψ and θ ′ = θ [i ← d].
Let
∗⇒A be the reflexive transitive closure of⇒A . We abbreviate
⇒A and
∗⇒A as⇒ and
∗⇒ if A is clear from the context.
For ak-RPDAA = (Q,q0,δ ) andw ∈ (Σ×D)∗, if (q0,θ⊥,w,⊥) ∗⇒
(q,θ , ε, ε) for some q ∈ Q and θ ∈ Θk , then we say A accepts w ,
(q0,θ⊥,w,⊥) ∗⇒ (q,θ , ε, ε) is an accepting run of w in A, and the
number of the transitions in the run is called the length of the run.
Let L(A) = {w ∈ (Σ × D)∗ | A acceptsw}, which is the language
recognized by A.
We say that an RPDA A is non-decreasing if every ε-rule of A
is either a replace rule or a push rule. We say that an RPDA A is
growing if every ε-rule of A is a push rule.
Example 1. Let A1 = (Q,q0,δ ) be the 2-RPDA, where
• Q = {q0,q1,q2,q3}, and
• δ = {(q0, tt, 1) a→ (q1, 11), (q1,x,1 , 2)
b→ (q1, 22), (q1, tt) ε→
(q2, ε), (q2,x=top ∧ x,1 )
b→ (q2, ε), (q2,x=top )
a→ (q3, ε)}.
In a run of A1, the first input data value is pushed and loaded to the
first register in q0, and then an arbitrary number of input data values
different from the first register are pushed in q1. After the current
state is nondeterministically changed to q2 by the ε-rule (the third
rule in δ ), the data values in the stack are popped and compared with
the remaining input data values. Hence, L(A1) = {(a,d0) · · · (b,dn )
(b,dn ) · · · (a,d0) | d0 , di for i ∈ [n],n ≥ 0}.
Figure 1: The transitions in the accepting run of
(a,d0)(b,d1)(b,d2)(b,d2)(b,d1)(a,d0) in A1 (di , d0 for i , 0).
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2.3 Turing machine
In this section, we define Turing machine (abbreviated as TM) and
some notions for TM. We use TM for proving Theorem 2.
A TM is a tupleM = (Q, Γ, Σ,δ ,q0, F ) where
• Q is a finite set of states,
• Γ is a finite set of tape symbols containing a special symbol
representing blank, ⊔ ∈ Γ\Σ,
• Σ ⊆ Γ\{⊔} is a set of input symbols,
• δ : Q × Γ → Q × Γ × {L,R} is a state transition function,
• q0 ∈ Q is the initial state, and
• F ⊆ Q is the set of accepting states.
For a state q ∈ Q , a tape content α ∈ Γ∗ and a head position
j ∈ [|α |], (q,α , j) is called ID of M . For two IDs (q,α , j), (q′,α ′, j ′),
we say that (q,α , j) can transit to (q′,α ′, j ′) , written as (q,α , j) →
(q′,α ′, j ′) if
∃a,b ∈ Γ, ∃β ,γ ∈ Γ∗, ∃m ∈ {L,R} such that
|β | = j − 1, α =βaγ ,δ (q,a) = (q′,b,m)
α ′ =
{
βb⊔ if |α | = j (i.e. γ = ε) and j ′ = j + 1,
βbγ otherwise,
j ′ =
{
max(1, j − 1) m = L, or
j + 1 m = R.
Let ∗−→ be the reflexive transitive closure of→.
For a TM M = (Q, Γ, Σ,δ ,q0, F ) and u ∈ Σ∗, if (q0,u, 1) ∗−→
(qf ,u ′, j) for some qf ∈ F ,u ′ ∈ Γ∗ and j ∈ N, thenM accepts u. Let
L(M) = {u ∈ Σ∗ | M accepts u}, which is the language recognized
byM . For a function f : N0 → N0, if for anyu ∈ Σ∗ and any (q,α , j)
such that (q0,u, 1) ∗→ (q,α , j), |α | ≤ f (|u |) holds, then we say that
M is an f (n)-space bounded TM. IfM is a p(n)-space bounded TM
for a polynomial p(n),M is a polynomial space bounded TM.
3 COMPUTATIONAL COMPLEXITY
In [21], it was shown that the membership and emptiness problems
for RCFG are EXPTIME-complete. Those problems for RPDA were
also shown to be EXPTIME-complete by bidirectional poly-time
equivalence transformations between RCFG and RPDA in [22].
Theorem 1 ([22]). The membership and emptiness problems for
RPDA are EXPTIME-complete.
In this section, we first show that the membership problems
for non-decreasing and growing RPDA are PSPACE-complete and
NP-complete, respectively. Although the lower-bound proofs are
similar to those for ε-rule free and growing RCFG in [21], we present
formal description of the reductions in these proofs to make the
paper self-contained.
Theorem 2. The membership problem for non-decreasing RPDA
is PSPACE-complete.
Proof If a given RPDA is non-decreasing, we can decrease the
length of a stack only by using non-ε-pop rules with reading an
input data word. Therefore, for an input data word w , the height
of every stack appearing in an accepting run of w is at most |w |
because every accepting run must finish with empty stack. Hence,
the membership problem is in PSPACE.
To prove PSPACE-hardness, we use a poly-time reduction from
the membership problem for polynomial space bounded TM. In the
reduction, we simulate tape contents of a given TMM by a register
assignment of the RPDA A constructed fromM .
Assume that we are given ap(n)-space bounded TMM = (QM , Γ,
Σ,δM ,q0, F ) where p(n) is a polynomial and an input u ∈ Σ∗ toM .
Then, we construct (|Γ | + p(|u |))-RPDA A = (QA ,T(1,0),δA ) over
a singleton alphabet {a} and an arbitrary set D of data values that
satisfies u ∈ L(M) ⇔ (a,⊥) ∈ L(A), where
QA = {T(i, j) | 1 ≤ j < i ≤ |Γ |} ∪ {T(1,0)}
∪ {Wi | 0 ≤ i ≤ |u |}
∪ {A(i, j)q | q ∈ QM , i ∈ [|Γ |], j ∈ [p(|u |)]}
∪ {B(i, j)q | q ∈ QM , i ∈ [|Γ |], j ∈ [p(|u |)]}
∪ {E}
and δA is constructed as follows. Without loss of generality, we
assume that Γ = {1, 2, . . . , |Γ |} ⊆ N and 1 is the blank symbol ofM .
In the following, we denote the ith element of a sequence α by αi
(i.e., α = α1α2 . . . α |α |).
• We construct transition rules that load different data values
in the first |Γ | registers. Note that we keep the initial value
⊥ in the first register. To the ith register (2 ≤ i ≤ |Γ |), a data
value different from ⊥ is assigned by Rule (1), and that data
value is guaranteed to be different from the value of every
jth register (2 ≤ j < i) by Rule (2).
(T(i−1,i−2),x,1 , i)
ε→ (T(i,1), 1) for 2 ≤ i ≤ |Γ |, (1)
(T(i, j−1),x=i ∧ x,j )
ε→ (T(i, j), 1) for 2 ≤ j < i ≤ |Γ |. (2)
• To express the initial tape contents u, we construct the fol-
lowing transition rules that load data values corresponding
to the symbols in u from left to right into (|Γ | + 1)th to
(|Γ | + |u |)th registers:
(T( |Γ |, |Γ |−1), tt)
ε→ (W0, 1), (3)
(Wi−1,x=ui , |Γ | + i)
ε→ (Wi , 1) for i ∈ [|u |]. (4)
• Let s(m) = −1 ifm = L and s(m) = 1 ifm = R. For encoding
the state transition and accepting condition ofM by A, we
introduce a state A(i, j)q for q ∈ QM , i ∈ [|Γ |], and j ∈ [p(n)].
A
(i, j)
q represents a part of an ID (q,α , j) of M where i = α j ,
i.e. the tape symbol at the head position. The remaining in-
formation about α of (q,α , j)will be represented by a register
assignment of A. More precisely, the content of (|Γ | + j)th
register (i.e. θ (|Γ | + j)) equals the data value θ (α j ) represent-
ing the tape symbol α j for j ∈ [|α |] and θ (|Γ | + j) = ⊥ for
|α | < j ≤ p(|u |). Let θα denote such a register assignment
that represents the tape contents α . We illustrate the corre-
spondence between an ID of M and a state and a register
assignment of A in Fig. 2.
– To derive the states corresponding to the initial ID ofM ,
we construct the following rule:
(W |u | , tt)
ε→ (A(u1,1)q0 , 1). (5)
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A
(α j , j)
q Γ α1 α2 . . . α |α | ⊥ . . . ⊥
Figure 2: A’s state and registers that correspond to M ’s ID
(q,α , j).
– Consider A(i, j)q and let δM (q, i) = (q′,b ′,m′). For each
a ∈ Γ, we construct the following rules:
(A(i, j)q ,x=b′ , |Γ | + j)
ε→ (B(a,max(1, j+s(m′)))q′ , 1). (6)
We also construct the following rule for each q′ ∈ QM ,
a ∈ Γ, and j ′ ∈ [p(n)]:
(B(a, j′)q′ ,x=a ∧ x=|Γ |+j′)
ε→ (A(a, j′)q′ , 1). (7)
• Finally, we construct for each qf ∈ F the following rules to
express accepting IDs:
(A(i, j)qf ,x=1 )
a→ (E, ε). (8)
We can show for each ID (q,α , j),
(q,α , j) ∗−→ (qf ,u ′, j ′) for some qf ∈ F ,u ′ ∈ Γ∗ and j ′ ∈ N
iff (A(α j , j)q ,θα , (a,⊥),⊥)
∗
=⇒A (E,θ , ε, ε) for some θ ∈ Θk (9)
by induction on the length of the run ofM for only if part and by
induction on the length of the run of A for if part.
We can easily prove that (T(1,0),θ⊥, (a,⊥),⊥)
∗
=⇒A
(A(u1,1)q0 ,θu , (a,⊥),⊥), and moreover, if (T(1,0),θ⊥, (a,⊥),⊥)
∗
=⇒A
(E,θ , ε, ε) for some θ ∈ Θk , then this run must be
(T(1,0),θ⊥, (a,⊥),⊥)
∗
=⇒A (A(u1,1)q0 ,θu , (a,⊥),⊥)
∗
=⇒A (E,θ , ε, ε).
By letting (q,α , j) = (q0,u, 1) in property (9) and by the above-
mentioned fact, we obtain u ∈ L(M) ⇔ ((T(1,0),θ⊥, (a,⊥),⊥)
∗
=⇒A
(E,θ , ε, ε) for some θ ∈ Θk ) ⇔ (a,⊥) ∈ L(A).
Theorem 3. The membership problem for growing RPDA is NP-
complete.
Proof If a given RPDA is growing, for an input data word
w , an accepting run of w applies ε-push rules at most |w | times.
Therefore, the length of an accepting run does not exceed 2|w | + 1.
Hence, the membership problem is in NP.
We prove NP-hardness by a polynomial-time reduction from
the satisfiability problem for 3-Conjunctive Normal Form (3CNF).
Let ϕ = (a1 ∨ b1 ∨ c1) . . . (am ∨ bm ∨ cm ) be a 3CNF over Boolean
variables y1, . . . ,yn where each ai ,bi , ci (i ∈ [m]) is a literal yj or
yj for some j (j ∈ [n]). For i (i ∈ [m]), we define register number
rai as rai = 2j if ai = yj and rai = 2j + 1 if ai = yj . We also
define the same notation rbi and rci for bi and ci . We construct
the growing (2n + 1)-RPDA A = (Q,q0,δ ) over Σ = {a} where
Q = {q0, P0, . . . , Pn ,C0, . . . ,Cm ,E} and
δ = {(q0, tt, 1) a→ (P0, 1)}
∪ {(Pi−1,x=1 , 2i + j)
a→ (Pi , 1) | i ∈ [n], j ∈ {0, 1}}
∪ {(Pn ,x=1 )
a→ (C0, 1)}
∪ {(Ci−1,x=r )
a→ (Ci , 1) | i ∈ [m], r ∈ {rai , rbi , rci }}
∪ {(Cm ,x=1 )
a→ (E, ε)}.
The first register of the constructed RPDA A is used for keeping a
data value (possibly) different from ⊥, and we use that value and
⊥ for representing tt and ff, respectively. A nondeterministically
loads the value representing tt to exactly one of the (2i)th and
(2i + 1)th registers for each i , to encode a truth value assignment
to y1,y1,y2,y2, . . . ,yn ,yn . Then A reads the value of one of the
literals ai ,bi , ci for each clause ai ∨bi ∨ ci in ϕ. It is not difficult to
show that ϕ is satisfiable if and only if (a,d)n+m+3 ∈ L(A), where
d is an arbitrary data value in D \ {⊥}. Since (a,d1)n+m+3 ∈ L(A)
iff (a,d2)n+m+3 ∈ L(A) for any d1,d2 ∈ D \ {⊥}, we can choose
any d ∈ D \ {⊥} to make the input data word for the membership
problem. Hence, we have shown NP-hardness of the problem.
For both of the RPDA constructed in the proofs of Theorem 2
and 3, the height of the stack appearing in any accepting run is at
most one. This fact implies the following property.
Corollary 1. The membership problems for RA with and without
ε-transition are PSPACE-complete and NP-complete, respectively.
Note that NP-completeness of the membership for RA without
ε-transition was first proved in [19].
Theorem 4. The emptiness problems for non-decreasing RPDA
and growing RPDA are both EXPTIME-complete.
Proof By theorem 1, it suffices to show that the problem is
EXPTIME-hard for growing RPDA. We give a poly-time reduction
from the emptiness problem for general RPDA. From an arbitrary
RPDA A = (Q,q0,δ ), we construct the growing RPDA Aд =
(Q,q0,δд), where
δд = {(q,ψ , i) a→ (q′, J ) | (q,ψ , i) a→ (q′, J ) ∈ δ or (q,ψ , i) ε→
(q′, J ) ∈ δ }.
For this growing RPDA Aд , obviously L(A) = ∅ ⇔ L(Aд) = ∅.
Hence, the emptiness problem for growing RPDA is EXPTIME-
hard.
4 CONCLUSION
We have discussed the computational complexity of the member-
ship and emptiness problems for RPDA. The combined complex-
ity of the membership problem for general RPDA is EXPTIME-
complete and decreases when we consider subclasses of RPDA
while the data complexity is in P for general RPDA. The emptiness
problem for RPDA remains EXPTIME-complete even if we restrict
RPDA to be growing. It is an interesting problem left as future
study to investigate whether the inclusions among the classes of
languages of general, non-decreasing and growing RPDA are proper
or not.
Introducing a logic such as FO(∼), EMSO(∼) and LTL↓ on data
trees that corresponds to or subsumes RPDA is a future study. Also,
introducing recursive queries such as datalog in relational databases
and fixed point logics as related logical foundations [1, 14] would
be an interesting topic to be pursued.
This work was supported by JSPS KAKENHI Grant Number
JP19H04083.
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