INTRODUCTION
Let X be a Banach space and assume that A is a closed, densely defined linear operator on X which générâtes a bounded semigroup E(t) -e tA on X The solution of the initial value problem (with u t = du/dt) Ut = Au + j for t ^ 0, 
u(t) = E(t)v + \ E(t -s)j(s)ds.
We shall be concerned with the discretization in time of the problem (1.1). For this purpose, let k be a small positive time incrément and let r, q u ..., q m be rational functions which are bounded for Re z ^ 0. Then, since A has its spectrum in Re z ^ 0, r(kA ) and qfâA ) are well defîned, and we may seek an approximate solution u n at t n = nk of (1.1) by the recursion relation u n+ 1 =E k u n -^ k(Q k j) (g , n = 0,..., with u o = v t (1.2) where E k = r(kA), (Q k j) (t) = £ qJLkA)J(t + x, k) 9 with { x 3 }7 distinct quadrature points, for simplicity in [0, 1], In order to express the degree of approximation of (1.2) we consider first the case when A is a bounded operator. We say that the scheme is accurate of order p if for any choice of ƒ and u, with j sufficiently regular with respect to t, we have
p n = u(t n+l )-E k u(t,;)-k(Q k j)(t n )
= Q(k? + ') as fc^O, (1.3) that is, if the solution of (1.1) satisfies (1.2) with an error of order 0(fc p+ *). This will entail certain relations between r, the q } and the x 3 which may be stated, for instance, in the form r(z) -e = 0{z p+1 ) as z -> 0, (1.4) and for / = 0,..., p -1, We observe that the global error e n = u(t n ) -u n satisfies e n +1 = E k e n + P n , » = 0, ...> with e 0 = 0 .
Assuming that E k is stable in X we shall hence be able to infer a 0(k p ) global error estimate from the local estimate (1.3).
We shall then turn to the case when A is an unbounded operator and discover INHOMOGENEOUS LINEAR DIFFERENTIAL EQUATIONS 7 that in order for the analysis to yield an estimate of the form (1.3) we need to assume that u, in addition to being smooth in r, will have to satisfy relations like u {l \t) G D(A P+ x ~l) for / = 0,...,/? + 1. In applications to partial differential équations, this often demands not only smothness of u U) in the space variables, but also that these functions satisfy certain boundary conditions which are not natural to impose for / = 0,..., p -1. In order to be able to avoid artificial assumptions on the solution we shall consider schemes which satisfy a stronger accuracy assumption than (1.3) : We say that the scheme is strictly accurate of order p 0 < p if the truncation error vanishes for all j and v such that the solution is a polynomial in t of degree at most p 0 -1. It will turn out that this condition is equivalent to demanding that the first p 0 relations in (1.5) hold with right hand sides replaced by zero. For schemes which are strictly accurate of order p, or under a not very restrictive additional condition, accurate of order p and strictly accurate of order p -1, we shall then be able to show the desired global error estimate.
The details of the above analysis are given in Section 2 below, where the estimâtes are expressed in terms of the solution u of (1.1), and in Section 3 where error bounds in terms of the data j and v are presented.
Our main motivation for this study is the application to numerical methods for partial differential équations, and to the situation when discretization also takes place in the space variables. It may be the case, for instance, that an initial value problem has been approximated in space by means of the finite element method, leaving us with a semidiscrete problem of the form (1.1), with AJ y and v replaced by A h J hJ v h , depending on the small parameter h, and such that the error in the solution of this problem is bounded by z h . In order to produce a completely discrete method, the above scheme may now be applied to the semidiscrete problem and one hopes that the total error will be Q(e h + k p ). An example of a resuit of this nature is shown in Section 4 below.
The construction of schemes satisfy ing our above assumptions is the object of Section 5. It is seen, among other things, that if { x } }™ are chosen as the Gaussian points of order ra in [0, 1], the scheme may be constructed to be accurate of order 2 m, but with no choice of { T,-}7 can it be strictly accurate of order m + 2.
A study which has many points in common with the present one was carried out in Crouzeix [2] in the context of Runge-Kutta methods in a Hubert space.
Conditions for stability of operators of the form E k = r(kA) in gênerai Banach spaces were discussed in Brenner and Thomée [1] . The present results together with those of [1] thus allow application to completely discrete schemes obtained from semidiscrete approximations with known error bounds in, say, the maximum norm.
vol. 16, no 1,1982. 
ERROR ESTIMATES IN TERMS OF THE SOLUTION
We begin this section by deducing the conditions for the time discretization scheme (1.2) to be accurate of order p and strictly accurate of order p 0 ^ p, in the sense introduced above. Assuming thus A to be a bounded operator we obtain by Taylor series development of p" with respect to /c, for u and j sufficiently smooth with respect to t, 
INHOMOGENEOUS LINEAR DIFFERENTIAL EQUATIONS 9
We shall now turn to the error estimâtes, allowing A to be unbounded. For this purpose we shall first briefly discuss the représentation of functions of A in terms of the semigroup E(t).
Let M dénote the set of Laplace transforms of bounded measures on R + , and recall (cj. [1] ) that with A the generator of a bounded semigroup E(t) on X, g(A) may be represented as
Noting that \i is uniquely determined by g, we may set
and obtain that g (kA) is a bounded operator on X, and for any k > 0,
Any rational fonction g which is bounded for Re z ^ 0 belongs to M, as is seen by expansion into partial fractions. In this case d\x has the form S,-Pj(t) e~X }t dt where Xj are the poles of g and Pj are polynomials ; the above représentation of g(A) then reduces to the Standard formulas for the résolvent of A and its powers. Note also that if j 9 g e M then jg e M and
U9)(A)=J(A)g(A).

Further, if j, g e M and g{z)
In particular, if (2.2) holds we have ii/zJeM for Z = O,...,p, and if (2.3) is satisfied as well, we may write the truncation error from (1.3) as The result is now an immédiate conséquence of (2.5).
Note that the error estimate of Theorem 1 requires
anc^ f positive. In applications to initial-boundary value problems for partial differential équations this generally demands not only smoothness of the solution but also that its time derivatives satisfy certain boundary conditions. Although it is appropriate to assume u {p) e D(A), the above conditions for / < p are undesirable and the case p 0 = p is therefore of special interest.
In our next resuit we shall show an optimal order error estimate without requiring artificial boundary conditions if the scheme is strictly accurate of order p -1, only, but satisfies the additional condition
Since r{z) -1 + z + 0(z 2 ) for small z, it follows in particular that (2.6) holds if r(i>) ^ 1 for 0 ^ y e R u { oo }, or more generally, if r{iy) # 1 for 0 ^ y e R and qfz) = 0(| z \~l) and (r{z) -l)" 1 = 0(| z \ l ) for large z and some / ^ 0. For example, this condition is satisfied for the first and second subdiagonal Padé approximations r jk {z\ 0 ^ j -k < 2, to é* (c/. [1] , p. 687), and also for the diagonal approximations r 1 x (z) and r 22 (z), but is not valid for r 23 (z) as a simple computation shows. Also (2.6) will be fulfilled for schemes employing the restricted Padé approximants R k (z) of orders k = 1,2, and 3 (cj. [1] , p. which shows the desired conclusion w e D({-A) p po e ). In a similar way we can prove that p 1 
for any e > 0. As a concrete example we may take X = L 2 (0, l)and 
ERROR ESTIMATES IN TERMS OF DATA
Recall that the truncation error may be expressed in the form Prooj : The first estimate follows in a straightforward manner from the représentation (3.2) for the truncation error, the estimate (3.6) for the remainder term, and the stability of E k . In the latter case we have to estimate in addition,
Since now y p _ x (z) = -h p _ t (z) we have as in the proof of Theorem 2,
which is bounded as desired. Note again the inequality (3.7) bounding the first term on the right in (3.8) and (3.9). In fact, the proof of these inequalities without Q p (kA) could be derived by a somewhat easier argument. In their present form they will be applied in Section 4.
TOTALLY DISCRETE SCHEMES
We shall briefly consider the application of our above results to the case when discretization also takes place with regard to the space X as would be the case when finite element approximations are used in the space variables. Thus let X h be a family of finite dimensional spaces approximating X, with norms || . \\ h R.A.I.R.O. Analyse numérique/Numerical Analysis and assume that we are given corresponding linear operators P h ; X -> X h with
\\P h v\\ h^C \\v\\
VveX,
where P h v is thought of as an approximation of v. It could, for instance, be the case that X h is a subspace of X, that || . || fc = || . ||, and that P h is a projection operator such that, with Y a dense subspace of X with norm || . || y ,
where e h is small with h. In applications to isoparametric finite éléments one might have X -L 2 (Q) for some Q <= R n and X h = L 2 {Q h ) where Q h is an approximation to Q, in which case P h v would approximate üinQn Q h .
Assume also that we are given approximations A h : X h -> X h of A which generate uniformly bounded semigroups e tAh on X h . We may then consider the semidiscrete problem to find u h : [0, oo) -> X h such that
and pose the corresponding completely discrete problem by application of our scheme( 
QH u'(t) -A h Q h u(t) = j h {t) = P h j(t) + (Q h -P h ) (u'(t) -u(t))
where
\\j h (t)-PHJ(t)L^2e h \\u'{t)-u(t)\\ Y .
Considering the time discretized version of the équation satisfied by Q h u 9 namely On the other hand, since r{kA h ) is uniformly stable in X h , we find
V. J
Together with the estimate
this complètes the proof of the theorem. Note that in the case that X h c X, ||. || h = ||. ||, and that (4.1) holds, Theorem 4 immediately bounds || u hn -u(t n ) \\ by the right hand side of (4.5).
As an alternative to the above treatment we shall now indicate an analysis which uses the error estimâtes for the time discretization in terms of data, given in Theorem 3, and which assumes given an error estimate for the semidiscrète homogeneous équation rather than the one for the elliptic projection.
Thus let again { X h } be a family of finite dimensional spaces approximating X, let P h : X -> X h be uniformly bounded operators, and assume now that E h (t) is a given uniformly bounded family of semigroups on X h which approximate E(t) in the sensé that, with Y a dense subspace of X,
With A h the generator of E h (t) we consider as before the semidiscrete problem (4.2) and its completely discrete analogue (4.3). Under the assumptions of Theorem 3 we shall now present an estimate for the error between the solutions of thèse two problems. Combined with an error estimate for the semidiscrete problem this would yield a complete error bound. We dénote by Y e the interpolation space Y e = {X, Y) Qo0 between our basic space X and its subspace Y. In order to deal with the different terms in S we shall need the following lemma. The proof of the theorem is now complete.
CONSTRUCTION OF ACCURATE SCHEMES
Recall from Section 1 that the scheme (1. For the case that the number m of quadrature points is less than p we shall now give an alternative characterization of a scheme of order p which will be used to construct accurate schemes below. 
