We consider the class of simple 3-polytopes the faces of which are only triangles and 7-gons. We show that the shortness coefficient of this class is less than one.
Introduction
A graph is a connected undirected graph with no loops or multiple edges. For any graph G, u(G) denotes the number of vertices and h(G) denotes the length of a maximum cycle; thus, G is non-Hamiltonian if and only if h(G) < o(G). The shortness coefficient p(Q) of an infinite class Q of graphs [6] is defined by h(G)
Let GJ(p, q) denote the class of 3-connected trivalent planar graphs, i.e. simple 3-polytopal graphs, the faces of which are of only two types, namely p-gons and q-gons, 3 <p < q. This class is not infinite unless 4 <p < 5 and q 26, or p = 3 and It has been shown by Goodey, that every member of G&, 6) is Hamiltonian, for p= 3 [S] and p=4 141. Non-Hamiltonian members of G3(5, q) have been given by Zaks for q=8 [13] , q=9 [lS] , all qall [14] and by Owens for q=7 [9] and q=lO [8] . Zaks [14, Problem 23 asked the following question: Do there exist non-Hamiltonian members in any of the families G,(4, q) and G, (3, q) for q27? This problem awoke an interest in this subject. Non-Hamiltonian members of G,(4, q) have been given by Walther for all odd q B 9 [12] and by Owens for q = 7 [l 11. Non-Hamiltonian members of G3 (3, q) have been given by Owens for 8 <q< 10 [lo] .
Our next theorem partially supplements these results. (1) There is a non-Hamiltonian member ofG3 (3, 7) with only 428 vertices.
(2) p(G, (3, 7) )<415/416< 1.
Constructions and proof of the theorem
We begin to describe our constructions. Certain graphs which occur repeatedly as subgraphs will be denoted by capital letters and represented in diagrams by labelled circles. As the first example, Fig. 1 shows a subgraph B. The 'dangling' edges are not part of the subgraph but show how it is to be joined into a graph. The numbers around the circumference of the circle are the numbers of vertices which the subgraph contributes to the adjoining faces of any graph in which it occurs. Let P&r, x2, . . . ,x,) (or P(xr, x,)) denote a path (in a given graph) connecting xi to xi+1 for i=l,2 , . . . , n -1 with end vertices x1 and x,.
By a path through a subgraph we mean a path the ends of which are not in the subgraph. The property of B which makes it useful to us is stated in the following lemma, equivalent to [3, Lemmas 2.1 and 2.2.1. We omit the proof. Fig. 1 ):
Lemma 2.1. If P is a path through B which spans B, then PnB takes one of the following three forms (see
(1) P(UI, dUP(~3, a, (2) P(uI, u2) (or, similarly, P(u3, u4) ), or (3) P (uI, u3) (or, similarly, P(uz, u4) ). h k a n \" The next two lemmas state the well-known results (see [lo] or [l] ) and no proofs are offered. Proof. First note that, by Lemma 2.2 we can apply Lemma 2.1 to B' (or B") as well as to B. Let P be a path through M that spans M. We first show that P contains the edge a. Let us suppose that the edge a is not in P. Then it is easy to verify that all 'heavy' edges of Fig. 2 (or symmetrically posed) must be in P. Now, after allowing for symmetry, we consider two cases.
Case 1: The edge b is in P. Then PnB' must be of the form P(u;, ok), and so c, d, and e are in P.
Case 2: The edge b is not in P. Then PnB' must be of the form P(o;, II;) u P(u;, vi), and so d is not in P. Thus, c and e are in P.
In both these cases edgesfand g are not in P. Then all 'dashed' edges must be in P. Thus #'A P must be of the form P(u$, u';). Since this contradicts Lemma 2.1 it follows that path P contains the edge a. Then exactly one of the edges h and k is in P. Now consider three cases.
Case 1: Both edges m and n are in P. Then it is type (i). Case 2: Just one of the edges m or n is in P. If I is in not in P then PnM is of type (iii).
easy to prove that Pn M is of P then P n M is of type (ii), if I is Case 3: Neither m nor n is in P. Then k, h and a are in P, which is impossible. This completes the proof of lemma. 0 Following Bosak [2] and others any edge which has the property of the edge a in the previous proof will be called an u-edge.
We define subgraph N in terms of two copies of M (denoted by M' and M") as shown in Fig. 3 . Note that every face within N is a triangle or 7-gon and that u(N)= 183. Lemma 2.5. N has an a-edge.
Proof. If P is a path through N that spans N and suppose that (if possible) the edge a is not in P, then all 'heavy' edges of Fig. 3 must be in P. Consider the following two cases. Case 1: The edge b is in P. By Lemma 2.4, P n M" must be of type (iii), so c is not in P. Thus, P n M' is of the form P(u;, u;), which is impossible.
Case 2: The edge b is not in P. The part P n M" must be of type (i), so c is not in P,
thus PnM' must be of the form P(u;, uk), which is impossible, too. Each case leads to a contradiction, hence no such path P exists and the lemma follows. 0
We define subgraphs X', X2 and X3 (Xi for i = 1,2 in terms of N) as shown in Fig. 4 . It is easy to see that every face within X', X2 and X3 is a triangle or 7-gons and that, as indicated, one of the dangling edges of X'(i = 1,2) is an a-edge. We obtain the graph G1 shown in Fig. 5 , from the graph T by replacing three vertices by one copy of X', X2 and X3 and we denote by Y the subgraph of G1 that remains when X3 is deleted. By inspection, G1eG3 (3, 7) , u(X')= 189, v(X2)= 195, u(X3)=37, u(G1)=428 and u(Y)= 391. Since Y and N each contribute 3,4, and 5 vertices to the three adjoining faces of any graph in which either occurs, G3 (3, 7) is closed under replacement of copies of N by similarly oriented copies of Y. We present the following lemma. Proof. If P is a path through Y that spans Y, then there is a spanning cycle C in the graph G; obtained from Gi by shrinking X3 to a single vertex. Thus, C contains the edges e andf(see Fig. 5 ) since these are the a-edges associated with the copies of X' and X2. By shrinking the copies of X' and X2 to single vertices, G; is converted into T and C into a spanning cycle of T which contains the edges e andf: This contradicts Lemma 2.3, hence it follows that no such path P exists.
The graph Gi contains a copy of Y, hence by Lemma 2.6 there exists no Hamiltonian cycle in G1. This completes the proof of Theorem 1.1.
We now use the fact that Y contains two copies of N to construct an infinite sequence (G,) of non-Hamiltonian members of G3 (3, 7) , starting with Gi. For n> 1, let G,+i be the graph obtained from G, when both copies of N in one (any one) of its subgraphs of type Y are replaced by new copies of Y.
For na 1, G, contains n copies of Y, so Lemma 2.6 implies that h(G,)<u(G,)-n and, since u(G,)=u(G,)+2(n-l)(u(Y)-u(N))=12+416n, we obtain p(G3(3, 7))<415/416< 1 and this completes the proof of the theorem.
