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CHAPTER 1 INTRODUCTION
Magnetic Resonance Imaging (MRI) is a powerful technique which is sensitive
to the magnetic properties of substances and is non-invasive to human bodies. It
is widely used in imaging tissues, given that their contrasts arisen from intrinsic
properties such as spin densities, relaxation rates, and magnetic susceptibilities.
Furthermore, quantitative information can be measured from images, in order to
facilitate the analysis on functional changes inside human bodies and to detect
diseases.
Among a variety of stated capabilities in MRI, this thesis focuses on topics re-
lated to susceptibility quantification, which has been an area of interest in recent
years [1, 4–19]. Since the development of the susceptibility weighted imaging
(SWI) in MRI [20], in addition to conventional magnitude signals, phase con-
trast has drawn more attentions, as a way to enhance T ∗2 weighted images. Be-
sides chemical shifts, temperature, pH, and other sources that have been studied
by nuclei magnetic resonance (NMR) or MRI, the major susceptibility source in
biological tissues leading to the phase contrast is iron. It has been shown in many
studies that in vivo iron content is related to many neurological diseases and ag-
ing (e.g., [7, 21–24]). If reliable methods of phase processing and susceptibility
quantification can be achieved, these efforts will lead to a major improvement
of measuring iron in human bodies.
Although the theoretical basis of phase induced by the susceptibility effect is
evident from physics, a number of technical issues have been challenging in the
study of susceptibility quantification. These issues include the imaging proce-
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dure and parameters (sequences, resolution, echo time, flip angle, flow com-
pensation, etc.), image reconstruction and post-processing (phase combination,
phase unwrapping, background phase removal, methods of forward fitting, and
Fourier based inversion problems), and accuracy of susceptibility quantification
(effects of signal-to-noise ratios (SNR), partial volume effects, Gibbs ringing ef-
fects, etc.). Some of these issues have been studied for years and have been
improved, although trade-offs may be required between imaging time and accu-
racy. However, a few issues such as background phase removal remain compli-
cated and have not been completely solved. This being said, to develop better
algorithms of phase processing will provide more reliable foundation for sus-
ceptibility quantification. It motivates me to explore those technical issues that
require improvements of those algorithms for decades.
Properly unwrapping phase aliasing and removing the unwanted background
phase are critical processes for MRI phase images before any susceptibility quan-
tification method can be applied. Although a number of factors can affect phase
distributions in MRI including distortions, chemical shifts, Gibbs ringing, par-
tial volume effects, thermal noise from the objects, etc., most attention is paid
to the global background phase generated from sources with large susceptibil-
ity differences between the air and tissues. Normally, such background phase
shadows the actual phase from the local structures of interest. Furthermore, any
phase values beyond the range of (−π, π] will be wrapped back into this range
after the phase images are reconstructed from the complex signals in k-space.
On the one hand, to accurately remove the 2π aliasing can be time consuming.
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Some phase unwrapping methods utilizing advanced mathematical techniques
to estimate the number of wraps may result in errors of the phase. On the other
hand, to remove the background phase heavily depends on the phase distribu-
tions locally, e.g., local phase of interest can be affected and lead to incorrect
susceptibility predictions. Also, some methods are sensitive to the boundaries of
the susceptibility interface and need to sacrifice some boundary pixels to obtain
better results. Besides those issues, some phase variations due to eddy currents
are complicated, so they are difficult to deal with. For these reasons, in my
work, I aim to properly process the phase images to reveal the actual phase
distributions of the local structures but to avoid over- or underestimating the
susceptibility values of those structures.
In addition to removing background phase from images, susceptibility quan-
tification also faces some challenges. Mathematically, using the inverse method
to solve the susceptibility distribution from given phase images is ill-defined. Al-
though regularization methods have been utilized to avoid artifacts due to the
presence of singularities in the inverse method, the solved susceptibility still ap-
pears to be problematic and has large uncertainties. Furthermore, the quantified
susceptibility values should be independent of imaging parameters, but some
studies [25] show that quantified susceptibilities vary over echo times. This in-
dicates some intrinsic problems in the methods. In my thesis, I will show that
the susceptibility can be quantified consistently and independently on imaging
parameters. My approach utilizes the forward calculation and a least squares fit
rather than solves the ill-defined inverse problem.
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This thesis consists of two major research projects. The basis of both projects
relies on the quantification of magnetic moment. Chapter 2 describes quantifi-
cation of the magnetic moments and susceptibilities of three materials of dif-
ferent concentrations using the 2D version of the Complex Image Summation
for Spherical and Cylindrical Objects (CISSCO) method [26]. In addition, by
comparing with phase images inside materials in straws from two orientations
(parallel and perpendicular to the main field), additional frequency shifts of fer-
ritin and iron oxide nanoparticles were found. In this work, we have established
a very good linear relation between volume susceptibilities and concentrations.
This agrees with the concept in the fundamental physics. However, because we
used some existing methods for phase unwrapping and background phase re-
moval, the phase inside the straws do not always agree with the expected values
associated with the susceptibilities or concentrations. This leads to our motiva-
tion of developing a more reliable method to process the phase images in Chap-
ter 3. Chapter 3 describes the project of removing the unwanted background
phase [27]. In that chapter, a reference phantom was used to remove the eddy
current effects and to simultaneously quantify the magnetic susceptibility of the
target. In this study, I have systematically investigated some confounding factors
that may affect the phase processing and the quantitative results, including field
inhomogeneities, eddy current effects, segmentation and partial volume effects,
image orientations, dephasing effects, influences from previous scans, etc.. The
concept of the “effective magnetic moment” was demonstrated by simulations of
spheroidal objects. Numerical simulations and phantom studies of simple short
5
cylindrical models were used to validate the procedure. Systematic errors were
also studied. A simplified human head model was investigated in order to com-
pare with other methods. A human head example was presented to show the
feasibility of the proposed method in vivo. Results from this chapter are bet-
ter than those published in a recent paper [28]. In the last chapter, I conclude
my work by summarizing the achievements and proposing some possible future
directions and applications.
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CHAPTER 2 A QUANTITATIVE STUDY OF THE SUSCEPTIBILITY AND HY-
PERFINE SHIFT OF THREE COMMON MATERIALS IN MRI
2.1 Introduction
In MRI and QSM, if all fields within the field of view (FOV) are completely due
to susceptibility distributions, then it may be possible to solve the inverse equa-
tion and obtain susceptibility maps [10]. However, if an additional field due to
an object itself exists in phase images, the typical relation between the suscepti-
bility of the object and the induced field is no longer valid. Such an additional
field can be a result of the hyperfine structures within the object or interactions
between the object and its environment through the hyperfine structures. Both
this additional field and fields from pure susceptibility effect produce frequency
shifts [29–31]. In these cases, the inverse process cannot lead to the correct
susceptibility maps without first correcting the unknown hyperfine shift effect.
The question is then how to properly quantify the susceptibility of the object. As
the frequency shift due to the hyperfine structure is assumed to only exist within
the object, one solution is to quantify the magnetic susceptibility or magnetic
moment of the object by utilizing the phase information only outside the object.
If the object is a long cylinder, another solution proposed by Chu et al. [30] is to
orient the object at different angles relative to the main MRI field and to extract
the hyperfine shift and susceptibility from those data. The second question is
whether these two approaches will indeed lead to the same susceptibility value
of the object. Previously, Fossheim et al. [6] showed that this is the case for
gadolinium solutions. However, gadolinium solutions do not reveal phase shifts
7
due to hyperfine structures [6].
In this work, we apply the 2D version of our CISSCO (Complex Image Summa-
tion around a Spherical or Cylindrical Object) method [1] for the quantification
of the magnetic moments of 20 long cylindrical objects. This method avoids the
problems caused by the partial volume effect and the Gibb’s ringing effect near
the boundary of each object. It also provides better accuracy than current QSM
methods when the magnetic moment or susceptibility of a relatively small object
(a diameter of less than 5 pixels) is quantified [9]. The objects in this study in-
clude four different concentrations for each solute (Gd-DTPA, ferritin molecules,
and Fe3O4 nanoparticles) in water and in solidified gel (except for the Gd-DTPA).
In the Methods section, we will present the theoretical background for this study
and the details of our phantoms. We will also describe imaging parameters and
procedures for image analyses. In the Results section, we will reveal which ma-
terials show the additional frequency shifts as well as at what concentrations and
echo times. More importantly, we will check whether results from different echo
times are self-consistent. In addition, we will also show the quantified R∗2 of our
objects for comparisons. We will discuss certain technical issues in Discussions
and describe our conclusions at the end.
2.2 Theory and Methods
2.2.1 Phase distributions around an infinite long cylinder under an exter-
nal field
From classic electromagnetic theory, if there is a susceptibility difference ∆χ
between the inside and the outside an infinitely long cylindrical object, the phase
8
distributions inside and outside the object under an external magnetic field are
given by [1, 32]
ϕout = −γ
∆χ
2
a2
ρ2
B0TE cos 2ψ sin
2 θ
ϕin = −γ
∆χ
6
B0TE(3 cos
2 θ − 1) (2.2.1)
where γ is the proton gyromagnetic ratio (2π · 42.58MHz/T), ∆χ is the suscep-
tibility difference between the object of interest and its surrounding medium
(typically water, which is used in this work), B0 is the main field, TE is the echo
time, a is the radius of the cylindrical object, ρ is the radial distance from the axis
of the cylinder, ψ is the polar angle associated with ρ, and θ is the angle between
the axis of the cylinder and the main external field. Hereafter, the word suscep-
tibility refers to ∆χ. In this work, we define the effective magnetic moment p
as
p = 0.5γ∆χB0TEa
2 (2.2.2)
with units of radians·pixel2. The word effective is dropped hereafter. Then the
phase distributions in Equation 3.2.6 can be rewritten in terms of p.
ϕout = −
p
ρ2
cos 2ψ sin2 θ (2.2.3)
ϕin =
p
3a2
(1− 3 cos2 θ) (2.2.4)
From Equation 2.2.3, if the orientation of the cylindrical object (θ) is not zero,
we will be able to quantify the magnetic moment of the object with the 2D
CISSCO method from a set of complex images [1]. If the radius of the cylin-
der a, the main field B0, and the echo time TE are known, the susceptibility
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can be obtained from Equation 2.2.2. A procedure of choosing the pixels for
analyses that minimizes the error from the thermal noise of magnetic moment
quantifications is given in [1] and used here.
If the phase inside the cylindrical object is completely due to the presence
of the magnetic susceptibility, then it is theoretically well defined by Equa-
tion 2.2.4. However, due to the hyperfine structure of molecules and the in-
teractions between the studied substance and the host molecules (H2O in our
study) [29, 30], an additional frequency shift or “phase shift” can lead to an ex-
tra phase term. With this type of phase shift, the actual phase inside the object
becomes
ϕin =
p
3a2
(1− 3 cos2 θ) + ϕshift (2.2.5)
where ϕshift denotes the phase shift due to the hyperfine structures and the in-
teractions between the molecules. According to [30], this phase shift is indepen-
dent of the orientation of the object in the main field. Thus, at two orientations
of θ = 90◦ and θ = 0◦, the phase values inside the cylinders are
ϕin(θ = 90
◦) =
p
3a2
+ ϕshift
ϕin(θ = 0
◦) = − 2p
3a2
+ ϕshift (2.2.6)
From Equations 2.2.6, we can compute this additional phase shift from two
orientations.
ϕshift =
1
3
(
2ϕin(θ = 90
◦) + ϕin(θ = 0
◦)
)
(2.2.7)
Equations 2.2.6 also provides a quick way to measure the magnetic moment or
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susceptibility from the phase values obtained from more than one orientation.
p = a2
(
ϕin(θ = 90
◦)− ϕin(θ = 0◦)
)
(2.2.8)
In this study, we quantify the magnetic moments of 20 cylindrical samples with
the 2D CISSCO method, using phase distributions outside the cylinders which
are perpendicular to the main field. We then use Equations 2.2.7 and 2.2.8 to
quantify the additional phase shift and the magnetic moment of each sample
from the phase value directly measured from inside the sample. We will com-
pare the magnetic moment of the same sample quantified by these two different
approaches.
2.2.2 Phantom study
Phantom preparations
We prepared five phantoms using either gelatin or agar. Since the susceptibility
of both gelatin and agar is close to that of water, we ignored the difference
between the two materials and used them based on their availability. For each
gelatin phantom, we mixed 90 g of gelatin powder with 1.5 L distilled water
at 55 ◦C and poured the solution into a cylindrical CD spindle case which had
a diameter of about 125 mm. For each agar phantom, we mixed 39 g of agar
powder with 1.5 L distilled water at 90 ◦C and poured the solution into the same
type of container. A total of 20 cylindrical samples with three different materials
at different concentrations were also prepared. Each sample was injected and
sealed in a clear plastic straw with an inner and outer radius of 2.98 ± 0.03mm
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and 3.20± 0.03mm, respectively. Four straws were embedded in each of the five
gel phantoms with their axes parallel to the axis of each CD case.
For Phantom 1, we filled straws with four different concentrations of gadolin-
ium solutions. We first diluted the original Magnevist Gd-DTPA solution having
a concentration of 0.5 M (NDC 50419-188-02, sterile solution, Bayer Health-
Care, NJ, USA) with distilled water in a ratio of 1:84. This new concentration of
gadolinium solution was further diluted with distilled water to reduce its con-
centration by a factor of 2. We repeated this procedure three times in order
to obtain four concentrations in ratios of 8:4:2:1. These four concentrations of
gadolinium solutions had expected susceptibility values of about 2 ppm, 1 ppm,
0.5 ppm and 0.25 ppm , respectively [4]. This phantom is labeled as Gd in the
following sections.
For Phantoms 2 and 3, a horse spleen ferritin solution having an original con-
centration of 53 mg/ml (Ref. F4503, Sigma-Aldrich, MO, USA, iron concentra-
tion of 6.92 Fe mg/ml) was diluted with distilled water in a ratio of 1:3.5 in
order to obtain a base solution. We then diluted some of the base solution with
distilled water in a ratio of 1:1 subsequently four times to obtain four concen-
trations in the ratios of 8:4:2:1. Straws with the four different concentrations
of ferritin samples were then embedded in Phantom 2. In addition, some of
the base solution was diluted with warm gelatin solution (instead of distilled
water) following the same procedure. Straws with those four concentrations of
ferritin mixed with gelatin were embedded in Phantom 3. These two phantoms
are labeled as ferritin in water and ferritin in gel, respectively, in the following
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Figure 2.1: Examples of phantom images. (a) Magnitude image and (b) its asso-
ciated phase image of Gd-DTPA, (c) magnitude and (d) its associated
phase image of ferritin in water, and (e) magnitude and (f) its associ-
ated phase image of Fe3O4 nanoparticles in water. The phase images
were processed by FSL and SHARP
sections.
For Phantoms 4 and 5, we used our Fe3O4 nanoparticles with an initial concen-
tration of 20 mg/ml in 0.5 M NaOH solution. This concentration was equivalent
to 14.48 Fe mg/ml. This solution was diluted with distilled water by a ratio
of 1:144 for the preparation of a base solution. Similar to the ferritin samples
discussed above, we prepared two phantoms with four different concentrations
of nanoparticle samples for each phantom. Straws filled with nanoparticles in
distilled water and in gelatin were embedded in Phantoms 4 and 5, respectively.
These two phantoms are labeled as nanoparticles in water and nanoparticles in
gel, respectively, in the following sections. Example images of the phantoms are
shown in Fig. 2.1.
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Imaging parameters and reconstructions
The phantoms were placed in a 3 T Siemens Verio machine such that the
axes of the straws were perpendicular (θ = 90◦) to the main field. Coronal
scans were performed for all phantoms with an 11-echo susceptibility weighted
imaging (SWI) sequence. Each phantom was then rotated such that the straws
were parallel (θ = 0◦) to the main field. At this orientation, transverse scans
were performed for all phantoms with the same SWI sequence. All images
showed cross sections of the straws at both orientations. The imaging param-
eters of the SWI sequence were: actual main field B0 of 2.89 T, resolution of
1 mm×1 mm×1 mm, field of view (FOV) of 256 mm×256 mm×64 mm, TR
of 37 ms, TE from 5.68 ms to 29.58 ms, with an interval of 2.39 ms, and read
bandwidth of 465 Hz. A 12-channel RF coil was used to acquire images, but
only four channels of k-space data were collected by default of the machine
software. Spatial images were reconstructed from the k-space data for each
channel, and magnitude images from all four channels were combined with the
sum-of-squares method to increase the signal-to-noise ratio (SNR) and signal
homogeneity.
Background phase removal and procedures for data analyses
We applied the prelude algorithm from FSL [33] to unwrap the phase of each
reconstructed phase image from Channel 1. After unwrappingthe phase, the
background phase was removed with the SHARP method [19]. The kernel size
of SHARP was chosen to be 8 pixels. Thus, only 46 slices were used for further
analyses. Following background field removal, CISSCO [1] was applied to the
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middle slice of each straw at every echo time except for TE = 5.68 ms, providing
magnetic moment values. We then manually measured the phase values inside
each straw at both parallel and perpendicular orientations from the correspond-
ing echo time with the following procedures. For each straw, we visually chose
the pixel closest to the center and averaged the phase values over at least 30 (for
gadolinium and ferritin samples) or 20 (for nanoparticle samples) slices at that
location. For nanoparticle samples, we selected pixels depending on the SNR
and the uniformity of phase values across the 46 slices. For other samples, we
excluded pixels with obviously large variations in order to minimize the uncer-
tainty for each measurement. This process allowed us to obtain an uncertainty
of the averaged phase values close to one standard deviation of the mean value.
From Equation 2.2.8, we used those averaged phase values and the inner radius
of the straw to estimate the magnetic moment for each sample, which would be
compared to CISSCO measurements. The uncertainty of each measurement was
determined through the error propagation method.
The CISSCO and SHARP procedures were conducted using a personal com-
puter with an AMD A10-5800K 3.80 GHz processor and 8 GB of RAM. Image re-
constructions and SHARP were performed in this machine by MATLAB R2012a
in a 64-bit Windows 7 operating system. However, FSL was performed in a
virtual machine of Linux CentOS of 64-bits in the same computer.
Susceptibility, hyperfine shift, and R∗2 quantification
Using phase distributions outside each straw at the perpendicular orientation,
we quantified the magnetic moment and its uncertainty for each sample with the
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CISSCO method. With the known inner radius of the straw, we further calculated
the susceptibility of each sample from Equation 2.2.2 at each echo time. The
uncertainty of the susceptibility derived from this approach took into account
the uncertainties from the CISSCO quantification method itself and from the
measurement of the straw radius. We also calculated the susceptibility of each
sample from Equations 2.2.2 and 2.2.8 using the averaged phase values inside
the straws. We further averaged the susceptibility values for each gadolinium or
ferritin sample from the results derived from a total of 10 echo times, ranging
from 8.07 ms to 29.58 ms. For nanoparticle samples, the susceptibilities were
averaged only from those echo times at which the SNRs inside the samples were
greater than 3:1.
After measuring the phase values as described above, we computed the phase
shifts due to the hyperfine structures using Equation 2.2.7. We calculated their
associated uncertainties again from the error propagation method (except for
the gadolinium samples).
For additional comparisons, we quantified the R∗2 values of the perpendicular
samples using the echo times with SNRs larger than 3:1 from the magnitude
images of Channel 1. This was performed on all 46 slices for each sample and
averaged in order to reduce the error. For better estimations of R∗2, we included
the images from TE = 5.68ms.
2.3 Results
In Tables 2.1- 2.3, we present the averaged susceptibility values over several
echoes calculated from the CISSCO method and from the phase measurement
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method inside objects. Averaging the susceptibility values from several echo
times allows us to demonstrate the accuracy of our quantitative method. This
is supported by Figures 2.2- 2.4. Most results in the tables show smaller un-
certainties of susceptibility measurements from the phase values inside straws
compared to the uncertainties of the susceptibilities from the CISSCO method.
However, the former are calculated from averages over at least 20 slices and
four echo times (but 10 echo times for most samples), while the latter are av-
eraged from 10 echo times using the same slice. For the CISSCO method used
in this work, we have neglected systematic errors due to the Gibbs ringing and
the partial volume effects. The difference in quantified susceptibilities between
these two methods may be due to the use of FSL and SHARP (see Discussion).In
our measurement, the susceptibility results from CISSCO at longer echo times
are slightly lower than those at shorter echo times. This trend is demonstrated
well for the lowest concentration of each sample. This is likely because at shorter
echo times, the lowest concentration induces little phase values outside the sam-
ple. As a result, the quantified susceptibility values from CISSCO or any QSM
methods would have carried large uncertainties.
2.3.1 Susceptibility quantifications of different samples
2.3.1.1 Gd-DTPA
Table 2.1 lists the averaged results of the quantified magnetic moments and
susceptibilities of the four different concentrations of Gd-DTPA. The averaged
susceptibility values from the two methods agree with each other within the
uncertainty for each concentration.
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Table 2.1: Measured susceptibilities of Gd-DPTA from CISSCO and from phase
values inside straws. The first column lists the concentration of each
gadolinium solution. The second column (∆χ) lists the quantified
susceptibility from the CISSCO method. The third column (∆χ′) lists
the susceptibility measured from the phase values inside the objects.
The susceptibility values were averaged from 10 echoes ranging from
8.07 ms to 29.58 ms.
Concentration (mM) ∆χ (ppm) ∆χ′ (ppm)
5.88 1.97±0.03 1.94±0.01
2.94 0.98±0.02 0.99±0.01
1.47 0.51±0.02 0.54±0.01
0.74 0.27±0.04 0.28±0.01
Figure 2.2: Least squares fit of susceptibilities to molar concentrations of Gd-
DPTA samples.
From the results using CISSCO, a linear least squares fit of the susceptibilities
against concentrations gives (see Fig. 2.2)
∆χ = (0.33± 0.01)× CGd + (0.02± 0.02) (2.3.1)
with ∆χ in ppm and the concentration of gadolinium CGd in units of mM. The
slope of 0.33 ppm/mM is in very good agreement with 4π×(0.027±0.001) ppm/mM
given in [4] within the uncertainty. The intercept of Eq. 2.3.1 is essentially zero
within the uncertainty.
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Table 2.2: Quantified susceptibilities of ferritin from CISSCO and from phase
values inside straws. The left three columns show the results of fer-
ritin in water, and the right three columns show results of ferritin in
gelatin. The first and the fourth column list concentrations of iron in
ferritin. The second and the fifth column (∆χ) list results from the
CISSCO method. The third and the sixth column (∆χ′) list results
of the phase measurements inside straws from two orientations. All
results are averaged from 10 echo times.
ferritin in water ferritin in gelatin
Conc. ∆χ ∆χ′ Conc. ∆χ ∆χ′
(Fe mg/ml) (ppm) (ppm) (Fe mg/ml) (ppm) (ppm)
1.87 2.60±0.04 2.68±0.02 1.96 2.77±0.04 2.70±0.01
0.93 1.31±0.02 1.31±0.01 0.98 1.34±0.02 1.40±0.01
0.47 0.65±0.01 0.68±0.02 0.49 0.66±0.01 0.66±0.01
0.23 0.33±0.03 0.33±0.02 0.25 0.28±0.02 0.33±0.02
Ferritin in water and in solidified gelatin
The quantified susceptibility results of different concentrations of ferritin in
water and in solidified gelatin are shown in Table 2.2. Note that the concentra-
tions shown in Table 2.2 are of iron rather than of ferritin. The uncertainty of
each measurement has been computed from the errors in phase measurements
and the uncertainty from the radius of the straw, using the error propagation
method.
As shown in Table 2.2, the two approaches with CISSCO and the inside phase
measurements show consistent susceptibility results within twice of the standard
deviations.
The least squares fit of susceptibility quantified by CISSCO against the iron
concentration of ferritin in water gives (see Fig. 2.3a)
∆χ = (1.39± 0.02)× CFe + (0.00± 0.02) (2.3.2)
where ∆χ is in ppm and CFe is the concentration of iron (Fe) in units of mg/ml.
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(a) (b)
Figure 2.3: Least squares fit of susceptibilities to iron concentrations of (a) fer-
ritin in water solution and (b) ferritin in solidified gelatin.
The slope of the fit has a value of 1.39±0.02 ppm/(Fe mg/ml), which is 7% higher
than the result by Schenk [5]. The discrepency may be from the difference in
the manufacturing processes of ferritin samples. On the other hand, the fit from
Eq. 2.3.2 is also through the origin.
Similarly, the least squares fit of susceptibility quantified by CISSCO against
the iron concentration of ferritin in gelatin gives (see Fig. 2.3b)
∆χ = (1.44± 0.02)× CFe + (−0.06± 0.02) (2.3.3)
with the same units as in Equation 2.3.2. The slope of 1.44 ± 0.02 ppm/(Fe
mg/ml) is about two standard deviations higher than the result of the ferritin
in water. This small difference may come from the uncertainties of the concen-
trations when diluting the ferritin with gelatin or from slight volume changes
of gelatin after the samples are solidified. Nevertheless, these two slopes are
consistent within the uncertainties.
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(a) (b)
Figure 2.4: Least squares fit of susceptibilities to concentrations of Fe3O4
nanoparticles in (a) water solution and (b) nanoparticles in solidi-
fied gelatin.
Fe3O4 nanoparticles in water and in solidified gelatin
The averaged susceptibility values of Fe3O4 nanoparticles in water solutions
and in solidified gelatin from the two approaches are listed in Table 2.3. As
SNRs of higher nanoparticle concentrations decrease, and SNRs of the highest
concentrations are less than 3:1 for all echoes, the results from the phase mea-
surements of the highest concentration are discarded. For the same reason, the
uncertainties of the phase values and the associated susceptibility measurements
are larger as shown in Table 2.3.
The least squares fit of the quantified susceptibility from CISSCO to Fe3O4 in
water gives (see Fig. 2.4a)
∆χ = (31.61± 0.56)× Cnps + (0.01± 0.02) (2.3.4)
where Cnps is the concentration of Fe3O4 in units of mg/ml. Note that again
the intercept of this fit is essentially zero within the uncertainty. The slope has
a value of 31.61 ± 0.56 ppm/(mg/ml) for nanoparticles. Equivalently, the esti-
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Table 2.3: Quantified susceptibilities of Fe3O4 nanoparticles from CISSCO and
from phase values inside straws. The first three columns show the
results of nanoparticles in water, and the last three columns show
results of nanoparticles in gelatin. The meaning of each column is ex-
plained in the caption of Table 2.2. The results from CISSCO are av-
eraged from 10 echoes. The results of the second concentration from
the phase measurements are averaged from 4 echoes from 8.07 ms to
15.24 ms. The results of the third concentration from the phase mea-
surements are averaged from 6 echoes from 8.07 ms to 20.02 ms. The
results of the lowest concentration are also averaged from a total 10
echoes as used with CISSCO. Note the susceptibilities measured from
the phase are not quite proportional to the second and third concen-
tration.
nanoparticles in water nanoparticles in gelatin
Conc. ∆χ ∆χ′ Conc. ∆χ ∆χ′
(mg/L) (ppm) (ppm) (mg/L) (ppm) (ppm)
69.28 2.20±0.03 N/A 69.28 2.30±0.03 N/A
34.64 1.11±0.02 1.06±0.11 34.64 1.10±0.02 1.30±0.10
17.32 0.56±0.01 0.57±0.05 17.32 0.50±0.01 0.60±0.05
8.66 0.29±0.03 0.32±0.03 8.66 0.23±0.02 0.26±0.02
mated value of iron from this slope is 43.65 ppm/(Fe mg/ml). This slope is an
order of magnitude larger than that of ferritin in terms of the same iron concen-
tration.
Similarly, the least squares fit of quantified susceptibility from CISSCO to
nanoparticles in gelatin gives (see Fig. 2.4b)
∆χ = (34.24± 0.55)× Cnps + (−0.09± 0.01) (2.3.5)
where the slope has a value of 34.24 ± 0.55 ppm/(mg/ml). The 8.3% difference
between the two slopes may be due to the uncertainties involved in phantom
preparations (i.e., concentrations during dilution or after the gelatin solidified).
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2.3.2 Phase shifts due to hyperfine structures
Phase shifts due to hyperfine structures can be calculated from Equation 2.2.7
with known phase values inside the cylindrical object of interest from two ori-
entations. In our measurements, absolute phase values or phase shifts smaller
than 0.1 radian are within the noise level (see Discussion), and those data are
not analyzed. Other phase values leading to significant phase shifts have been
analyzed for different echo times and samples.
Gd-DTPA
No significant phase shifts are observed for Gd-DTPA samples as measured
phase shifts ϕshift from all 10 echo times and four straws are less than 0.1 radian.
Thus, in consistency with Fossheim et al. [6], Gd-DTPA solutions do not reveal
noticeable hyperfine effects.
Ferritin
For the ferritin in water solutions, only the highest concentration (1.87 Fe
mg/ml) shows measurable hyperfine shifts. The results as a function of echo
time are plotted in Fig. 2.5a. Other concentrations reveal phase shifts less than
0.1 radian. The phase shifts from the highest concentration indicate a linear re-
lation with the echo times, which implies that the hyperfine shift is a frequency
shift. The relation between the concentration and the hyperfine shift does not
appear to be linear for ferritin. Its dependence on the concentration is unclear.
For ferritin in solidified gelatin, the results are shown in Fig. 2.5b. Only the two
highest concentrations show measurable hyperfine shifts. Even with significant
variances of the phase shifts, these two curves still suggest linear tendencies over
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(a) (b)
Figure 2.5: Phase shifts due to hyperfine structures of ferritin molecules interact-
ing with the environment. (a) Ferritin in water solutions. (b) Ferritin
in solidified gelatin. Straw 1 refers to the highest concentration in
each phantom.
echo times.
Fe3O4 nanoparticles
The phase shifts due to the hyperfine structures of Fe3O4 nanoparticles are
shown in Fig. 2.6. As nanoparticles produce a significant dephasing effect in
magnitude images, high concentrations of nanoparticle samples or data acquired
from long echo times provide low SNRs in magnitude images. As a result, the
uncertainties in the phase images of those samples are high. This is particularly a
problem for the samples of nanoparticles in gelatin. Generally, the phase shifts of
each sample show good linear relations with the echo times, as seen in Fig. 2.6,
but this is not the case for the second and third concentrations of nanoparticles
in gelatin. In addition, from Fig. 2.6a, the relation between the concentration
and the hyperfine shift appears to be linear even though this is observed only
from a few echo times.
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(a) (b)
Figure 2.6: Phase shifts due to hyperfine structures of Fe3O4 nanoparticles inter-
acting with the environment. (a) Fe3O4 nanoparticles in water solu-
tions. (b) Fe3O4 nanoparticles in solidified gelatin. Straw 4 refers to
the lowest concentration in each phantom.
2.3.3 R∗2 values of different samples
Table 2.4 lists the R∗2 values measured from gadolinium, ferritin and nanopar-
ticle samples. From [34], we may estimate R∗2 from the linear relation R
∗
2 =
0.4γ∆χB0, where ∆χ in this formula is the susceptibility of each sample. For
example, for ∆χ= 1 ppm, the estimated R∗2 is about 309 Hz with B0= 2.89 T. In
this work, we have prepared different samples such that they have similar sus-
ceptibility values. Even though both ferritin molecules and nanoparticles can be
well modeled as spherical particles, Table 2.4 clearly shows that the R∗2 values of
the nanoparticle samples are one order of magnitude larger than those of other
samples with similar susceptibility values. In agreement with the previous find-
ings [8], the R∗2 values of low concentration nanoparticle samples are closer to
those calculated from the above theoretical formula. The R∗2 values of relatively
higher concentrations can be reliably measured if echo times are around 1/R∗2.
Otherwise, the theoretical work by Cheng et al. [35] has already shown that
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the quantifiedR∗2 value may be underestimated due to the static dephasing effect
leading to the bi-exponential decay of the signal. Note that when the concen-
trations are about the same for ferritin samples but in different environments,
the quantified susceptibility values are also about the same, but R∗2 values can
be very different. We observe a similar problem for nanoparticle samples with
a susceptibility of around 1 ppm in different environments but with a higher R∗2
value from the sample with nanoparticles in water. The results from Table 2.4
also indicate that neither R∗2 nor susceptibility quantification alone is sufficient
to uniquely distinguish different samples.
Table 2.4: R∗2 of all samples with sufficient SNRs. The susceptibility values are
taken from Tables 2.2 and 2.3.
GD-DTPA water ∆χ (ppm) 1.97 0.99 0.51 0.27R∗2 (Hz) 31.1±4.7 15.6±5.1 9.0±3.6 2.7±2.0
ferritin
water ∆χ (ppm) 2.60 1.31 0.65 0.33R∗2 (Hz) 25.1±2.7 12.6±2.3 9.9±4.4 4.0±2.6
gelatin ∆χ (ppm) 2.77 1.34 0.66 0.28R∗2 (Hz) 47.0±5.6 28.5±1.2 10.5±2.3 6.8±2.3
Fe3O4
water ∆χ (ppm) 2.20 1.11 0.56 0.29R∗2 (Hz) N/A 213±42 147±29 84±13
gelatin ∆χ (ppm) 2.30 1.10 0.50 0.23R∗2 (Hz) N/A 121±36 117±17 74±10
2.4 Discussion
2.4.1 Phase and magnetic moment measurements
Due to the partial volume effect, Gibbs ringing, artifacts induced from the
use of FSL and SHARP, measuring phase values inside 6 mm-diameter straws
can be challenging. To obtain more reliable phase measurements and to reduce
errors from single pixel measurements, we have averaged the phase values from
different slices. However, when the magnitude images of nanoparticle samples
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have an SNR less than 3:1, the phase profiles across the 46 slices show variations
over 8 radians. Some of these results are reflected in the uncertainties shown in
Table 2.3.
CISSCO, using only the phase values outside the object, is not affected by
the large phase variations inside the samples. We confirm that by quantifying
the consistent magnetic moment values from the same ferritin and nanoparti-
cle sample at different slices. In addition, the results from CISSCO are self-
consistent among all 10 echo times for each individual sample while the results
from the phase measurements inside the samples are not always consistent, pos-
sibly due to the use of FSL and SHARP (see below). These outcomes strongly
suggest that the CISSCO method is a reliable tool for the quantification of the
magnetic moment. We also note that, for a cylindrical object, phase distributions
outside the object are proportional to the magnetic moment, not susceptibility
alone. In addition, our work confirms that utilizing the phase outside the object
can lead to the correct magnetic moment of the object, whereas the phase inside
the object at a given orientation can be affected by the hyperfine shift, rendering
it unreliable for susceptibility quantification.
2.4.2 Effects of FSL and SHARP
In this work, we have applied the prelude algorithm of FSL to unwrap the
phase aliasing and applied SHARP to remove the background phase. In order
to investigate the effects of FSL or SHARP, or their combination, on phase mea-
surements, we have performed numerical simulations and examined the phase
values before and after the applications of FSL and/or SHARP. We describe our
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procedures below rather than in the Methods section in order to not deter the
main focus of this work.
We simulated a cylindrical object with a radius of 3 pixels in a 256 by 256
complex image by following the procedures described in [1] both parallel and
perpendicular to the main field. Inside each cylinder, we assigned a series of
magnetic moment values varying from 10 rad·pixel2 to 200 rad·pixel2 in incre-
ments of 10 rad·pixel2. These values corresponded to the susceptibility values of
0.28 ppm to 5.54 ppm at TE = 10ms and B0 = 3T.
We then applied the prelude algorithm of FSL and the SHARP algorithm with a
kernel size of 8 pixels to the simulated phase images. We quantified the magnetic
moment from the CISSCO method on the perpendicular orientation. The quan-
tified results showed that, for magnetic moments larger than 50 rad·pixel2, the
difference between the input value and the quantified value was less than 1%,
while as the moment decreased, the difference increased to be more than 1% and
could be even more than 50% when the moment was reduced to 10 rad·pixel2.
This large error was due to the very low phase values outside the object. In
reality, such small phase values can be from either a small susceptibility value or
a short echo time.
Furthermore, we examined the phase values inside the objects before apply-
ing FSL and SHARP, after FSL before SHARP, and after FSL and SHARP. The
results indicated that FSL could lead to a 2nπ difference in the phase value in-
side an object, and SHARP could subsequently alter the phase value inside the
object. The differences between the input phase values and the measured phase
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values inside the objects after applying FSL and SHARP could be as large as
0.5 radian after phase unwrapping. This difference occurred mostly when the
phase values were beyond the range of (−π, π] after the applications of FSL.
This difference also depended on the exact position of each object and the value
of the background phase at each location. In our procedure, we had to decide
n and manually add 2nπ to the phase values inside the objects. Overall, we be-
lieve that the differences between the wrapped phase and the true phase values
were introduced by the combination of FSL and SHARP as we did not observe
this problem when each individual method was applied to the images. These
differences have led to some disagreements between the results of CISSCO and
inside phase measurements.
We have also found that the kernel size of SHARP can affect the phase values
inside objects. We have repeated the same simulations by changing the kernel
size of SHARP to 6 and 18 pixels. When we use a kernel size of 6 pixels, the
difference between the phase values with and without the use of SHARP can
be more than 20%. A larger kernel size tends to have less impact on the phase
values, but it removes more pixels from the edge of the region of interest. Thus,
a compromised choice for the kernel size has to be made before post processing
the images. For this reason, we chose a kernel size of 8 pixels in this work.
We have further observed that, after applying FSL and SHARP to actual phan-
tom images, the background phase has a standard deviation of roughly 0.03-
0.06 rad. Considering an average of 0.05 rad, we have treated any measure-
ments within ±0.1 rad (twice of the one standard deviation) as noise.
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2.4.3 Technical issues from phantom preparations
Although we can choose either agar or gelatin for the body of the phantom,
some technical issues exist when we mix them with ferritin or Fe3O4 nanoparti-
cles. The temperature for agar powder to completely dissolve in water is above
85 ◦C. When the temperature is below about 65 ◦C, the agar solution starts to
solidify. If ferritin or nanoparticle samples are mixed with hot agar solutions,
the shells of nanoparticles and ferritin molecules may be destroyed [36]. From
some experiments of ferritin mixed with agar, we have observed agglomerations
of ferritin in magnitude images. We have also observed opposite phase patterns
outside straws when we mix low concentration nanoparticles with agar. Be-
cause of the temperature problem, we have chosen to use gelatin with ferritin
and nanoparticles. A further issue is that nanoparticles need an alkaline solvent
(0.5 M NaOH) to maintain their stability. The amino acids in gelatin can inter-
act with NaOH in nanoparticle solutions. Due to this problem, in the presented
work above, we first dilute the nanoparticles with distilled water in order to di-
lute the NaOH. In addition, we conduct the imaging of the phantom before the
nanoparticles become unstable.
2.5 Conclusion
Our study demonstrates that the quantified susceptibility values from two dif-
ferent approaches are mostly consistent even with the presence of the hyperfine
shifts. The results from the CISSCO method agree within uncertainties for all
samples throughout all echo times, while some results from the phase measure-
ments inside the samples do not show agreement among echo times. Those
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disagreements are likely due to the use of FSL and SHARP programs. We have
further confirmed frequency shifts due to the hyperfine structures or interactions
from some of the ferritin and Fe3O4 nanoparticle samples. Due to the presence
of those hyperfine shifts, QSM methods must take those into consideration in
order to obtain the correct susceptibility maps. On the other hand, we have
shown that the correct magnetic moment or the susceptibility of an object can
be quantified from the phase distributions outside the object of interest.
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CHAPTER 3 REMOVING UNWANTED BACKGROUND PHASE WITH A REF-
ERENCE PHANTOM FOR APPLICATIONS IN SUSCEPTIBILITY
QUANTIFICATION
3.1 Introduction
Phase images of magnetic resonance imaging (MRI) have been utilized inten-
sively for magnetic susceptibility related studies in susceptibility weighted imag-
ing (SWI). In SWI, phase images directly reflect the induced magnetic fields and
can reveal susceptibility information over space [10, 11]. Before applications of
quantitative susceptibility mapping (QSM) methods, it is important to properly
remove the unwanted background phase, without affecting the induced phase
from objects or tissues of interest. Two steps are typically required in this pro-
cess: to unwrap the background phase and to actually remove it. Although a
number of methods have been developed [18, 19, 37–50], challenges and limi-
tations still remain in each method. For example, for phase unwrapping, because
most methods assume the continuity of the phase value along certain paths, a
susceptibility difference between inside and outside an object can lead to phase
discontinuities and may result in an arbitrary 2nπ added to the true phase val-
ues inside the object. The inconsistency between unwrapped phase inside and
outside the object will further lead to incorrect susceptibility quantification. In
addition, some robust methods such as Phase Region Expanding Labeller for
Unwrapping Discrete Estimates (PRELUDE) [2, 33] may take long time to pro-
cess [37], especially when the echo time becomes longer and more phase wraps
are present in images. Methods like Laplacian based unwrapping method may
result in overcorrection of local phase around objects of interest, leading to un-
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derestimated susceptibility values [28, 37]. On the other hand, for removing
the unwrapped background phase, the commonly used Sophisticated Harmonic
Artifact Reduction for Phase data (SHARP) method [19] requires a large spher-
ical volume to satisfy its theory and can lose information close to the boundary
of the region of interest. A recent study [28] has further investigated the ro-
bustness of several commonly used phase unwrapping and background phase
removal methods. It demonstrates that local phase distributions and quantified
susceptibility values can be heavily affected. Accurately removing background
phase remains an open question [28].
In this work, we 1) image a reference phantom and obtain non-static magnetic
fields, which will be removed from phase images of our target, 2) systematically
investigate some confounding factors including shimming, eddy currents, par-
tial volume effect, and image distortions from simulations, in order to improve
the accuracy of our method, and (3) demonstrate the feasibility of our method
through an in vivo example. Using a reference phantom to correct eddy current
effects has been shown in phase contrast based flow measurements [51]. Our
ultimate goal is to develop a method that will be accurate and time efficient for
practical applications, but will not overcorrect the background phase.
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3.2 Methods
3.2.1 Phase distributions induced by susceptibility and the linear model
The k-space signal of a typical 3D gradient echo sequence from MRI is [32, 52]:
s(kx, ky, kz) =
∫
dx
∫
dy
∫
dz ρ(x, y, z)eiϕ(x,y,z)e−i2πkx∆B(x,y,z)/Gxe−i2π(kxx+kyy+kzz)
(3.2.1)
where ρ(x, y, z) is the effective spin density of the actual object of interest,
ϕ(x, y, z) = γ∆B(x, y, z)TE (opposite to the sign definition in [32]) is the as-
sociated phase at the echo time TE , γ = 2π · 42.58MHz/T is the gyromagnetic
ratio of proton, ∆B(x, y, z) is the induced magnetic field, and Gx is the read
gradient (assuming x is the read direction). The presence of ∆B and sampling
over the read direction leads to the distortion effect. With finite and discrete
sampling, the reconstructed image is:
ρ̂(x, y, z) =
∫
dx′
∫
dy′
∫
dz′ ρ(x′, y′, z′)eiϕ(x
′,y′,z′) · fws(x, x′)gws(y − y′)hws(z − z′)
(3.2.2)
where
fws(x, x
′) = Wkx
sinc [πWkx(x− x′ −∆B(x′, y′, z′)/Gx)]
sinc [π∆kx(x− x′ −∆B(x′, y′, z′)/Gx)]
e−iπ∆kx(x−x
′−∆B(x′,y′,z′)/Gx)
gws(y − y′) = Wky
sinc [πWky(y − y′)]
sinc [π∆ky(y − y′)]
e−iπ∆ky(y−y
′)
hws(z − z′) = Wkz
sinc [πWkz(z − z′)]
sinc [π∆kz(z − z′)]
e−iπ∆kz(z−z
′) (3.2.3)
and Wkx = Nx∆kx = 1/∆x, Wky = Ny∆ky = 1/∆y, and Wkz = Nz∆kz = 1/∆z,
where Nx, Ny, and Nz are the number of sampling points or phase encoding
steps in all three directions, ∆kx, ∆ky, and ∆kz are the resolutions in k-space,
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and ∆x, ∆y, and ∆z are the image resolutions.
If the image resolutions are very high (i.e., approach to zero), gws(y − y′) and
hws(z − z′) will degenerate to Dirac-Delta functions. In addition, if the read
bandwidth is high (i.e., |Gx| is large), image distortion can be neglected. Under
these two conditions, the reconstructed image ρ̂ becomes ρ(x, y, z)eiϕ(x,y,z).
If the main field B0 is along the z-axis, then the most important component of
the induced field is also along the z-axis. The induced field ∆B at a given point
r⃗ = (x, y, z) is:
∆B(r⃗) = µ0
∫
V ′
d3r′Mz(r⃗
′)G(r⃗ − r⃗ ′) (3.2.4)
where V ′ is the volume of the object, µ0 is the magnetic permeability of the vac-
uum, Mz(r⃗ ′) is the magnetization at location r⃗ ′, and G is the Green’s function:
G(r⃗) = 1
4π
· 2z
2 − x2 − y2
(x2 + y2 + z2)5/2
(3.2.5)
For paramagnetic and diamagnetic materials, µ0Mz(r⃗ ′) ≈ χ(r⃗ ′)B0, where
χ(r⃗ ′) is the susceptibility distribution and B0 is the main magnetic field. As
Equation 3.2.4 is essentially the convolution of Mz and G, the induced phase
can be written as:
ϕ(r⃗) = γ∆B(r⃗)TE
= γB0TE · FT−1[FT (χ(r⃗)) · FT (G(r⃗))] (3.2.6)
where FT and FT−1 denote the forward and inverse Fourier transform, respec-
tively.
If several objects are inside a region of interest and the susceptibility of each
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object is a constant, then the phase is the sum of the phase induced from each
object [53]:
ϕ(r⃗) = γB0TE · FT−1[FT (χ1 · g1(r⃗) + χ2 · g2(r⃗) + · · ·+ χn · gn(r⃗)) · FT (G(r⃗))]
=
∑
i
γB0TE · χi · FT−1[FT (gi(r⃗)) · FT (G(r⃗))]
=
∑
i
χiϕ̂i(r⃗) (3.2.7)
where gi(r⃗) is the geometry of the i-th object which can be represented by a
mask in numerical simulations, χi is the corresponding constant susceptibility,
and ϕ̂i(r⃗) is the phase induced by the i-th object with a unit susceptibility.
Equation 3.2.7 shows a linear combination of different phase images. If ob-
jects can be accurately segmented, we can quantify each χi through forward
calculations of ϕ̂i(r⃗) and the least squares fit to phase images [10, 54].
In reality, some background phase can be introduced from eddy currents and/or
field inhomogeneity left from shimming. In this work, we can reasonably model
the actual phase to be the sum of the phase induced by object susceptibilities
(Equation 3.2.7) and other terms:
ϕtarget(r⃗) =
∑
i
χiϕ̂i(r⃗) + ϕother(r⃗)
=
∑
i
χiϕ̂i(r⃗) + ϕeddy(r⃗) +Dx · x+Dy · y +Dz · z +Dl · l2read + C
(3.2.8)
where C is a constant phase, Dx, Dy, and Dz are constant phase gradients along
the x, y, and z direction, Dl is the coefficient of the quadratic phase term along
the read direction lread (which can be a linear combination of all three direc-
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tions, depending on the imaging orientation), and ϕeddy(r⃗) represents the non-
static phase term induced by eddy currents. If we can estimate ϕeddy(r⃗) from a
reference scan and remove it, all other coefficients and χi can be fitted simulta-
neously. We have also found that adding quadratic terms along other directions
or cross terms into Equation 3.2.8 will lead to incorrect quantified susceptibil-
ity values and/or heavy remanent phase (i.e., the remaining phase after our
phase processing procedure). As we try to avoid overcorrecting the background
phase, we only include the minimal number of needed correction terms in Equa-
tion 3.2.8.
3.2.2 Phase processing procedure
The entire process involves both imaging and post processing procedures. The
latter involves forward phase modeling of ϕ̂i(r⃗) in Equation 3.2.7 and the least
squares fit to Equation 3.2.8. We list our procedures below step by step. We will
address a few relevant issues after the following list and discuss them in more
details in later sections.
1 Scan a reference phantom which contains only a uniform material whose
susceptibility is known, with the identical sequence and its parameters
used for imaging the target (but the numbers of phase encoding steps can
be different). Use the default shim fields obtained from manufacturer’s
quality assurance (QA). Do not further shim the fields.
2 Scan the target (e.g., a phantom or a head) and make sure its region of
interest (ROI) is covered by the reference phantom.
3 Reconstruct the magnitude and phase images for both the reference phan-
37
tom (ρref (r⃗), ϕref (r⃗)) and the target (ρtarget(r⃗), ϕtarget(r⃗)).
4 Segment the reference phantom and calculate its induced phase maps
ϕref,χ(r⃗) using Equation 3.2.6 with the known susceptibility of the phan-
tom material. In order to minimize the phase folding problem due to the
finite field of view (FOV), the ratio between the object size (i.e., the refer-
ence phantom here) and the FOV used in forward simulations needs to be
no more than 0.5 along each dimension [55].
5 Complex divide ϕref,χ(r⃗) into ϕref (r⃗) and obtain ϕeddy(r⃗) = angle(eiϕref (r⃗)/eiϕref,χ(r⃗))
which contains the phase information due to field inhomogeneities and
eddy currents.
6 Register the isocenter and three Cartesian coordinates between ϕeddy(r⃗)
and phase images of the target ϕtarget(r⃗).
7 Complex divide ϕeddy(r⃗) into ϕtarget(r⃗) and obtain phase maps ϕtarget,χ(r⃗),
which are mainly induced from the susceptibility effect.
8 Segment the target and other ROIs in it, in order to obtain the geometry
of each region gi(r⃗), which has a high susceptibility difference relative to
its surrounding (around −9 ppm).
9 Calculate each normalized phase map ϕ̂i(r⃗) according to Equation 3.2.7
using χ = 1 ppm. Again, in forward simulations, the overall object size
needs to be no more than half of the FOV in all directions.
10 Choose an initial susceptibility value χi,init for each region and calculate
ϕtarget,χ
′(r⃗) ≡ ϕtarget,χ(r⃗)−
∑
i
χi,init · ϕ̂i(r⃗) through complex divisions. This
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will lead to less phase wraps.
11 Define a region Mfit in ϕtarget,χ ′(r⃗) where no phase wrap is present.
12 Within the region Mfit, use the least squares fit or linear regression to
determine χi, C, Dx, Dy, Dz, and Dl in Equation 3.2.8.
13 Add each initial susceptibility value back to the fitted value and obtain the
actual χi for each region.
14 Remove the background phase of the target by using ϕremanent ≡ ϕtarget,χ(r⃗)−∑
i
χi · ϕ̂i(r⃗)−Dx · x−Dy · y −Dz · z −Dl · l2read − C
The flowchart of the procedure from steps 4 to 14 is illustrated in Figure 3.1.
Several key ideas are explained below.
field inhomogeneity
Due to local field variations and possible over shimming in a particular region
by other users of the machine (such as auto shimming or advanced manual
shimming), the inhomogeneity of the main field can influence the outcome of
the above phase processing procedure. In order to minimize this problem, our
best solution is to choose the default shimming parameters configured from the
QA session by the vendor without further adjustments. In our Siemens scanner,
this means to choose the tune-up mode.
eddy current effect
Eddy currents due to the changing gradients and their compensations can in-
duce extra magnetic fields in phase images. In our study, a reference phantom
was built and scanned using the same sequence as for our target. This reference
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Figure 3.1: Flowchart for the proposed phase processing procedure.
phantom had a larger volume than the target, and it contained agarose (Sigma-
Aldrich) with a relative susceptibility ∆χ of roughly -9.4 ppm to that of air. By
removing the phase induced by the agarose geometry with this susceptibility
value, the remaining phase in the reference phantom was due to eddy currents
and their compensations, as well as other time independent field variations. As-
suming that non-static field distributions were identical over time for the same
sequence, the eddy current effects could be mostly removed from phase images
of the target. In addition, in order to minimize the eddy current effects from gra-
dient ramping, the “whisper” gradient mode was chosen in our Siemens scanner.
This leads to a slew rate of no more than 50 T/m/s of the spoiler gradient, which
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has the highest gradient amplitude and slew rate in a sequence.
partial volume effect and segmentation
In order to calculate phase distributions in a forward way, volume segmenta-
tion of the phantom geometry is needed. Although a number of volume segmen-
tation methods have been made available in the past few decades, we utilize a
relatively basic segmentation method that includes the considerations of signal-
to-noise ratio (SNR) and Gibbs ringing. In addition, the partial volume effect
around the boundary of a phantom is also considered, in order to improve the
accuracy of susceptibility quantification.
Our segmentation method treats the pixels at the boundary of an object to
be mixtures of the object and the region around it (i.e., background noise in
our consideration). From magnitude images, we calculate two threshold values
THhigh = Iobject − 5σobject and THlow = Ibg + 5σbg, where Iobject is the average
intensity within the object, σobject is its associated standard deviation, Ibg is the
average intensity outside the object and in the background noise region, and
σbg is its associated standard deviation. The choices of 5 standard deviations in
these formulas are based on our experience with the considerations of SNR and
Gibbs ringing. Any magnitude intensity below THlow is set to be the background
in images. This also defines the outer boundary of the object or phantom. Any
pixels inside the object which are more than two pixels away from this outer
boundary are considered to be fully occupied by the object. The remaining pixels
at the boundary will have partial volume, which is estimated from the following
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formula:
Mseg =

1 for Ipixel ≥ THhigh
(Ipixel − Ibg)/(Iobject − Ibg) for THlow < Ipixel < THhigh
0 for Ipixel ≤ THlow
(3.2.9)
where Ipixel is the intensity of each pixel in the entire image, and Mseg is a mask
which defines the segmented object. In practice, a series of morphological pro-
cess are also performed along with thresholding such that no holes or islands
are present both inside and outside the segmented object. In addition, our seg-
mentation restricts the boundary of the object to be a two-pixel layer.
Similarly, the susceptibility value of the j-th pixel with the partial volume effect
at the boundary is χj = χMseg,j, where χ is the constant susceptibility of the
uniform object or phantom, and Mseg,j is calculated from Equation 3.2.9. Under
this consideration, the product of χj and the voxel volume is proportional to the
magnetic moment of that voxel. Its induced phase can be calculated from ϕ̂j(r⃗)
through Equation 3.2.7.
In our study, the volume of the reference phantom is also segmented using
the method described above. Due to the partial volume effect, the segmented
phantom can be slightly different than its exact geometry. In the in vivo exam-
ple, due to some sharp corners of sinuses, the segmentation can be significantly
influenced by the dephasing effect leading to errors of susceptibility quantifica-
tion. However, the background phase still appears to be properly removed at far
field regions, as shown later.
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segmentation procedure
As a supplement to the method described above, here we describe the detailed
procedure to segment the phantoms in our studies.
First, we defined the two threshold values as:
TH high = Iobject − 5σobject
TH low = Ibg + 5σbg (3.2.10)
where Iobject and Ibg denoted the mean intensity inside the phantom and in the
background noise region, respectively, with σobject and σbg their associated stan-
dard deviations in the two regions. The coefficient 5 was chosen based on the
SNR (≈30:1 from combined magnitude images of our phantoms) and our expe-
rience. Given the sufficiently large sizes of our phantoms, five times of standard
deviations can cover the Gibbs ringing effect at the boundary pixels. By assigning
the normalized intensities of pixels below TH low to be 0 (see Equation 3.2.9),
we can define the outer boundary and obtain a roughly segmented geometry of
the phantom.
Second, we performed a morphological erosion to the roughly segmented
phantom by a kernel of 2 pixels. This erosion resulted in a slightly smaller
volume which defined the inner boundary of the phantom. Then the normalized
intensity of each pixel within the inner boundary was set to be 1.
Next, the normalized intensities of the pixels inside the 2-pixel layer between
the inner and outer boundary of the segmented phantom were calculated ac-
cording to Equation 3.2.9. If the intensity is greater than 1 or less than 0 (pos-
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sible under- or over-shoot from the Gibbs ringing), then the intensity is set back
to 1 or 0, respectively. Within the 2-pixel boundary layer, the normalized inten-
sity represents the volume fraction of the phantom in each pixel. The images
with normalized intensities can be used as the mask of the phantom for later
procedures.
phase wraps in the original images
In our method, phase unwrapping is bypassed by choosing an initial suscepti-
bility for the object of interest. As our phantoms and the brain have susceptibility
values close to -9.4 ppm, we typically choose initial susceptibility values between
-8 ppm and -8.5 ppm, depending on the echo time. Such a choice is to optimize
the SNR of the remaining phase for the least squares fit at a given echo time. By
calculating the phase induced from this initial susceptibility value in a forward
way, and by removing this induced phase from the original phase maps, a new
set of phase maps with fewer phase wraps can be obtained. By properly choos-
ing a region with no phase wraps, the least squares fit can be performed within
this region.
choice of a fitting region
Ideally, the fitting region Mfit needs to contain sufficient number of pixels with
phase values above noise and with sufficient spatial variations. No phase wrap
inside Mfit is required. If one or two phase wraps still exist, those wraps can
be easily unwrapped. The region also needs to be away from objects with high
susceptibility values (such as air bubbles) that can influence the fitting results.
In our studies of cylindrical objects, we typically choose a region that is 10 pixels
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away from the boundary of the phantom and the thickness of the region is also
10 pixels. For the simulated head model and the in vivo example, we choose a
region that is 20 pixels away from the boundary of the brain for the least squares
fit. When a ball or a sphere is involved in fitting, the region inside the ball is
chosen to be 5 pixels away from the inner boundary of the ball. In practice, all
these regions can also be defined manually to purposely avoid phase wraps.
3.2.3 Numerical simulations
simulations of small spheroids
An important concept of the proposed method is that the induced magnetic
fields from an object with an arbitrary geometry and the partial volume effect
can be used to accurately determine the “effective magnetic moment.” The effec-
tive magnetic moment is proportional to the product of the relative susceptibility
and the volume of the object [56]:
p =
1
4π
·∆χ · V · γB0TE (3.2.11)
where V is the volume of the object with susceptibility ∆χ relative to the sus-
ceptibility of its surrounding. We will use the term “magnetic moment” for this
quantity hereafter. The simulations described below are used to demonstrate the
validity of the stated concept.
We begin our simulations by defining a spheroid:
x2 + y2
a2
+
z2
b2
≤ 1 (a ̸= b) (3.2.12)
where a and b are semi-axes of the spheroid. The spheroid is located at the center
of a 10243 high resolution matrix and its z axis is parallel to the main field. The
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magnitude intensities are 500 units inside the spheroid and 100 units outside.
Phase images are generated using Equation 3.2.6 with a susceptibility value of
1 ppm, B0= 2.894 T, and TE= 10 ms. Using Equations 3.2.1 and 3.2.2 with
Gx = ∞, the high-resolution complex matrices are generated and truncated in
k-space and reconstructed to low-resolution complex images. We have chosen
reconstructed images to have 323 pixels. Thermal noise is added to both real
and imaginary part of the complex images, in order to obtain an SNR of 5:1
outside the spheroid and thus 25:1 inside. A series of spheroids are simulated
with semi-axes a and b varying from 2 to 8 pixels (a ̸= b) in the reconstructed
low-resolution images.
Next, in low-resolution magnitude images of each spheroid, we use the known
semi-axes and Equation 3.2.12 to define the geometry of each spheroid. Fig-
ure 3.2b shows that the geometry of each spheroid is not a smooth spheroid, as
each pixel is defined to be either fully occupied or unoccupied by the spheroid.
No partial volume is considered here. We calculate phase ϕ̂i(r⃗) in Equation 3.2.7
from each i-th pixel occupied by the spheroid. We then fit the equation to the
above simulated phase for the quantification of susceptibility χ, which is as-
sumed to be the same for all pixels occupied by the spheroid. The region for
the least squares fit is chosen to be at least 2 pixels away from and outside the
spheroid and no more than 4 pixels away from the boundary of the spheroid.
The magnetic moment of each spheroid is calculated from Equation 3.2.11 with
the quantified susceptibility and volume defined from discrete pixels. The per-
centage errors of each quantified susceptibility and magnetic moment deviated
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from the true values are calculated.
Figure 3.2: A cross section of a spheroid (a) simulated at high resolution and (b)
defined at low resolution with a=4 pixels and b=8 pixels. It is clear
that the defined object in (b) is not a perfect spheroid. Percentage
errors of quantified (c) susceptibilities and (d) magnetic moments
from simulated spheroids.
simulations of cylindrical phantoms
Simulations of cylindrical phantoms are performed with the same procedure as
described in the above simulations of spheroids. In addition, the distortion effect
is included in some of these simulations. We start with a high-resolution grid size
of 1536× 1536 × 1280, truncate the matrices in k-space to 192 × 192× 160,
and reconstruct low-resolution images. The radius and height of each cylindrical
phantom are 512 pixels and 640 pixels in high-resolution images, respectively,
and thus are 64 pixels and 80 pixels at the final resolution. The axis of the
cylinder is perpendicular to the main field. Other parameters used in simulations
include B0= 2.894 T, TE= 15.23 ms, χ= -9.395 ppm, read bandwidth per pixel
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BW= 190 Hz/pixel, 465 Hz/pixel, and ∞, and SNR = 30:1 inside the phantom.
Susceptibility value and other parameters in Equation 3.2.8 are fitted for each
read bandwidth.
simulations of head models
Three cases of head models were simulated to demonstrate the phase process-
ing procedure: (1) an entire head; (2) a head including bones, sinuses, and
teeth; (3) a head including bones, sinuses, and teeth, plus a sphere outside the
head. These models were established based on actual head images with 1 mm
isotropic resolution (from a selected FOV of 256 × 256 × 224 pixel3), so we
could investigate potential problems that we would encounter from the in vivo
example. The entire FOV was first interpolated into images with 1024 × 1024 ×
896 pixel3. Then binary masks were generated by thresholding the interpolated
images to segment the geometry of the entire head (for all Cases) or simplified
regions of the brain and other structures (for Cases 2 and 3). Then the head
regions in all three cases and the sphere in the third case were assigned by a sus-
ceptibility of -9.395 ppm and an intensity of 10 units. The bones, sinuses, and
teeth had a susceptibility of -2 ppm and zero intensity. Thus, they were treated
as one region. The susceptibility outside the head was set to be 0 ppm. From
these segmented geometries and susceptibility values, phase maps were gener-
ated on a 2048 × 2048 × 1792 matrix using B0= 2.894 T and TE= 7.85 ms.
Then the FOV of the phase images was reduced to 1024 × 1024 × 896 pixel3
by cutting off extra pixels. The high-resolution magnitude and phase images
were converted to complex data. After Fourier transform of this high-resolution
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complex matrix, the k-space data were truncated to a 256 × 256 × 224 complex
matrix and its inverse Fourier transform led to the final images, which would in-
clude the partial volume effect. No thermal noise or polynomials of background
phase were added to these simulations. Illustrations of the three head models
are shown in Figure 3.3.
The proposed method was applied to these three models. In Cases 1 and 2,
the fitting area for the least squares fit in each case was chosen to be within
the brain region. In Case 3, two fitting areas were tested and compared: (1)
only an area inside the sphere and (2) an area inside the sphere plus an area
inside the brain. Susceptibility values of all segmented regions were obtained
simultaneously through the least squares fit and then the background phase was
removed in each case.
For comparison, the quality-guided phase unwrapping (3DSRNCP) [40] and
Laplace boundary value (LBV) [47] method were also applied to unwrap the
phase and to remove the background phase of the entire head for Case 2. Be-
cause of that, the phase distributions due to the susceptibility difference between
the head and other no signal regions were considered as the local phase in this
particular scenario. The least squares fit was used again to quantify the suscep-
tibility of those no signal regions.
3.2.4 Phantom studies
To validate the proposed background phase removal method and to investi-
gate the factors that might affect the results, a number of phantom studies were
conducted on a Siemens Verio machine using a 3D spoiled gradient recalled
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echo sequence. In each study, a reference phantom and a target phantom were
scanned transversally inside a 12-channel rf head coil. Signals were automat-
ically combined to four channels by the machine and their k-space data were
saved. Combined magnitude images through the sum-of-square method were
used for segmentation, while phase data from only one channel with sufficient
SNR and good coverage of the entire phantom were analyzed. The latter choice
was to avoid phase artifacts introduced by combining phase data from multi-
ple channels. The imaging parameters were B0= 2.894 T, repetition time TR=
30 ms, TE= 9.63 ms, 15.23 ms, and 20.83 ms, BW= 190 Hz/pixel, flip angle
FA= 15◦, and resolution = 1 mm isotropic. The FOV of each scan was varied in
our convenience. We confirmed from past phantom studies that different num-
bers of phase encoding steps would not affect the phase processing results, but
the FOV along the read direction should be kept the same for both the reference
and the target phantom. In our studies, two target phantoms were constructed.
One of the target phantoms was made of 1 liter of pure agarose solution (2.6%
by weight) and was referred as the “plain phantom.” The other target phan-
tom was made the same, but inserted with two identical straws filled with the
Gadopentetic acid (Gd-DTPA) solution. The Gd-DTPA solution was diluted with
distill water from the original Magnevist (0.5 M, Bayer Healthcare) such that its
susceptibility is ∆χ= -8.4 ppm relative to that of air (or 1 ppm relative to that of
water or gel). The straws had inner diameters of 5.96± 0.05 mm and outer di-
ameters of 6.26± 0.05 mm. This phantom was referred as the “straw phantom”
in the context. The reference phantom was made of the same agarose with a
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larger volume than the target phantoms.
The plain phantom was imaged along with the reference phantom on four
different days. Examples of the magnitude and phase images are shown in Fig-
ure 3.4. Phase images from all three echo times were processed using the pro-
posed method. The initial susceptibility values of the agarose were chosen to be
-8.0 ppm (for TE= 9.63 ms) and -8.5 ppm (for TE= 15.23 ms and 20.83 ms).
The straw phantom was scanned and their images were processed in the same
way (Figure 3.5). After the background phase was removed from phase images,
the susceptibility of each gadolinium straw was quantified by the method de-
scribed in [1]. As the susceptibility of the gadolinium in the straws induced
phase distributions that were comparable to phase from the phantom geome-
try itself, a further iterative processing was performed in order to investigate
the accuracy of the fitting. With the quantified susceptibility of gadolinium and
the locations of the straws identified from the method in [1], we generated
phase maps induced by the gadolinium straws in a forward way. We removed
these phase maps from the original phase images and repeated the procedure
to quantify the susceptibility of agarose again. As a comparison, we also pro-
cessed the original phase images of the straw phantom at TE = 9.63ms using
the 3DSRNCP [40] and Laplacian [39] algorithms to unwrap the phase respec-
tively. Then we used the LBV method, which currently may be the most robust
method tested by [28], to remove the background phase. Afterwards, the sus-
ceptibilities of the gadolinium straws were also quantified by the same method
given in [1].
51
3.2.5 Effects of imaging orientations, volume segmentation, choices of fit-
ting terms, plastic containers, and induced fields due to previous
scans
In addition to above studies, a few more tests are also performed with simu-
lations and phantom experiments. The purpose of these tests is to investigate
some factors that may affect the results of the proposed method. These include
the imaging orientation, volume segmentation, choice of fitting terms, effect of
plastic containers, and induced fields due to previous scans. These factors and
their effects will be briefly shown and discussed in the Results and Discussion
section.
3.2.6 An in vivo example
To demonstrate the feasibility of our method, we applied the method to a
human head, which was scanned sagittally using a 3-echo SWI sequence. A
tennis ball filled by agarose gel was placed above the head and was scanned
simultaneously. A reference gel phantom that covers both the head and the
tennis ball was also scanned with the same SWI sequence. The imaging param-
eters were: B0= 2.894 T, TR= 25 ms, TE= 7.85 ms, 12.71 ms, and 17.57 ms,
BW= 220 Hz/pixel, FA= 15◦, resolution = 1 mm isotropic, in-plane FOV =
320 mm×240 mm, slice number = 240, and the scan time is roughly 24 minutes.
The magnitude and phase images were reconstructed from original k-space data
acquired from one of the four channels, but the sum-of-square magnitude im-
ages were used for segmentation. Eddy current effects were removed from phase
images using the reference phantom. In addition, as the gel geometry inside the
tennis ball was not a perfect sphere, we segmented its geometry from magni-
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tude images and forward calculated its phase distributions inside the ball using
a susceptibility value of -9.4 ppm. We then removed these phase distributions
for the following procedures.
First, in order to estimate the susceptibility of the brain relative to that of air,
we treated the entire head including sinuses and bones as one single region with
a uniform susceptibility. A head mask was generated using Equation 3.2.9 and
morphological operations. Only the phase inside the tennis ball was utilized
for our aforementioned fitting procedure and the average susceptibility of the
entire head was obtained. Second, this average susceptibility along with the
head geometry was used to remove the background phase induced from the
head itself, using a forward simulation. The remaining phase inside the brain
region was attributed to local tissues and the susceptibility difference between
the brain and the sinuses or the bones. In order to remove the background phase
due to sinuses and bones, the proposed method was applied a second time for
finding the susceptibility difference between the brain and the sinuses. In this
step, the geometry of the sinuses was again extracted using the thresholding
method given by Equation 3.2.9. We treated teeth and sinuses as one region,
as we could not distinguish them from MRI. The susceptibility effect due to
the skull was neglected, because of its relatively small volume and spherical-
alike geometry, which contributed little to the phase inside the brain region.
After this second fit using Equation 3.2.8, the remanent phase was obtained by
removing the induced phase from the sinuses and the polynomial terms. Third,
in order to study the dephasing effect due to sinuses, we purposely eroded the
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segmented sinuses by a one-pixel and a two-pixel layer and used these eroded
geometries to repeat the fitting procedure. The processed phase images and
quantified susceptibility of the sinuses were then compared with results from
the original segmentation.
As a comparison to our method, the 3DSRNCP and LBV method were applied
to unwrap the phase and to remove the background phase, respectively, within
the brain region. These methods were performed on phase images with and
without the eddy current effects, i.e., whether or not the reference phantom was
used to remove the eddy current effect from the brain images. The LBV method
was performed inside the brain such that the induced phase from the bones and
sinuses can also be removed as background. The remanent phase was measured
inside a region close to the center of the brain to compare the effectiveness of
the proposed method and the LBV method.
All of the image processing work was performed in MATLAB R2016a on Win-
dow 7 platform in a Personal Computer with an AMD A10-5800K CPU (3.8 GHz)
and a RAM of 16 GB. The simulations were either conducted on the same ma-
chine or on the high-performance computer cluster at our university. The LBV
method was obtained from the MEDI (Morphology Enabled Dipole Inversion)
toolbox [18] and the parameters used for LBV were set to be the default values
as suggested by its developers (tol = 0.01, depth = -1, peel = 0, N1 = 30, N2
= 100, and N2 = 100).
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Figure 3.3: (a) Magnitude and (b) its associated phase image and (c) remanent
phase processed by the proposed method for the entire head model.
(d) Magnitude and (e) phase image of the head model including no
signal structures such as sinuses and bones. (f) Remanent phase pro-
cessed by the proposed method based on (e). (g) Remanent phase
processed by the 3DSRNCP plus LBV method based on (e). (h) Mag-
nitude and (i) phase image of the head model including no signal
structures and a sphere outside the head. (j) Remanent phase pro-
cessed by the proposed method using fitting area only inside the
sphere. (k) Remanent phase processed by the proposed method us-
ing fitting areas inside the sphere as well as the brain. For display
purposes, the remanent phase images have been masked by a binary
mask generated from the Brain Extraction Tool (BET) [2, 3].
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Figure 3.4: Example (a) magnitude and (b) phase image of the plain phan-
tom. Remanent phase images of the plain phantom at echo time
(c) 9.63 ms, (d) 15.23 ms, and (e) 20.83 ms from the scan on Day
1. The mean and standard deviation of the remanent phase were
measured within a region of 20× 40 pixels, marked by the rectangle
in (c).
Figure 3.5: (a) Magnitude and (b) its associated phase image of the straw phan-
tom at TE=9.63 ms. (c) Transversal, (d) coronal, and (e) sagittal
view of phase images after the background phase is removed.
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3.3 Results
3.3.1 Simulations of spheroids
The percentage errors of the measured susceptibility and magnetic moment
of each simulated spheroid are shown in Figure 3.2. The errors of quantified
magnetic moments are at most 7%, while the errors of quantified susceptibility
values can be up to 16%. As the geometry and volume of each spheroid are
defined at the low-resolution images, the errors of the volume will be larger for
smaller semi-axes a or b. As a result, with the magnetic moment being accurately
quantified, the errors of the susceptibility are larger (Figure 3.2c). The results
indicate that the magnetic moment can be accurately quantified, but whether
the susceptibility can be accurately quantified would depend on the size of the
object of interest.
3.3.2 Simulations of cylindrical phantoms
With our segmentation and fitting procedure, quantified susceptibility values
from simulated cylindrical phantoms are all around the input -9.395 ppm. Ta-
ble 3.6 lists the quantified susceptibilities and their associated fitted parameters,
which should be zero in theory. The constant terms are within two standard
deviations of the noise (σphase = 1/SNR ≈ 0.03 rad). The linear and second
order term are all essentially 0, except for Dx when the read bandwidth is fi-
nite, which leads to distortion along the read direction. Remanent phase after
removing the background phase has a standard deviation within the noise level.
These simulations validate our segmentation algorithm and also indicate that
distortion with read bandwidths of at least 190 Hz/pixel does not significantly
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affect susceptibility quantification and the quality of the remanent phase.
3.3.3 Plain phantom
The quantified susceptibility values of the agarose of the plain phantom at
three echo times on four different days are listed in Table 3.1. Because the fit-
ting area we defined contains more than 280000 pixels, the uncertainties of the
fitting model itself are all less than 0.1%. Thus, these uncertainties are not listed
here. The quantified susceptibility values show consistency of our method, de-
spite of the largest -0.16 ppm systematic error which was most likely due to the
induced field from other scans prior to our experiments. The phase images at the
three echo times after removing the background phase are shown in Figure 3.4.
As an example, Table 3.2 lists all the fitted parameters from Day 3, which had the
least influence from scans prior to ours. Table 3.1 lists the remanent phase values
measured at the center of the phantom (the rectangular region in Figure 3.4c)
and at a similar region close to the boundary of the phantom. Most results show
clean phase images with essentially 0 radian within the noise level at the central
region. However, some errors still exist at regions close to the boundary due to
the partial volume effect. As we analyze phase images from one single channel,
whose magnitude intensities are not uniform, the standard deviations in phase
images would be larger than the standard deviations from uniform magnitude
intensities. For example, the measured magnitude intensities from the central
region and the region close to the boundary at TE=15.23 ms from Day 3 are
roughly 24137 ± 2792 units and 16328 ± 2230 units, respectively. On the other
hand, the standard deviation estimated from uniform magnitude intensities is
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Table 3.1: Quantified susceptibility values of the agarose body and remanent
phase measurements in the plain phantom.
TE (ms) χ (ppm) ϕ (rad) ϕ (rad)
mean±SD a mean±SD b
Day 1
9.63 -9.48 0.05±0.05 0.14±0.08
15.23 -9.43 0.04±0.08 0.30±0.11
20.83 -9.47 0.10±0.09 0.31±0.14
Day 2
9.63 -9.26 -0.02±0.05 0.19±0.07
15.23 -9.24 -0.09±0.08 0.45±0.09
20.83 -9.26 -0.07±0.09 0.40±0.13
Day 3
9.63 -9.39 0.04±0.05 0.22±0.08
15.23 -9.37 0.04±0.08 0.46±0.11
20.83 -9.39 0.07±0.09 0.47±0.15
Day 4
9.63 -9.47 0.05±0.05 0.21±0.08
15.23 -9.46 0.08±0.06 0.46±0.10
20.83 -9.53 0.17±0.07 0.42±0.17
a. Measured at a central region of the phantom.
b. Measured at a region close to the boundary of the phantom.
σ ≈ 620 units.
3.3.4 Straw phantom
Example images of the straw phantom are shown in Figure 3.5. The quantified
susceptibility values of the agarose body and gadolinium of the straw phantom
are listed in Table 3.3. Note that the results in the second column of Table 3.3 are
quantified with induced phase from the gadolinium straws, while those in the
last column are from corrections after one iterative procedure (i.e., removing
phase from the gadolinium straws). The quantified susceptibility values from
agarose are again consistent with those from the plain phantom. The estimated
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Table 3.2: Fitted parameters of the plain phantom imaged on Day 3.
TE χ C D ax Dy Dz Dl
(ms) (ppm) (rad) (rad/pixel) ( rad/pixel2)
9.63 -9.39 3.24 -0.0016 -0.0022 0.0004 -1.18×10−5
15.23 -9.37 3.57 -0.0013 -0.0025 0.0018 -9.76×10−5
20.83 -9.39 3.86 0.0045 -0.0025 0.0016 -3.78×10−5
a. Read direction.
Table 3.3: Susceptibility values of agarose and two gadolinium samples in the
straw phantom. Uncertainties of gadolinium samples are estimated
from formulas in [1].
TE (ms) gel body
a Gd 1 Gd 2 gel body b
χ (ppm) χ (ppm) χ (ppm) χ (ppm)
9.63 -9.69 1.05±0.03 1.03±0.02 -9.43
15.23 -9.51 1.03±0.02 1.02±0.02 -9.28
20.83 -9.46 1.00±0.01 1.00±0.01 -9.28
a. Measured before correcting the phase from the gadolinium filled straws.
b. Measured after correcting the phase from the gadolinium filled straws.
uncertainty of each quantified susceptibility value from gadolinium is no more
than 0.03 ppm.
For comparison, the combination of the 3DSRNCP and LBV method results
in susceptibilities of 1.04 ppm and 1.03 ppm, respectively, for the two gadolin-
ium straws at TE = 9.63 ms. These susceptibility values agree with the results
listed in Table 3.3. However, the combination of the Laplacian and LBV method
leads to only 0.55 ppm for both straws at the same echo time. References [37]
and [28] also show that the Laplacian method does not yield correct phase val-
ues in many pixels, which can lead to underestimation of susceptibility values.
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Choice of the fitting area for the straw phantom
In our straw phantom, we placed a plastic plate at the bottom of the target
phantom as a holder to support the straws. This plate trapped a sheet of air
bubbles when the hot agarose solution was poured into the container and be-
came solidified. The air bubbles created artifacts in phase and magnitude images
(Figure 3.6). These air bubbles happened to be close to the typical fitting area
that we defined. As their induced phase invaded into the fitting area, for exam-
ple, the quantified susceptibility at TE=15.23 ms was -9.11 ppm, which was not
accurate.
To avoid such a problem due to artifacts, a simple solution is to move the fitting
area another 10 pixels away from the original defined area and thus further
away from air bubbles. Given the 1/r3 decay of the magnetic moment, the
induced phase from these air bubbles quickly reduced their influences in phase
images. The re-quantified susceptibility at the same echo time was improved to
be -9.28 ppm, as shown in Table 3.3.
3.3.5 Effects of imaging orientations, volume segmentation, choices of fit-
ting terms, plastic containers, and induced fields due to previous
scans
Imaging orientations
In order to examine the effect of imaging orientations, sagittal scans were also
performed for the plain phantom on Day 1 and Day 2 along with the transversal
scans. In all transversal and sagittal scans, the read direction was the same and
was perpendicular to the main field. On both orientations, the matrix size of
the reference phantom and of the target phantom was 256× 192 × 192 and
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a b
Figure 3.6: Example images of the straw phantom showing air bubbles and the
fitting areas. (a) The original fitting area which is 10 pixels away
from the boundary of the phantom (shown as the yellow region).
(b) Corrected fitting area that is 20 pixels away from the bottom
of the phantom. One air bubble is pointed by an arrow. Note the
presence of a sheet of air bubbles on the plastic plate.
256 × 160 × 160, respectively. Other imaging parameters were the same for
both orientations. The quantified susceptibility values of the agarose are listed
in Table 3.4.
From Table 3.4 and Table 3.1, quantified susceptibility values between two
orientations indicate differences of no more than 0.17 ppm. Distributions of re-
manent phase from sagittal images show similar patterns to those from transver-
sal scans. The quantified susceptibility values from the sagittal scan on Day 1
deviate more from the expected -9.4 ppm. This could be from the additional
induced fields due to the asymmetric heating of shim plates, which is a result
of using Golay pair gradient coils (or its alike) to excite the slab. For transver-
sal scans, slabs are excited by using Maxwell pair gradient coils, which would
symmetrically heat up shim plates.
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Table 3.4: Susceptibility and remanent phase measurements of the agarose body
from sagittal scans.
TE (ms) χ (ppm) ϕ (rad) ϕ (rad)
mean±SD a mean±SD b
Day 1
9.63 -9.64 0.08±0.04 -0.16±0.09
15.23 -9.59 0.08±0.04 -0.36±0.15
20.83 -9.64 0.18±0.05 -0.42±0.20
Day 2
9.63 -9.29 -0.02±0.05 0.19±0.07
15.23 -9.30 -0.09±0.08 0.45±0.09
20.83 -9.29 -0.07±0.09 0.40±0.13
a. Measured at the central region of the phantom.
b. Measured at a region close to the boundary of the phantom.
Volume and magnetic moment
In order to investigate how the segmented geometry could affect the suscep-
tibility quantification and remanent phase from our procedure, an additional
cylindrical object about the size of our actual phantom was simulated. The
cylindrical object had a radius of 70 pixels and a height of 60 pixels. Its center
was located at an FOV of 256× 256× 160 pixel3 with its axis perpendicular to
the main field. The susceptibility of the cylinder was assigned to be -9.395 ppm
and the SNR within the cylinder was 20:1. The magnitude and phase images
were generated using B0=2.894 T and TE=15 ms. No additional partial vol-
ume effect was introduced in this simulation. Thus, the volume of the cylinder
was obtained from the simulated image (by thresholding SNR), and it was mea-
sured to be 922380 pixels. (The volume of such a cylinder in the continuous
space is about 923628 pixels, which is about 0.14% deviated from the measured
volume.) In addition, a constant background phase and three linear phase gra-
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dients were added as C=2 rad, Dx=0.002 rad/pixel, Dy=0.005 rad/pixel, and
Dz=0.0003 rad/pixel.
To fit the susceptibility and process the phase images, we used three geome-
tries to perform the fitting: 1) the exact geometry as used to simulate the cylin-
der; 2) a smaller geometry by eroding the exact geometry by a one-pixel layer;
and 3) a larger geometry by dilating the exact geometry by a one-pixel layer.
Each geometry was used to quantify the susceptibility and process the phase.
The measured susceptibilities and other parameters are listed in Table 3.5, as
well as the deviations of the measured volume and the susceptibility of each ge-
ometry. In our simulations, a one-pixel layer difference in geometry can lead to
about 5% error in susceptibility quantification, and it affects the fitted constant
phase term as well. The linear terms do not seem to be influenced by volume dif-
ferences. In reality, the linear terms can be affected, especially due to distortion
(see Discussion in the main text and Table 3.6 as an example).
Table 3.5: Susceptibilities and other fitting parameters from three different vol-
umes. The last two columns show the percentage differences between
the measured volume and the true volume, and between the quanti-
fied susceptibility and the actual susceptibility.
Segment Volume χ C Dx Dy Dz dV dχ(px) (ppm) (rad) (rad/px) (%) (%)
Exact 922380 -9.395 1.9995 0.0020 0.0050 0.0003 0 -0.01
Smaller 868898 -8.934 1.7192 0.0020 0.0050 0.0003 -5.80 -4.91
Larger 976886 -9.882 2.2917 0.0020 0.0050 0.0003 5.91 5.18
Even when quantified susceptibility values contain errors, the processed phase
images of all three cases show clean remanent phase of less than 0.1 rad. Within
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Table 3.6: Quantified susceptibilities and fitted variables from simulated cylin-
ders with different read bandwidths. Symbols are explained in Equa-
tion 3.2.8.
BW χ C D ax Dy Dz Dl ϕ
(Hz/px) (ppm) (rad) (rad/px) (rad/px2) (rad)
190 -9.41 -0.0522 0.0063 0.0000 0.0000 -0.0001 -0.04±0.03
465 -9.40 -0.0485 0.0021 0.0000 0.0000 -0.0001 -0.04±0.03
∞ -9.39 -0.0543 0.0000 0.0000 0.0000 -0.0001 -0.05±0.04
a. Read direction.
a few pixels from the boundary, remanent phase is larger than 0.1 rad. This
demonstrates that the far field estimation based on the magnetic moment of the
object is a valid assumption, regardless of imperfect segmentations which lead
to incorrect susceptibility values. However, if more accurate susceptibility quan-
tification is desired, a reasonably good volume segmentation method is needed,
and the partial volume effect also needs to be included in the model (see Equa-
tion 3.2.9).
In order to further investigate the partial volume effect, we have simulated and
conducted three tests on a cylindrical object with the partial volume effect. The
axis of the cylinder is perpendicular to the main field. The object has a diameter
of 480 points and a height of 280 points on a high-resolution matrix of 1024 ×
1024 × 640 points. Other simulation parameters include: intensity inside the
cylinder = 10 units, intensity outside the cylinder = 0.1 unit, χ=-9.395 ppm,
B0=2.894 T, and TE=10 ms. Both magnitude and phase images of the object
are simulated, but no Gaussian noise is added. The real and imaginary part of
the matrix is Fourier transformed, and the central 256 × 256 × 160 k-space
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matrix is inversely Fourier transformed back to the imaging domain. In Test 1,
we use a threshold of 0.9 unit to segment the geometry of the cylinder. In Tests
2 and 3, two threshold values of 0.9 and 9.1 are used for segmentation (mainly
to remove most of the Gibbs ringing effects), and the partial volume in each
pixel between the two values is scaled between 0 and 1. Then we perform the
least squares fit to calculate the susceptibility, constant phase, and linear terms
(no second order terms). In Tests 1 and 2, the fitting areas are chosen to be 10
pixels away from the boundary of the cylinder and the thickness of the fitting
area is 10 pixels, while in Test 3, the fitting area is only 2 pixels away from
the boundary with a thickness of 18 pixels. The quantified susceptibility values
from the three tests are -9.59 ppm, -9.38 ppm, and -9.48 ppm, respectively. After
we quantify the susceptibility, we use it along with the segmented geometry to
forward calculate and remove phase. In Figure 3.7, we plot the remanent phase
profiles along two directions through the center of the cylinder. The quantified
susceptibility and remanent phase indicate that, even when the susceptibility
value is well quantified, the remanent phase within the last 10 pixels from the
boundary of the cylinder can be more than 0.1 rad due to the partial volume
effect.
In addition, we interpolate the above simulated magnitude image back to the
high resolution by zero padding in k-space and then segment the object by
thresholding. Then we generate a phase image using χ= -9.395 ppm and the
segmented object at high resolution and convert the phase image back to the
low resolution. By complex dividing this phase image from the originally gener-
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ated phase, we examine the phase profile along the diameter as described above.
The central region of the complex divided phase image show clean phase (close
to 0 rad), but at the boundary, there are still about 7 pixels with phase values
larger than 0.1 rad. The phase behaves similarly to Test 2 and Test 3 shown in
Figure 3.7(a). This indicates that interpolation cannot completely recover the
partial volume information at the boundary.
a b
Figure 3.7: Phase profiles along two diameters of the simulated cylinder. (a)
Phase profile along the direction which is perpendicular to both the
main field and the cylinder axis. (b) Phase profile through the diago-
nal direction of the cross-sectional FOV, which is about 32◦ off of the
direction for (a).
Choice of fitting terms
In our fitting model (Equation 3.2.8), we include the constant phase, linear
gradients, and a quadratic term along the read direction. Here we investigate
the effects from various second order terms. The following process is conducted
on images of the plain phantom acquired on Day 1.
We first process the images of the plain phantom without the reference phan-
tom. We use four different fitting models that consist of the susceptibility term,
constant phase term, linear terms, and plus 1) no other terms, 2) the quadratic
term along the read direction (as shown in Equation 3.2.8), 3) quadratic terms
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along all three directions, or 4) all second order terms including cross terms.
The quantified susceptibilities and measured remanent phase values are listed
in Table 3.7.
Next, we utilize the reference phantom again and obtain the eddy current
maps based on our procedures. Then we remove the eddy currents from phase
images of our target phantom. After that, we fit the remaining phase with the
above four models. The quantified susceptibilities and the measured remanent
phase values are also listed in Table 3.7.
Table 3.7: Quantified susceptibility values of the agarose body and remanent
phase measured in a central region of the plain phantom using four
different fitting models with and without the reference phantom.
without reference with reference
Model χ ϕ χ ϕ
(ppm) (rad) (ppm) (rad)
model 1 a -10.55 0.00±0.06 -9.47 0.04±0.05
model 2 b -10.74 0.16±0.05 -9.48 0.05±0.05
model 3 c -6.97 0.25±0.09 -7.43 0.00±0.04
model 4 d -8.51 0.26±0.06 -6.70 -0.01±0.04
a. Fit to constant and linear terms.
b. Fit to constant, linear terms, and the quadratic term along the read direction.
c. Fit to constant, linear terms, and quadratic terms along all three directions.
d. Fit to constant, linear, and second order terms including cross terms.
From Table 3.7, without the reference phantom, none of the above fitting mod-
els is sufficient to accurately quantify the susceptibility or properly remove the
background phase. Although Model 1 shows a clean phase at the central region,
the remanent phase close to the boundary is larger than 0.6 rad. With the use of
images from the reference phantom, fitting with the quadratic terms in all three
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directions or with the cross terms can remove most background phase, but the
quantified susceptibility values are incorrect. Fitting without second order terms
or with only the quadratic term along the read direction provide both reason-
able susceptibility values and clean remanent phase images. Model 2 in Table 3.7
with the reference phantom is what we have been using for this research.
Plastic container
Here we discuss effects from the presence of plastic containers used in our
phantom studies. Following the procedures described in the main text, we simu-
lated magnitude and phase images of two cylinders with geometries close to our
actual reference and target phantom. In addition, we added a 1-pixel layer and
a 2-pixel layer around the target and the reference cylinder, respectively. The
thickness of each layer was about the thickness of the plastic wall of each actual
phantom. From a separate scan, we observed no susceptibility artifact from the
plastic container used for our target phantom. This implied that the plastic wall
used for the target phantom had an absolute susceptibility value almost equal to
that of water (-9.05 ppm). Thus we assigned a susceptibility of −9.4 ppm to the
plastic layer of the target cylinder, as the susceptibility in the background was
zero.
As the susceptibility of the plastic wall used for the reference phantom was
not known, we assigned susceptibilities of -8.6 ppm, -9.395 ppm and -10 ppm to
the plastic wall of the reference cylinder. In these simulations, the plastic walls
had susceptibility values but did not have magnitude signals. These plastic walls
would introduce extra phase values in images due to the susceptibility effect, but
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would be excluded after the segmentations of simulated cylinders or phantoms.
We apply our method and find that the quantified susceptibility values of the
target cylinder are all around -9.06 ppm. These results indicate that the plastic
wall from the reference phantom has no or little effect to our studies. These
results are also consistent with those shown in Table 3.5, in the sense that if
our segmentation is wrong by a 1-pixel layer, the quantified susceptibility value
can be wrong by roughly 0.4 ppm. On the other hand, as we obtain roughly
-9.4 ppm from our phantom studies, it is likely that our fitting model used in
Equation 3.2.8 is not perfect, as implied by results from Table 3.7. Susceptibility
values quantified from different models with the reference phantom in Table 3.7
indicate that the choice of fitting models can be sensitive to quantified suscepti-
bility.
Induced fields due to previous scans
As stated in the main text, spatiotemporal field drifts can arise from sequences
with fast changing gradients. On Day 2 of our plain phantom study, we con-
firmed that an intense EPI sequence was performed about 60 min prior to our
study. Thus, the shim plates and other resistive parts of the scanner might have
been heated up and have induced additional fields to our images.
To further investigate this problem, we repeated this EPI sequence on Day 4
after imaging our plain phantom. The parameters of the EPI sequence were:
B0=2.894 T, TR=2500 ms, TE=30 ms, FOV = 210 mm× 210 mm× 142 mm,
resolution = 3.3 mm isotropic, FA=90◦, BW=2298 Hz/pixel, EPI factor = 64,
number of measurements = 200, and the total scan time was 509 seconds. Then
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we scanned our plain phantom again immediately after the EPI sequence. After
that scan, we waited for 23 min without scanning anything from the machine,
and we repeated the phantom scan for the third time. The reference phantom
was only imaged before the EPI sequence. It was not imaged with the target
phantom after the EPI sequence.
The susceptibility values and the remanent phase measured from the three
echo times of each scan are listed in Table 3.8. As the susceptibility values
from the first echo time decrease by 0.08 ppm over time, this observation in-
dicates changes of magnetic fields before and after the application of the EPI
sequence. The susceptibility values from the other two echo times are more in-
fluenced by the opposite polarity of the read gradient waveform in the second
echo and its induced eddy currents. As the nature of eddy currents in the MRI
system is complicated, and their effect can last for hours, it is not clear whether
the quantified susceptibility would be higher or lower than the expected value.
However, it is clear that it is the changes of fields which will affect susceptibil-
ity quantification and remanent phase. In addition, those changes may not be
linear over time [57], and especially our gradient echo sequence is not short
either. As shown in the field variation plots in [57], it may be possible that after
40 min waiting time (from the finish time of the previous user of the machine,
but 60 min from the EPI sequence), our results would be worse than those from
the scans immediately after the EPI sequence.
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Table 3.8: Susceptibility values of the agarose body and remanent phase mea-
sured from our plain phantom before and after applying an EPI se-
quence.
TE (ms) χ (ppm) ϕ (rad) ϕ (rad)
mean±SD a mean±SD b
Test 1 c
9.63 -9.47 0.05±0.05 0.21±0.08
15.23 -9.46 0.08±0.06 0.46±0.10
20.83 -9.53 0.17±0.07 0.42±0.17
Test 2 d
9.63 -9.52 0.05±0.05 0.30±0.12
15.23 -9.48 0.10±0.06 0.39±0.14
20.83 -9.53 0.12±0.07 0.63±0.17
Test 3 e
9.63 -9.55 0.08±0.05 0.29±0.11
15.23 -9.46 0.12±0.06 0.35±0.13
20.83 -9.57 0.18±0.06 0.56±0.21
a. Measured at a central region of the phantom.
b. Measured at a region close to the boundary of the phantom.
c. Scanned before applying an EPI sequence, same as results of Day 4 in Table 3.1.
d. The target phantom scanned immediately after applying the EPI sequence.
e. The target phantom scanned 23 min after the scan in Test 2.
3.3.6 Simulations of head models
The processed phase of the three simplified head models are shown in Fig-
ure 3.3. For the purpose of presentations, only phase inside the head was kept.
For Case 1 (i.e., the entire head), the processed image shows a clean remanent
phase within ±0.2 rad (Figure 3.3c). For Case 2, which contains the brain and
no signal regions inside the head, due to the presence of the bones and sinuses
around the brain, phase artifacts are observed close to the boundary of the brain
from both our proposed method (Figure 3.3f) and the 3DSRNCP plus the LBV
method (Figure 3.3g). Such artifacts are originated from the partial volume ef-
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fect and the dephasing effect due to the susceptibility difference between the
brain and the bones or sinuses. For Case 3, which includes the setup in Case
2 plus a sphere outside the head, if only phase inside the sphere is used for
the least squares fit, then the background phase cannot be properly removed as
shown in Figure 3.3j. This is because the field contributions from the bones and
sinuses are too small inside the sphere. As a result, the susceptibility of the no
signal regions is not correctly quantified. However, if we add a region inside
the brain for the least squares fit, then we are able to improve the susceptibility
of the no signal regions and properly remove the background phase, as shown
in Figure 3.3k. The mean and standard deviation of the remanent phase were
measured within a region at the center of the brain. The proposed method re-
sults in a cleaner remanent phase compared to the 3DSRNCP plus LBV method,
as shown under Case 2 in Table 3.9. However, if the 3DSRNCP plus LBV method
is applied to the brain region rather than the overall head region, the remanent
phase is almost zero.
Along with the background phase removal, the proposed method also simulta-
neously quantifies susceptibilities of the brain and no signal regions through the
least squares fit. Results for each case are given in Table 3.9. Only susceptibility
values of the head from Cases 1 and 3 are close to the input -9.395 ppm. How-
ever, the theoretical reason of poor results from Cases 1 and 2 are explained in
the Discussion section later. When phase inside both the sphere and the brain
are used for the fitting in Case 3, the quantified susceptibilities of the brain and
the no signal region are improved to -9.86 ppm and -3.81 ppm, respectively. On
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Table 3.9: Phase measurements and susceptibilities of simulated head models at
TE = 7.85ms. a
Case 1 Case 2 Case 3
LSQF LSQF LBV LSQF 1 b LSQF 2 c
ϕ d (rad) 0.01±0.00 -0.01±0.02 0.14±0.06 -0.73±0.38 -0.05±0.04
χbrain (ppm) -9.02 -6.82 N/A -9.23 -9.86
χsinus (ppm) N/A -0.64 N/A -6.35 -3.81
∆χ e (ppm) N/A 6.18 5.32 2.88 6.05
a. LSQF: The proposed method using the least squares fit.
b. Using phase only inside the sphere.
c. Using phase inside the sphere and the brain region.
d. Remanent phase measured inside the brain.
e. Susceptibility difference ∆χ = χsinus − χbrain. The actual value is 7.395 ppm.
the other hand, when the phase only inside the brain is used for the fitting,
it contains induced phase from the susceptibility difference between the brain
and no signal regions inside the head, and the quantified susceptibility differ-
ences are about 6 ppm (columns 3, 4, and 6 in Table 3.9), closer to the expected
7.395 ppm than the 2.88 ppm shown in column 5 of Table 3.9. The differences
between all these results and input values are still due to the partial volume and
dephasing effect. This is especially noticeable from the no signal sinus region
(whose input susceptibility is -2 ppm), as it is more difficult to precisely segment
corners or narrow ducts which produce stronger field effects than a smooth sur-
face. As a result, the volume of sinuses or bones has been overestimated and
thus the susceptibility difference between those regions and the brain is under-
estimated, when the induced far fields reflect the actual magnetic moment of
the object.
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3.3.7 In vivo example
Masks of the head and sinuses as well as remanent phase images derived from
our proposed method and the 3DSRNCP plus LBV method at TE= 7.85 ms are
shown in Figure 3.8. The mean and standard deviation of the remanent phase
are measured in a region close to the center of the brain and the results are
shown in Table 3.10. The phase measurements show that our method can prop-
erly remove the background phase at the central region of the brain but leave
phase artifacts at the boundary especially close to the frontal and sphenoidal si-
nuses (Figure 3.8e). In contrast, the 3DSRNCP plus LBV method perform better
at the boundary of the brain, but a mean phase value of about -0.68 rad is left
for the entire brain region. Even after the eddy current effect is removed from
the original phase images, the 3DSRNCP plus LBV method still leads to a rema-
nent phase of about -0.57 rad. If the boundary defined in the LBV mask is 10
pixels away from the brain boundary, the remanent phase is reduced to roughly
0.25 rad, but the background phase outside the LBV boundary is not removed
and is masked out.
The average susceptibility of the head and the susceptibility difference be-
tween the sinuses and the head (∆χ = χsinus − χhead) are listed in Table 3.10.
At TE = 12.71 ms, the susceptibility of the head was underestimated. The is
due to the dephasing effect from the imperfect spherical gel inside the tennis
ball (shown in Figure 3.8a). As a result, it is difficult to accurately segment the
gel and to properly remove the induced phase from the indented gel. This leads
to errors in the least squares fit. At TE = 17.57 ms, we redefined the fitting
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Table 3.10: Phase measurements and susceptibilities of the in vivo example at
TE = 7.85 ms. a
TE (ms) LSQF LBV1 b LBV2 c
ϕ (rad) -0.16±0.22 -0.68±0.10 -0.57±0.09
7.85 χhead (ppm) -9.48 N/A N/A
∆χ (ppm) 5.51 N/A N/A
ϕ (rad) -0.17±0.26 0.62±0.18 -0.50±0.18
12.71 χhead (ppm) -8.64 N/A N/A
∆χ (ppm) 3.54 N/A N/A
ϕ (rad) -0.20±0.40 -0.61±0.16 -0.54±0.14
17.57 χhead (ppm) -9.74 N/A N/A
∆χ (ppm) 2.72 N/A N/A
a. Phase ϕ shows the remanent phase measured inside the brain area, as indicated by a
box shown in Figure 3.8e. The susceptibility difference is ∆χ = χsinus − χhead, where
χsinus is the susceptibility of sinuses relative to that of air.
b. With eddy currents included.
c. With eddy currents removed.
area by cutting off the region with heavy dephasing effect inside the ball. In
this case, the susceptibility of the head from the least squares fit is improved
to -9.74 ppm. Table 3.10 also shows that susceptibility differences between the
sinuses and the head reduce over the echo time. This is because the dephasing
effect becomes worse over the echo time, and the segmented volume of the si-
nuses becomes larger accordingly. After we erode the segmented sinuses with
a one-pixel and a two-pixel layer (see Figure 3.8g), the susceptibility difference
between the sinuses and the head is improved to be 7.33 ppm and 9.53 ppm,
respectively, from images acquired at TE= 7.85 ms. On the other hand, the
remanent phase shows improvement at the boundary close to the sinuses (e.g.,
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Figure 3.8h) and remains clean at the central region. Again, as long as the ef-
fective magnetic moment of an object can be accurately quantified, its induced
phase can be properly removed from the far field estimation.
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Figure 3.8: (a) Magnitude and (b) its associated phase image of the human head
at TE = 7.85ms. (c) The head mask used in our fitting method. (d)
Segmentation of sinuses. (e) Remanent phase processed by the pro-
posed method using the segmentation of sinuses shown in (d). (f)
Remanent phase processed by the 3DSRNCP plus LBV method on the
original phase image (b). (g) Segmentation of sinuses by eroding the
segmentation in (d) by a two-pixel layer. (h) Remanent phase pro-
cessed by the proposed method using the segmentation of sinuses
shown in (g). (i) Remanent phase processed by the 3DSRNCP plus
LBV method on phase images with eddy current effect removed by
the reference phantom. The arrow in (a) indicates the indentation
of the gel inside the tennis ball. The arrows in (e) indicate remain-
ing phase artifacts close to the frontal sinus and the sphenoidal si-
nus. The mean and standard deviation of the remanent phase were
measured for all cases in a region indicated by the rectangle in (e).
Remanent phase images are displayed with the use of BET [2, 3].
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3.4 Discussion
Our proposed method is validated through simulations and phantom stud-
ies, along with susceptibility quantification to remove the background phase. It
does not require a long phase unwrapping procedure such as [33] or images
from multiple echo times [42, 55, 58, 59]. Our method can effectively remove
the background phase but still preserve pixels around the boundary of the ob-
ject. By properly choosing the fitting area, our method does not overcorrect the
quantitative information of the fine structures of interest in images (such as the
gadolinium straws in our phantom studies). Other background phase removal
methods such as the Laplacian method can remove extra phase from objects such
that their actual susceptibility values have been significantly reduced. Thus, our
method can be a reliable tool for the removal of the background phase and for
the subsequent QSM methods.
Although our phantom results are consistent throughout scans from different
days, the deviations between scans are likely due to induced fields from scans
prior to ours. A previous study has illustrated spatiotemporal variations of the
main fields due to the heavy use of gradients [57]. Those variations depend
on machines and sequences, and can last for a few hours. Eddy currents from
switching gradients can heat up the resistive parts of the MR scanner, including
passive shim plates, and introduce field inhomogeneities. Thus, to better un-
derstand our results, we have examined the scans performed right before our
plain phantom scans. For example, on Day 2, the study prior to ours had an
EPI sequence that was run for roughly 10 minutes. Such a sequence could have
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affected our results according to [57], even though our scans started about 60
minutes later. On Day 4, in addition to our regular phantom scans, we purposely
applied the same EPI sequence and repeated our phantom scan twice. The sus-
ceptibility values quantified from these three phantom scans also change over
time. For accurate susceptibility quantification and better background phase
removal, field variation perhaps is the most important factor that should be con-
trolled.
In the simulations of the head model and the in vivo example, we utilize a
spherical region outside the head (rather than a region inside the brain) to deter-
mine the average susceptibility of the entire head. This is because the magnetic
field distribution inside an object with a volume V can be dominated by low or-
der terms, as we explain below. First, as we don’t have any current source in our
susceptibility measurements, the magnetic field is proportional to the gradient
of a scalar potential. The magnetic scalar potential is given by [60]:
ΦM(x) = −
1
4π
∫
V
∇⃗ ′ · M⃗(r⃗ ′)
|r⃗ − r⃗ ′|
d3r′ +
1
4π
∮
S
n⃗ ′ · M⃗(r⃗ ′)da′
|r⃗ − r⃗ ′|
(3.4.1)
where r⃗ ′ is the position of the magnetic dipole inside the object, M⃗ is the mag-
netization of the object, S refers to the surface area of the object, and r⃗ is the
observational point in space used to evaluate the scalar potential. If the object
has a uniform magnetization or susceptibility, the first term of the above equa-
tion is 0. The second term can be evaluated from the following expansion:
1
|r⃗ − r⃗ ′|
= 4π
∞∑
l=0
l∑
m=−l
1
2l + 1
rl<
rl+1>
Y ∗lm(θ
′, ϕ′)Ylm(θ, ϕ) (3.4.2)
where r< (r>) is the smaller (larger) of |r⃗| and |r⃗ ′|, and Y and Y ∗ are the
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spherical harmonic functions and their complex conjugates. If we measure fields
around the center of the object, we will have to choose |r⃗| < |r⃗ ′|, which leads
to the terms of |r⃗|l/|r⃗ ′|l+1. No inverse terms of |r⃗| inside the object can exist,
as the scalar potential has to be finite and continuous in a physics system. As
the gradient of the scalar potential leads to the magnetic field, only lower order
polynomial terms of |r⃗| and the constant term can appear in the field distribu-
tions inside the object. Depending on the geometry and size of the object, these
lower order polynomial terms can contaminate the linear and constant term in
our fitting model. This will lead to errors of quantified susceptibility values. In
an extreme case, for example, the field inside a sphere is zero and using the
field inside a sphere is not possible to quantify the susceptibility of the sphere.
From our above results, it is clear that we can still use fields inside cylinders to
quantify their susceptibility values, but cannot accurately quantify susceptibili-
ties of heads with fields inside. On the contrary, if we use a region outside the
object or the head for the fitting, the above equation leads to expansion terms
of only |r⃗ ′|l/|r⃗|l+1. These inverse (or decay) terms, if having sufficient SNRs, al-
low more accurate susceptibility measurements, as shown in our simulated head
model and in vivo example.
One limitation of our method is that the reference phantom needs to be im-
aged every time when the target is imaged. Given various pulse sequences and
their parameters, as well as the spatiotemporal field variations, unless a study
is carefully designed, it may not be a good option to perform a reference scan
once and apply it to different studies. Ideally, the best reference phantom should
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be a large spherical phantom with a uniform susceptibility of a steady material.
Images from such a reference phantom can be directly used to remove non-static
fields from the target, as segmentation of a spherical reference phantom and its
forward modeling of the field distributions are not needed. However, such a
spherical phantom will need to be large enough, in order to cover regions of
interests inside the target. Because the size of the spherical phantom can be lim-
ited by the rf coil size, it is practically feasible for relatively smaller targets. For
large targets or human heads, a reference phantom with the cylindrical shape
appears more suitable.
3.5 Conclusions
We have demonstrated a method for removing background phase from a typ-
ical 3D gradient echo sequence, with the scan of a reference phantom. Our
method preserves all pixels in images. It does not overcorrect the background
phase. During our processing procedures, we also quantify the susceptibility of
the phantom or the human head. Even with possible field contaminations from
prior scans, our phantom studies have shown small systematic errors between
imaging from 4 different days. In addition, most remanent phase distributions
are within three standard deviations, even at locations close to the edge of the
phantom. Furthermore, after removing the background phase, the quantified
susceptibility values of gadolinium straws agree well with theoretical values.
The human head example further demonstrates the feasibility of the proposed
method for in vivo applications.
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CHAPTER 4 CONCLUSION AND FUTURE DIRECTIONS
In the work shown in Chapter 2, I have demonstrated the possible additional
frequency shifts in ferritin and Fe3O4 nanoparticle solutions. Such frequency
shifts may lead to incorrect susceptibility quantifications base on phase measure-
ments in MRI. I have also shown that different materials or the same material
in different solvents with the same magnetic susceptibility can have different R∗2
values.
One question left in this study is the source of such a frequency shift. It is
unknown whether it is from the intrinsic property or from the composition of
the materials, as no additional frequency shift was observed from gadolinium
solutions. In addition, the effect due to diffusion of these particles may need to
be considered as well.
The work described in Chapter 3 has shown the feasibility of the proposed
phase processing method. I have demonstrated the accuracy of the method and
have analyzed some possible factors that may affect the phase processing and
susceptibility quantification. It shows a better performance at the center of the
region of interest. Taking into the considerations of partial volume effects and
dephasing effects, susceptibility can also be evaluated reasonably from the quan-
tification of magnetic moment.
The key step of the proposed method is to utilize a reference phantom to re-
move the phase due to eddy current effects. Although it is time consuming to
repeat the scan of the reference phantom, it is currently the most reliable way
to remove eddy current effects without overcorrecting the local phase. Because
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eddy currents vary over time and space, it may be better to improve the design
of gradient coils and the MRI machine. If the induced eddy currents can be re-
duced to lower order terms such as constant or linear forms, then it becomes
also possible to remove the eddy currents in phase images from multi-echo se-
quences. In that case, the phase images are “self-referenced” within the same
scan. Thus, the echo time dependence of the eddy current effects can be mod-
eled in our fitting procedure such that they can be properly removed. On the
other hand, because the decay of eddy currents can last for a few hours, it will
also be helpful if such decay time can somehow be reduced, before any sequence
is applied. In that case, the reference phantom only needs to be imaged once at
the beginning of the study as long as the same sequence is used and repeated
in the following studies, with the same qualify assurance settings achieved by
the MRI vendor. Nevertheless, the proposed method is still potentially applica-
ble in clinical studies, if accurate phase and susceptibility values are desired for
quantitative studies.
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ABSTRACT
MAGNETIC MOMENT AND SUSCEPTIBILITY QUANTIFICATION IN MRI:
ADDITIONAL FREQUENCY SHIFTS FROM MATERIALS AND BACKGROUND
PHASE REMOVAL USING A REFERENCE PHANTOM
by
HE XIE
August 2018
Advisor: Dr. Yu-Chung Norman Cheng
Major: Physics
Degree: Doctor of Philosophy
The first part of this thesis was to utilize existing methods to remove the un-
wanted background phase from phantom studies. Magnetic moments of straws
filled by three different materials (gadolinium, ferritin, and nanoparticles) with
four different concentrations of each material were subsequently quantified at
10 different echo times, with straws perpendicular to the main magnetic field.
As the radius of each straw was known, susceptibility was calculated from each
measured magnetic moment. Results from different echo times agreed within
uncertainties. In addition, near perfect linear relation between quantified sus-
ceptibility and concentration was obtained for each material. However, phase
values inside straws of nanoparticles and ferritin at certain concentrations ap-
peared to deviate from theoretical values at various echo times. Nonetheless, the
susceptibility and the additional frequency shift of each of those concentrations
could be quantified from phase values inside straws obtained at perpendicular
and parallel orientation. Such frequency shift may lead to incorrect susceptibil-
95
ity quantification when phase values inside the materials are used.
The second part of this thesis was to develop a procedure for properly re-
moving the unwanted background phase. A reference phantom was utilized to
remove the eddy current effect appearing in the target of interest. The sus-
ceptibility of the target, relative to that of air, was quantified through a least-
squares fit with forward calculations of the induced magnetic fields based on
segmented geometry of the target and the Green’s function. The effects from
shimming, imaging orientations, volume segmentation, partial volume effects,
eddy current effects, distortions, fitting models, fitting regions, and errors were
systematically investigated. Numerical simulations and phantom studies were
performed to improve the fitting model and the procedure. An in vivo human
head example was also presented to demonstrate the potential feasibility of the
proposed method in clinical applications. By comparing the proposed method
with other commonly used methods, the proposed method can properly remove
most unwanted background phase in susceptibility weighted images with mini-
mal overcorrections. The remaining phase reflects the actual phase distributions
from the local structures of interest.
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