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Purpose: To implement an outcome-driven frequency filter for improving
radiomics-based modeling of human papillomavirus (HPV) for patients with
oropharyngeal squamous cell carcinoma (OPSCC).
Methods and materials: One hundred twenty-eight OPSCC patients
with known HPV status (60-HPV+ and 68-HPV–, confirmed by
immunohistochemistry-P16 protein testing) were retrospectively studied.
A 3D Discrete Fourier Transform was applied on contrast-enhanced computed tomography (CE-CT) images of patient gross tumor volumes (GTVs)
to transform intensity distributions to the frequency domain and estimate
frequency power spectrums of HPV– and HPV+ patient cohorts. Statistical
analyses were performed to rank frequency bands contributing toward the
prediction of HPV status. An outcome-driven frequency filter was designed
accordingly and applied to GTV frequency information. A 3D inverse discrete
Fourier transform was applied to reconstruct HPV-related frequency-filtered
images. Radiomics features (11 feature-categories) were extracted from preand post-frequency filtered images using our previously published “ROdiomiX”
software. Least-absolute-shrinkage-and-selection-operation (Lasso) combined
with a generalized linear model (Lasso-GLM) was developed to identify and
rank feature subsets with the optimal information for prediction of HPV+/–.
Radiomics-based Lasso-GLM classifiers (pre- and post-frequency filtered)
were constructed and validated using random permutation sampling and
nested cross-validation (CV) techniques. Average area under the receiver
operating characteristic (AUC), and positive and negative predictive values
(PPV and NPV) were computed to estimate generalization error and prediction
performance.
Results: Among 192 radiomic features, 15 features were found to be
statistically significant discriminators between HPV+/– cohorts on postfrequency filtered CE-CT images. Fourteen such radiomic features were
observed on pre-frequency filtered datasets. Discriminant features included
tumor morphology and intensity contrast. Performances for prediction of
HPV for the pre- and post-frequency filtered Lasso-GLM classifiers were
as follows: AUC/PPV/NPV = 0.789/0.755/0.805 and 0.850/0.808/0.877,
respectively. Nested CV performances for prediction of HPV for the
pre- and post-frequency filtered Lasso-GLM classifiers were as follows:
AUC/PPV/NPV = 0.814/0.725/0.877 and 0.890/0.820/0.911, respectively.
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Conclusion: Albeit subject to confirmation in a larger cohort, this pilot study
presents encouraging results on the importance of frequency analysis prior
to radiomic feature extraction toward enhancement of model performance for
characterizing HPV in patients with OPSCC.
KEYWORDS
Fourier transform, frequency analysis, generalized linear model, HPV characterization, least absolute shrinkage and selection operator (Lasso), OPSCC patients, radiomic features, radiomics analysis
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INTRODUCTION

Radiomics is the science of extracting hidden, subtle,
and complex information content of medical images that
are not visible and readily appreciable by human naked
eyes.1–4 Studies have shown that high-resolution medical images contain abundant meaningful information
about shape, intensity, and texture that can be used
to characterize the stochastic properties of tissues of
interest.1–16
Supervised feature engineering is often applied in
image processing for the development of models from
quantitative image information, such as radiomics.
Multivariable features can be typically evaluated either
in the spatial domain (image feature space) or the
frequency domain to highlight specific information or
reveal a set of features most relevant to the application
of interest. Frequency-based methods decompose the
data into different components in the frequency domain,
which can be associated with endpoints/outcomes
to reveal intrinsic information for classification or
modeling.17–21 Recent studies have shown that the
analysis of multispectral features in the frequency
domain can be more directly related to the intrinsic
attributes of the underlying pathologies compared to
the spatial domain.17,18,22,23 Feature engineering in
the frequency domain has indeed been applied toward
suppression of information less relevant to the outcome
and simultaneous enhancement of data driving the
desired outcome.17,18,22–27
Multiresolution and filter-based radiomic analyses such as wavelet transform,17,18,28,29 discrete
orthonormal stock-well transform,30,31 Law’s textural
information,19 and Gabor filter banks20,21 are examples
of such frequency-based analysis approaches.
Previously, we demonstrated that radiomic features
extracted from gross tumor volumes (GTVs) delineated
on contrast-enhanced computed tomography (CE-CT)
images of oropharyngeal squamous cell carcinoma
(OPSCC) patients can be used to construct a highly
sensitive and specific classifier for characterization and
prediction of human papillomavirus (HPV) status.32,33
Here, we are investigating whether frequency analysis
of CE-CT images might provide information to enhance
the predictive value of the radiomics-based model
for classification of HPV+/– in patients with OPSCC.

We performed frequency analysis of CE-CT datasets
to determine which frequencies were most closely
associated with HPV+/– status. We then constructed
least-absolute-shrinkage-and-selection-operation combined with a generalized linear model (Lasso-GLM)
based classifiers for prediction of HPV status in OPSCC
patients using radiomic features extracted from the
image datasets. The prediction performances of the
classifiers (with and without frequency filtering) were
compared using ROC analyses.

2

METHODS

2.1
Patient population, HPV detection,
and imaging characteristics
One-hundred-twenty-eight patients with OPSCC and
with known HPV-status (60 HPV+ and 68 HPV–, confirmed by immunohistochemistry-P16-protein/IHC testing) from our institutional head and neck database were
retrospectively evaluated. The retrospective protocol for
this research was approved by our institutional review
board (IRB#: 8751). All patients had tumor biopsies to
evaluate HPV status by p16 IHC testing.34,35 All cases
underwent diagnostic intravenous CE-CT scans of the
head and neck region. Primary GTVs, the focus of the
current work, were delineated by a radiation oncologist based on enhancing lesions on diagnostic CE-CT
guided by Fluorodeoxyglucose (FDG)-Positron Emission Tomography (PET) CT when present. Contouring
was performed using the Eclipse v15.5 treatment planning system (TPS; Varian Medical Systems). CE-CT
images were acquired using a Philips Brilliance Big bore
scanner (Philips Healthcare) with 199–441 mA at 120
kVp, Field of View (FOV) = 23–26 cm, matrix size = 512
× 512, in-plane resolution: 0.41–0.55 mm, with the thickness of 0.9–3.5 mm with 75–140 ml of contrast agent
injected at a rate of 2–3 ml/s, followed by scanning after
a 35 s delay.

2.2

Image preprocessing

Data harmonization, data quantization, and image resegmentation36,37 were performed according to the
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recommendations provided by the image biomarker
standardization initiative (IBSI)37,38 using our in-housedeveloped software system (ROdiomiX39,40 ) as follows:
effects of variable voxel sizes (SNR inconsistency)
from CE-CT images were minimized by resampling the
image voxels isotropically (1 mm3 /voxel) using trilinear interpolation technique.36,37 GTV intensities were
then quantized and uniformly resampled into 64 intensity levels using a fixed bin number (FBN36,37 ) and volume re-segmentation was performed to exclude any
out of range voxels (due to resampling and FBN
quantization).36,37

2.3

Frequency analysis

A 3D frequency spectral analysis was performed on the
GTVs extracted from processed (Section 2.2) CE-CT
images to estimate the HPV+ and HPV– frequency
power spectrums. The largest GTVs encompassing a
rectangular prism were chosen as the reference dimensions. All segmented GTVs were three-dimensionally
zero-padded using the reference dimensions and
a 3D discrete Fourier Transform (3D-DFT, Nyquist
frequency of 0.5 lp/mm; Equation (1)) was used to
sample the tumor information of each patient. f (x, y, z)
in Equation (1), refers to the tumor information of each
patient while L, M, and N refer to the dimensions of
the reference volume of the tumor after zero-padding
(Figure 1a).
F (u, v, w) =

L−1
∑ M−1
∑ N−1
∑
1
f (x, y, z)
LMN x = 0 y = 0 z = 0
(
)
x
y
z
−2𝜋i u +v +w

×e

L

M

(1)

N

T (u, v, w) = F (u, v, w) .H (u, v, w)
fH (x, y, z) =

L−1
∑

M−1
∑

N−1
∑

u=0

v=0 w=0

(2)

3

accepted,the analysis of variance (ANOVA) with Bonferroni adjustment was used as the test of significance to
reveal similar frequency sub-bands. Otherwise, Welch’s
test44 was used.
These statistical techniques were used to identify
dominant frequency sub-bands contributing toward the
prediction of HPV+/– status. A 3D HPV-related frequency filter was designed accordingly. The frequencyfilter was applied on frequency information of the GTVs
followed by a 3D inverse DFT (3D-IDFT; Equations (2)
and (3)) to reconstruct frequency-filtered images with
emphasis on the highest frequency power information
for prediction of HPV status. In Equations (2) and (3),
H(u, v, w), T(u, v, w), and fH (u, v, w) refer to the 3D frequency filter, 3D information of the frequency filtered
images, and the 3D information of the frequency-filtered
GTV in real space after reconstruction, respectively.

2.4

Radiomic feature analysis

Radiomic feature extraction was performed using our
in-house-developed ROdiomiX software system,39,40
which consists of a series of computation cores
designed and validated on the recommendations
provided by the IBSI.36,37 A series of 3D IBSIvalidated radiomic features (192 features, Chebyshev distance = 1.0, 26-connected neighborhoods,
13 unique directions) from 11 feature categories
(Table 1a)36,37 with IBSI recommended aggregation
techniques (Table 1a) were extracted from pre- and
post-frequency filtered CE-CT images of GTVs using
the following four aggregation techniques: (1) ITBB:
features are computed from each 3D directional matrix
and averaged over the 3D directions. (2) IAZD: features
are computed from a single matrix after merging all
3D directional matrices. (3) KOBO: features are directly
computed from a 3D matrix. (4) DHQ4: features are
calculated over the volume of interest.36,37

(
)
u
v
w
+2𝜋i x +y +z

T (u, v, w) e

L

M

N

(3)
Then, for each patient cohort, a 3D frequency
power spectrum was computed from the complex
(real and imaginary)-valued output of the 3D-DFT
(Equation 1). For each frequency channel/sub-band
(u, v, w) frequency distributions were computed on
image datasets for each patient (with known outcome,
HPV+ or HPV–), and the following statistical analyses
were performed on the power spectrum of the data
(real-valued): (1) Levene’s test41 on the mean values
of the frequency distributions to test for homoscedasticity (homogeneity of the variance),41 (2) Kolmogorov–
Smirnov test (confidence level = 95%) of the normality of the distributions,42,43 and (3) If the Levene’s and
Kolmogorov–Smirnov tests’ null hypotheses were both

2.5
Radiomic feature engineering:
Feature analysis, correlation analysis, and
feature ranking
Levene’s test41 was performed on the mean values
of the pre- and post-frequency enhancement radiomic
features to test for homogeneity of the variance. For
each individual feature, based on the results of Levene’s test, either Welch’s test44 or ANOVA was used
(CI = 95%) as a measure of statistically significant
differences between the two groups. Biserial correlation
(BSC)45 between HPV status and the values of each
radiomic feature was also calculated and used as a
threshold (|BSC| > 0.2045 ) for further screening of the
discriminant features. Belsley collinearity diagnostics
test46 was applied on the discriminant radiomic features

4
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TA B L E 1 (a) Eleven different radiomic feature categories, feature category abbreviation, number of features in each category, and image
biomarker standardization initiative (IBSI) aggregation methods. IBSI-recommended aggregation methods for each feature category are:
3D-DHQ4: features are calculated over the volume of interest, 3D-ITBB: features are computed from each 3D directional matrix and averaged
over the 3D directions, 3D-IAZD: features are computed from a single matrix after merging all 3D directional matrices, and 3D-KOBO: features
are computed from a 3D matrix. The number of selected features, optimal L1-regularization (λ), and the minimum deviance for K-fold
cross-validation (KFCV; K = 10) regularization of the two classifiers are shown in the first three rows of (b), respectively. Average values for area
under the curve (AUC), positive predictive value (PPV), negative predictive value (NPV), and corresponding 95% confidence intervals for
random permutation sampling (500 iterations correspond to random divisions of the dataset to training and validation cohorts) for two different
classifiers are shown in (b). One-way ANOVA analysis results for the H1 hypothesis for model performance comparison (PPV and NPV of 500
random permutation tests) are shown in (c)
(a)
No.

Feature category

Abbreviation

No of features

IBSI aggregation

1

Local intensity

LI

2

3D-DHQ4

2

Intensity histogram

IH

22

3D-DHQ4

3

Intensity-based statistical

IBS

17

3D-DHQ4

4

Intensity volume histogram

IVH

7

3D-DHQ4

5

Gray level co-occurrence matrix

GLCM

50 (25+ 25)

3D-ITBB and 3D-IAZD

6

Gray level run length matrix

GLRLM

32 (16+16)

3D-ITBB and 3D-IAZD

7

Gray level size zone matrix

GLSZM

16

3D-KOBO

8

Gray level distance zone matrix

GLDZM

16

3D-KOBO

9

Neighborhood gray-tone difference matrix

NGTDM

5

3D-KOBO

10

Neighboring gray level dependence matrix

NGLDM

17

3D-KOBO

11

Morphological

MORPH

8

3D-DHQ4

(b)
Predictive model

Pre-frequency filtered
lasso-GLM classifier

Post-frequency filtered
Lasso-GLM classifier

No. of features

14

15

Optimal λ (1-SE, KFCV = 10)

0.052

0.062

Minimum Deviance λ
(KFCV = 10)

0.016

0.014

AUC

0.789

0.850

AUC (lower bound)

0.784

0.845

AUC (upper bound)

0.793

0.855

PPV

0.755

0.808

PPV (lower bound)

0.748

0.801

PPV (upper bound)

0.763

0.814

NPV

0.805

0.877

NPV (lower bound)

0.798

0.871

NPV (upper bound)

0.812

0.883

(c)
Performance comparison between the pre- and post-frequency filtered Lasso-GLM classifiers
Mean square
error

F-statistic

p>F

H1

Between groups variation

0.090

17.008

4.031E-05

Rejection

Within group variation

0.005
15.945

6.996E-05

Rejection

Anova
PPV

NPV

Between groups variation

0.079

Within group variation

0.005

for assessing the strength of multicollinearity among
features. Those features with high multicollinearity (with
condition index larger than the default tolerance, 30
and variance-decomposition proportions exceeding

the default tolerance, 0.50)46 were removed from the
analysis. A GLM47 combined with a Lasso48,49 method
for regularization and optimization of model coefficients
(Lasso-GLM) was used to construct two classifiers (pre-
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and post-frequency filtered Lasso-GLM) for prediction
of HPV status.

2.5.1
L1 -regularization for lasso-GLM
analysis and adaptive modeling
A Lasso-GLM with k-fold (k = 10) cross-validation
(CV) technique (Lasso-GLM-KFCV)47–49 was used to
perform L1 -regularization, where a parameter, λ is tuned
to produce the optimal coefficient values in feature
space. For each tuning parameter value (λ), a deviance
value was computed, representing the average error
(mean square error) over all the 10 sub cohorts of the
full dataset (128 cases). The optimal λ, value of λ at
minimum deviance plus 1 standard error, was selected
for the Lasso-GLM for all possible CV folds47–49 for
feature ranking.

2.6
Estimation of predictor’s
performance and generalization error
The generalization error and performance of the classifiers were estimated based on the TRIPOD (Transparent
Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis) guidelines (Type-2a).50
Random Permutation Sampling51 was performed as
follows: the full dataset was split 500 times into training
(67%) and testing cohorts (33%) and for each iteration,
the classifier was trained and evaluated.50,51
Finally,
a
non-parametric
receiver-operatingcharacteristic (ROC) method was implemented and
average values of the area under ROC (AUC), positive
predictive values (PPVs), and negative predictive values
(NPVs) were computed to estimate the generalization
error and performance of the two classifiers.
The generalization error and performance of the
classifiers were estimated using a 10-fold nested CV
technique.52 As shown in Figure 1g, the full dataset
was split into 10 non-overlapping folds and two independent loops (outer and inner loops) were defined. In
the outer loop, for each trial, the data was split into two
folds (training + validation fold and test fold), and for
the inner loop, only the validation + training fold was
used to select and tune the model parameters via a
KFCV technique. This process was repeated 10 times
(Figure 1g, outer loop) and each time an independent
test set was held out for the estimation of the generalization error and performance of the tuned model (in
the inner loop). Finally, a non-parametric ROC method
was employed to calculate the average values of the
AUC, PPVs, and NPVs for all holdout test sets as the
estimate of the generalization error and performance
of the classifiers. This process was repeated twice to
estimate the performance of the two classifiers (preand post-frequency filtered Lasso-GLMs).

2.7

5

Model comparison

The following null hypothesis (H1 ) was tested using oneway ANOVA:
H1 : The mean values of PPV and NPV of the optimal
pre-frequency filtered Lasso-GLM predictor are equivalent to respective values of the optimal post-frequency
filtered Lasso-GLM predictor.

3

RESULTS

Figures 1a and b show different steps of the workflow
for spectral frequency analysis and reconstruction of frequency filtered images of GTVs.
Figure 1c illustrates an axial cut with the cross-section
of the GTV on the CE-CT image before image preprocessing. Figure 1d shows an axial view of the crosssection of the segmented GTV on the CE-CT image
before preprocessing. Figure 1e shows the axial view of
the GTV after isotropic resampling and re-segmentation
of the data. Figure 1f demonstrates an axial view of the
cross-section of the GTV after FBN data quantization
and re-segmentation.
Figure 2a shows the HPV-related frequency spectrum
(pvalue ) constructed from the statistical analysis and test
of significance of different frequency sub-bands in the
range of [–0.5, +0.5] lp/mm as described in Section 2.3.
Figure 2b represents the normalized probability for
HPV classification for GTVs different frequencies in the
range of [–0.5, +0.5] lp/mm. Figure 2b represents the
normalized probability for HPV classification for GTVs’
different frequencies. Figures 2c and d illustrate two
example cross-sections of frequency domains before
and after statistical frequency filtering.
Figure 3 illustrates a series of CE-CT image crosssections of GTVs for 18 different example patients
(9 HPV– and 9 HPV+) before and after frequency
filtering analysis. Among 192 radiomic features, 66
(pre-frequency filtered) and 136 (post-frequency filtered) feature subsets showed high predictive power
(|BSC| > 0.20, and test of significance with CI = 95%).
These feature sets were subjected to a correlation analysis using the Belsley collinearity diagnostics test,46
which further reduced their number of significant features to 44 and 100 for pre- and post-frequency filtered
feature sets respectively. Table 1a shows 11 different
radiomic feature categories and corresponding information such as feature category abbreviation, number of
features in each category, and IBSI aggregation methods. The variation of the value of the Lasso-GLM coefficients as a function of the tuning parameter, λ, for the two
feature sets after L1 -regularization using Lasso-GLM
KFCV (K = 10), yielded two optimal values of λ (0.052
and 0.062 for pre- and post-frequency filtered LassoGLM classifiers, respectively), from which radiomic feature sets were ranked. Figures 4a and b show the

6
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F I G U R E 1 Workflow for zero-padding, 3D discrete Fourier analysis, and statistical analysis of different frequency channels/sub-bands of
gross tumor volume (GTV) is shown (a). The frequency filtering of the GTV information in the frequency domain and 3D inverse discrete Fourier
transform (DFT) for the reconstruction of the frequency filtered contrast-enhanced computed tomography (CE-CT) datasets are shown (b). (c)
illustrates an axial cut with the cross-section of the GTV on the contrast-enhanced CT image before image preprocessing. (d–f) An axial view of
the cross-section of the segmented GTV on the CE-CT images before preprocessing, after 3D isotropic sampling and re-segmentation, and
after 3D FBN (Fixed bin number) data quantization and re-segmentation, respectively. (g) A 10-fold nested cross-validation process that was
used in this study.

Lasso-GLM feature ranking of the pre- and postfrequency filtered radiomic features, respectively at the
optimal L1 -regularization parameters. As noted in Figure 4a, 14 features were found to be statistically significant discriminators between HPV+/– cohorts on prefrequency filtered CE-CT images. Fifteen radiomic features were statistically significant on post-frequency
filtered datasets (Figure 4b). The statistical analysis
of the two patient cohorts revealed that the percentage/ratio of the HPV-related frequency channels
to the number of the entire frequency channels is
approximately 6%.

Figures 4c and d depict ROC curves corresponding to 500 iterations (for all 128 patients) for the
two optimized models. Average values for AUC, PPV,
and NPV corresponding 95% confidence intervals
are shown in Table 1b. Table 1c presents detailed
results for the test of significance related to the H1
hypothesis. Performances for prediction of HPV for
the pre- and post-frequency filtered Lasso-GLM classifiers were: AUC/PPV/NPV = 0.789/0.755/0.805
and 0.850/0.808/0.877, respectively. Nested CV
performances for prediction of HPV for the preand post-frequency filtered Lasso-GLM classifiers

OUTCOME-DRIVEN FREQUENCY FILTER RADIOMICS-BASED MODELING OF HPV
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F I G U R E 2 (a) Example frequency spectrum (pvalue ) cross-section constructed from the statistical analysis and test of significance of
different frequency sub-bands ([–0.5, +0.5] lp/mm) described in Section 2.3. (b) Normalized probability for human papillomavirus (HPV)
classification for gross tumor volumes (GTVs) different frequencies [–0.5, +0.5] lp/mm. (c, d) Two example cross-sections of frequency domains
before and after statistical frequency filtering

were: AUC/PPV/NPV = 0.814/0.725/0.877
0.890/0.820/0.911, respectively.

4

and

DISCUSSION

Frequency-based spectral analysis was used to decompose the tumor intensity and associated textural information into different frequency bands for enhancing
radiomic-based model performance. From Figure 2b,
we can elicit which frequencies are more highly associated with the prediction of HPV+/– status, which might
suggest that inclusion of such frequency information
in the development of radiomics-based models for the
prediction of HPV provides value. Results revealed that
among all eight (out of 11) feature categories: Morphology, IBS, GLSZM, GLDZM, NGLDM, GLCM, GLRLM, and
IH on pre-frequency filtered radiomic datasets, and Morphology, NGTDM, IVH, IH, IBS, GLCM, GLDZM, GLSZM
on post-frequency filtered datasets were statistically
significant for prediction of HPV status. Note that the
intensity-based features (IVH, IH, IBS) became signifi-

cant in the post-frequency filtered datasets, which might
suggest a potential benefit of frequency-based image
analysis toward the development of improved predictive
models. Multicollinearity analysis showed that the number of correlated features was reduced from 148 to 92
in the pre- and post-frequency filtered radiomic feature
sets, respectively, suggesting a benefit of frequencybased image analysis technique toward reduction in
correlations and refinement of the radiomic feature
information. From the ROC analysis (Figures 4c,d and
Table 1b) we find that the variance of the post-frequency
filtered Lasso-GLM is smaller than of the pre-frequency
filtered Lasso-GLM. One can see that the ROC curves
are tighter in Figure 4d than in Figure 4c, and clearly
sensitivity and specificity are both improved. This is in
agreement with the Lasso-GLM KFCV analysis where
the higher λ (λ = 0.062) for the post-frequency filtered
model implies lower variance (higher generalizability with less generalization error) compared to the
pre-frequency filtered classifier (λ = 0.052).
Investigators have previously evaluated the use of
frequency information to extract image characteristics

8
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F I G U R E 3 Contrast-enhanced computed tomography (CE-CT) gross tumor volume (GTV) cross-sections for 18 example patients (9 HPV–
and 9 HPV+) before and after frequency filtering, where HPV refers to human papillomavirus

relevant to the target/outcome of interest. For instance,
Martinez et al.22 utilized the Fourier frequency-spectral
analysis method to evaluate different machine learning
systems for automatic categorization of ovarian tumors
on ultrasound images. Lofstedt et al.53 investigated
GLCM textural analysis for generating textural features
that are invariant from image preprocessing steps (e.g.
image quantization). Other groups27,53–55 have also
recruited Fourier spectral analysis to find the optimal
scale selection method for refinement of the GLCM textural analysis as well as for other tasks in image-based
classification.
Assessment of correlations among features prior
to Lasso analysis enables more robust and stable
regularization in the feature space and hence improved
accuracy in predictive modeling.54,55 We used L1 regularization to control the overfitting problem by penalizing
the model coefficients in Lasso optimization. However,
the Lasso technique is limited. For instance, in a group

of variables where pairwise correlations are high (or
where variables have a high level of multicollinearity),
Lasso will tend to arbitrarily select only one variable
from the entire group. To overcome this limitation, we
utilized the Belsley collinearity diagnostics test46 to
remove the features with a high level of multicollinearity. However, the Belsley test is limited in the small
sample size setting. The Lasso-GLM classifiers developed in this work may be prone to overfitting due to
the small sample size (N = 128). The Lasso method
is also sensitive to the chosen value of the tuning
parameter (penalty term) that constrains the magnitude of the estimated coefficients.47–49 The tuning
parameter controls the amount of regularization, and
selecting the optimal value is an important step since
each parameter value corresponds to a different fitted
model.47–49 To address this issue, we utilized KFCV with
collective deviance.47–49 In order to minimize the effects
of potential feature non-uniformities from different
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F I G U R E 4 (a) Least-absolute-shrinkage-and-selection-operation combined with a generalized-linear-model (Lasso-GLM) feature ranking
of the selected pre-frequency filtered radiomic features in the feature space for the optimal L1 -regularization (λ = 0.052). (b) Lasso-GLM feature
ranking of the selected post-frequency filtered radiomic features in the feature space for the optimal L1 -regularization (λ = 0.062). (c) Receiver
operating characteristic (ROC) curves corresponding to 500 iterations, with each iteration related to a different division of training for the
pre-frequency-filtered radiomic-based Lasso-GLM, and (d) post-frequency-filtered radiomic-based Lasso-GLM.

patient sub cohorts/folds, we used a higher number
of folds (K = 10) in the KFCV Lasso-GLM process
compared to the default number (K = 5) recommended
by the literature.47–49
Model development and validation without the nested
CV uses the same data to train and tune the adaptive
model parameters and evaluate model performance.
Information may thus “leak” into the model and overfit the data. The magnitude of this effect is primarily
dependent on the size of the dataset and the stability of
the model. To minimize this problem, we implemented a
nested CV technique, in which the testing dataset is held
out during training and validation at each of multiple
folds.
Spectral information of the GTVs was interpolated
by taking the DFT of the zero-padded signals. Such
interpolation increases the output resolution of the
DFT and enables frequency processing of different
tumor sizes.56,57 However, interpolation in the frequency
domain may affect information associated with regions
of high variation (e.g. tumor edges) due to partial volume averaging. Sharp changes in the spatial domain
theoretically require infinite bandwidth in the frequency
domain.57,58 Due to computing and memory limitations,
the number of frequency channels must be truncated.

Truncation in the frequency domain manifests as “ringing” (Gibbs) artifacts which result from the description
of a given signal with a fewer number of frequency
bands than ideally required.
Zero-padding the GTV matrices using the reference dimensions prior to DFT (as we have done here)
up-samples the tumor information.This enables description with more frequency bins, however, it does not
resolve the “ringing” artifacts.57 Other approaches
include filtering the GTV images to produce higher
intensity variations at sharp boundaries.57,58 Optimizing
the window size for smoothing frequency information
of sharp edges is in general a challenging task and
requires further investigation.
Image artifacts have the potential to influence
radiomics results59,60 and consequently impact the
results of the Fourier Spectral analysis. Leijenaar
et al.59 assessed the impact of CT artifacts on the performance of the HPV predictor by splitting the dataset
into two different cohorts (CT datasets with and without
dental artifacts affecting the GTVs) and developing two
different models trained with and without these artifacts.
They reported that the AUC values for HPV predictions
from models with and without artifacts were not significantly different for all validation data sets.59 Here we
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inspected CT images of all patients for identification of
streaking artifacts impacting the visibility of the GTVs.
Given that the number of CT slices with dental filling
artifacts was less than 1% of the total number of CT
cuts utilized, we elected not to split the dataset into
separate cohorts (with and without CT artifacts) for preand post-frequency filtered modeling.
Despite the demonstrated promise of radiomics for
use in stratification and predictive modeling, many unanswered questions remain, as discussed previously by
the IBSI.4,38 IBSI guidance is an important first step
toward standardization of algorithms used for extraction of radiomics features from medical images, such
that consistency is achieved between implementations
at different institutions. The next step is to associate
radiomic features with known outcomes in a consistent
and reproducible manner such that reliable connections
can be developed between significant radiomic features
and outcomes for use in clinical modeling. These factors are of known importance in the field of radiomics
and much further investigation is needed to move this
field forward.37,38
Future work will focus on optimization of the sampling
rates of different radiomic feature extractor cores based
on the frequency spectra of image structures to minimize under/over-sampling.

5

CONCLUSION

We developed an outcome-specific, frequency filter to
improve radiomics-based modeling. The overall findings of this study, albeit subject to confirmation in a
larger patient population, demonstrated the promise
of frequency analysis of CT images toward improving
radiomics-based modeling of HPV and differentiation
between HPV+/– cohorts in patients with OPSCC.
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