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ABSTRACT
This paper presents an empirical Bayesian method to esti-
mate regularisation parameters in imaging inverse problems.
The method calibrates regularisation parameters directly from
the observed data by maximum marginal likelihood estima-
tion, and is useful for inverse problems that are convex. A
main novelty is that maximum likelihood estimation is per-
formed efficiently by using a stochastic proximal gradient al-
gorithm that is driven by two proximal Markov chain Monte
Carlo samplers, intimately combining modern optimisation
and sampling techniques. The proposed methodology is illus-
trated with an application to total-variation image deconvo-
lution, where it compares favourably to alternative Bayesian
and non-Bayesian approaches from the state of the art.
Index Terms— Image processing, inverse problems, sta-
tistical inference, empirical Bayes, stochastic optimisation,
Markov chain Monte Carlo methods, proximal algorithms.
1. INTRODUCTION
Image processing problems often require solving a high-
dimensional inverse problem that is ill-conditioned or ill-
posed. Canonical examples include image deconvolution
[1, 2], compressive sensing [3, 4], super-resolution [5, 6], to-
mographic reconstruction [7, 8], inpainting [9, 10], source
separation [11, 12], fusion [13, 14], and phase retrieval
[15, 16]. Solving these challenging inverse problems has
stimulated significant research in the image processing lit-
erature over the past three decades. In particular, convex
imaging inverse problems have received a lot of attention in
the late, leading to significant advances in models, methods,
and algorithms for this class of problems [34].
Most imaging methods to solve inverse problems - whether
formulated in a variational or statistical framework [17], or
otherwise - use regularisation to make the estimation problem
well-posed. In this paper, we focus on the difficult problem of
selecting the values of the so-called regularisation parameters
that control the amount of regularisation enforced [18, 19].
The remainder of the paper is organised as follows. Sec-
tion 2 introduces notation and the class of imaging problems
considered. Section 3 presents the proposed maximum like-
lihood estimation method for selecting the values of regular-
isation parameters. In Section 4, we illustrate the methodol-
ogy with an application to image deconvolution with a total-
variation prior. For comparison, we also present the results
obtained with two alternative approaches from the state of the
art (the non-Bayesian SUGAR method [20] and the hierarchi-
cal Bayesian approach of [19]). Conclusions and perspectives
for future work are finally reported in Section 5.
2. PROBLEM STATEMENT
We consider the estimation of an unknown image x ∈ Rn
from an observation y ∈ Cm related to x by a statistical
model with likelihood function p(y|x) of the form
p(y|x) ∝ exp{−gy(x)} ,
with gy convex and Lipschitz continuously differentiable with
constant L. This class includes important models, such as
Gaussian linear models of the form gy(x) = ‖y −Ax‖22/2σ2,
for a linear operator A ∈ Cm×n and σ2 > 0.
Following a Bayesian approach, we seek to use prior
knowledge about x to improve our estimation results. Here
we model x as a random vector with prior distribution
p(x|θ) = exp{−θ ϕ(x)}/C(θ) ,
promoting solutions with desired regularity properties. These
properties are encoded in ϕ, which we also assume to be
convex, lower semicontinuous and proper, but possibly non-
smooth (e.g., analysis priors of the form ϕ(x) = ‖Bx‖1 with
dictionary B ∈ Rp×n). Finally, for all θ ∈ [0,∞[, we assume
C(θ) =
∫
Rn
exp{−θ ϕ(x)}dx <∞ ,
such that p(x|θ) is a proper density function. Then, using
Bayes’ theorem we obtain the posterior distribution [21]
p(x|y, θ) = p(y|x)p(x|θ)/p(y|θ) ,
∝ exp{−gy(x)− θ ϕ(x)}
(1)
which underpins all inferences about x given y. For example,
the popular maximum-a-posteriori (MAP) estimator given by
xˆMAP ∈ argmin
x∈Rn
gy(x) + θ ϕ(x) . (2)
In imaging problems, (2) is often computed efficiently by us-
ing proximal convex optimisation algorithms involving the
gradient ∇gy and the proximal operator proxϕ (see [22]).
Observe that (1) and (2) are parametrised by θ ∈ R+,
which acts as a regularisation parameter that controls the bal-
ance between observed and prior information. This parame-
ter can significantly impact inferences about x, particularly in
problems that are ill-posed or ill-conditioned. Unfortunately,
identifying good values for θ is notoriously difficult [18, 19].
The Bayesian framework provides two paradigms to
select θ automatically: the hierarchical and the empirical
[21]. In the hierarchical paradigm we incorporate θ into the
model and operate with an augmented posterior p(x, θ|y).
This allows removing θ from the model by marginalisa-
tion, followed by inference on x with the marginal posterior
p(x|y) = ∫R+ p(x, θ|y)dθ. Alternatively, one can also
jointly estimate (x, θ) from y. These two strategies have
been successfully applied to imaging models of the form (1)
in [19], and we use them as benchmark in our experiments.
The empirical Bayesian paradigm, which we investigate
here, estimates θ directly from y by maximum likelihood es-
timation; i.e., given a set of admissible values Θ, we compute
θˆMLE = argmax
θ∈Θ
p(y|θ) , (3)
where we recall that p(y|θ) = ∫Rn p(x,y|θ) dx. This is
equivalent to Bayesian model selection on a continuous class
of models parametrised by θ and selecting the best model-
fit-to-data. Given θˆMLE , we perform inferences with the
so-called empirical Bayes posterior p(x|y, θˆMLE) [21]. Al-
though decision-theoretically suboptimal, empirical Bayesian
approaches are more robust to model misspecification and
can outperform hierarchical approaches as a result.
Empirical Bayesian approaches generally deliver good re-
sults. The challenge, however, is that the marginal likelihood
p(y|θ) is computationally intractable, making the optimisa-
tion problem (3) difficult. The main contribution of this paper
is to propose a stochastic optimisation scheme to solve (3) ef-
ficiently. A main novelty is that the optimisation is driven by
proximal Markov chain Monte Carlo (MCMC) samplers [23].
We emphasise at this point that there are several other
approaches to select the values of the regularisation param-
eters in imaging inverse problems that do not rely on the
Bayesian framework. For an excellent overview of classical
and Bayesian methods please see [24, 18]. More recently,
SURE-type methods based on Stein’s unbiased risk estima-
tors have received a lot of attention [25, 26, 27, 20]; here we
compare with the state-of-the-art method SUGAR [20].
3. PROPOSED EMPIRICAL BAYES METHOD
3.1. Stochastic gradient MCMC algorithm
We now present our method to solve (3). Assume that θˆ is
the unique root of ddθ log p(y|θ) = 0 in Θ, such that, for any
δ > 0, θˆ is the unique solution to the fixed-point equation
θ = PΘ
(
θ + δ
d
dθ
log p(y|θ)
)
, (4)
where PΘ(·) is the projection onto Θ.
If ddθ log p(y|θ(t)) was tractable, we could iteratively
solve (3) by using the projected gradient algorithm [28]
θ(t+1) = PΘ
(
θ(t) + δt
d
dθ
log p(y|θ(t))
)
, (5)
with any non-increasing positive sequence {δt}∞t=1 verifying
lim
t→∞ δt = 0,
∞∑
t=0
δt =∞,
∞∑
t=0
δ2t <∞.
However, because (5) is not tractable, here we propose to
use a stochastic variant of the projected gradient algorithm
based on a noisy estimate of ddθ log p(y|θ(t)). To achieve this
we express the fixed-point condition (4) in terms of expecta-
tion operators. From Fisher’s identity we have that [29]
∇θ log p(y|θ) = Ex|y,θ{∇θ log p(x,y|θ)} ,
where Ex|y,θ is the expectation operator w.r.t. p(x|y, θ).
Then, using that y is conditionally independent of θ given x,
and the identity ddθ logC(θ) = −Ex|θ{ϕ(x)} [30], we obtain
d
dθ
log p(y|θ) = Ex|θ{ϕ(x)} − Ex|y,θ{ϕ(x)} , (6)
where we recall that Ex|θ denotes expectation w.r.t. p(x|θ).
Finally, replacing (6) in (4) leads to the fixed-point equation
θ = PΘ
(
θ + δEx|θ{ϕ(x)} − δEx|y,θ{ϕ(x)}
)
, (7)
that we can solve efficiently by using a stochastic approxima-
tion proximal gradient algorithm (SAPG) [31]. Precisely, we
construct an SAPG algorithm driven by two Markov kernels
Mθ and Kθ targeting the posterior p(x|y, θ) and the prior
p(x|θ) respectively. See Algo. 1 below.
Algorithm 1 Stochastic approx. proximal gradient algorithm
1: Simulate x(t+1) ∼Mθ(t)(x|y, θ(t),x(t)) by using (8),
2: Simulate u(t+1) ∼ Kθ(t)(u|θ(t),u(t)) by using (9),
3: Set θ(t+1) = PΘ
[
θ(t) + δtϕ(u
(t+1))− δtϕ(x(t+1))
]
.
Given the high dimensionality involved, it is fundamen-
tal to carefully choose the kernels Mθ and Kθ driving the
SAPG. Without loss of generality, here we use the MYULA
Markov kernel proposed recently in [32], which is a state-of-
the-art proximal Markov chain Monte Carlo (MCMC) method
specifically designed for high-dimensional convex problems
that are not smooth. These kernels are a variant of the ULA
kernels [33, 34], where the non-smooth term ϕ is replaced by
Table 1. Average mean squared error ± standard deviation obtained for six images with different algorithms in deblurring with TV prior.
Average execution times expressed in minutes.
Method SNR=20 dB SNR=30 dB SNR=40 dB
Avg. MSE Avg. Time Avg. MSE Avg. Time Avg. MSE Avg. Time
θ∗(Oracle) 22.95 ± 3.10 – 21.05 ± 3.19 – 18.76 ± 3.19 –
SUGAR 24.14 ±3.19 15.74 23.96 ± 3.26 20.87 23.94± 3.27 20.59
Marginalization 24.67 ± 3.08 17.27 22.39 ± 3.07 6.31 19.44 ± 3.26 6.77
Empirical Bayes 23.24 ± 3.23 43.01 21.16 ± 3.24 41.50 18.90 ± 3.39 42.85
its Moreau envelope that is continuously differentiable and
whose gradient involves the proximal operator of ϕ. Pre-
cisely, we use the kernels
Mθ : x(t+1) =(1− γ
λ
)x(t) − γ∇gy
(
x(t)
)
+
γ
λ
proxθλϕ
(
x(t)
)
+
√
2γz(t+1),
(8)
and
Kθ : u(t+1) =(1− η
λ
)u(t) +
η
λ
proxθλϕ
(
u(t)
)
+
√
2ηz(t+1),
(9)
where λ, γ, η > 0 are algorithm parameters, proxθλϕ is the
proximal operator of ϕ with parameter θλ, and z(t+1) ∼
N (0, In); and where for variance reduction we use the same
Gaussian random vector to driveMθ and Kθ.
Note that these kernels target regularised approximations
of p(x|y, θ) and p(x|θ) improving the convergence speed of
the algorithm (see [32] for details) at the expense of intro-
ducing an approximation error. As a result, Algo. 1 will
have some asymptotic estimation bias. This error is con-
trolled by λ, γ, and δ, and can be made arbitrarily small at the
expense of additional computing time (see [32] for details).
The bias can also be completely removed by combining (8)-
(9) with Metropolis-Hastings steps, as discussed in detail in
[23]. However, this may significantly deteriorate convergence
speed [32]. A theoretical analysis of the convergence proper-
ties of Algo. 1 is currently under investigation and will be
detailed elsewhere.
3.2. Implementation guidelines
We now provide some practical guidelines for implement-
ing Algo. 1. Recalling that ∇gy is Lipschitz continuous
with constant L > 0, we recommend implementingMθ with
λ = 1/L and γ ∈ (λ/2(Lλ+1), λ/(Lλ+1)). ForKθ, we use
λ ∈ [5, 10] and γ ∈ (λ/2, λ). Regarding the choice of the se-
quence {δt}∞t=1, a standard choice is δt = α t−β/n for some
α > 0 and β ∈ [0.6, 0.9]. We emphasise that these recom-
mendations do not seek to define optimal values for specific
models, but rather to provide general rules that are simple and
robust. For more details please see [32].
4. NUMERICAL EXPERIMENTS
In this section we illustrate the proposed methodology with an
application to image deblurring using a total-variation prior.
For comparison, we also report the results obtained with
SUGAR [20], marginal MAP estimation [19], and by using
the optimal or oracle value θ∗ that minimises the estimation
mean squared error (MSE).
In non-blind image deblurring, the aim is to recover an
unknown image x ∈ Rn from a blurred and noisy observa-
tion y = Ax+w, whereA is a circulant blurring matrix, and
w ∼ N (0, σ2Im). In our experiments, x and y are of size n =
m = 512×512 pixels,A implements a known uniform blur of
size 9×9 pixels, and σ2 is chosen such that the blurred signal-
to-noise-ratio (SNR) is 20 dB, 30 dB, or 40 dB. We use the
model (1) with gy(x) = ‖y −A(x)‖22 /2σ2 and ϕ(x) =
TV (x) (the isotropic total-variation pseudo-norm). We per-
form all experiments on six standard test images (barbara,
boat, flintstones, lena, man and mandrill).
For each image, noise level, and method, we compute the
MAP estimator xˆMAP (given by (2) or the marginalised MAP
in the case of [19]). We then assess the resulting performance
by measuring MSE w.r.t. ground truth and computing time.
These results are reported in Table 11.
We observe from Table 1 that the proposed method per-
forms close to the oracle performance, generally outperform-
ing the other approaches from the state of the art, at the ex-
pense of longer computing times. In particular, the proposed
method performs remarkably at low and medium SNR values
(i.e., 20 dB and 30 dB), and at high SNR values (40 dB) it per-
forms similarly to the marginal MAP method [19]. SUGAR
performs less well in these experiments because it minimises
a surrogate of the MSE that degrades in problems that are ill-
posed or ill-conditioned.
For illustration, Fig. 1 shows the results obtained for two
of the test images and by using each of the methods con-
sidered (the displayed images correspond to the 20 dB SNR
setup). We display a close-up on an image region contain-
ing fine detail and sharp edges. In Fig. 2 we provide fur-
ther details for the boat experiment where we show how θ(t)
1All experiments were conducted on an Intel i7-7700@3.60GHz work-
station running Matlab R2017b.
(a) Original (b) Degraded (c) Emp. Bayes (d) Marginalization (e) SUGAR
Fig. 1. Deblurring with TV prior - Close-up on Boat and Flinstones test images: (a) Underlying image x, (b) blurred and noisy (SNR=20 dB)
image y, (c)-(e) MAP estimators obtained through Empirical Bayes, marginalization and SUGAR methods respectively.
Fig. 2. Deblurring with TV prior experiment with boat: evolution
of the iterates θ(t) and θ
(t)
for the proposed method. The Oracle’s
θ∗ is plotted as a reference.
progresses throughout the iterations. We also define the cu-
mulative mean θ(t) given by
θ
(t)
= (1/t)
t∑
j=1
θ(j).
Finally, note that in all experiments we implemented the
proposed method using Θ = [0.001, 1], initial condition
θ(0) = 0.01, sequence of step-sizes δt = 0.1 t−0.8/n, and
by warm-starting Algo. 1 with 200 burn-in iterations with
fixed θ(t) = θ(0), followed by 2 000 iterations to compute
θˆ. For kernel (8) we used λ = 2 and selected γ based
on the Lipschitz constant L (which depends on σ2), lead-
ing to the values γ20 = 1.82, γ30 = 1 and γ40 = 0.182
for SNR values 20 dB, 30 dB and 40 dB respectively. For
kernel (9) we used λ = η = 5 in all experiments. Also, be-
cause the prior associated with the total-variation norm is not
proper (i.e.,
∫
p(x)dx = ∞), we implemented (9) by using
ϕ(x) = TV (x) + κ‖x‖22 with a small value κ and removed
this correction by importance sampling in Step 3 of Algo. 1.
5. CONCLUSIONS
This paper presented an empirical Bayesian method to esti-
mate regularisation parameters directly from observed data
in imaging inverse problems that are convex. The method
proceeds by maximum marginal likelihood estimation. This
marginal likelihood is computationally intractable, and we
addressed this difficulty by proposing a carefully designed
stochastic optimisation algorithm based on a stochastic ap-
proximation scheme driven by two proximal MCMC kernels.
The proposed methodology was illustrated with an applica-
tion to non-blind image deconvolution, where it achieved
close-to-optimal performance and outperformed approaches
from the state of the art in terms of estimation MSE. A de-
tailed theoretical analysis of the convergence properties of
the proposed methodology is currently under investigation.
Future work will focus on extending the methodology to
problems involving several unknown regularisation parame-
ters, and on reducing computing times by accelerating the
Markov kernels driving the stochastic approximation algo-
rithm.
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