Abstract: A new approach for modeling nonlinear impulsive system is suggested based on nonstandard analysis. Basic properties of the hyperreals in nonstandard analysis are revisited, and extended to define generalized functions via a sequence approach. The extended generalized functions yield a non unique definition for a Heaviside function and the delta function, which are used to characterize a nonsmooth vector field. By using these extended generalized function, a causal way for characterizing jumps in discontinuous systems follows. An example for a simple affine system illustrates the usefulness of this theoretical development.
INTRODUCTION
Impulsive systems are a subclass of hybrid systems where the dynamics of motions are modeled with a continuous vector field in the presence of jumps. Earlier work on impulsive differential equations and their dynamics can be found in Lakshmikantham et al. (1989) , Zavalishchin and Sesekin (1997) and Yang (2001) . These works have successfully build a theory with formal definitions and initial assumptions on the impulsive systems. In addition, fundamental analysis on the system properties of the impulsive systems was thoroughly analyzed in the book, Haddad et al. (2014) . Beyond the theory, it extends to the applications in biological system and ecological system in Grognard (2014) , Verriest (2003) and Verriest and Pepe (2009) . Furthermore, a numerical approach on solving ODEs with discontinuous vector fields can be found in Dieci and Lopez (2012) and Dieci and Guglielmi (2013) .
Generally, there are two types of impulsive system; one with the time of jumping events specified and the other where switching times are implicitly determined by additional state dependent dynamics. By using the classical definition in Lakshmikantham et al. (1989) , the impulsive dynamics is an interaction between the continuous dynamics and the state jumps. The formulation of the impulsive system equation for a scalar case are given aṡ
x(t i +) = g(x(t i −), u(t i −)) if t ∈ ∞ i=0 t i .
The functions f and g are a continuous functions from R×R to R where the domain is T ⊂ R. The sequence {t i } i are times for resetting the state, and x(t i +) := lim The above equations successfully describe how the instantaneous jump should be modeled. However, this classical formulation requires a predefined jump behavior, and so should be called an effect model, since the dynamics are described without modeling the cause of the instantaneous changes.
An exceptional example is when f (x, u) := Ax + Bu is a linear function and g(x(t i −), u(t i −)) := g i + x(t i −) for some constants A, B and g i . If (A, B) is reachable, no additional structure is needed as the g i may be generated by general impulsive input u fed through the read-in matrix B. The above equation can now be modeled without the state jump equation by using the weighted delayed impulse train, as a causation.
where {u i,k } are corresponding control constants satisfying the effect equation and δ (i) s are the i−th derivatives for delta. This example displays that the singular control can be used to design a cause of the instantaneous changes; here we call such a model a causal model. Therefore, to have a full control on the behavior of the effect in more general cases, there is an urge for extending the usage of singular control to the nonlinear cases. However, applying the singular control in nonlinear systems encounters a critical problem since the singular function defined by Schartz distribution have limitations. The powers of δ and the multiplication of δ with a non-smooth function are ill-defined in the Schartz distribution. More details can be found on Gelfand and Shilov (1969) .
The deficiency in the Schwartz distribution theory have been overcame by the new generalized function given by Colombeau (2000) and Colombeau (2011) , which have rigorously defined an algebraic structure on the set of distributions. In Todorov and Vernaeve (2008) , it is shown that the theory of Colombeau algebra can also be interpreted in the language of the non standard analysis(NSA) which was first introduced in Robinson (1967) . The application of this generalized function to the ordinary differential equation can be found in Colombeau (2011) , and Kunzinger and Steinbauer (1998) have adapted the Colombeau algebra to an impulsive gravitational wave equation. In this paper, we also suggest a framework to define the generalized function and its multiplications using the extended time line in NSA.
Another approach to define a causal model for nonlinear impulsive systems is to regard the singular control as a sequence of functions. Miller (1996) and Orlov (1997) have independently shown the existence of a causal model for a nonlinear impulsive system by defining the singular function as a sequence of integrable functions, {u k }, for which its state solution converges to the effect equation, Eqn 2, in the weak * topology. The paper suggests an auxiliary system for the new state w, where 1 0 w(t)dt equals to the jump in Eqn 2, in order to define the sequence of functions {u k } uniquely. Further research based on this formulation can be found in the books in Miller and Rubinovich (2003) and Orlov (2008) . In addition, a sequence based causal model for nonlinear systems has also been studied in Verriest (2014), Bressan Jr and Rampazzo (1991) and Aronna and Rampazzo (2014) . Especially, Verriest (2014) briefly showed a connection to the NSA, which will be formally defined and extended to the space of generalized functions in this paper. See also Verriest (1990) .
In the following sections, the fundamental definitions in NSA are recapped, and a framework to continuize the discontinuous functions is suggested. By using the continuization, a new definition of a piecewise continuous function and its derivatives, such as a δ function, is provided as the extended function in NSA. Next, we show that the multiplication of these functions is well defined and closed in the newly defined space of functions. Finally, we apply this framework to design a causal model for the nonlinear impulsive system especially for the affine system.
PRELIMINARY
In this preliminary section, we define the basic operators used throughout the paper, and summarize the fundamental definitions in NSA. See Goldblatt (1998) for details.
Basic Operators
Let C(R) be a set of continuous function in R and α ∈ R be a fixed constant. Definition 1. (Evaluation operator). A functional, σ t : R R → R is called an evaluation operator at time t ∈ R if σ t (x) = x(t) for an arbitrary function x ∈ R R .
By using the evaluation operator, we define the translation and the scaling operator acting on a continuous functions. Definition 2. (Translation operator and scaling operator). Operators, T α : C(R) → C(R) and S α : C(R) → C(R), are called translation and scaling operators by the factor α, respectively, if σ t (T α (x)) = σ t+α (x) and σ t (S α (x)) = σ αt (x) for ∀x ∈ C(R) and ∀t ∈ R.
The next lemma shows the commutation of these operators. Fix α, β ∈ R to be a constant.
Proof. The proofs are immediate from the definition.
In addition, throughout this paper, we use a new notation for a geometric sequence. Suppose {s · r n } is a geometric sequence with initial value s and the rate r, then r, s := {s · r n }.
Nonstandard Analysis
NSA is motivated from the construction of the reals, R, from the rational numbers, Q, by taking the equivalence classes of the space of the Cauchy sequences with rational numbers. Similarly, the first objective of NSA is to give a proper extension to the R space with the set of real-valued sequences. Let R N be the set of real-valued sequences, and P(N) be the power set on N. A filter on R N is a nonempty collection of F ⊂ P(N) which satisfy the first two axioms.
An ultrafilter is a proper filter which also satisfies the last axiom. By using the Corollary 2.6.2 in Goldblatt (1998) , it can be shown that the equivalence relation ∼ = on R N , r n ∼ = s n iff{n ∈ N : r n = s n } ∈ F is well defined where F is the ultrafilter on N, and {r n } and {s n } are in R N . Let the equivalence class of a sequence {r n } ∈ R N be denoted as r . Definition 4. The quotient set * R := { r : {r n } ∈ R N } is called the extended real space or hyperreal space, and the members of * R are called a hyperreal number.
Since R N can have a sequence with repeated elements, the real space R is a proper subspace of * R. Further, * R is endowed with algebraic structure by defining addition and multiplication by
and an order relation, <, by r < s iff {n ∈ N : r n < s n } ∈ F. (6) Theorem 5. (Hyperreal space as a ordered field). The hyperreal space, * R, +, ·, < , is an ordered field with zero 0 and unity 1
Proof. See Theorem 3.6.1 in Goldblatt (1998) .
One of the strong benefits of having an extended real space is that now there exist elements which are infinitesimally small and also there exist unbounded numbers. Definition 6. (Infinitesimal and unlimited number). An element
n < r} is cofinite, in other words, N − A is finite, for any positive real r ∈ R + , and 0 < {| n |} . An element {E n } ∈ * R is called unlimited if {n ∈ N : |E n | > r} is cofinite for any r ∈ R.
For example, { 1 n } is an infinitesimal since for any positive real number r there exist N ∈ N such that if n > N , then 1 n < r. Similarly, any converging sequence which have its limit point at 0 can be regard as a infinitesimal element in * R, and so there exist uncountably many infinitesimals in * R.
In addition, there are two more important definition for particular subsets of * R which will be used in the next section. Given a hyperreal number b ∈ * R, a subset
Lastly, there exist a well defined surjective mapping, sh : L → R, where L ⊂ * R is a set of limited hyperreals. The evaluation, sh(b), at a given hyperreal b ∈ L is a real number which makes b − sh(b) be an infinitesimal. This image is called a shadow of b, and it is uniquely defined by b.
EXTENDED GENERALIZED FUNCTION
In this section, we introduce a new extended function on a subset of the hyperreal space.
Krylov Hyperreal Space
First, pick α > 1. We start from defining basic modules.
By using the ·, · notation to represent a geometric sequences, we can see that, for any given x ∈ K i , there exist s ∈ R such that x = ( 1 α ) i , s . In this paper, we use this notation to represent Krylov sequences.
Observe that each K i space forms a one dimensional vector space over R and has the following properties.
i , s and since α > 1, x − 0 is an infinitesimal and so x ∈ hal(0) 2 Since each K i is spanned by one basis vector, we define the element, e i = ( j , 1 . By using the sequence multiplication in the hyppereal, we have that e i · e j = 1, (
Now we define a space generated by a set of Krylov bases {e i } N i=0 . By using these spaces, we further define the Krylov hyperreal space.
This space can also be written as ⊕ 
Since V is a Vandermonde matrix and {( 1 α ) i } are all distinct values, V is invertible and so s j = 0. This gives a contradiction. 2 However, the space K N is not closed under the multiplication since e N ·e N = e 2N which is not in K N . Here we define a Krylov hyperreal space which contains all K N sequences.
∈ l 1 } is called a Krylov hyperreal space where l 1 is a space of absolutely convergent real valued sequence.
The space K is a well defined space. Let x n ∈ K then x n = ∞ i=0 s i 1 α ni and so x n ≤ ∞ i=0 |s i | < ∞ for all n since α > 1 and {s i } i is in l 1 . In addition, K is a vector space over R since l 1 is a vector space over the same field.
Observe that, given a t * ∈ K, there exist a representing sequence, {s i } ∈ l 1 , such that the evaluation of the shadow points is equal to s 0 . We call the time domain after the shadow conversion of a Krylov Hyperreal space the sensible time. The finer time line with s 1 , s 2 , · · · in the Krylov Hypperrel space is called insensible time.
Krylov Functions
In this section we define a hyperreal valued function and its restriction function to the Krylov hyperreal space, K. Definition 13. (Hyperreal function and Krylov function) A mapping F :
, · · · where t * ∈ * R and t * = t 1 , t 2 , · · · . In addition, the restriction of F to the Krylov space, K, is called a Krylov function.
The set of hyperreal functions includes the usual extended function in nonstandard analysis since any repeated sequence {f n } where f n = f for all n can generate the extended function. Suppose that f is continuous and t * ∈ K, then the evaluation of the function F , σ t * F = f (t 1 ), f (t 2 ), · · · , is a bounded sequence. By using the the fact that every bounded sequence have a shadow point, we can see that, for given t * ∈ hal(s), the shadow evaluation of F , sh(σ t * F ), is equal to f (s), and this is true for all s ∈ R.
R-sampling of Krylov Function
In this section, we introduce the method of restricting a Krylov function into the corresponding real valued function. Definition 14. (R-sampling) Given a Krylov function F : K → * R generated by a pointwise convergent sequence of continuous functions, a mapping f : R → R is called R-sampled function of F if, for any given s 0 ∈ R, the evaluation f (s 0 ) is equal to sh(σ t * F ) for some t * ∈ K ∩ hal(s 0 ).
Here is an example for the R-sampled Krylov function:
where χ is a characteristic function. Now define a Krylov function as F = u, S α u, S α 2 u, S α 3 u, · · · for some α > 1. The R-sampled function f of F can be characterized by an evaluation of sh(σ t * F ) where t * ∈ K and {s i } ∈ l 1 is the corresponding sequence. By expanding this Krylov Hyperreal number we have t * = s 0 · e 0 + ∞ i=1 s i · e i , and so
. Since α > 1, the evaluation at each time depends on the s 0 values. If s 0 < 0, then we can find a big N > 0 such that if n > N ,
α n(i−1) < 0 and so, by the definition of u, we have that σ t * F = 0 . Similarly, for s 0 > 0, we have σ t * F = 1 . In the case when s 0 = 0, we have
Since s i i ∈ l 1 and u is a continuous function, the sequence σ t * F and u(s 1 ) has a infinitesimal difference. In other words, we can define a R-sampled function f as follows.
This R-sampled function f is not unique since f (0) can take any value of u(s 1 ) ∈ [0, 1]. However, all the R-sampled functions are equal almost everywhere to the pointwise convergent limit, lim n→∞ S α n u, which is the Heaviside function.
The above example shows that the Krylov function, F , is a discontinuous Heaviside function in a sensible time but the continuity still holds at the insensible time, t * .
Shape Function
Here, we define the space of shape functions which characterize continuous behavior at the discontinuity of the Heaviside function.
Definition 15. (Shape function)
A function u ∈ C(R, R) is called a shape function if there exist a function p ∈ C 1 (R, R) where p is strictly monotonic in [0, 1] such that p(0) = 0 and p(1) = 1, so that u = χ (0,1) p + χ [1,∞) .
A typical example for the shape function is by choosing p as a monomial of t with an degree greater or equal to one. In the previous example, we chose p(t) = t. Let U be the space of the shape functions then U contains all the functions where p is a non negative linear combination of polynomial functions. The multiplication operator is closed in U , and so any multiplication of shape functions is still a shape function.
Fundamental Krylov Operators
In this section, we introduce the extended scaling operator and the extended shifting operator. Suppose that F * is a set of Krylov functions. Definition 16. (S <α;1> and T <α;1> operator) A mapping S <an> : F * → F * , where a n ∈ K, is called a Krylov scaling operator if, given F ∈ F * where
In the previous example, we had a function u where u(t) = tχ [0, 1] (t) + χ [1,∞) (t) and the Krylov function F = S α n u ∞ n=0 . By using the Krylov scaling operator, we have a compact expression S <α;1> ( u ) for F . The next proposition helps to construct further generalized piecewise continuous functions.
• T <αγ;β> )F . Hence, T <γ;β> •S <α;1> = S <α;1> •T <αγ;β> . 2
Krylov Heaviside Function and Generalized Piecewise Function
In this section, we generalize the unit step function by defining the extension to the Krylov space. Suppose we have a shape function, u. By using the Krylov scaling operator, one can create a Krylov function S <α;1> u where the sequence converges to the unit step function with the rate say α. Similarly, one can define another Krylov function with the same shape but with a faster rate α 2 , by defining this one as S <α 2 ;1> u. Two Krylov functions are different but both sequences of functions converge to the unit step function. We can generalized this by defining the Heaviside function as an element in the range of Krylov scaling operators where the domain was restricted to the shape space. Definition 18. (Krylov Heaviside function) A function F ∈ F * is called a Krylov Heaviside function if there exist a shape function u and N ∈ Z such that F = S <α N ;1> u. In addition, α N is called a rate of F .
Let H to be a set of all Krylov Heaviside functions and H ∈ H. Theorem 19. R-sampled function for all H ∈ H is the Heaviside function.
Proof. Since H is a hyperreal function and the shape function u is continuous, σ t * S α N ;1 u is limited and converges to u(s 0 ) for t * = ∞ i=0 s i · e i where {s i } ∈ l 1 . If t * is such that sh(t * ) < 0, then sh(σ t * H) equals to 0, and for the case when sh(t * ) > 0 , sh(σ t * H) equals to 1. This confirms that for any shape function u, the R-sampled function is the Heaviside function. 2 By using proposition 17, it can be shown that the Rsampled function of T <1;β> H where β ∈ R is a β-shifted Heaviside function. Any generalized piecewise function can now be defined using the Krylov Heaviside function. Definition 20. A piecewise continuous function f ∈ P C(R) is called a generalized piecewise continuous function if f is a R-sampled function of linear combinations of shifted Krylov Heaviside functions and a continuous function.
Delta Function
In this section, we define a derivative of the Krylov Heaviside function as a singular function. Let H be a Krylov Heaviside function and u be its shape function. By lemma 3, we can see that for a shape function u(t) = tχ [0, 1] 
This δ function is one particular type of derivative of a Krylov Heaviside function for which the shape function u was the ramp function. Taking powers of the above definition for δ, we can derive that
The multiplication of the singular function δ is now well defined with the composition of Krylov operators. This definition is now used to solve the impulsive affine system in the next section.
APPLICATION TO IMPULSIVE AFFINE SYSTEM
Suppose that we have a impulsive affine system with a singular control, then the dynamics are given with u as a function of singular controls, with the initial condition x(0−) = c.ẋ = f (x) + g(x)u (10) Let u = δ, then the right hand side only have the first order singularity. Therefore, the solution should consist of two parts, one with the continuous part and the other with the discontinuous part. The proposed form of the solution is x(t) = x c (t) + a 0 · H(t) where a 0 is the jump at time t = 0, x c is the continuous function, and H is the Krylov Heaviside function. The Equation (10) contains the singular function δ which can be defined with Equation (8). The speed of convergence α can be determined from the definition of given δ in the equation, and so the generalized solution can be x(t) = x c (t) + a 0 · S α;1 w where x c , a 0 and the shape function w are left as unknown.
The derivative of x(t) givesẋ(t) =ẋ c (t)+a 0 α; 1 S α;1 Dw. Also, by substituting x(t) to the right hand side will give another generalized function with the Krylov operators.
By evaluating on the Krylov Hyperreal timeline, one can convert the generalized impulsive affine system into a set of continuous differential equation for x c and w with the boundary condition x(0−) = c, w(0) = 0 and w(1) = 1. The next example shows how this can be used in a simple impulsive affine system.
EXAMPLE
Let us assume that we have an impulsive effect equation where f (x, u) ≡ 0 and g(x(t i −), u(t i −)) = x(t i −) · e in the Equation (1) and (2). The jump is proportional to the state and so the linear model with the singular control cannot be applied. Therefore, we model the equivalent causal system by using the Krylov method for the impulsive affine system. For the simplicity reason, assume that there exist only one jump at t = 0. Now, solvė x = 0 + xu where u = δ with initial condition x(0−). The Krylov based solution has a form such that x(t) = x c (t) + a 0 · S α;1 w and δ = α; 1 (I−T 1 α ;1 )S α 2 ;1 u. Assume that we are using the shape function, u(t) = tχ [0, 1] 
The right hand side and the left hand side are xδ = x c · α; 1 (I − T 1 α ;1 )S α 2 ;1 u +a 0 S α;1 w · α; 1 (I − T 1 α ;1 )S α 2 ;1 u x(t) =ẋ c (t) +a 0 α; 1 S α;1 Dw First observe that the evaluation at t * ∈ K for sh(t * ) = 0, gives that σ t * ẋ c = 0, which after R−sampling, it shows that x c is a constant function. By the initial condition, x c (t) = x(0−). Now by factoring out the unlimited number, α; 1 , we reduce the equation to a 0 S α;1 Dw = x c ·(I − T 1 α ;1 )S α 2 ;1 u + a 0 S α;1 w · (I − T 1 α ;1 )S α 2 ;1 u Taking the left inverse of Krylov scaling operator, S 1 α ;1 , the above equation can be simplified to a 0 Dw = x c ·(I − T 1;1 )S α;1 u + a 0 w · (I − T 1;1 )S α;1 u Therefore, for t * where sh(t * ) ∈ (0, 1), the right hand side is equal to x(0−) + w(t) where x c = x(0−). In addtion, we can also see that for sh(t * ) / ∈ (0, 1), the right hand side is equal to 0 which coincide with the condition for the shape function w. The continuous differential equation is now . Now the resulting jump equation can be written as x(0+) = x(0−) · e Here, we confirm that the Krylov approach did find the equivalent effect model in sensible time line. More interesting fact in this example is that, by using the Krylov based approach, we have not only found the corresponding effect equation but also found the corresponding shape function w for the infinitesimally small period, insensible time, at the discontinuity. The Figure 1 shows the plot of two different shape function in the interval [0, 1] where w is obtained from the solution, and u is given as a ramp.
CONCLUSION
In this paper, a new framework of generalized function was defined using the method in non standard analysis. By properly defining the Krylov space, and the generalized Heaviside function on the space, the authors suggest a way to design a causal model for the impulsive affine system. In addition, a non unique definition for the Heaviside function and the singular functions was presented which gives freedom to modelling the behavior at the infinitesimally small time on the discontinuous event.
