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1. NOTATIONS AND DEFINITIONS 
In this paper, we are concerned with the following multilevel programming problem (MI’(I)): 
mzy fl (51, f2 (x2, f3 ($3,. . .))>, where 22 solves, 
mzy f2 (22, f3 (23, f4 (24,. . .)I), where x3 solves, 
gy fi-lh-1, f&a)), 
mzy fi(z& 
subject to g(xl, . . . , xl) 5 0. 
where xl solves, 
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In this problem, a lower-level decision maker only reports the value of his objective function to 
the upper-level decision maker. Therefore, the multiple reactions of a lower level would not lead 
to any uncertainty for the upper-level decision making. So the assumption that the lower level’s 
reactions are unique with respect to any strategy given by the upper level is not required, which 
is a basic assumption for most of the published papers on multilevel programming. (MP(Z)) 
is called a multilevel program with dominated objective functions. One can refer to [l-7] for 
a detailed discussion on multilevel programming. And the investigation of case with multiple 
reactions of lower level can be found in [6]. 
Denote 
b {(a,. . . ,a) I 9 (a,. . . ,a) 5 0). 
5’ is called the constrained set of (MP(Z)). 
For 31,. . . , ~1-1 given by the first to the (Z-first)-level decision makers, the Zth-level decision 
maker’s decision problem is equivalent to the following maximization problem: 
Therefore, ((32.1,. . . ,i&_l,z~) 1 (31,. . . , ~1-1, q) E 5’) is a subset of the Zth-level permissible set. 
Denote 
J1 (iq,. . . ,3&l) A {(a ,**.rQ-1721) I (~lcl,...,~l-l,~Z) E S}, 
x : ((31,. . . ,fl_l) 1 3x1, such that g (&, . . . , z?l_l,sl) 5 0). 
The Zth-level permissible set is 
U Jl(a,.-.,%-I), 
(21 ,...,sLl)EX 
which is actually the set S. For simplicity, we denote the Zth-level permissible set by 
Jl (xl,. . . , Q-1) k {(Xl ,..‘,Q) I h,...,Q) E S). 
Note that Jl(zl,. . . , x1-1) denotes different permissible sets depending on whether or not x1, . . . , 
q-1 are fixed. When ~1,. . . ,bxl_l are not fixed, Jl(q, . . . , q-1) denotes the Zth-level permissible 
set. Otherwise, it denotes the permissible subset with respect to the given (~1,. . . ,x1-1). In the 
sequel, we use 21 or x; to denote a given xi to distinguish whether or not xi is fixed. We assume 
that (21, . . . ,%‘1_1) E x. 
For a given (31, . . . , LQ-~), the Zth-level feasible region is 
&(G,...,fl-1) 
,%l,xf) / 4 Earg{%y h(n): (%,...,C-1,x1) E Jl(%,...,&-I)}}. 
Therefore, we can denote the Zth-level feasible region by 
21 (Xl,. . . ,X&l) A (Xl,.. mzyfi(xz): (xI,...,Q) E J~(x~,~.~~Q-I) . 
We can define the other level permissible sets and feasible regions similarly as follows: 
Z-first-level permissible set, 
4-i (xi,. . . ,x1-2) b (Xl,...,Q) bl,...,XL) E ~~(~l,...,~~-l) ; 
> 
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l-first-level feasible region, 
zz-1 (Xl,. . ., Q-2) 
A (Xl,... 
{ 
,x1) (xl-l,a)Earg 
{ 
mm h-1 (XL-1,~) : (XI,. 
fl--lJl 
second-level permissible set, 
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J2(&{(x1 ,..., x4(51 ,‘.‘, .,,wx,,,,,>; 
second-level feasible region, 
ZZ(Q) 2 
{ 
(n,...,~) (22,...,4 E arg ma f2(~2,...,4: (a,...,~) E J2(21) ; 
52,...,11 
first-level permissible set, 
JS{(Zi ?..., z+Di ,...I 21)EZ2(XI)}. 
DEFINITION 1. The first-level permissible set JI is called the feasible region of (MP(1)). 
It is obvious that JI = &(x1) C &(x1) = 23(x1,22) C ... = &(x1,. ..,xl-1) C Jl(xl,. .., 
X1-1) = s. 
DEFINITION 2. (XT,. . . ,x;) is called an optimal solution of (Ml’(Z)) if (x1;, . . . , xr) E J1 and if 
fib;,.. .7x;> L fl(Zl,...,X1), 
foranygiven (xl,...,xl) E J1. 
2. MAIN RESULTS 
Assume that (MP(I)) has at least one optimal solution. 
THEOREM 1. If fk is a strictly increasing function of fk+l for k = 1,. . . ,l - 1, then solving 
(MP(2)) is equivalent to solving the following one-level optimization problem (P): 
max fl (a, fz (22,. . .I>, 
~l,...,~i 
subject to S(XL..,Xl) IO. 
PROOF. First, we show the following. 
(a) The optimal solution set of (ME’(Z)) includes the optimal solution set of (P). 
Let (XT,... , xt ) be an optimal solution of (P). Thus, for any (xy , . . . , xp) E 2, (xy ), we have 
flc6, f2 (4 7 . . .I) 2 fl(4, f2 (4,. . .)) . 
Hence, to prove (a), we only need to prove 
(XT,..., a$) E zk(z;, . . .,&I), fork=2,...,1. 
If this were not true for k = 1, i.e., (XT,. . . ,xt) $ &(x;, . . . ,x;_~), there would exist 
(XL.. . ,x;_l,q E Zl (x;, . . . ,$I) 
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such that 
fi (2’1) > fl b;) . 
Since fi-1 is a strictly increasing function of fr, we have 
Because each fk is a strictly increasing function of fk+i for k = 1,. . . ,l - 2, we can get, by an 
induction, 
fl(Lf2(&.., h-1 (&, fi (2.1)) . . .)) > fl (34, f2 (&. . .1 h-1 (&, fi cq> . . .)) . 
This contradicts the assumption that (CC;, . . . , zr) is ‘an optimal solution of (P). Therefore, 
(x7,. . . ,xF) E 4(x;, . . . ,&). 
Similarly, we can prove 
(XT,..., XT) E zk (&*&-1), fork=l-1,...,2. 
Next, we show the following. 
(b) The optimal solution set of (P) includes the optimal solution set of (MP(1)). 
Let (XT,. . . , xf) be an optimal solution of (MP(1)). If (zr , . . . , cc;) were not any optimal 
solution of (P), then there would exist an optimal solution (51,. . . , 51) of (P) such that 
fl (C, f2 (52, . . . I h-1 (5-1, fz (5)). . *)I > fl (XT, f2 (x;, . . .7 h-1 (x:-l, fi cx;,> * * .)) . 
From (a), we know that (531,. . , 2.1) would be an optimal solution of (MP(Z)). But by Definition 2, 
(XT,. *. , zr) could not be any optimal solution of (MP(Z)), w ic contradicts the assumption that h h 
(G,..., xr) is an optimal solution of (MP(1)). Therefore, (x);, . . . ,x7) is an optimal solution 
of (P) . The proof is completed. 
Based on the above theorem, we can propose a numerical method to solve a multilevel pro- 
gramming problem with dominated objective functions. 
Because dynamical programming is another approach to deal with multistage decision making 
problems. One question would be asked: is there any relationship between a multilevel pro- 
gramming problem and a dynamical programming problem? In the sequel, we explore a relation 
between (MP(1)) d an an appropriate dynamical programming problem. We denote a dynamical 
programming problem with 1 stages by (DP(1)). 
Now we observe each level of (MP(l)) as a decision stage. For a given (31,. . . ,2k), the 
constraint set 
g(~l,...r~k,Zk+l,...,x~) 50 
can be viewed as the state of the (k + l)th stage, denoted as Sk+i. It is obvious that Sk+1 is 
uniquely determined by Sk and xk except the final state $+I. We denote this relation as 
Gk (xk, Sk, Sk+11 = O* 
If this relation can be explicitly expressed as 
Sk+1 = Tk (Sk, xk) , 
then Tk is called the state transformation equation from stage k to stage k + 1 in dynamical 
programming. 
Based on the above discussion, we have the following theorem on the relation of (MP(Z)) and 
(DP(l)). 
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THEOREM 2. If fk is a strictly increasing function of &+I for k = 1,. . . , I - 1, and if the relation 
Gk(x~,S~,S~+~)=Oc~beexplicitlyexpressedasS~+~=T~(S~,x~)foreachk=1,...,1,then 
an optimal solution of (MP(Z)) can be found by solving a corresponding(DP(1)). 
PROOF. Suppose the conditions in Theorem 2 are satisfied. By Theorem 1, solving (MI’(Z)) is 
equivalent to solving the following one-level programming problem (P): 
max fl (Xl, f2 (x2, f3 (53,. . . , h-1 (X1-1, h(l)). . .))) , 
subject to 9(Xl,...,X1) IO. 
On the other hand, the two conditions that 
(1) fk is a strictly increasing function of &+I for k = 1, . . . ,1 - 1, and 
(2) the relation Gk(zk,Sk,Sk+l) = 0 can be explicitly expressed as Sk+1 = Tk(Sk, Xk) for 
each k= l,... ,1 - 1 are sufficient conditions for (P) to be a (DP(1)) (see [l]). 
Therefore, an optimal solution of (MP(1)) can be found by solving the corresponding (DP(1)). 
The proof is completed. 
Actually, we can solve (MP(I)) by the typical backward method of (DP(Z)) as follows: 
fi (SZ) = yxfz (xz)~ 
fz-l(SZ-1) = yh (XI-17 fz (Sz)) 7 
where xl solves $+I = Tl (Sl , xl) , 
where xl-1 solves Sl = T~_1(,!3~_1,r~l_~), 
. . . . . . . . . . . . . . . . . . 
fk (Sk) = m$X.fk (Xkr fk+l (sk+l)) , where xk SOlVeS &+I = Tk (Sk, Xk) , 
. . . . . . . . . . . . . . . . . . 
h(S) = yx.fl (Xl, fi (SZ)), where x1 solves ,572 = Tl (S1, x1) , 
where f(Sk) is called the overall objective function of the stage k of (DP(1)). 
For example, we consider (MP(3)): 
max 
z .fl = -e-” + 2 (f - z) = -eb2 + y - 2z, 
where y solves, 
max 
Y 
where z solves, 
max 
z f3 = -;, 
subject to x+y+z<l, x, y, z 2 0. 
From Theorem 1, this three-level programming problem is equivalent to the following nonlinear 
programming problem (P) : 
max 
~,YJ 
fi = -e-” + 2 (t - z) = -_e-” + y - 2z, 
subject to x+y+xI’l, X,YJ 10. 
Although (P) looks simpler than (MP(3)) in mathematical formulations, one can observe that 
it might be easier to solve (MP(3)) via a dynamical programming approach than to solve (P) 
directly. 
Take (MP(3)) as a (DP(3)). Let SI, SZ, Ss, S4 denote the states. The state transformation 
equations are defined by S3 = z, Ss + y = S2, S2 + x = SI = c, where c is a parameter. So we 
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have z = Ss, 0 L: y 5 Sz, 0 < x 5 5’1 = c. Therefore, we can deductively obtain 
+2f3(s3)= m?U ‘-s2+y 
WvlSz 2 
= max -e-” - x + S1 
o<z<sz -- 
= -e --2 -x+c. 
From (-eTz - x + c)’ = e-” - 1= 0, we have 
x* = 0, fi*(Sl) = -1+ c, y* = s, = s1 - x* = c, 
fi* (S2) = ;, .z* = s3 = s2 - y* = 0, f3* (S3) = 0. 
Let c = 1. We get the optimal solution of (DP(3)). 
(x*, y*, z*) = (0, LO), 
It is easy to verify that this solution is also an optimal solution to (MP(3)). 
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