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Abstract
Dependence properties of occupancy numbers in the balls and bins experiment are studied. Applying
such properties, we investigate further dependence structures of order statistics X1:nX2:n · · · Xn:n
of n independent random variables X1, X2, . . . , Xn with possibly different distributions. For 1 i < j1 <
j2 < · · ·<jr n and ﬁxed (x1, . . . , xr ), we show that P(Xj1:n >x1, Xj2:n >x2, . . . , Xjr :n >xr |Xi:n > s)
is increasing in s, and that if event Ai,s is either {Xi:n > s} or {Xi:ns} then P(Xj1:n >x1,
Xj2:n >x2, . . . , Xjr :n >xr |Ai,s) is decreasing in i for ﬁxed s. It is also shown that in this situation, if
each random variable Xk has a continuous distribution function and if Ai,s is either {Xi−1:n < s <Xi:n} or
{Xi:n = s} then P(Xj1:n >x1, Xj2:n >x2, . . . , Xjr :n >xr |Ai,s) is decreasing in i for ﬁxed s. We thus com-
plement and extend some results in Dubhashi and Ranjan [Balls and bins: a study in negative dependence,
Random Struct. Algorithms 13 (1998) 99–124] and Boland et al. [Bivariate dependence properties and order
statistics, J. Multivar. Anal. 56 (1996) 75–89].
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The notions of negative dependence (except in the bivariate case) are not the mirror image
of those of positive dependence. The structures of negative dependence for multivariate distri-
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butions can be more complicated. Several notions of negative dependence have been introduced
in the literature. Among them are negatively associated (denoted by NA [10]), negatively de-
pendent through stochastic ordering (denoted by NDS [4]), strongly multivariate reverse regular
of order 2 [12], negatively supermodular dependent [7], and others. Dubhashi and Ranjan [6]
introduced the following notions of negative regression dependence given in Deﬁnition 1.1, and
advocated their use as a simple and unifying paradigm for the analysis of random structures and
algorithms.
Recall that a random vector X = (X1, . . . , Xn) is said to be smaller than another random vector
Y = (Y1, . . . , Yn) in the usual stochastic order, denoted by X stY, if E[(X)]E[(Y)] holds
for all increasing functions  for which the expectations exist (see [18, Section 4B]). Also, we
denote by [X|A] any random vector/variable whose distribution is the conditional distribution of
X given event A.
Deﬁnition 1.1. Let X = (X1, . . . , Xn) be a random vector. X is said to be
(a) negative regression dependent (NRD) if
[(Xi, i ∈ I )|Xj = xj , j ∈ J ]  st [(Xi, i ∈ I )|Xj = x∗j , j ∈ J ],
where xj x∗j for j ∈ J , and I and J are any disjoint subsets of {1, . . . , n};
(b) negative left tail dependent (NLTD) if
[(Xi, i ∈ I )|Xj xj , j ∈ J ]  st [(Xi, i ∈ I )|Xj x∗j , j ∈ J ],
where xj x∗j for j ∈ J , and I and J are any disjoint subsets of {1, . . . , n};
(c) negative right tail dependent (NRTD) if
[(Xi, i ∈ I )|Xj > xj , j ∈ J ]  st [(Xi, i ∈ I )|Xj > x∗j , j ∈ J ],
where xj x∗j for j ∈ J , and I and J are any disjoint subsets of {1, . . . , n}.
The above notions of negative dependence reﬂect the intuition that if a set of negatively depen-
dent random variables is splitted into two subsets in some manner, then one subset will tend to
be large when the other subset is small and vice versa. In Deﬁnition 1.1, by conditioning on one
random variable instead of a set of random variables, we get the other three notions of negative
dependence, denoted by NRD1, NLTD1 and NRTD1, which were considered by Hu and Yang
[8]. NRD1 is also termed as NDS in [4]. Hu and Yang [8] gave three structural theorems which
state the conditions under which the underlying random vectors are NRD1, NLTD1 and NRTD1,
respectively.
Dubhashi and Ranjan [6] claimed in their Proposition 24 that the implication NRD ⇒ NLTD
and NRTD is in the positive. However, the proof of Proposition 24 is not correct. There is one big
gap there. The relationships among NRD, NLTD and NRTD are still under our investigation. It
is worthwhile to mention that there is no relationship between NRD and NA [10,8].
Consider the following balls and bins experiment. Suppose we throw m balls into n bins in-
dependently. The probability that ball k goes into bin i is pi,k , subject only to the natural re-
striction that for each ball k,
∑n
i=1 pi,k = 1. For each i = 1, . . . , n, let Bi denote the number
of balls in bin i. Here, B1, . . . , Bn are often referred to as occupancy numbers, and have a gen-
eralized multinomial distribution. This is a classical probabilistic paradigm that underlies the
analysis of many random structures and algorithms (see [15,16]). In the case when the balls are
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identical, that is, pi,k does not depend on k for each i, this gives rise to the well-known multino-
mial distribution. Dubhashi and Ranjan [6] proved that the vector of occupancy numbers, B =
(B1, . . . , Bn), is NRD, and then they claimed that B is also NLTD andNRTD by using their wrong
Proposition 24.
The purposes of this paper are twofold. The ﬁrst one is to establish dependence properties,
including NLTD and NRTD properties, of occupancy numbers in the balls and bins experi-
ment (Theorem 2.2), complementing some results in Dubhashi and Ranjan [6]. The second
one is to apply such properties to investigate further dependence structures of order statistics
X1:nX2:n · · · Xn:n of n independent random variables X1, X2, . . . , Xn with possibly dif-
ferent distributions. For 1 i < j1 < j2 < · · · < jrn and ﬁxed (x1, . . . , xr ), we show
that P(Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:n > s) is increasing in s, and that if event
Ai,s is either {Xi:n > s} or {Xi:ns} then P(Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Ai,s)
is decreasing in i for ﬁxed s. It is also shown that in this situation, if each random variable
Xk has a continuous distribution function and if event Ai,s is either {Xi−1:n < s < Xi:n} or
{Xi:n = s} then P(Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Ai,s) is decreasing in i for ﬁxed s.
We thus extend some results in Boland et al. [5]. The main results are given in Sections 2 and 3,
respectively.
Throughout the paper, the terms ‘increasing’ and ‘decreasing’ mean ‘non-decreasing’ and
‘non-increasing’, respectively. A real function on n will be called increasing [decreasing] if it is
increasing [decreasing] in each variable when the other variables are held ﬁxed. All expectations
are implicitly assumed to exist whenever they are written. When an expectation or a probability
is conditioned on an event such as Bi = bi , we assume that bi is in the support of Bi . For any set
J, denote its cardinality by |J |.
2. Negative dependence in the balls and bins experiment
Consider the experiment with m balls {1, 2, . . . , m} and n bins {1, 2, . . . , n} as described in
Section 1, and let B1, B2, . . . , Bn be the occupancy numbers. The following theorem is due to
Dubhashi and Ranjan [6].
Theorem 2.1. The random vector B = (B1, B2, . . . , Bn) is NRD.
The main result in this section, Theorem 2.2, is stronger than Theorem 2.1. To state and
prove it, we ﬁrst introduce some notation and give one lemma. For each k ∈ {1, 2, . . . , m},
let B(k)1 , B
(k)
2 , . . . , B
(k)
n denote the occupancy numbers in the experiment with m − 1 balls
{1, 2, . . . , m}\{k} and n bins {1, 2, . . . , n}. For any J ⊂ {1, . . . , n} and function  : |J | → ,
{Bj bj , j ∈ J }, {Bj bj , j ∈ J } and (Bj , j ∈ J ) are abbreviated by BJ bJ , BJ bJ and
(BJ ), respectively. The notation B(k)J bJ , B
(k)
J bJ and (B
(k)
J ) has a similar interpretation.
The following lemma is a restatement of Lemma 39 in [6].
Lemma 2.1. Let K and L be two disjoint proper subsets of {1, 2, . . . , n− 1}, where K may be an
empty set, and let 1 ⊂ {1, 2, . . . , m}|L| and 2 ⊂ {1, 2, . . . , m}|K|. Then
P(BL ∈ 1|BK ∈ 2, Bn = bn + 1) mmax
k=1 P
(
B(k)L ∈ 1|B(k)K ∈ 2, B(k)n = bn
)
holds for any nonnegative integer bn.
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Theorem 2.2. Let I, J,K and L be four disjoint subsects of {1, 2, . . . , n}, where one or two of I,
J and K may be an empty set. Then for any increasing function  : |L| →  and all nonnegative
integer vectors bI ,bJ and bK ,
E[(BL)|BI bI ,BJ bJ ,BK = bK ]
is decreasing in bI ,bJ and bK .
Proof. Let I, J,K and L be disjoint subsets of {1, . . . , n} and let  : |L| →  be an increasing
function. It sufﬁces to prove that for any ﬁxed a ∈ , the conditional probability
(bI ,bJ ,bK)
≡ P[(BL) > a|BI bI ,BJ bJ ,BK = bK ] is decreasing in (bI ,bJ ,bK). (2.1)
To prove (2.1), we will need the following inequality:
P
[

(
B(m)L
)
> a
∣∣∣B(m)I bI ,B(m)J bJ ,B(m)K = bK]
P [(BL) > a|BI bI ,BJ bJ ,BK = bK ] (2.2)
for all a ∈ , m2 and any nonnegative integer vectors bI ,bJ and bK . Fix the number n of bins.
We now prove (2.1) and (2.2) synchronously by induction on m, the number of balls.
For m = 1 or 2, (2.1) and (2.2) are trivial. Assume that (2.1) and (2.2) holds for the experiment
with m − 1 balls {1, 2, . . . , m − 1} and n bins {1, 2, . . . , n}. Then
P
[

(
B(m)L
)
> a
∣∣∣B(m)I\{i0}bI\{i0}, B(m)i0 bi0 − 1,B(m)J bJ ,B(m)K = bK
]
P
[

(
B(m)L
)
> a
∣∣∣B(m)I\{i0}bI\{i0}, B(m)i0 bi0 ,B(m)J bJ ,B(m)K = bK
]
(2.3)
for a ∈  and some i0 ∈ I . We now turn to prove that (2.1) and (2.2) for the balls and bins
experiment with m balls {1, 2, . . . , m}.
Step 1: First we prove that (2.2) holds for the balls and bins experiment with m balls. Deﬁne
the Bernoulli random variables Bi,m for i = 1, . . . , n:
Bi,m =
{ 1 if ball m goes into bin i,
0 otherwise.
Without loss of generality, assume that I, J,K and L are not empty sets. Then
P[(BL) > a|BI bI ,BJ bJ ,BK = bK ]
= P[(BL) > a,BI bI ,BJ bJ ,BK = bK ]
P(BI bI ,BJ bJ ,BK = bK ]
=
∑n
i=1 P[(BL) > a,BI bI ,BJ bJ ,BK = bK |Bi,m = 1] P(Bi,m = 1)∑n
i=1 P[BI bI ,BJ bJ ,BK = bK |Bi,m = 1] P(Bi,m = 1)

n
min
i=1
P[(BL) > a,BI bI ,BJ bJ ,BK = bK |Bi,m = 1]
P[BI bI ,BJ bJ ,BK = bK |Bi,m = 1] . (2.4)
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Since ball m may go into any bin in the index set I, J,K or L, four cases arise:
• If the minimum in (2.4) occurs for some l0 ∈ L, then
P[(BL) > a|BI bI ,BJ bJ ,BK = bK ]

P
[

(
B
(m)
l0
+ 1;B(m)L\{l0}
)
> a,B(m)I bI ,B
(m)
J bJ ,B
(m)
K = bK
]
P
[
B(m)I bI ,B
(m)
J bJ ,B
(m)
K = bK
]
= P
[

(
B
(m)
l0
+ 1;B(m)L\{l0}
)
> a
∣∣∣B(m)I bI ,B(m)J bJ ,B(m)K = bK]
P
[

(
B(m)L
)
> a
∣∣∣B(m)I bI ,B(m)J bJ ,B(m)K = bK] ,
where the last inequality follows from the monotonicity of , and (B(m)l0 + 1;B
(m)
L\{l0}) is the
value of function  at point B(m)L with l0th component being B
(m)
l0
+ 1.
• If the minimum in (2.4) occurs for some i0 ∈ I , then
P[(BL) > a|BI bI ,BJ bJ ,BK = bK ]

P
[

(
B(m)L
)
> a,B(m)I\{i0}bI\{i0}, B
(m)
i0
bi0 − 1,B(m)J bJ ,B(m)K = bK
]
P
[
B(m)I\{i0}bI\{i0}, B
(m)
i0
bi0 − 1,B(m)J bJ ,B(m)K = bK
]
= P
[

(
B(m)L
)
> a
∣∣∣B(m)I\{i0}bI\{i0}, B(m)i0 bi0 − 1,B(m)J bJ ,B(m)K = bK
]
P
[

(
B(m)L
)
> a
∣∣∣B(m)I\{i0}bI\{i0}, B(m)i0 bi0 ,B(m)J bJ ,B(m)K = bK
]
= P
[

(
B(m)L
)
> a
∣∣∣B(m)I bI ,B(m)J bJ ,B(m)K = bK] ,
where the last inequality follows from (2.3).
• If the minimum in (2.4) occurs for some j0 ∈ J or k0 ∈ K , then the proof is similar to that of
the above case.
Therefore, (2.2) holds for the balls and bins experiment with m balls.
Step 2: Next we prove that (bI ,bJ ,bK) is decreasing in bK for the experiment with m balls.
Without loss of generality, assume that n ∈ K . Denote
C = {(BL) > a}, D = {BI bI ,BJ bJ ,BK\{n} = bK\{n}}
and
C(k) = {(B(k)L ) > a}, D(k) = {B(k)I bI ,B(k)J bJ ,B(k)K\{n} = bK\{n}}
for k = 1, 2, . . . , m. It sufﬁces to verify that P(C|D,Bn = bn) is decreasing in bn. From Lemma
2.1, it follows that
P(C|D,Bn = bn + 1) mmax
k=1 P(C
(k)|D(k), B(k)n = bn). (2.5)
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By renumbering if necessary, we may assume that the maximum in (2.5) occurs for k = m. Then
applying (2.2), which has been veriﬁed in Step 1, in (2.5) yields that
P(C|D,Bn = bn + 1)P(C|D,Bn = bn).
Step 3: Finally we prove that (bI ,bJ ,bK) is decreasing in bI for the experiment with m balls
(Similarly, it can be shown that (bI ,bJ ,bK) is decreasing in bJ .). Without loss of generality,
assume that n ∈ I . Let D be redeﬁned as follows:
D = {BJ bJ ,BK = bK,BI\{n}bI\{n}}.
It sufﬁces to prove that P(C|D,Bnbn] is decreasing in bn. Note that
P(C|D,Bnbn) = P(C,D,Bnbn)
P(D,Bnbn)
=  + 
′ + ′ , (2.6)
where
 = P(C,D,Bnbn + 1),  = P(C,D,Bn = bn)
and
′ = P(D,Bnbn + 1), ′ = P(D,Bn = bn).
Then

′
= P(C|D,Bnbn + 1)
=
m∑
t=bn+1
P(C|D,Bn = t) · P(Bn = t |D,Bnbn + 1)
 P(C|D,Bn = bn) ·
m∑
t=bn+1
P(Bn = t |D,Bnbn + 1)
= P(C|D,Bn = bn) = 
′
,
where the inequality follows from the fact that
P(C|D,Bn = t + 1)P(C|D,Bn = t) for all t,
which has been veriﬁed in Step 2. Therefore, /′(+ )/(′ + ′) which is what we desire to
prove.
Combining these three steps, we establish (2.1) and (2.2) by induction and thus complete the
proof of the theorem. 
Special consequences of Theorem 2.2 are Theorems 2.1, 2.3 and 2.4 below by setting two of
I, J and K to be empty sets.
Theorem 2.3. The random vector B = (B1, B2, . . . , Bn) is NRTD.
Theorem 2.4. The random vector B = (B1, B2, . . . , Bn) is NLTD.
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3. Dependence properties of order statistics
In the literature, we can ﬁnd many papers dealing with dependence properties of order statistics
under different distributional scenarios. This study was initiated by Tukey [20] and Barlow and
Proschan [2], developed by Karlin and Rinott [11], Block et al. [3], Shanthikumar [19], Kim and
David [14], and Boland et al. [5], and has been continued until the more recent papers by Khaledi
and Kochar [13], Hu and Zhu [9], Hu and Yang [8], Schmitz [17], and Avérous et al. [1].
First, review three notions of positive dependence between two random variables U and V.
• U is said to be stochastically increasing in V, denoted by SI(U |V ), if P(U > u|V = v) is
increasing in v for all u;
• U is said to be right tail increasing inV, denoted byRTI(U |V ), ifP(U > u|V > v) is increasing
in v for all u;
• U is said to be left tail decreasing inV, denoted by LTD(U |V ), if P(Uu|V v) is decreasing
in v for all u.
It is well known that SI(U |V ) implies both RTI(U |V ) and LTD(U |V ), and that there is no
relationships between RTI and LTD [2].
Let X1, X2, . . . , Xn be independent random variables with possibly different distributions,
nd denote by X1:nX2:n · · · Xn:n their respective order statistics. Boland et al. [5] inves-
tigated the bivariate dependence structures between Xi:n and Xj :n for i < j . They proved
that RTI(Xj :n|Xi:n) and LTD(Xi:n|Xj :n) for i < j , and gave a counterexample to show that
SI(Xj :n|Xi:n) does not hold in general for i < j . The following theorem generalizes this result by
using the dependence properties of occupancy numbers in the balls and bins experiment developed
in Section 2.
Theorem 3.1. Let X1, X2, . . . , Xn be independent random variables with possibly different
distributions.
(1) If 1 i < j1 < j2 < · · · < jrn, then
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:n > s
) (3.1)
is increasing in s for all (x1, . . . , xr ) ∈ r .
(2) If 1j1 < j2 < · · · < jr < in, then
P
(
Xj1:n < x1, Xj2:n < x2, . . . , Xjr :n < xr |Xi:n < s
) (3.2)
is decreasing in s for all (x1, . . . , xr ) ∈ r .
Remark 3.1. Examples 2.3 and 3.5 in [5] show that event {Xi:n > s} in (3.1) cannot be replaced
by {Xi:n = s} and {Xi:ns}, respectively. By limiting argument, the symbols “>” and “<” in
(3.1) and (3.2) can be replaced by “” and “”, respectively. Similar remark also holds for
Theorems 3.2 and 3.3 below.
Remark 3.2. It is still an open problem whether conclusions (3.1) and (3.2) in Theorem 3.1 can
be strengthened from the upper and the lower orthant orders to the usual multivariate stochastic
order; that is,[
(Xj1:n,Xj2:n, . . . , Xjr :n)|Xi:n > s
]
 st
[
(Xj1:n,Xj2:n, . . . , Xjr :n)|Xi:n > s′
] (3.3)
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whenever s < s′ and 1 i < j1 < j2 < · · · < jrn, and[
(Xj1:n,Xj2:n, . . . , Xjr :n)|Xi:n < s
]
 st
[
(Xj1:n,Xj2:n, . . . , Xjr :n)|Xi:n < s′
] (3.4)
whenever s < s′ and 1j1 < j2 < · · · < jr < in. For independent and identically distributed
(iid) random variables X1, . . . , Xn, (3.3) and (3.4) follows from the closure property of the order
 st under weak convergence and the following two facts:
• If X1, . . . , Xn are iid and absolutely continuous random variables, then (X1:n, . . . , Xn:n) is
MTP2 (see [11]);
• If W1, . . . ,Wn is MTP2, then for any increasing function  : k → , 1k < n, we have
E[(W1, . . . ,Wk)|Wk+1wk+1, . . . ,Wnwn]
and
E[(W1, . . . ,Wk)|Wk+1 > wk+1, . . . ,Wn > wn]
are both increasing in (wk+1, . . . , wn). This can be proved by using a similar argument to that
of Theorem 4.1 in [11].
The proof of Theorem 3.1 is based on Lemma 3.1 below, whose proof is given in the Appendix.
To state the lemma, consider the balls and bins experiment (with m balls and n′ bins) described
in Section 1, and denote by B1, B2, . . . , Bn′ the occupancy numbers. In the sequence of m trials
(kth trial means throwing ball k into one of the bins), without loss of generality, we select the last
trial, and decompose Bl = B ′l + B ′′l , l = 1, . . . , n′, where B ′l refers to the ﬁrst (m − 1) trials and
B ′′l to the last trial. The following lemma states that for n′4 and any vector (s, t4, t5, . . . , tn′) of
nonnegative integers, the probability of the event {∑n′=l B tl , l = 4, . . . , n′}, given B1 < s,
becomes larger when the probability vector (p1,m, p2,m, p3,m, . . . , pn′,m) of outcomes for the
mth trial is replaced by the vector (p1,m + p2,m, 0, p3,m, . . . , pn′,m).
Lemma 3.1. For any vector (, t4, t5, . . . , tn′) of nonnegative integers and n′4, we have
P
⎛
⎝ n′∑
=l
(B ′ + B ′′) tl , l = 4, . . . , n′
∣∣∣∣∣∣B ′1 + B ′′1 + B ′′2 < 
⎞
⎠
P
⎛
⎝ n′∑
=l
(B ′ + B ′′) tl , l = 4, . . . , n′
∣∣∣∣∣∣B ′1 + B ′′1 < 
⎞
⎠ . (3.5)
Proof. We give the proof of part (1) only; part (2) is the dual case of part (1) by observing that
Xl:n = (−X)n−l+1:n for all l = 1, . . . , n. Without loss of generality, assume that s < x1 < x2 <
· · · < xr . Let N(u) be the number of the observations X1, X2, . . . , Xn less than or equal to u.
Note that the events {Xl:n > u} and {N(u) < l} are identical for each pair (l, u). Then (3.1) is
equivalent to
P(N(x1) < j1, N(x2) < j2, . . . , N(xr) < jr |N(s) < i).
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To prove part (1), we need to verify that for s1 < s2 < x1,
P(N(x1) < j1, N(x2) < j2, . . . , N(xr) < jr |N(s1) < i)
P(N(x1) < j1, N(x2) < j2, . . . , N(xr) < jr |N(s2) < i). (3.6)
For the sake of brevity, let B1 = N(s1), B2 = N(s2) − N(s1), B3 = N(x1) − N(s2), Br+3 =
n − N(xr), and Bl+2 = N(xl) − N(xl−1) for l = 2, . . . , r . Setting n′ = r + 3 and tl = n − jl−3
for l = 4, . . . , r , (3.6) becomes
P
⎛
⎝ n′∑
=l
B > tl, l = 4, . . . , n′
∣∣∣∣∣∣B1 < i
⎞
⎠
P
⎛
⎝ n′∑
=l
B > tl, l = 4, . . . , n′
∣∣∣∣∣∣B1 + B2 < i
⎞
⎠ . (3.7)
The rest of the proof is similar to that of Theorem 3.4 in [5]. Note that (B1, B2, . . . ,
Bn′) can be regarded as the occupancy numbers of the balls and bins experiment with proba-
bilities {pi,k}, k = 1, . . . , n, given by
p1,k = P(Xks1), p2,k = P(s1 < Xks2),
p3,k = P(s2 < Xkx1), pn′,k = P(Xk > xr),
and
pl+2,k = P(xl−1 < Xkxl) for l = 2, . . . , r.
If the probability vector (p1,k, p2,k, p3,k, . . . , pn′,k) of outcomes for the kth trial is replaced by
the vector (p1,k +p2,k, 0, p3,k, . . . , pn′,k), then Lemma 3.1 states that the probability of the event{∑n′
=l B > tl, l = 4, . . . , n′
}
, given B1 < i, becomes larger. Doing this successively for all
trials k yields the desired inequality (3.7). This completes the proof of the theorem. 
Boland et al. [5] in their Corollary 3.2 also proved that if X1, . . . , Xn are independent random
variables then P(Xj :n > t |Xi:n > s) is decreasing in i, i < j , for any ﬁxed s < t and ﬁxed integer
j. In fact, similar argument to that in [5] can yield that P(Xj :n > t |Xi:ns) is also decreasing
in i, i < j , for any ﬁxed s < t and ﬁxed integer j. Now we will generalize this result by using
Theorems 2.3 and 2.4.
Theorem 3.2. Let X1, X2, . . . , Xn be independent random variables with possibly different dis-
tributions.
(1) If 1 i < j1 < j2 < · · · < jrn, then
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:n > s
)
and
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:ns
)
are both decreasing in i for all s < x1 < · · · < xr .
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(2) If 1j1 < j2 < · · · < jr < in, then
P
(
Xj1:n < x1, Xj2:n < x2, . . . , Xjr :n < xr |Xi:n < s
)
and
P
(
Xj1:n < x1, Xj2:n < x2, . . . , Xjr :n < xr |Xi:ns
)
are both increasing in i for all x1 < · · · < xr < s.
Proof. We give the proof of part (1) only; part (2) is the dual case of part (1). Let {N(u)} be the
counting process as deﬁned in the proof of Theorem 3.1. For 1 i < j1 < j2 < · · · < jrn
and s < x1 < · · · < xr , set B1 = N(s), B2 = N(x1) − N(s), Br+2 = n − N(xr) and B =
N(x−1) − N(x−2) for  = 3, . . . , r + 1. Then B1, . . . , Br+2 can be regarded as occupancy
numbers of some balls and bins experiment. Applying Theorems 2.4 and 2.3, we have
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:n > s
)
= P
(
r+2∑
=l
Bl > n − jl−2, l = 3, . . . , r + 2
∣∣∣∣∣B1 < i
)
and
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:ns
)
= P
(
r+2∑
=l
Bl > n − jl−2, l = 3, . . . , r + 2
∣∣∣∣∣B1 i
)
are both decreasing in i. This completes the proof. 
In Theorem 3.2, if we assume that each Xi has a continuous distribution, we can get the next
interesting result.
Theorem 3.3. Let X1, X2, . . . , Xn be independent random variables, each with a continuous
distribution function. Denote X0,n = −∞ and Xn+1:n = +∞.
(1) If 1 i < j1 < j2 < · · · < jrn, then
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi−1:n < s < Xi:n
)
and
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi:n = s
) (3.8)
are both decreasing in i for all s < x1 < · · · < xr .
(2) If 1j1 < j2 < · · · < jr < in, then
P
(
Xj1:n < x1, Xj2:n < x2, . . . , Xjr :n < xr |Xi−1:n < s < Xi:n
)
and
P
(
Xj1:n < x1, Xj2:n < x2, . . . , Xjr :n < xr |Xi:n = s
)
are both increasing in i for all x1 < · · · < xr < s.
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Proof. We give the proof of part (1) only; part (2) is the dual case of part (1). LetB1, . . . , Br+2 be
as deﬁned in the proof of Theorem 3.2. Since the distribution function of each Xi is continuous,
it follows from Theorem 2.1 that
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi−1:n < s < Xi:n
)
= P (Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi−1:ns < Xi:n)
= P
(
r+2∑
=l
Bl > n − jl−2, l = 3, . . . , r + 2
∣∣∣∣∣B1 = i − 1
)
is decreasing in i.
To prove that the conditional probability (3.8) is decreasing in i, by using the continuity of
marginal distributions and limiting argument (s1 → s2) , it sufﬁces to show that for s1 < s2 = s,
P
(
Xj1:n > x1, Xj2:n > x2, . . . , Xjr :n > xr |Xi−1:ns1 < Xi:ns2
) (3.9)
is also decreasing in i. To do it, let B1, . . . , Bn′ be as deﬁned in the proof of Theorem 3.1. Then
Eq. (3.9) can be rewritten as
P
⎛
⎝ n′∑
=l
Bl > n − jl−3, l = 4, . . . , n′
∣∣∣∣∣∣B1 = i − 1, B2 = 1
⎞
⎠ ,
which is decreasing in i by Theorem 2.1. This completes the proof. 
Appendix
Proof of Lemma 3.1. For any vector (, t4, t5, . . . , tn′) of nonnegative integers, denote by
A(t4, . . . , tn′ , ) = P
⎛
⎝ n′∑
=l
B ′ tl , l = 4, . . . , n′; B ′1 < 
⎞
⎠
and D() = P(B ′1 < ), and set pl = pl,m for l = 1, . . . , n′. From Theorem 2.4, we have that
D()A(t,  − 1)A(t, )D( − 1), t = (t4, . . . , tn′). (4.1)
To prove (3.5), it sufﬁces to verify that
P
⎛
⎝ n′∑
=l
(B ′ + B ′′) tl , l = 4, . . . , n′; B ′1 + B ′′1 + B ′′2 < 
⎞
⎠P(B ′1 + B ′′1 < )
P
⎛
⎝ n′∑
=l
(B ′ + B ′′) tl , l = 4, . . . , n′; B ′1+B ′′1<
⎞
⎠P(B ′1+B ′′1+B ′′2<). (4.2)
By assigning the value 1 successively to each B ′′i , i = 1, . . . , n′, on the both sides of (4.2), we
get that the left-hand side (LHS) and the right-hand side (RHS) of (4.2) are, respectively,
LHS =
⎧⎨
⎩
n′∑
l=4
plA(t4−1, . . . , tl−1, tl+1, . . . , tn′ , )+(p1+p2)A(t, −1)+p3A(t, )
⎫⎬
⎭
×[p1D( − 1) + (1 − p1)D()]
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and
RHS =
⎧⎨
⎩
n′∑
l=4
plA(t4−1, . . . , tl − 1, tl+1, . . . , tn′ , )+p1A(t, −1)+(p2+p3)A(t, )
⎫⎬
⎭
×{[p1D( − 1) + (1 − p1)D()] + p2[D( − 1) − D()]} .
After carrying out the multiplications, we get that
1
p2
(LHS − RHS)
=
n′∑
l=4
plA(t4 − 1, . . . , tl − 1, tl+1, . . . , tn′ , ) [D() − D( − 1)]
+ {p1A(t,  − 1) + (p2 + p3)A(t, )} [D() − D( − 1)]
+ [A(t,  − 1) − A(t, )] · [p1D( − 1) + (1 − p1)D()]
=
n′∑
l=4
pl
[
A(t4 − 1, . . . , tl − 1, tl+1, . . . , tn′ , ) − A(t, )
] [D() − D( − 1)]
+ {p1A(t,  − 1) + (1 − p1)A(t, )} [D() − D( − 1)]
+ [A(t,  − 1) − A(t, )] · [p1D( − 1) + (1 − p1)D()]
=
n′∑
l=4
pl
[
A(t4 − 1, . . . , tl − 1, tl+1, . . . , tn′ , ) − A(t, )
] [D() − D( − 1)]
+ [D()A(t,  − 1) − A(t, )D( − 1)]
0,
where the last inequality follows from (4.1) and the fact that
A(t4 − 1, . . . , tl − 1, tl+1, . . . , tn′ , )A(t, ), l = 4, . . . , n′,
and
D() − D( − 1) = P(B ′1 =  − 1).
This completes the proof of the lemma. 
Acknowledgements
The authors are very grateful to the referee for some insightful comments which have greatly
improved the presentation of the paper.
References
[1] J. Avérous, C. Genest, S.C. Kochar, On dependence structure of order statistics, J. Multivar. Anal. 94 (2005)
159–171.
[2] R.E. Barlow, F. Proschan, Statistical Theory of Reliability and Life Testing, Holt Rinehart & Winston Inc.,
New York, 1975.
[3] H.W. Block, V. Bueno, T.H. Savits,M. Shaked, Probability inequalities via negative dependence for random variables
conditioned on order statistics, Nav. Res. Logistics 34 (1987) 547–554.
[4] H.W. Block, T.H. Savits, M. Shaked, A concept of negative dependence through stochastic ordering, Stat. Probab.
Lett. 3 (1985) 81–86.
1354 T. Hu, C. Xie / Journal of Multivariate Analysis 97 (2006) 1342–1354
[5] P.J. Boland, M. Hollander, K. Joag-Dev, S. Kochar, Bivariate dependence properties of order statistics, J. Multivar.
Anal. 56 (1996) 75–89.
[6] D. Dubhashi, D. Ranjan, Balls and bins: a study in negative dependence, Random Struct. Algorithms 13 (1998)
99–124.
[7] T. Hu, Negatively superadditive dependence of random variables with applications, Chinese J. Appl. Probab. Stat.
16 (2000) 133–144.
[8] T. Hu, J. Yang, Further developments on sufﬁcient conditions for negative dependence of random variables, Stat.
Probab. Lett. 66 (2004) 369–381.
[9] T. Hu, Z. Zhu, Stochastic comparisons of order statistics from two samples, Southeast Asian Bull. Math. 27 (1)
(2003) 89–98.
[10] K. Joag-dev, F. Proschan, Negative association of random variables, with applications, Ann. Stat. 11 (1983)
286–295.
[11] S. Karlin, Y. Rinott, Classes of orderings of measures and related correlation inequalities. I. Multivariate totally
positive distributions, J. Multivar. Anal. 10 (1980) 467–498.
[12] S. Karlin, Y. Rinott, Classes of orderings of measures and related correlation inequalities. II. Multivariate reverse
rule distributions, J. Multivar. Anal. 10 (1980) 499–516.
[13] B.-E. Khaledi, S. Kochar, Dependence among spacings, Probab. Eng. Inform. Sci. 14 (2000) 461–472.
[14] S.H. Kim, H.A. David, On the dependence structure of order statistics and concomitants of order statistics, J. Stat.
Plann. Inference 24 (1990) 363–368.
[15] V.F. Kolchin, B.A. Sevastyanov, V.P. Chistyakov, Random Allocations, Wiley, New York, 1978.
[16] R. Motwani, P. Raghavan, Randomized Algorithms, Cambridge University Press, Cambridge, UK, 1995.
[17] V. Schmitz, Revealing the dependence structure between X(1) and X(n), J. Stat. Plann. Inference 123 (2004) 41–47.
[18] M. Shaked, J.G. Shanthikumar, Stochastic Orders and Their Applications, Academic Press, New York, 1994.
[19] J.G. Shanthikumar, On stochastic comparison of random variables, J. Appl. Probab. 24 (1987) 123–136.
[20] J.W. Tukey, A problem of Berkson, and minimum variance orderly estimators, Ann. Math. Stat. 29 (1958) 588–592.
