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Abstract 
 
As one of the major breakthroughs in the physical layer evolution, multiple-input 
multiple-output (MIMO) is a promising technology in present and future wireless 
communication systems, boosting up the overall throughput/reliability by opening up the 
spatial dimension. 
MIMO systems can be used to achieve diversity gain, multiplexing gain or a 
combination of the two. For MIMO systems seeking multiplexing gain, an essential 
objective is to cancel the interference among antenna pairs in order to obtain the original 
transmitted data. This interference-cancelling process can be viewed as decomposing the 
channel into multiple independent subchannels, each transmitting its own data without 
intruding on one another.  
This research focuses on the realizations and applications of MIMO channel 
decomposition algorithms. The first part of the work, Chapters 2 and 3, are based on three 
channel decomposition methods proposed by Yi Jiang et. al., including the Geometric 
Mean Decomposition (GMD), the Uniform Channel Decomposition (UCD) and the 
Tunable Channel Decomposition (TCD). We first present hardware design of closed-loop 
MIMO transceivers based on the GMD and the UCD, which can both decompose the 
communications channel into identical subchannels, but the UCD is superior in that it is 
capacity lossless. We then discuss the application of the TCD in cognitive radio systems, 
which can control the individual gains of the decomposed subchannels and is suitable for 
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satisfying different quality-of-service (QoS) constraints. We present a reconfigurable 
MIMO transceiver design based on the TCD.  
In the second part of this dissertation, Chapter 4, we investigate MIMO transceiver 
designs over channels where inter-symbol interference (ISI) is present. We propose a new 
fast iterative algorithm to obtain the minimum-mean-square-error decision feedback 
equalizer (MMSE-DFE) for MIMO single carrier systems. This algorithm is based on the 
QR decomposition of an augmented channel matrix. It outperforms other time domain 
MMSE-DFE algorithms in terms of complexity and flexibility; moreover, it can be 
converted into hybrid DFE where the feedforward part is in frequency domain, which 
makes it especially suitable for heterogeneous networks. 
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Chapter 1  
 
Introduction 
 
 
1.1 MIMO systems:  
gains introduced by multiple antennas 
 
Multiple-input multiple-output (MIMO) wireless systems have received great attention in 
recent years [1] [2] [3]. As its name indicates, multiple antennas are deployed both at the 
transmitter and the receiver, while traditional single-input single-output (SISO) systems 
have only one antenna at each side. There are also single-input multiple-output (SIMO) 
and multiple-input single-output (MISO) systems, as illustrated in Fig. 1.1.  
To understand the popularity of MIMO communications, let us look at the gains 
that can be obtained by introducing additional antennas at the transmitting and/or 
receiving end. A SISO system has only one single signal communication path between 
transmitter and receiver, and the reliability of communication solely depends on the 
channel strength of this path. While communicating in a fading channel where the 
channel gain varies due to shadowing or multipath, there is a significant probability that 
this single signal path is in a “deep fade”, which translates to insufficient channel strength 
for the targeted communication. In order to achieve more reliable communication, a 
natural solution is to transmit the information across multiple independently fading signal 
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paths. This technique is called diversity. 
 
Diversity gain can be obtained over time, space or frequency. Deploying multiple 
antennas at the transmitter and/or the receiver can exploit diversity over space, given that 
there is scattering and that the antennas are spaced sufficiently far apart so that the signal 
paths experience independent fading. In a rich multipath environment, the channel 
decorrelates over a short distance, and from one-half to one carrier wavelength is 
sufficient antenna separation. In a MIMO system with Mt transmitting antennas and Mr 
receiving antennas, the maximal diversity gain is Mt × Mr, which is the total number of 
fading gains that can be averaged over. 
Besides diversity gain, SIMO/MISO systems can also achieve additional power 
gain or array gain. For SIMO systems, by coherently combining the multiple signal 
copies at the receiver, the effective total received signal power increases linearly with the 
number of receiving antennas. For MISO systems, given the channel state information at 
the transmitter (CSIT), the so-called “transmit beamforming” strategy can be used to 
achieve the same power gain. This strategy maximizes the received signal-to-noise ratio 
 
(1,4)P
(1,3)P
(1,2)P
1s
(1,1)P
Pipeline
cut sets
2s
3s
4s
             
(a)          (b)                       (c) 
 
 
Fig. 1.1: Different types of systems 
(a) 1× 2 SIMO system (b) 2× 1 MISO system (c) 2× 2 MIMO system 
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(SNR) by aligning the signal phase and allocating proper amounts of power to the 
transmit antennas depending on the channel information. 
Moreover, in MIMO systems where multiple antennas are present both at the 
transmitter and the receiver, additional degrees-of-freedom can be exploited from the 
expanded spatial dimension. The degrees-of-freedom is defined as the dimension of the 
received signal space, which largely affects the system throughput since it determines the 
number of different signals that can be reliably distinguished at the receiver. While 
diversity is a means for combating fading, the extra degrees-of-freedom are in fact a 
desirable side effect of fading. If the paths between individual transmit–receive antenna 
pairs fade independently, the MIMO channel matrix is well conditioned with high 
probability, and multiple independent parallel spatial subchannels are created. This can 
be viewed through a channel decomposition perspective, as discussed in the next section. 
As a result, we can achieve a large increase in system throughput by spatially 
multiplexing different data streams onto the MIMO channel. This effect is known as the 
multiplexing gain.  
One way to quantify the MIMO multiplexing gain is to look at the spectral 
efficiency. The spectral efficiency that can be achieved by a SISO system in an additive 
white Gaussian noise (AWGN) channel is: 
2log (1 SNR)C     bps/Hz     (1.1) 
where SNR is defined as the average received signal energy divided by the noise energy 
per symbol time. With the same total input power, a MIMO system with Mt transmitting 
antennas and Mr receiving antennas can achieve a spectral efficiency up to [4] 
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2min( , ) log (SNR) (1)r tC M M O    bps/Hz    (1.2) 
This boost in spectral efficiency is especially desirable, given the ever-increasing 
demands on data rate in modern wireless applications, and the fact that the available 
spectrum resources are both limited and expensive. Indeed, the spatial multiplexing gain 
is arguably a more important benefit than either diversity gain or array again in MIMO 
systems. 
Not surprisingly, with these promising gains, MIMO systems have been under 
intense research over the past decade. Several space-time coding methods have been 
developed in [5] [6] [7] [8] for maximizing diversity gain, while the works in [9] [10] [11] 
[12] [13] focus on multiplexing gain. 
In the context of exploiting multiplexing gain, transceiver design can be viewed as 
a way to decompose the MIMO channel into multiple parallel subchannels, as mentioned 
above. The performances of different designs depend on the various decompositions of 
the MIMO channel matrix which can be applied. In this dissertation, we focus on the 
realizations and applications of these MIMO channel decomposition algorithms. 
 
 
1.2 MIMO communications from a channel 
decomposition perspective 
 
In this section, we first introduce the MIMO system model, followed by two 
representative ways of decomposing the MIMO channel, namely the QR decomposition 
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and the SVD decomposition, each of which leads to a well-known transceiver design. 
Fig. 1.2 shows a MIMO system with Mt transmitting antennas and Mr receiving 
antennas in a flat fading channel, where the bandwidth of the input is considerably less 
than the channel’s coherence bandwidth and where a single tap is sufficient to represent 
each channel component. 
 
The system input-output relationship can be modeled as: 
11 12 1 1 11
21 22 2 2 22
1
t
t
t tr r r t
M
M
M MM M M M
h h h x zy
h h h x zy
x zy h h
        
      
                      
      
                  (1.3)
 
Or, more compactly, as: 
= +y Hx z       (1.4) 
where the channel r tM MC
H  is a rank K matrix whose (i, j)th element  represents the 
1x
2x
tM
x
1y
1z
11h
2y
2z
21h
rM
y
rM
z
1rM
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Fig. 1.2: MIMO system model. 
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channel impulse response between the j
th
 transmitting and the i
th
 receiving antenna, 
1tMC
x  and 
1rMC
y  are the transmitted and received signals and * 2[ ] xE xx I . 
2~ (0, )
rz M
N z I  is zero-mean circularly symmetric complex Gaussian noise vector.  
It is apparent that the received signal at each receiving antenna contains 
information from all the transmitting antennas. With proper processing at the receiver 
and/or the transmitter, the primary goal of the MIMO transceiver is to separate and 
decode these simultaneously transmitted symbols. This can be realized based on MIMO 
channel matrix decomposition algorithms. Depending on the availability of the channel 
state information (CSI) at the transmitter (CSIT), different channel decomposition 
methods can be developed, which in turn results in corresponding transceiver designs and 
performances.  
We review two typical MIMO channel decomposition methods below. One is the 
QR decomposition, which is the basis of the well-known Vertical-Bell Laboratories 
Layered Space-Time (VBLAST) receiver [10]. It does not assume CSIT, so it is referred 
to as an open-loop design. The other decomposition method is the singular value 
decomposition (SVD), which achieves the MIMO channel capacity if it is combined with 
the so-called “water-filling” power allocation method. CSIT is required in this case, 
which allows collaborations between the transmitter and the receiver, and thus it is 
known as a closed-loop or joint transceiver design [15]. 
Let us start with the VBLAST open-loop design. Without CSIT, the optimum 
power allocation strategy is to transmit independent data streams with equal power across 
all transmit antennas. At the receiving end, a sequential nulling and canceling process is 
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used to separate these data streams. Data symbols from the independent data streams are 
detected in a certain order, and the symbols detected previously are canceled out from the 
received signal to facilitate the current symbol estimation. It can be used with either a 
zero-forcing (ZF) or minimum-mean-square-error (MMSE) estimator. When combined 
with a ZF estimator, the decoding scheme can be described through the QR 
decomposition of the channel matrix H.  
Suppose Mt ≤ Mr and rank K = Mt, the QR decomposition of H is: 
H QR      (1.5) 
where Q is an Mr × K matrix with orthonormal columns and R is a K × K upper triangular 
matrix. Then, (1.4) can be rewritten as: 
 y QRx z     (1.6) 
 At the receiver, left multiply Q
*
 with y to obtain: 
  *y Q y Rx z     (1.7) 
or 
1 11 12 1 1 1
2 22 2 2 20
0 0
K
K
K KK K K
y r r r x z
y r r x z
y r x z
         
       
          
             
       
         
       (1.8) 
Due to the upper triangular structure of R, the sequential nulling and cancelling 
process can be performed as follows: 
1
for : 1:1
ˆ ˆ( ) /
end
K
i i ij j ii
j i
i K
x C y r x r
 
  
 
   
 
     (1.9) 
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where ˆix is the estimate of xi, and the notation C[ ] indicates mapping to the nearest 
symbol in the modulation constellation.  Incorporating the widely used simplifying 
assumption of no error-propagation, the MIMO channel is equivalently decomposed into 
K independent subchannels: 
, 1,2,...,i ii i iy r x z i K        (1.10) 
However, ZF-VBLAST can only achieve about 72% of the MIMO channel 
capacity [10]. This is mainly due to the lack of precoding at the transmitter: equal-rate 
transmission on all subchannels makes the overall channel capacity limited by the worst 
subchannel. 
If the channel is slowly time-varying, CSIT may also be available through feedback 
or if time-division duplex (TDD) is used. This enables the closed-loop/joint transceiver 
design, with precoding at the transmitter and equalization at the receiver. In this way, the 
performance of the system can be greatly enhanced. Suppose the precoder at the 
transmitter is denoted by t tM MC
F , then the system equation becomes: 
 y HFx z      (1.11) 
Optimizing F and the corresponding receiver is the goal of closed-loop transceiver 
design. 
It is widely understood that the singular value decomposition (SVD) and water-
filling method can be combined to achieve the MIMO channel capacity [4]. Assume the 
SVD of the channel is *H UΛV , where Λ  is a non-negative diagonal matrix containing 
the singular values of H in a non-increasing order, and U and V are unitary matrices 
consisting of the right and left singular vectors of H, respectively. The number of the 
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positive entries of Λ  is just K, the rank of the channel matrix H.  Suppose that the total 
power constraint is P. 
The capacity-achieving F is  
1/2F VΦ      (1.12) 
where Φ is a diagonal matrix whose k
th
 diagonal element k indicates the power loaded to 
the k
th
 subchannel and is determined by the water-filling method: 
2
,
k
H k

 


 
   
 
     (1.13) 
Here 2 2/z x   , ,H k  is the k
th
 diagonal entry ofΛ , ( ) max{0, }a a
   and  is the 
chosen water-filling “level” such that: 
1
P
K
k
k


      (1.14) 
The water-filling method is illustrated in Fig. 1.3. The red lattice bars are 
2
,/ H k  for each subchannel (so that a smaller bar indicates better subchannel gain), and 
the blue horizontally lined bars are k , the power loaded into each subchannel. It is 
evident that this process is like filling the profile constructed by the red bars with a 
constant amount of water (i.e., the total power). More power is put into the stronger 
subchannels and less or no power is allocated to the weaker ones.  
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By multiplying U
*
 and the received signal at the transmitter, we obtain: 
1/2 y ΛΦ x z           (1.15) 
so the MIMO channel is decomposed into K independent subchannels. The overall 
channel capacity is: 
2
2 ,
1
log (1 )
K
k
H k
k
C



   bps/Hz           (1.16) 
which is shown to be the MIMO channel capacity [4]. To achieve this capacity, however, 
one has to adjust the modulation size/format in accordance with
,H k , which is called bit-
loading. In realistic implementations, capacity loss is inevitable due to the granularity of 
the constellations. Moreover, careful power allocation and bit-loading requires additional 
system complexity and processing power [17] [18]. On the other hand, if we want to 
avoid bit-loading and use the same modulation scheme for all subchannels, there is a 
 
k
2
,/ H k 
 
 
Fig. 1.3: Water-filling method. 
  11 
tradeoff between the channel throughput and the bit-error-rate (BER) performance, since 
more power should be allocated to the poorer channels if a certain BER constraint needs 
to be satisfied. 
 
1.3 MIMO channel decomposition algorithms: 
GMD, UCD and TCD 
 
To resolve the above dilemma, it would be desirable if we can decompose the channel 
into parallel subchannels that have the same channel gain. Yi Jiang et. al. proposed a 
class of channel decomposition methods for MIMO transceiver design, including the 
geometric mean decomposition (GMD) [19], the uniform channel decomposition (UCD) 
[20] and the tunable channel decomposition (TCD) [21]. Among them, the GMD can 
decompose the MIMO channel into K identical subchannels (K is the rank of the channel 
matrix), and it is asymptotically optimal at high SNR. On the other hand, the UCD can 
decompose the channel into an arbitrarily large number of identical subchannels, and is 
also strictly capacity lossless at any SNR. Furthermore, the TCD can decompose the 
channel, in a capacity lossless manner, into independent subchannels with prescribed 
channel gains. We briefly review these three methods in this section. 
The GMD theorem [22] states that, for a channel matrix H described in (1.2) with 
non-zero singular values , 1{ }
K
H k k  , there exists an upper triangular matrix 
K KC R and 
semi-unitary matrices r
M KC Q  and tM KC P  such that: 
*H QRP      (1.17) 
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where R has identical diagonal elements 
1/
,
K
K
ii H k
k
R 
 
  
 
 . (Note that a semi-unitary 
matrix is a matrix having orthonormal columns.) 
The GMD can be viewed as an extended QR decomposition since R is also an 
upper triangular matrix. Thus, ZF-VBLAST can be used in the receiver design, with P 
functioning as a linear precoder at the transmitter. Since the diagonal elements of R have 
identical values, the MIMO channel is effectively decomposed into K identical 
subchannels, which naturally bypasses the need to make tradeoffs between the throughput 
and the BER performance. 
As shown in [19], the GMD scheme is asymptotically optimal for high SNR. 
However, for lower SNR, it suffers from performance loss due to the embedded zero-
forcing operations. To improve on this aspect, a subsequent channel decomposition 
method, the UCD, was proposed in [20]. 
The UCD method is also based on the GMD theorem. Instead of using ZF-
VBLAST at the receiver, however, it utilizes the MMSE-VBLAST detector. It shares the 
desirable property of GMD in that it decomposes the MIMO channel into identical 
subchannels. Moreover, UCD achieves the following three improvements over the GMD: 
first, it is strictly capacity lossless at any SNR (due to the information lossless property of 
MMSE-VBLAST); second, UCD has the maximal diversity gain; and third, it can 
decompose the MIMO channel into an arbitrarily large number of independent 
subchannels (i.e., not constrained by K) by introducing an additional semi-unitary matrix 
in the precoder. This can be particularly useful when high throughput transmission is to 
be achieved with small constellation modulation schemes. 
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Taking one step further, the TCD method, which is based on the generalized 
triangular decomposition algorithm developed in [23], introduces an additional desirable 
feature: it can decompose a MIMO channel into independent subchannels with prescribed 
channel gains. The TCD method can be beneficially applied to multi-application MIMO 
communication systems having various QoS constraints. 
A major focus of this dissertation is the efficient hardware realization of MIMO 
transceivers based on the above channel decomposition algorithms, which are presented 
in Chapters 2 and 3. 
 
1.4 MIMO transceiver design in ISI channels 
 
All of the discussion above is based on the assumption that the MIMO channel is flat-
fading and that no ISI is present. However, with the data rate requirements of wireless 
systems continually increasing over time, this assumption is likely to be invalid. When 
the data rate is high enough so that the input bandwidth is larger than the channel 
coherence bandwidth, the channel exhibits frequency-selective fading. In this case, the 
MIMO channel needs to be modeled with multiple taps, and the received signal at a 
receiving antenna at a certain symbol time is affected by all the transmitted data symbols 
not only at the current symbol time, but also from previous symbol times within the 
channel length. This leads to inter-symbol interference (ISI). 
In order to remove ISI, equalization needs to be performed, which is essentially the 
compensation of the distortion caused by channel frequency selectivity. In traditional 
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SISO systems, equalization can be performed either in the time domain or in the 
frequency domain. For practical time domain equalization (TDE), the finite-length 
MMSE decision-feedback equalizer (MMSE-DFE) is a favored approach since its 
complexity is much lower than that of the maximum likelihood (ML) equalizer, while 
still having near-optimal performance [24]. However, the equalization complexity per 
symbol time increases at least linearly with the channel length (i.e., the ISI span), making 
it less appealing for longer channels.  
Frequency domain equalization (FDE) offers a lower-complexity (per symbol time) 
solution for equalization with long ISI span. Given both the received signal and the 
channel response in the frequency domain, the equalization can be greatly simplified due 
to the fact that convolution in time domain corresponds to multiplication in frequency 
domain. In order to convert the signal into the frequency domain, FDE operates on blocks 
of symbols using the Discrete Fourier Transform (DFT), which is efficiently 
implemented by the Fast Fourier Transform (FFT). This leads to an equalization 
complexity that grows only logarithmically with the channel length, which makes FDE a 
favored option over TDE in modern wireless communication standards. 
FDE can be performed with both multicarrier modulation and single carrier 
modulation. Orthogonal frequency division multiplexing (OFDM) is a widely adopted 
multicarrier transmission scheme, due to its low complexity and close-to-optimum 
performance [25]. At the transmitter, information is modulated in the frequency domain, 
converted by an inverse DFT into the time domain and then transmitted. The receiver 
converts the signal back into frequency domain, and then performs equalization and 
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demodulation. However, the OFDM waveform has large envelope fluctuations, which 
leads to a high peak-to-average power ratio (PAPR). This leads to low power efficiency, 
which is not a desirable characteristic in handheld devices. 
Single carrier FDE (SC-FDE) [26] has emerged as an alternative that effectively 
addresses this issue. Information is modulated and transmitted in the time domain; the 
received signal is converted to the frequency domain and equalization is performed, and 
then it is converted back to the time domain again for detection. Thus, by moving the 
inverse DFT to the receiver, single carrier transmission can also make use of simplified 
equalization, as in OFDM. Moreover, it solves the high PAPR problem, which makes it a 
strong candidate for mobile uplink transmissions. However, the performance of SC-FDE 
can only compare to that of OFDM or time domain MMSE-DFE if a DFE is used, which 
is called hybrid DFE (HDFE) since the DFE portion is usually implemented in the time 
domain [27]. 
Compared to SISO systems, MIMO systems require a lot more complexity in 
equalization, with each channel tap being a matrix rather than a scalar. Which approach is 
then a better single-carrier scheme for MIMO transmissions, TD MMSE-DFE or HDFE?  
In terms of performance, both schemes can be capacity achieving. In terms of complexity, 
for longer channels, the equalization complexity per symbol time of TD MMSE-DFE is 
higher than that of HDFE; however, for shorter channels, TD MMSE-DFE is likely to be 
simpler without the overhead of FFT operations. In heterogeneous networks where cells 
of different sizes coexist, it would be desirable if we can exploit the merits of both 
equalization methods. 
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In this dissertation, we propose a fast finite-length TD MMSE-DFE which can be 
converted to HDFE when the channel length becomes sufficiently long. This algorithm is 
also based on the QR decomposition of an augmented channel matrix. 
 
1.5 Contributions of the thesis 
 
In Chapter 2, we present joint MIMO transceiver designs based on the GMD and UCD. 
We find that the hardware resources required for GMD-based and UCD-based designs 
are comparable, which makes the UCD method more appealing due to its superior BER 
performance. Both transceiver designs can run at 400 MHz with a 16-QAM constellation 
on a Xilinx Virtex-4 FPGA, and can achieve a data throughput of 12.8 Gbps in an 8x8 
MIMO system. 
In Chapter 3, we discuss the possible application of the TCD in software defined 
radio (SDR) communications. Subject to limited spectrum resources and specified 
quality-of-service (QoS) constraints, we map the required services onto the available 
frequency bands, using the TCD to partition the MIMO channel into subchannels having 
prescribed gains. We then present a reconfigurable closed-loop transceiver design which 
can adapt to various partitioning scenarios. This design has the potential to deliver the 
required services with reduced transmitting power, and has approximately the same area 
as its non-configurable counterpart. 
Chapter 4 proposes a new fast iterative algorithm to obtain the optimal finite 
impulse response (FIR) TD MMSE-DFE for MIMO over ISI channels, based on the QR 
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decomposition of an augmented Toeplitz channel matrix. The proposed algorithm is not 
only computationally efficient but also very frugal in its memory usage. The algorithm 
applies to MIMO systems with any number of transmitting and receiving antennas, either 
balanced or unbalanced. The iterative feature of the proposed algorithm enables a flexible 
choice of Nf, the length of the feedforward filter (FFF), which translates to a controllable 
tradeoff between complexity and performance for real implementations. We also propose 
a conversion from TDE to HDFE for lower complexity when Nf becomes large. 
Complexity analysis suggests significant improvement over the prior art on TDE.  
The conclusions are given in Chapter 5, together with suggestions for future related 
work. 
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Chapter 2  
 
Joint MIMO Transceiver Design 
Based on GMD and UCD 
 
In Chapter 1, we reviewed that the MIMO channel capacity can be achieved by combing 
the SVD of the channel matrix with the water-filling method. However, the water-filling 
power allocation procedure requires different modulation schemes to be used for 
subchannels with different qualities. This bit-loading method not only has additional 
complexity, but also leads to capacity loss in actual implementations due to the 
granularity of constellation sizes. If the same modulation scheme is used for all 
subchannels, then there is an inevitable tradeoff between throughput and BER 
performance, arising from the vastly different subchannel gains. Given the channel 
matrix, one has no control over these subchannel gains using the SVD, as they are 
determined by the singular values of the channel matrix. 
In this chapter, we present joint MIMO transceiver designs based on two recently 
introduced channel decomposition methods, GMD [19] and UCD [20]. Their shared 
advantage is that the MIMO channel becomes decomposed into multiple identical 
subchannels, thereby eliminating the dilemma faced with the SVD. Furthermore, the 
UCD is capacity lossless and it can decompose the channel into an arbitrary number of 
subchannels, regardless of the rank of the channel matrix. 
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We use the Xilinx blocksets in Matlab Simulink to build our designs, and then 
transform them into hardware using System Generator [28]. The synthesis results show 
that both the GMD-based and UCD-based closed-loop transceiver designs can support a 
data throughput of up to 12.8 Gbps with a 400 MHz clock rate for an 8 × 8 MIMO, 16-
QAM system design.   
 
2.1 GMD and UCD 
 
In this section, we will give an overview of the GMD and UCD methods, the full details 
of which can be found in [19] and [20], respectively.  
 
2.1.1 Geometric Mean Decomposition 
Recall from Chapter 1 that a MIMO system with Mt transmitting and Mr receiving 
antennas in a flat fading channel can be modeled as 
= +y Hx z , (2.1) 
where the channel r tM MC
H  is a rank K matrix whose (i, j)
th
 element  represents the 
channel impulse response between the j
th
 transmitting and the i
th
 receiving antenna, 
1tMC
x  and 
1rMC
y  are the transmitted and received signals and * 2[ ] xE xx I . 
2~ (0, )
rz M
N z I  is zero-mean circularly symmetric complex Gaussian noise vector.  
Suppose the same constellation size is used for all subchannels in order to reduce 
the system complexity. The overall BER performance is then limited by the worst 
subchannel. Aiming at maximizing the smallest subchannel gain, consider the following 
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optimization problem, assuming CSI at both the transmitter and the receiver: 
,
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subject to
, 0 for
0 for1
ii
K K
ij
ii
K
r i K
r i j
r i K


   
 
      
     
  
Q P
*
* *
R Q HP
R
Q Q P P I
   (2.2) 
where P and Q are semi-unitary matrices indicating the linear operations performed at the 
transmitter and the receiver. It is proved in [22] that the GMD of H is the solution to this 
problem. 
The geometric mean decomposition [22]: For any rank K matrix r tM MC
H with 
singular values ,1 ,2 , 0H H H k      , there exists an upper triangular matrix 
K KR with identical diagonal elements 
1/
, ,1
K
K
ii H H k
k
r i K 
 
     
 
    (2.3) 
and semi-unitary matrices r
M KC Q  and tM KC P  such that H = QRP
*
. 
The name GMD is due to the characteristic of the decomposition that the diagonal 
elements of R are all equal to the geometric mean of the singular values of H. An 
algorithm for computing GMD is also proposed in [22]. 
The GMD of H can be readily combined with ZF-VBLAST in a joint transceiver 
design. At the transmitter, we first encode the information symbol 1KC s  via the linear 
precoder P to be x Ps . Equation (2.1) is now equivalent to: 
 y QRs z      (2.4) 
At the receiving end, multiplying on the left by 
*Q  gives: 
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 y Rs z      (2.5) 
or  
1 11 12 1 1 1
2 22 2 2 20
0
K
K
K KK K K
y r r r s z
y r r s z
y r s z
         
       
           
             
       
         
        (2.6) 
Now, ZF-VBLAST can be used to decode the transmitted information symbol. It 
estimates the last symbol first, and then cancels it out from the received signal vector, 
then estimates the preceding symbol, and so on.  
Assuming there is no error-propagation, the GMD decomposes a MIMO channel 
into multiple identical subchannels 
, 1, ..., .i H i iy s z i K                 (2.7) 
 Fig. 2.1 depicts the joint transceiver structure using the GMD method. The GMD 
scheme has been shown to be optimal asymptotically at high SNR in terms of both the 
information rate and the BER performance [19]. 
 
While the GMD gives an attractive method of channel decomposition, it has the 
Transmit
symbol
s
m
P
MIMO
channel
H
Q*
ReceiverTransmitter
Symbol
Detect
x y
zRsy m
~~ 
VBLAST
 
Fig. 2.1: Joint transceiver design based on the GMD. 
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drawback that its performance degrades when the SNR becomes low. This is due to the 
fact that the ZF-VBLAST decoder is inherently suboptimal. In the following subsection 
we will describe the UCD, which is a further improved channel decomposition method. 
 
2.1.2 Uniform Channel Decomposition 
The UCD method is proposed in [20] to eliminate the capacity loss at low SNR while 
preserving all the desirable properties of the GMD. In addition, it can decompose the 
channel into an arbitrary number L of subchannels, no longer constrained by the rank 
value K. It extends the GMD matrix decomposition algorithm and it incorporates MMSE-
VBLAST rather than ZF-VBLAST.  
In the UCD, we still have the same input-output relationship as in equation (2.1), 
except that the information symbol 1LC s . We first compute the SVD of the channel 
matrix H as: 
                                   *H UΛV      (2.8) 
Then, the precoder matrix F is defined as: 
                                  1/2 *F VΦ Ω      (2.9) 
where L KC Ω is a semi-unitary matrix and Φ is a diagonal matrix whose k
th
 diagonal 
element determines the power loaded into the k
th
 subchannel, which is computed using 
the standard water-filling method. Since MMSE-VBLAST is information lossless and 
Ω is semi-unitary, F is a precoder maximizing the MIMO channel throughput. However, 
introducing Ω brings greater flexibility than the precoder in (1.12).  
Combining the precoder F and the channel H, the virtual channel that the 
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information symbol s passes through will be: 
                       1/2 * *G HF UΛΦ Ω UΣΩ     (3.0) 
Now we consider the augmented matrix 
                                   a
L
 
  
  
*
UΣΩ
G
I
     (3.1) 
where 2 / [ ]z E 
*
s s . As proved in [20], we can always find an Ω  (using the GMD 
method) such that the QR decomposition of aG yields an upper triangular matrix JR  
with equal diagonal elements, that is: 
                                    
aa J

G
G Q R      (3.2) 
We define 
a
u
GQ as the matrix containing the first Mr rows of aGQ . The nulling 
vectors of the MMSE-VBLAST are 
                     
1
, , , 1,2,...,ai J ii ir i L
  Gw q           (3.3) 
where ,J iir is the i
th
 diagonal element of JR , and ,a iGq is the i
th
 column of 
a
u
GQ . wi is then 
used at the receiver to decode the information symbol, also through a sequential nulling 
process. 
As analyzed in [20], Matlab simulations show that the UCD method requires 2 dB 
less SNR than the GMD at a 10
-4
 BER when using 16-QAM in a 4 × 4 MIMO system, 
due to its use of an MMSE detector. 
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2.2 GMD-Based Joint Transceiver Design 
 
In this section, we present the design details of the GMD transmitter and the receiver. 
Various system configurations have been implemented, but we will use the 4 × 4 16-
QAM system as an illustrative example. In our implementations, we assume that the 
channel is slowly time-varying, so that the channel decomposition calculations can be 
computed in software. 
The transmitter precodes the symbol s with P, generating the transmitted 
signal x Ps , as depicted in Fig. 2.2.  The precoder Xilinx FPGA synthesis results will be 
discussed in Section 2.5. 
 
The receiver is composed of three parts: space equalization, VBLAST and symbol 
decision.  
(1,4)P
(1,3)P
(1,2)P
1s
(1,1)P
Pipeline
cut sets
2s
3s
4s
 
 
Fig. 2.2: Precoder design at the transmitter. 
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The space equalization module multiplies y with Q
*
, outputting  y Rs z . 
Therefore, this module shares the same structure as the precoder at the transmitter. All of 
the multipliers are maximally pipelined in our design in order to speed up the clock.  
Following the space equalization step is the VBLAST module, which removes the 
interference introduced by the upper triangular elements of R . We first estimate Ks  from 
Ky  and KKr : 
ˆ [ / ]K K KKs C y r     (3.4) 
where C[ ] stands for mapping onto the nearest symbol in the symbol constellation.  Next, 
cancel the value from 1Ky   and estimate 1Ks  : 
1 1 1, 1, 1
ˆ ˆ[( ) / ]K K K K K K Ks C y r s r         (3.5) 
 The above operation is repeated until all symbols are decoded. The whole process 
can be described as follows: 
 1
for : 1:1
ˆ ˆ /
end
K
i i ij j iij i
i K
s C y r s r
 
 
  
       (3.6) 
The VBLAST structure of this 4 × 4 design is given in Fig. 2.3 and the decision 
block is shown in Fig. 2.4.  
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Fig. 2.3: VBLAST structure in the 4 × 4 GMD design 
(pipeline registers not shown) 
  27 
 
Due to the sequential nulling and cancellation process, VBLAST may introduce 
error propagation of the noise from the channel. If one of the symbols was not correctly 
detected, it will affect the detection of all lower indexed symbols. One possible option is 
to perform the sequential nulling and cancellation at the transmitter, i.e. the “dirty paper” 
precoder, as described in [19]. However, this method is not used in our design since it 
would increase the size and complexity of the transmitter, which contradicts our initial 
intention to decrease the complexity of the transmitter by avoiding power allocation and 
bit-loading. 
 
2.3 UCD-Based Joint Transceiver Design 
 
The UCD transmitter here is almost the same as in the GMD case, except that a different 
matrix F is used to precode the information symbol vector s. The output is x Fs . After 
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Fig. 2.4: 16-QAM symbol detector with GMD channel decomposition 
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passing through the channel, the received signal is  y HFs z . 
The receiver, however, is quite different from the GMD design. As discussed in 
Section 2.2, ( 1,2,..., )i i L w  are the nulling vectors input to the MMSE-VBLAST 
decoder. First, we multiply vector y  with Lw  to get the estimate of Ls : 
ˆ [ ']L Ls C y w        (3.7) 
Then, we “pass” ˆLs  through the precoder and channel again, and cancel the result 
out from y to obtain 1y . Assuming H HF , we have: 
:,
ˆ1 L Ls  y y H        (3.8) 
Now we can estimate 1Ls  as: 
1 1
ˆ [ 1 ']L Ls C  y w      (3.9) 
Again, multiply 1ˆLs  with the (L-1)
th
 column of H  and cancel it out from 1y  to get 
2y , and then estimate 2Ls  : 
:, 1 1
ˆ2 1 L Ls   y y H      (3.10) 
2 2
ˆ [ 2 ']L Ls C  y w      (3.11) 
The above operations are repeated until all of the symbols have been decoded. 
The process can be summarized as follows: 
 
:,
for : 1:1
ˆ [ ] '
ˆ[ 1] [ ]
end
i i
i i
i L
s C L i
L i L i s
  
  
     
y w
y y H
    (3.12) 
Fig. 2.5 shows the receiver structure for a 4 × 4 UCD design. Fig. 2.6 shows the 
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fully pipelined structure used in our implementation, where pipelines inside blocks are 
not shown. This design enables very high system throughput as presented in Section 2.4, 
but also introduces higher latency as a tradeoff. In actual applications, the degree of 
pipelining can be adjusted according to the system requirements. 
 
 
 
y
4ˆs

4 'w
3ˆs
:,4H
3 'w
1y

2ˆs
2 'w
2y
:,3H
:,2H

1ˆs
1 'w
3y
Decision
Decision
Decision
Decision
 
 
Fig. 2.5: Receiver structure in the 4 × 4 UCD design 
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2.4 Results and Comparisons 
 
The design flow uses Matlab Simulink as the model builder, followed by the Xilinx 
System Generator to transform the Simulink model into an RTL description, which then 
is synthesized and mapped onto a Xilinx xc4vlx200ff1513-12 Virtex-4 FPGA.  
We use Matlab to calculate the precoder filter P, space equalizer Q and channel 
gain R in the GMD design, as well as the precoder filter F and nulling vectors iw  in the 
UCD design, which are then read into Simulink. We assume that all the channel taps are 
zero mean, unit variance, complex Gaussian random variables. We realized MIMO 
configurations from 2 × 2 through 8 × 8 using a 16-QAM constellation and from 2 × 2 
through 4 × 4 using a 64-QAM constellation under each of the two channel 
decomposition methods. 
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Fig. 2.6: Receiver structure in the 4 × 4 UCD design (fully pipelined) 
(pipelines inside blocks are not shown) 
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2.4.1 Matlab fixed-point simulation 
To determine the appropriate bit-length required for satisfactory BER performance, both 
floating point and fixed point simulations have been done in Matlab. Fig. 2.7 shows the 
results for 4 × 4 MIMO, 16-QAM UCD, where, for example, the number “15 10” 
indicates a total bit-length of 15 bits with a fractional part of 10 bits. We can determine 
from these results that a 5-bit integer part and a 10-bit fractional part give a performance 
nearly the same as that of floating point. The figure also shows that if the fractional part 
is reduced to 8 bits, the performance is only slightly degraded at higher SNR. 
 
Similar simulations have been done for other configurations of both GMD and 
UCD which also show that using a word length of 15 bits is adequate to keep the 
quantization error small. Therefore, we have set the word length to be 15 bits in all of our 
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Fig. 2.7: BER performance with different bit-length of the 4 × 4 16-QAM UCD design 
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designs. 
 
2.4.2 FPGA results 
We compare the area results for the GMD and UCD designs in Tables 2.1 and 2.2. Note 
that the two designs share the same precoder structure; only their precoder matrix values 
differ. We also compare the area of 15-bit and 13-bit realizations for selected 
configurations of UCD in Table 2.3, in order to give a sense for how the complexity 
changes for different bit lengths. The speeds of the designs are listed in Table 2.4, where 
the GMD-based and UCD-based designs (for both 16-QAM and 64-QAM) share the 
same speed since they are all pipelined at a fine-grained level.  
 
 
 
Table 2.1: Area results for 16-QAM (slices) 
 
Configurations Precoder 
Receiver 
(GMD) 
Receiver 
(UCD) 
2 x 2 568 2134 2178 
3 x 3 1302 4674 5280 
4 x 4 2336 8196 9724 
5 x 5 3670 12700 15560 
6 x 6 5304 18186 22758 
7 x 7 7238 24654 31360 
8 x 8 9472 32104 41336 
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Table 2.4: Speed results 
 
 
Max 
frequency 
Precoder 411MHz 
Receiver 400MHz 
 
Table 2.3: Area results for different bit-lengths (slices) 
 
Configurations  
15 bits 
(UCD) 
13 bits 
(UCD) 
Area 
Saved 
(%) 
4 x 4 16-QAM 
Precoder 2336 2072 11.30 
Receiver 9724 7900 18.76 
8 x 8 16-QAM 
Precoder 9472 8400 11.32 
Receiver 41336 33592 18.73 
4 x 4 64-QAM 
Precoder 2880 2376 17.50 
Receiver 10004 8144 18.59 
 
Table 2.2: Area results for 64-QAM (slices) 
 
Configurations Precoder 
Receiver 
(GMD) 
Receiver 
(UCD) 
2 x 2 704 2238 2294 
3 x 3 1608 4830 5472 
4 x 4 2880 8404 10004 
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From the area results in Tables 2.1 and 2.2 we can see that, even though in UCD-
based designs the decoded symbols have to be “passed through” the precoder and channel 
again, not many additional hardware resources are consumed compared to the GMD-
based designs. This is because in GMD-based designs, the space equalization part 
occupies a large number of slices. Thus, the UCD-based designs are evidently more 
favorable since they offer better BER performance. From Table 2.3, we can see that the 
area decreases by approximately 11-17 percent for the precoder part and by about 19 
percent for receiver part. Since less than 1 dB is sacrificed at a BER of 10
-5
, it may 
therefore be favorable to use 13 bits instead of 15 bits in applications where area is a 
critical issue. 
 
2.4.3 Comparisons with other detection schemes 
Comparisons with other joint transceiver schemes have been investigated in [19] [20]. As 
mentioned before, the main advantages of the GMD and UCD methods are that they do 
not require bit allocation, nor do they need to deal with the trade-off between capacity 
and BER performance; GMD has been proved to be asymptotically optimal for 
(moderately) high SNR, and UCD is capacity lossless at any SNR; they can decompose 
the MIMO channel into identical subchannels, and UCD can even decompose it to an 
arbitrary number of subchannels.  
For open-loop designs, [29] compared the most commonly used MIMO detection 
algorithms in terms of their performance and complexity, including linear and nonlinear 
detection schemes and linear adaptive detection. Among them, the Maximum Likelihood 
  35 
detection has the best performance, but its complexity grows exponentially with the 
number of antennas. The Sphere Decoding (SD) algorithm [30] [31] has been developed 
to achieve comparable performance at reduced complexity. However, it is difficult to 
achieve a fixed throughput with the SD algorithm since its search radius is a function of 
the channel. Fixed Sphere Decoders (FSD) have been investigated to address this 
problem [32], but they may exhibit a performance degradation. What’s more, our designs 
give much higher throughputs which are fixed, as shown in Table 2.5. On the other hand, 
the decomposition schemes used here do require the additional precoder hardware at the 
transmitting end.  
 
 
 
2.5 Conclusions 
 
We have designed MIMO baseband transceivers based on two advanced channel 
Table 2.5: Comparison with SD designs (4 × 4 16-qam) 
 
 
Slices of 
Receiver 
Frequency 
(MHz)  
Throughput 
[30](SE) 3880 251 81.5 Mbps 
[30](VB) 5614 257 36.8 Mbps 
[32] 13743 102 800 Mbps 
GMD 7612 400 6.4 Gbps 
UCD 9724 400 6.4 Gbps 
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decomposition methods, namely the GMD and the UCD. Xilinx synthesis results have 
been obtained for various MIMO system configurations for both 16-QAM and 64-QAM 
constellations. Given that the UCD can considerably outperform the GMD in terms of the 
bit error rate, the UCD-based designs seem to be more appealing since their hardware 
complexities are comparable to those of the GMD-based designs. The 16-QAM systems 
run at up to 400 MHz, which gives a data throughput of 6.4 Gbps for a 4 × 4 MIMO 
system. The same system configuration under a 64-QAM constellation can achieve a data 
throughput of 9.6 Gbps at a clock rate of 400 MHz. 
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Chapter 3  
 
QoS-oriented MIMO transceiver 
design using TCD in Cognitive 
Radio 
 
 
3.1 Introduction 
 
With the ever-increasing demand for more versatile and multi-functional mobile devices, 
new types of services are being integrated into modern wireless systems, which will 
require additional bandwidth and power consumption. However, the available spectrum 
resources are scarce and very expensive, thus placing considerable limitations on the 
services that can be added. What’s more, these services usually have different quality-of-
service (QoS) constraints requiring different transmission bit-rates (for example, 
voice/video/file downloading). How can one satisfy these disparate QoS constraints in a 
power efficient way using the limited spectrum resources? In this chapter, we address 
these challenges by using the Tunable Channel Decomposition (TCD) in MIMO systems 
combined with cognitive radio. 
A cognitive radio is adaptable in the sense that it is aware of its environment and can 
adjust its operation according to dynamic changes in the local spectral conditions [33]. 
Cognitive radio may utilize a software defined radio (SDR) in which some or all of the 
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physical layer functions are determined with software or other reconfigurable techniques 
[34] [35].  In the foreseeable future, we can expect a handheld wireless device being able 
to adapt to different channels, operating modes, etc. [36]. In the system described here, we 
assume that it can determine the currently available frequency bands and adapt itself 
accordingly. In other words, our system can make use of certain frequency bands found 
through spectrum sensing during a specific time period, i.e. when they are not occupied in 
the local area by the licensed or primary users [37], or we can control the total power of 
our system on these frequency bands so that interference to these users are kept under the 
regulated power level. 
Given one or more available frequency bands, the next step is to accommodate the 
required services onto these bands in a power efficient way. Considering several services 
sharing the same channel, one possible solution is to exploit the multiplexing gain offered 
by MIMO as described in Chapter 1. We can map the services on to the independent 
subchannels obtained by decomposing the MIMO channel matrix. Recall that although 
SVD and the water-filling technique can be combined together to achieve the MIMO 
channel capacity, the subchannel gains are determined by the singular values of the 
channel matrix and cannot be adjusted by the user. This aspect makes it less suitable for 
transmitting the QoS-constrained services [38]. The GMD and UCD transceivers 
discussed in Chapter 2 decompose the MIMO channel into identical subchannels, which 
also don’t exactly match the envisioned scenario.  
In this chapter, we make use of an alternative method, namely the TCD, which was 
proposed in [21] and which can decompose a MIMO channel into an arbitrary number of 
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subchannels having prescribed capacities. It is also capacity lossless, provided that those 
capacities satisfy a majorization constraint. The TCD scheme can ensure minimal power 
consumption for transmitting a group of QoS-constrained services in a single MIMO 
system [21]. 
We will first discuss the MIMO subchannel allocation problem under a cognitive 
radio scenario utilizing the TCD method. Assuming several available frequency bands 
obtained through spectrum sensing, a fixed number of antennas at both the transmitter and 
the receiver, and the services and their QoS attributes that need to be handled, we seek to 
achieve an optimized scheme so that the total transmitting power is minimized. Given that 
the TCD scheme can offer the minimal power solution in a single MIMO system, what we 
need to do in our system is to find the best way to: 1) group antennas together onto 
different frequency bands to form subsystems, if necessary; 2) partition the required 
services onto the subsystems. Then, applying the TCD scheme to each subsystem will 
result in a power efficient solution. 
Next, we will present the hardware architecture design for such a system. 
Specifically, we will present a reconfigurable MIMO transceiver which can operate as 
either a single MIMO system or as two MIMO subsystems, all of them using the TCD. 
Thus, this transceiver can provide the flexible hardware that is necessary for achieving 
power efficient operation. 
 The remainder of this chapter is organized as follows: Section 3.2 briefly reviews 
the TCD algorithm and the resulting TCD scheme which can always achieve minimal 
power in a single MIMO system under QoS constraints. In Section 3.3, the subchannel 
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allocation in MIMO systems under an SDR scenario is discussed according to the two 
aforementioned steps. Section 3.4 presents the reconfigurable MIMO transceiver design 
based on TCD. Conclusions are given in Section 3.5. 
 
3.2 The TCD Scheme 
 
We consider a MIMO system with 
tM  transmitting and rM  receiving antennas in a flat 
fading channel. The system input-output relationship can be modeled as 
 y HFx z ,                                       (3.1) 
where r tM MH C  is the channel matrix with rank K, 1Lx C  is the information symbols 
precoded by the linear precoder t
M LF C , 1rM y C  is the received signal, and 
2~ (0, )
rz M
N z I  is a zero-mean circularly symmetric complex Gaussian noise vector. The 
SNR is defined as 
2
2 2
[ ] 1
Tr{ } Tr{ }x
z z
E 

  
  
* *
* *x F Fx
F F F F             (3.2) 
Denote the SVD of the channel matrix H as  *H UΛV , where Λ  is a non-negative 
diagonal matrix containing the singular values , 1{ }
K
H k k   of H in a non-increasing order, 
and where * is the complex conjugate transpose. In a conventional SVD scheme,  
1/2F VΦ  where Φ  is a diagonal matrix whose diagonal elements 1{ }
K
k k   indicate the 
power allocation (not necessarily water filling, but depending on the specific scheme). 
  41 
Then, the MIMO channel is transformed into K orthogonal subchannels with capacities 
2
,
2log (1 )
H k k
kC
 

   bps/Hz, k = 1, 2, ..., K . 
 
3.2.1 TCD algorithm 
In the TCD algorithm, the precoder is modified to become 1/2 TF VΦ Ω , where L KΩ R  
with L K  satisfies T Ω Ω I , and where the superscript T denotes the transpose. Thus, 
without changing the overall capacity, greater flexibility can be introduced. 
According to the TCD Theorem given in [19], for any L K , let Lc R  be a zero 
vector with its first K elements replaced by 
1{ }
K
k kC  . Given any rates 1{ }
L
k kR  , we can find 
an orthonormal matrix L KΩ R  such that the combination of the linear precoder 
1/2 TF VΦ Ω  and the MMSE-VBLAST detector yields L subchannels with capacities 
1{ }
L
k kR   if and only if 1{ }
L
k kR   c , where majorization x y  is defined as follows [20]: 
For , nx y R , if 
[ ] [ ]
1 1
j j
i i
i i
x y
 
  , 1 j n  with equality holding for j = n, where the 
subscript [i] denotes the i
th
 largest element of the sequence, we say that x is majorized by y 
and denote it as x y  or, equivalently, y x . 
 
3.2.2 TCD scheme under QoS constraints 
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Under various QoS constraints, Ref. [21] gives an optimization scheme to decompose a 
MIMO channel so that the minimal transmitted power can be achieved. This TCD scheme 
deals with two types of scenarios, described below. 
The first type of scenario is where the majorization constraint is satisfied. Suppose 
1
1{ }
K
k kC  are the subchannel capacities which are obtained by applying the SVD plus water 
filling to a rank K MIMO channel. Since the water filling method is capacity lossless, 
1
1
K
ii
C
 will be equal to the MIMO channel capacity. We can use the TCD algorithm to 
convert these K subchannels into L K  subchannels with capacities 
1 2, ,..., LR R R  if and 
only if 1 1
1( ,..., ,0,...,0)
L
KC C R  majorizes 1 2( , ,..., )LR R R . What’s more,
1
1 1
K L
i ii i
C R
 
  , 
i.e. under this scenario, the TCD scheme is capacity lossless.  
The other type of scenario occurs if the required capacities don’t satisfy the 
majorization constraint with 1
1{ }
K
k kC  , i.e. they are too disparate.  In this case, the TCD 
scheme will apply multi-level water filling to achieve the optimum power allocation. 
However, this will suffer from overall capacity loss.  To resolve this issue, we can split the 
large-valued substreams into smaller ones so that the majorization constraint is satisfied. 
 
3.3 MIMO Subchannel Allocation in SDR 
 
3.3.1 Power minimization procedure 
From the above discussion, we know that the TCD scheme in [21] already gives the 
minimum power needed to transmit the required services in a single MIMO system. When 
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the given rates 
1{ }
L
k kR   satisfy the majorization constraint, the TCD algorithm can be 
applied. It is capacity-lossless and therefore automatically gives the minimum power 
needed to transmit the required data. On the other hand, when the majorization constraint 
is not satisfied, the TCD scheme still achieves minimal power by applying multi-level 
water filling. Thus, in this case, we only have to perform Step 1), as discussed in Section 
3.1. That is, among several available frequency bands detected through spectrum sensing, 
decide which band or bands will be used.  If more than one frequency band is to be used, 
i.e. the whole system is to be divided into several subsystems, we have to decide which of 
the services will be assigned to each subsystem. Once this has been done, applying the 
TCD scheme to each subsystem will suffice. In the following discussion, we consider an 
illustrative example in which the number of services to be transmitted is the same as the 
number of antenna pairs in the MIMO system, and where two frequency bands are 
available. 
As shown in Fig. 3.1, we consider K  pairs of transmitting/receiving antennas and 
K  services to be transmitted, with required bit rates 
1{ }
K
k kB  , given in descending rate 
order. Suppose the two available spectrum slots are 
1F  and 2F  having bandwidths 1W  
and 
2W , where 1 2W W . Their noise levels are α1 and α2, as defined in (2). Group the 
antennas into two subsystems so that each group operates in one spectrum slot. 
1K and 
2K  are the numbers of antenna pairs assigned to 1F , 2F , respectively, where 
1 2K K K  .  
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Suppose 
1H  and 2H  are the channel matrices of the resulting MIMO subsystems. 
Define 
1F
H  to be the channel matrix when all antenna pairs are assigned to 1F , and 2FH to 
be the channel matrix when all antennas are put into 
2F . In a flat fading environment, it is 
reasonable to assume that the channel does not change during a certain time period. 
During this period, 
1H  and 2H  are just partitions of 1FH  and 2FH , since the transmitting 
coefficients for a given antenna pair remain unchanged in the same frequency band.  
 
 
The channel capacities of the two subsystems are given as follows: 
TX1
TX2
TXK1
TXK1+1
TXK
RX1
RX2
RXK1
RXK1+1
RXK
Band: F1 (W1, α1)
Services: {B1, …, BK1}
or {BK2+1, …, BK}
Channel matrix: H1
Band: F2 (W2, α2)
Services: {BK1+1,...BK}
or {B1, …, BK2}
Channel matrix: H2
 
Fig. 3.1: Possible division of a MIMO system with K antenna pairs. 
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
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  
  
,                   (3.3) 
where 
1,
{ } , 1,2i
i
K
kH k
i    are the singular values of 1H  and 2H , and where 
, 1{ } , 1,2
iK
i k k i   are the power allocations for the two subsystems obtained through SVD 
and water filling. If the majorization constraint is satisfied for each subsystem, which 
means that the two subsystems are capacity-lossless, we have: 
1 1
1,
1 1 1
K K
k
k
k k
B
C
W 
  , 
2
1
2,
1 1 2
K K
k
k
k k K
B
C
W  
  ,                 (3.4) 
or  
1
2
1,
1 1 1
K K
k
k
k k K
B
C
W  
  , 
2 2
2,
1 1 2
K K
k
k
k k
B
C
W 
  ,                      (3.5) 
In (3.4), we place services that require larger data rates into 
1F  (which will be 
referred to as “descending order” in the remainder of this chapter), while in (3.5) we put 
them into 
2F (which will be referred to as “ascending order”). In both cases we intuitively 
group services having adjacent data rates together, so that the data rates will be not too 
disparate from each other.  In this way, the majorization constraint is more likely to be 
satisfied so as to achieve capacity-lossless transmissions.  
Given 
1 2,H H , we seek to find the 1 2,K K  pair and the descending/ascending order 
that minimize the total transmitting power (which, if the majorization constraint is 
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satisfied, will be equal to
1 2
1, 2,
1 1
K K
i i
i i
 
 
  ). The channel matrices 1H  and 2H  are generated 
randomly and simulations are done to obtain empirical solutions, as described in the 
following section. 
 
3.3.2 Simulation Results 
In our simulations, we use the bit rates required for several widely used applications, 
including video (128 kbps, 384 kbps), DAB (Digital Audio Broadcasting) service (192 
kbps), standard audio (128–160 kbps), FM radio (96 kbps), AM radio (32 kbps), video 
phone (16 kbps) and telephone (8 kbps). In each trial, K + 1 subchannel division options 
(i.e., ranging from 
1 0K   to 1K K ) were simulated. Two K by K random matrices 
were generated as 
1F
H  and 
2F
H  for each trial; then, in each division, the corresponding 
partitions of them were assigned to be 
1H  and 2H . Both descending order and ascending 
order were simulated in every division and the one having the smaller total power was 
retained. Finally, the particular division which required the minimal total power was 
selected for that trial. 
In Table 3.1 (simulation case 1), we use the values K = 8, W1 = 30 kHz, W2 = 10 
kHz, and B = [384 128 96 32 16 8 8 8] kbps. 100,000 trials were carried out for each pair 
of chosen noise levels α1 and α2, where α1 and α2 are in dB. From the results we can see 
that, in most cases, the lowest power is obtained when all of the services are assigned to a 
single band. When α1/α2 is 10, we have a maximum of 0.072% of the cases where it is 
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necessary to divide the services between the two frequency bands. We also observe that 
when α1/α2 is 1 or 2, in most of the cases, all services are assigned to 1F . This is 
understandable since 
1F  has three times as much bandwidth as 2F , thus requiring a lower 
SNR to attain the  required throughput. However, when α1/α2 is 3, about half of the 
realizations suggest that all of the services should be assigned to 
2F . When α1/α2 is larger 
than 3, 
2F becomes the more favorable choice. 
In Table 3.2 (case 2), we randomly draw bit-rates out of a pool of [32 96 128 160 
192 8 16 384 64] kbps, while the other parameters remain the same. For each α1/α2, 100 
realizations of B are generated, each with 1000 channel trials. The results show increasing 
necessity to divide the services, with a maximum of 1.27% when α1/α2 is 10. Table 3.3 
(case 3) shows the result for the same simulation conditions as for Table 3.2 except that K 
= 4. The maximum percentage is 5.98% when α1/α2 = 9, which is a considerable increase 
compared to K = 8. Table 3.4 (case 4) changes the bandwidths to W1 = 300 kHz and W2 = 
100 kHz.  Also for each realization of B, 10000 channels are simulated rather than 1000, 
while other parameters are the same as in Table 3.3. The maximum percentage is 6.21% 
when α1/α2 = 10. 
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Table 3.2: Distribution of K1, simulation case 2 
 
 K1 
α1/α2 0 1 2 3 4 5 6 7 8 
1 0 0 0 0 0 0 0 0 100000 
2 0 0 0 0 0 0 0 0 100000 
3 36191 7 0 1 0 0 0 10 63791 
4 95747 91 17 1 1 1 4 24 4114 
5 97931 184 51 10 7 3 6 31 1777 
6 97310 317 101 42 22 11 12 55 2130 
7 99003 483 195 81 22 27 10 21 158 
8 98743 589 249 87 33 28 11 6 254 
9 98748 706 332 125 33 11 4 1 40 
10 98726 761 332 123 33 19 6 0 0 
 
Table 3.1: Distribution of K1, simulation case 1 
 
 K1 
α1/α2 0 1 2 3 4 5 6 7 8 
1 0 0 0 0 0 0 0 1 99999 
2 0 0 0 0 0 0 0 0 100000 
3 50109 1 0 0 0 0 0 0 49890 
4 99998 2 0 0 0 0 0 0 0 
5 99993 7 0 0 0 0 0 0 0 
6 99989 10 1 0 0 0 0 0 0 
7 99964 30 6 0 0 0 0 0 0 
8 99957 36 6 1 0 0 0 0 0 
9 99930 56 13 1 0 0 0 0 0 
10 99928 56 11 2 3 0 0 0 0 
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Table 3.4: Distribution of K1, simulation case 4 
 
 K1 
α1/α2 0 1 2 3 4 
1 1111 4 26 25 998834 
2 2302 34 57 261 997346 
3 6042 205 347 1087 992319 
4 8797 432 921 2324 987526 
5 13284 661 1614 2536 981905 
6 11378 753 2108 3613 982148 
7 6429 701 1895 2840 988135 
8 15778 1410 4247 4792 973773 
9 14065 1134 3057 4425 977319 
10 19074 2421 4940 5151 968414 
 
Table 3.3: Distribution of K1, simulation case 3 
 
 K1 
α1/α2 0 1 2 3 4 
1 1 0 2 25 99972 
2 203 53 66 263 99415 
3 36590 611 320 780 61699 
4 80768 1184 619 1022 16407 
5 89365 1567 661 791 7616 
6 88486 2363 1193 1086 6872 
7 88515 2805 1464 967 6249 
8 89646 2594 1665 866 5229 
9 93030 3279 1876 826 989 
10 91130 3231 1818 686 3135 
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To ensure the optimal division among the K+1 choices, the following procedure 
should be adopted: first, estimate 
1F
H  and
2F
H ; next, for each division, obtain 
1H , 2H from 1FH , 2FH  and compute the corresponding total transmitting power; finally, 
select the optimal division and assign the services accordingly. This procedure should be 
repeated periodically to track the current channel conditions. However, from Tables 3.1-
3.4 we can see that the simulations suggest that for most cases (~95%) it is a “winner-
take-all” situation. Thus, if the complexity of the above procedure is too high for a given 
system implementation, rather than considering all possible divisions, we can simply 
compare 
1 0K   with 1K K . However, in this case the system may suffer from capacity 
loss.  
 
3.3.3 Division with power constraints on frequency bands 
From the simulations with two frequency bands and a specific set of parameters, the 
results suggest a “winner-take-all” solution in most cases. We also presented a procedure 
for choosing the optimal division among the available choices; however, this may not be 
an attractive procedure given its complexity. From the power efficient point of view, it 
may be reasonable to simply put all the antennas into one frequency band, i.e. whichever 
one requires a lower total transmitting power for all of the required services. 
However, recall that we are using cognitive radio and there may be strict regulations 
on the power level that can be put into a given frequency band in order to avoid interfering 
with the licensed or primary users. This could lead to the need to divide the antennas 
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among the available frequency bands. A simple asymptotic analysis can be performed 
using equation (1.2). Suppose that there are two frequency bands F1 and F2 having the 
same bandwidth, with power constraints of P1 and P2, respectively. Assuming unit noise 
variance and asymptotically high SNR, the total capacity that can be achieved subject to 
K1 (the number of antenna pairs put onto F1) is up to: 
1 2
1 1
1 1
log( ) ( ) log( ) (1)
P P
C K K K O
K K K
   

   (3.6)
 
In order to maximize C according to K1, we have: 
1 2 1 1
1
log log log log( ) 0
C
P P K K K
K

     

  (3.7) 
This leads to 
1 1
2 1
P K
P K K


     (3.8) 
This suggests that the number of antenna pairs that should put into the two 
frequency bands is proportional to the corresponding power constraints. 
For example, ignoring the term O(1) and assuming P1 =30, P2 = 50, K = 8, we 
obtain the curve shown in Fig. 3.2, which suggests that we should put three out of eight 
antenna pairs onto F1. 
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3.4 Reconfigurable MIMO Transceiver Design 
 
From the above discussion, we have seen that in some cases it may be more favorable to 
only use one frequency band (i.e., running as a single MIMO system), while in other cases 
(especially when there is power constraint on certain frequency bands) division into two 
subsystems is more desirable. This means that a flexible MIMO transceiver will be needed 
which can be reconfigured so that it can operate as either one system or as two subsystems. 
In this section we will describe a reconfigurable 4 × 4 16-QAM MIMO transceiver design 
based on the TCD. It can be reconfigured as one 4 × 4 system or as two 2 × 2 subsystems.  
0 1 2 3 4 5 6 7 8
10
11
12
13
14
15
16
17
18
19
K
1
C
 
Fig. 3.2: C versus K1 for two frequency bands with power constraints 
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Fig. 3.3 shows the structure of a single TCD MIMO system.  Suppose that the 
channel is slowly time-varying, so the TCD channel decomposition computation can be 
implemented in software. The outputs of this step are two matrices, F and W, where F is 
to be used at the precoder, and where the columns of W, which are denoted as wi (i = 1, 
2, …, L), are the nulling vectors to be used at the receiver. 
 
 
3.4.1 Precoder at the transmitter 
The transmitter precodes the symbol vector x with F, generating the transmitted signal s = 
Fx, as depicted in Fig. 3.4.  
Mod
outputinput
Precoder Channel Receiver
Channel 
Decomposition 
(software)F W
TX RX
 
 
Fig. 3.3: Single TCD system structure 
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As can be seen, there are four layers in the design, each generating a precoded 
symbol. The sel signal decides whether the design is operating as a single 4 × 4 system or 
as two 2 × 2 subsystems.  When sel is 0, it operates as a 4 × 4 system, performing a matrix 
multiplication where the 4 × 1 vector x is multiplied by the 4 × 4 matrix F. When sel is 1, 
it operates as two 2 × 2 subsystems, performing two matrix multiplications where 2 × 1 
symbol vectors are multiplied by 2 × 2 precoding matrices. In this latter case, x1 and x2 are 
the symbols from the first subsystem and x3 and x4 are the symbols from the second 
subsystem. 
We use 16-QAM modulation in our design, so every four bits are grouped together 
to form a symbol, where two of them represent the real part and the other two represent 
the imaginary part. This allows a simplification of the multiplier design in this block. 
1,1F
1s
2s
1,2F
1,3F
3s
4s
1,4F
1x
2x
3x
4x
(1,:)F (2,:)F (3,:)F (4,:)F sel
0
1
 
Fig. 3.4: Reconfigurable precoder structure of 4 × 4 MIMO 
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Using Gray coding, 00 indicates -3, 01 represents -1, 11 is +1 and 10 is +3. We notice that 
if the 0
th
 bit is 0, the absolute value is 3; otherwise, the absolute value is 1. Also, if the 1
st
 
bit is 0, then the value is negative; otherwise, it is positive. Thus the multiplier here can be 
designed as shown in Fig. 3.5, which is simpler than a general multiplier. 
 
3.4.2 Receiver 
After passing through the channel, the received signal is  y HFx z . As mentioned at the 
beginning of this section, ( 1,2,..., )i i L w  are the nulling vectors input to the MMSE-
VBLAST decoder. We perform a sequential nulling and canceling process in the decoder 
which is very similar to the one used in UCD (see Section 2. 3). 
This process can be summarized as follows: 
 
:,
for : 1:1
ˆ [ ] '
ˆ[ 1] [ ]
end
i i
i i
i L
x C L i
L i L i x
  
  
     
y w
y y H
    (3.9) 
Based on this process, the reconfigurable MIMO receiver design is shown in Fig. 
3.6. When sel is 0, it performs uninterrupted 3-stage sequential nulling and canceling in 
<< 2
a
[0]b

3a
NEG
[1]b
out0
1 1
0
 
Fig. 3.5: Multiplier in precoder 
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order to decode all four symbols from the received signal vector y . When sel is 1, the 
received signal of the first and the second subsystems will be y  and 'y , respectively. In 
this case, the second canceling stage is not used since now the two subsystems are 
decoding independently. 
Note that we need to use standard, full-width multipliers for multiplying y  by iw ,. 
We have used AccelDSP [39] to design these multipliers, which can generate optimized 
structures from Matlab code targeting the specific FPGA device. For multiplying an 
estimated symbol with a column of H , however, essentially the same multiplier as in the 
precoder design is used. 
 
y 4xˆ

4 'w
3xˆ
:,4H
3 'w
1y

2xˆ
2 'w
2y
:,3H
:,2H

1xˆ
1 'w
3y
Decision
Decision
Decision
Decision
'y
sel
0
1
 
Fig. 3.6: Reconfigurable receiver structure of 4 × 4 MIMO 
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3.4.3 Results 
The Verilog design has been synthesized and mapped onto a Xilinx xc4vlx200ff1513-11 
Virtex-4 FPGA.  
We use Matlab to calculate the matrices F and W, which are then read into the 
design. We assume that all the channel taps are zero mean, unit variance, complex 
Gaussian random variables. Through Matlab fixed-point simulations, we have found that a 
total bit-width of 15 with a 10-bit fractional part gave almost the same performance as 
floating-point, while any further reduction leads to noticeable performance degradation. 
Thus, we have used this bit-width throughout our design. 
The area results are presented in Table 3.5. We can see that the reconfigurable 
designs are almost the same in area as the non-configurable designs.  This is due to the 
fact that only a small amount of control logic is needed to make them reconfigurable. This 
indicates that the TCD scheme is well-suited for use in a flexible transceiver setting. 
The speed results are listed in Table 3.6. Using the relation 
2Throughput log Mf K   , where M = 16 is the constellation size, we can calculate the 
throughput as being approximately 1.6 Gbps. 
Several previous MIMO receiver designs have been based on Sphere Decoding [31] 
or Fixed Sphere Decoding [32] algorithms. Our design requires about the same area (in 
terms of the number of FPGA slices), including both the precoder and the receiver, as in 
those designs while doubling the throughput. However, since our design is a closed-loop 
one, some additional amount of overhead for the feedback of CSI will also be required. 
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3.5 Conclusions 
 
We have combined cognitive radio and MIMO techniques to form a flexible system for 
supporting disparate services in a scenario where spectrum resources are scarce. Given 
different available frequency bands, we have shown that it is sometimes necessary to 
divide the system into separate subsystems, particularly when some of these bands are 
subject to power constraints. We then can apply the TCD to each subsystem to 
accommodate the required services with minimum power. We have presented a 
Table 3.6: FPGA Speed results 
 
 Max Frequency 
Precoder 113MHz 
Receiver 100.4MHz 
 
Table 3.5: FPGA Area Results 
 
TX/RX Design Area (slices) 
Area increase 
(%) 
Precoder 
Non-
configurable 
2288 
4.20 
Reconfigurable 2384 
Receiver 
Non-
configurable 
2868 + 48 multipliers 
(about 9156 equivalent) 
3.45 
Reconfigurable 
2967 + 48 multipliers 
(about 9255 equivalent) 
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reconfigurable 16-QAM MIMO transceiver design based on the TCD which can operate 
as either one 4 × 4 system or as two 2 × 2 subsystems. This transceiver has approximately 
the same area as its non-configurable counterpart, and it can achieve a maximum 
throughput of 1.6 Gbps. 
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Chapter 4  
 
Fast MIMO MMSE-FDE 
 
 
In the previous chapters we focused on MIMO systems under ISI-free channels only. 
However, this assumption is likely to be invalid nowadays since the high throughput of 
the system is usually larger than the channel coherence bandwidth, which leads to ISI. In 
recent years, single-carrier (SC) communication for ISI channels has enjoyed a revived 
interest, whose principle advantage over the multi-carrier scheme is lower peak-to-
average power ratio (PAPR). In this chapter, we propose a new fast iterative algorithm to 
obtain the optimal finite impulse response (FIR) minimum-mean-square-error decision 
feedback equalizer (MMSE-DFE) for multiple-input multiple-output (MIMO) SC 
communication systems over ISI channels based on the QR decomposition of an 
augmented Toeplitz channel matrix. The proposed algorithm is not only computationally 
efficient but also very frugal in memory usage. The algorithm applies to MIMO systems 
with any number of transmitting and receiving antennas, either balanced or unbalanced. 
The iterative feature of the proposed algorithm enables a flexible choice of Nf, the length 
of the feedforward filter (FFF), which translates to controllable tradeoff between 
complexity and performance for real implementation. We also propose a conversion from 
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our time-domain equalization (TDE) to hybrid DFE (HDFE) for lower complexity when 
Nf becomes large. Complexity analysis suggests significant improvement over the prior 
art on TDE.  
 
4.1 Introduction 
 
As discussed in Chapter 1, when the MIMO system throughput is larger than the channel 
coherence bandwidth, there will be inter-symbol interference, i.e. ISI. In order to mitigate 
the ISI effect, MIMO has been often paired with multi-carrier transmitting schemes such 
as orthogonal frequency division multiplexing (OFDM). However, recently single carrier 
solutions have been receiving increasing attention due to several advantages compared to 
OFDM, including reduced peak-to-average power ratio (PAPR), possible lower 
transmitter complexity, and more robustness against carrier frequency offset [40] [41]. In 
particular, the 3
rd
 generation partnership project (3GPP) has adopted single carrier 
frequency division multiple access (SC-FDMA) [42] [43] [44] [45] as the solution for the 
long term evolution (LTE) uplink transmission. 
Compared to single carrier frequency-domain equalization (SC-FDE) for MIMO 
systems [46] [47] [48], not as much effort has been made recently for the MIMO TDE 
counterpart. One of the reasons why the FDE has drawn more attention than TDE is that 
the complexity of the FDE is lower than TDE under channels whose impulse responses 
span a large number of symbol intervals. However, in the small-cell scenarios such as the 
femtocell environment [49] [50], the channel length is typically much shorter, thus TDE 
may become more viable.  
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Among the available MIMO TDE methods, MMSE-DFE offers a good tradeoff 
between performance and complexity. MIMO MMSE-DFE has been investigated in the 
literature, including [51] [52] [53] [54].  In particular, [52] is a pioneering work which not 
only derives the mathematical formula of the MIMO FIR MMSE-DFE, but also provides a 
fast algorithm based on the generalized Schur algorithm [55]. Limited work has been done 
on further improving the algorithm complexity over [52]. For example, [56] reduces the 
complexity by formulating the MIMO MMSE-DFE as a linear estimation problem. 
However, it suffers from lower post-processing SNR as it only feeds back decisions from 
previous times but not the decisions of other users/streams at the current time. 
In this chapter, we aim to achieve the same FIR MMSE-DFE as that in [52] but with 
much reduced computational complexity. We first prove that the optimal FIR coefficient 
matrices can actually be obtained through QR decomposition of an augmented channel 
matrix. By exploiting the Toeplitz structure of the augmented channel matrix, we propose 
a fast algorithm to obtain the desired sub-matrices in the QR decomposition. We then give 
a unifying iterative method to realize the fast algorithm which applies to all the three cases 
where the number of transmitting antennas is equal to, smaller than, or larger than the 
number of receiving ones. The proposed iterative algorithm leads to a significant reduction 
in both computational complexity and memory usage. The complexity analysis suggests 
remarkable improvement over the prior art in [52]. Note that the QR decomposition 
representation of MMSE-DFE has been proposed for the MIMO flat-fading channel [20] 
and for the SISO ISI channel [58] [59]. However, no similar method has been formulated 
for the case of the MIMO ISI channel. 
  63 
Moreover, during the iteration process, we can monitor the achievable system 
throughput as the FFF length Nf of the MMSE-DFE increases. By relating the post-
processing SNR of the MMSE-DFE to the Shannon capacity of the underlying MIMO ISI 
channel, we can determine when to terminate the iterative procedure to achieve a desired 
tradeoff between complexity and performance.  
Furthermore, if in a large cell the required performance demands too large a value of 
Nf (i.e., too high complexity) for TDE, we propose a conversion from TDE to hybrid DFE 
(HDFE), where the feed-forward part of the equalizer is performed in frequency domain. 
This flexibility is very desirable in the system implementation of the heterogeneous 
network where different types of cells, e.g., femtocells versus macrocells, have very 
different channel length and thus require different FIR lengths. 
The remainder of this chapter is organized as follows: Section 4.2 starts from the 
MIMO ISI data model and presents the derivation of FIR MIMO MMSE-DFE based on 
the QR decomposition, then shows that the DFE approaches the channel capacity as Nf 
increases towards infinity. In Section 4.3, the fast algorithm is described, and its iterative 
implementation is investigated. A conversion from TDE to HDFE is also proposed. 
Section 4.4 gives the complexity analysis and performance comparison results, while 
Section 4.5 provides a numerical example and some simulation results. The chapter is 
concluded in Section 4.6. 
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4.2 Derivation  
 
In this section, we present a derivation of the FIR MIMO MMSE-DFE, including the FFF 
and FBF coefficient matrices, based on a QR decomposition. It is then shown that the DFE 
approaches the channel capacity as the FFF length Nf increases. We begin with the data 
model of a MIMO ISI channel. 
 
4.2.1 Data Model 
Consider a MIMO communication system with Mt transmit and Mr receive antennas in an 
ISI channel with ν multipath taps. Assuming symbol-spaced output, the discrete-time 
input-output relationship at symbol time t can be modeled as 
0
t k t k t
k



 y H x z                  (4.1) 
where the information symbol sequence {xt} is assumed to be an i.i.d. Mt-dimensional 
vector random process with zero mean and unit variance, whose covariance matrix 
*[ ]
tM
E xx I , where (•)* is the complex-conjugate transpose. The received sequence {yt} 
is an Mr-dimensional vector random process. Channel coefficient matrices {Hk} are of size 
Mr × Mt, whose (m, n)
th
 element indicate the channel impulse response between the m
th
 
receive antenna and the n
th
 transmit antenna.  The additive noise term {zt} is a stationary 
Mr-dimensional vector Gaussian process that is white in both the spatial and frequency 
domain, i.e. with auto-correlation function 
* 2[ ]
rt t n n z M
E   z z I , where n is the Kronecker 
delta.  
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For a block of Nf output symbols, the input-output relationship (4.1) can be rewritten 
in block matrix form as follows: 
0 1
1
0 1
1
0 1
1
1
1
f
f
f
t N
t
t
t N
t N
t
t
t
t




 

 
 


 
   
   
   
   
    
  
 
 
  
  
   
  
    
   
 
H H H 0 0
y
0 H H H 0 0
y
y
0 0 H H H
x
z
x
z
z
x
    (4.2) 
We can write the above equation in the compact form: 
 y Hx z      (4.3) 
At the receiver end, we apply a finite-length MMSE-DFE to combat ISI and recover 
the information vector sequences {xt}, as shown in Fig. 4.1. Suppose the FIR MMSE-DFE 
consists of a feed-forward filter (FFF) with Nf taps  * , 0,1, ..., 1t rM Mi fC i N      W and a 
feed-backward filter (FBF) with Nb+1 taps , 0,1, ...,t tM Mj bC j N     B . We assume that 
within the vector xt, we detect the entries sequentially from the Mt
th
 entry to the 1
st
 entry, 
so that B0 should be strictly upper triangular. The optimal Nb should be ν since xt is only 
subject to the interference from the preceding ν symbols. We will use bN   in the 
remainder of the chapter.  
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Denote  
* * *
1 0 ( 1) 0 1[ , ..., ] ,f t f tN M N M             W W W Β 0 Ι Β Β Β     (4.4) 
With the simplifying assumption that all the previous symbols are detected and 
demodulated correctly, the error vector at time t is then 
*ˆ
t t t   e x x W y Bx      (4.5) 
The MSE matrix is defined as the auto-correlation matrix of the error vector 
*[ ]t tEE e e           (4.6) 
For MIMO MMSE-DFE, the error matrix is “compressed” through optimizing the 
FFF and FBF coefficient matrices. In the following, we will describe how to obtain the 
optimal FFF and FBF through QR decomposition. derivation below was originally sketched in 
[60]. 
 
4.2.2 Optimal FFF and FBF based on QR Decomposition 
tx
DecoderFFF
FBF
Channel 
tz

ˆ
tx
1tM 
ty
1rM 
1rM  *
iW
jB


1tM 
 
Fig. 4.1: Block diagram of MIMO MMSE-DFE 
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Combining (4.3) and (4.5), we can write (4.6) as 
  
    
  
  
* * *
*
* * *
*
1
* * *
1
* *
1
* * *
( )( )
z
z z
z
z
E



    
   
   
   
  
E W y Bx W y Bx
W H B W H B W R W
W HH R HB HH R
W HH R HB
B I H HH R H B
   (4.7) 
where * 2[ ]
f r f rz z N M N M
E   R zz I . We have  
  1* * *z   E B I H HH R H B                  (4.8) 
where the equality holds if and only if 
 
1
* *
z

 W HH R HB .       (4.9) 
With such a feed-forward filter matrix, the MSE matrix becomes 
  
 
1
* * *
1
* 1 *
z
z



  
 
E B I H HH R H B
B I H R H B
    (4.10) 
where we have used the matrix inversion lemma. 
Consider the Cholesky factorization 
* 1 *
z
 I H R H L L            (4.11) 
where L is an upper triangular matrix with positive diagonal elements. Then 
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1 * * E BL L B .         (4.12) 
Since 1L is upper triangular, it is easy to see that 
 1 ( 1) 0 1 2, , , , ...,t f t fM N M N 

 
       
 
BL 0 I B L M M M      (4.13) 
where t t
f
M M
N C
L is the Nf
th
 diagonal block of 1L , and {M1, M2, …, Mν} are the matrix 
results generated by multiplying B with the last ν block columns of 1L . 
Now consider the QR decomposition of the following augmented matrix 
1 2
1
1
0
0 1
  
f
z
N



 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
R H
QR
I
Q
Q
Q
R R R
 
 
 
 
 
 
 
 
 
 
 
 
 
  (4.14) 
where Q is a square matrix of size NfMr + (Nf + ν)Mt, and R is of size (NfMr + (Nf + 
ν)Mt)(Nf + ν)Mt. The block matrix elements (denoted by squares) in  1: ,1:f r f tN M N M   
Q are of 
size Mr × Mt, while those in  : ,1:f r f tN M end N M   
Q and in R are of size Mt × Mt, and those in 
 :, :f tN M end 
Q are of size Mr × Mr.  0 1 1, , ..., fN   Q Q Q are within the Nf
th
 block column of 
Q , while  0 1, , ...,   R R R are within the Nf
th
 block row of R . 
Now consider 
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*
1 2 1 2
* * *z z
    
    
   
R H R H
R Q QR R R
I I
           (4.15) 
Comparing with (4.11), we have L R , which indicates that 1 1
0fN
 L R . So, 
combining (4.12) and (4.13) we have 
   
*1 *
0 0 0 0
   E I B R R I B                    (4.16) 
where the equality holds if and only if the {Mi} in (4.13) are zero matrices.  
Recall that B0 is strictly upper triangular, so that 
1
0 0( )
I B R is an upper triangular 
matrix with diagonal
0
1
RD , where 0RD stands for the diagonal matrix that shares the same 
diagonal elements with R0. Hence 
   
2
0ii ii

E R        (4.17) 
where [•]ii indicates the i
th
 diagonal element, i = 1, …, Mt. 
On the other hand, observe that if we choose 
 
( 1) 0 1t f rM N M  
     Β Α 0 R R R          (4.18) 
where A is an arbitrary non-zero matrix of size t tM M , then {Mi} indeed are zero 
matrices since 1 LL I . Moreover, A has to be 
0
1
RD  since 0 0 AR I B . Then we have 
 
0 0 0
*
1 1 * 1 2
0 0 0 0
     R R RE D R R R D R D          (4.19) 
which achieves the equality of (4.17), and the MSE’s of the substreams are minimized. 
Thus, the optimal FBF matrices are 
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0
0
1
0
1
, 0
, 1
i
i
i
i 


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 
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R
R
D R I
B
D R
    (4.20) 
Given B , we can solve (4.9) as 
 
 
 
 
1
* *
1
1 2 1 2 * 1 2 1 2 *
1
1 2 1 2 1 * *
1
1 2 1 2 * *
1 2 1 2 1
z
z z z z
z z z
z z
z z


   

  

 
  
 
   
   
 
  
W HH R HB
R R HH R I R H B
R R H HR H I B
R R H R R R T
R R HR T
   (4.21) 
where 
0
1
( 1)t f t t tM N M M M

     RΤ 0 D 0 . From (4.14), we have 
1 2
(1: , :)f rz N M

R H Q R , so 
1 2 1
(1: ,:)f rz N M
 
R HR Q . Therefore, 
1 2
(1: , :)f rz N M

W R Q T                 (4.22) 
so the optimal FFF matrices are 
0
1 2 1 , 0 1.i z i fi N
     RW R Q D          (4.23) 
Now we have obtained the optimal FFF and FBF coefficient matrices (4.20) and 
(4.23) based on the QR decomposition (4.14), which provides an algorithm for computing 
(4.20) and (4.23), and which is even faster than the algorithm developed in [52]. Before 
deriving the fast algorithm in Section 4.3, we conclude this section by giving insights into 
the fact that DFE achieves the underlying capacity of the ISI channel as the FFF length Nf 
increases to infinity.  
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4.2.3 Approaching ISI Channel Capacity 
According to (4.17), by using the optimal FFF and FBF, the minimum MSE for the i
th
 
substream will be  
2
0 ii

R , where i = 1, …, Mt. Thus, the unbiased SINR [61] for the i
th
 
substream is 
 
2
0 1i ii  R           (4.24) 
The total throughput is then 
 
2
1 0
1 1
log (1 ) log
t tM M
i ii
i i
C 
 
    R          (4.25) 
Now consider the capacity of the MIMO ISI channel. Applying the D-transform to 
the channel matrix taps gives 
0
( )
v
k
k
k
D D

HH                (4.26) 
Note that when 2j fD e  , (4.26) becomes the discrete-time Fourier transform of the 
channel matrix sequence.  Define 
* 1
2
( ) ( )
( )
z
D D
D


 S I
HH
               (4.27) 
From the matrix spectral factorization theorem [62], the positive definite matrix S(D) 
can be factorized as 
* 1( ) ( ) ( )D D DS T T                  (4.28) 
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where 
0
( ) ii
i
D D


TT  and T0 is an upper triangular matrix with positive diagonal 
elements. We have [63] 
 
12 2
0
0
log log ( )j f
ii
i
e df  T S                (4.29) 
where the right-hand side is just the channel capacity 
* 2 2
1
20
( ) ( )
log
j f j f
z
e e
C df
 


   I
H H
            (4.30) 
Therefore, as long as 
   
2 2
0 0
1
lim
t
f
M
ii iiN
i i


 R T                       (4.31) 
the capacity achieved by the optimal MMSE-DFE will approach the MIMO ISI channel 
capacity as Nf  becomes large. 
Recall that from (4.11) and (4.15) we have L R , thus the Cholesky factorization 
(4.11) can also be rewritten as 
*
*
2
z
  
H H
S I R R           (4.32) 
According to [64], as S  converges to a stationary limit as its dimensionality 
becomes infinite ( fN  ), R  converges to an upper triangular Toeplitz matrix whose 
matrix elements in a block row correspond to the coefficients of ( )DT . This means that R0 
equals to T0 and (4.31) holds. Thus, the capacity achieved by the optimal MMSE-DFE 
approaches the MIMO ISI channel capacity as Nf  increases. 
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4.3 Fast Algorithm 
 
In the previous derivation, we can see that the computationally most complicated step is to 
perform the QR decomposition in (4.14). However, by exploiting the Toeplitz structure of 
the augmented matrix, we can obtain a fast algorithm to efficiently obtain the desired 
block column/row in Q / R , thus facilitating the computation of the optimal FFF and FBF 
coefficient matrices. In Section 4.3.1, we first give an Mr = Mt example to illustrate the 
fast algorithm. Then, we extend the algorithm to general Mr/Mt cases in Section 4.3.2. In 
Section 4.3.3, we briefly summarize Givens rotations and Householder reflections as 
candidate ways of eliminating certain elements in a matrix and propose an iterative 
method for realizing the fast algorithm which uses either of these two approaches. In 
Section 4.3.4, we discuss the flexible selection of Nf brought about by the iterative 
method, and the conversion to hybrid DFE when it becomes favorable. 
 
4.3.1 Derivation of the Fast Algorithm: An Mr = Mt Example 
Suppose we have a 2 × 2 MIMO system, and let Nf = 3, ν = 2. Then the augmented matrix 
in (4.14) will look like 
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R H
I
                (4.33) 
The QR decomposition of the above matrix can be achieved by eliminating all the 
elements below the diagonal, column by column. We first look at how to obtain the {Ri} 
in (4.14). 
Since the desired matrices are within the Nf
th
 block row of R , we only need to 
proceed until the NfMt
th
 column, which is the 6
th
 column in this example. This indicates 
that the last 4 rows will remain unchanged.  Thus, we will only include the first 12 rows in 
the following steps. 
Start with the first column, we need to eliminate two elements (shown with 
strikethroughs) in (4.34). This would require two Givens rotations or one Householder 
reflection. 
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Observe that, due to the Toeplitz structure of the matrix, the underscored elements can 
be eliminated using the same transformation on the 2
nd
/5
th
 and 3
rd
/6
th
 block row pairs. 
Thus, we obtain 
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   (4.35) 
Next, we deal with the second column in a similar way, which leads to  
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Continue in this manner, except that now we do the same transformation on the 2
nd
/4
th
 
and 3
rd
/5
th
 block row pairs. The result is 
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   (4.37) 
Next, a final transformation on the 3
rd
/4
th
 block row will give the desired {Ri} as boxed 
in (4.38). 
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        (4.38) 
For any matrix H with QR decomposition H = QR, when triangularizing H by left 
multiplying by transforming matrices GN…G1H = R, one also simultaneously obtains the 
unitary matrix Q
*
 = GN…G1. Thus, the same transformation above could be used on an 
identity matrix to obtain the {Qi} in (4.14). 
From the above example, we can see that the fast algorithm largely reduces the 
number of operations compared to the full QR decomposition. We only need to process 
the first NfMt columns of the augmented matrix, and in each column we just need to 
eliminate Mr elements. A detailed complexity analysis will be presented in Section 4. 
 
4.3.2 Extension to Mr ≠ Mt MIMO Systems 
Our fast algorithm can also be applied to Mr ≠ Mt MIMO systems. For the Mr > Mt case, 
the extension is straightforward; however, for the Mr < Mt case, we need to slightly modify 
the original augmented matrix in order to continue utilizing the Toeplitz structure. We will 
explain both cases in this section. 
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We begin with the Mr > Mt case using the same example as above except for Mr = 3. 
As in the Mr = Mt case, we still only need to proceed until the NfMt
th
 (6
th
) column. Since 
the process is very similar, we omit the detailed explanation and summarize it in Fig. 4.2.  
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(c)           (d) 
Fig. 4.2: Fast algorithm for 2 × 3 MIMO, Nf = 3, ν = 2. 
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For the Mr < Mt case, however, the fast algorithm can not be readily applied. The 
Toeplitz structure of the augmented matrix can not be fully utilized since not all of the 
diagonal elements in the first NfMt columns belong to
1 2
z

R H . However, the following 
observation overcomes this problem. 
Suppose we already have the QR decomposition in (4.14) for an Mr < Mt MIMO 
system. We can then pad each Hi with an (Mt – Mr) by Mt zero matrix so that it becomes a 
square matrix. Then, the resulting zero-padded augmented matrix has the following QR 
decomposition, where 
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  (4.39) 
The relationship below can be easily verified: 
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t r t
f t r f t
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i
M M M
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 
  
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 
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Q
Q
0
R
R
0
      (4.40) 
which means that the {Ri} remain unchanged. Moreover, the first  (Nf + ν)Mt columns of 
Q are the same except for the padded zeros. The last NfMr columns are changed since 
Q needs to remain unitary. Therefore, we are now able to use the fast algorithm again on 
the zero-padded augmented matrix and obtain the desired matrices for calculating the 
optimal FBF and FFF. 
 
4.3.3 Iterative Implementation of the Fast Algorithm 
As described in the previous subsections, our goal of the fast algorithm is to efficiently 
eliminate the elements below the first NfMt diagonal elements of the augmented matrix in 
(4.14). For eliminating elements (i.e. introducing zeros) in a matrix, several methods could 
be used [65], with Givens rotations and Householder reflections being the two most 
common ones. We will give a brief summary of these two methods below, followed by a 
generalized step-by-step iterative method for realizing the fast algorithm. 
Suppose we have a matrix A of size M × N and vector u is one of its columns, and 
suppose that we want to make all but the first element in u zero. We can use a series of 
Givens rotations to do this: 
  81 
* *
2 21
1
1
[1 ], : [1 ], :
for =2:
      / ;
;
end
n
n
n
n n
i N
u u
u u
u u
   
 
  
 
  
G
A G A
                  (4.41) 
To eliminate each of the elements, we need to generate a Givens rotation matrix G 
and multiply G with A. Generating G requires a square root operation. 
Alternatively, we can use Householder reflections. Recall that given a Householder 
vector v of size N × 1, the corresponding Householder matrix P is calculated by 
*
*
2
vv
v v
 P I .                                      (4.42) 
A vector multiplied by P is reflected in the hyperplane span {v}
┴
. We can then force 
all required elements in u to become zero at once as follows: 
1 1
*
*
* *
;
norm( );
2
;
;
( ) ;
v u
v u u
v v
w v
vv vw




 


    
A
A PA I A A
             (4.43) 
where v1 is the first element in v. Note that only one square root operation is needed in the 
process [65]. 
When implementing the fast algorithm, we don’t have to operate on the whole 
augmented matrix in (4.14) thanks to its Toeplitz structure. We only need to use two block 
rows (see (4.34)-(4.38) and Fig. 4.2), one in the upper part (containing the channel 
information) and one in the lower part (containing an identity matrix). By updating the 
rows iteratively NfMt times, we can obtain the desired matrices for the optimal FFF and 
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FBF. In this way we are able to save considerable memory storage space, while also 
enabling a flexible control of the SNR achieved, as demonstrated in the next subsection. 
We present this iterative method as Algorithm I (see next page) for general Mr/Mt cases. 
Note that while Givens rotations have been used in the algorithm, either Givens rotations 
or Householder reflections could be used in the realization.  Also note that the result 
matrices are in R and Q. 
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Algorithm I.      Iterative Method for Fast Algorithm 
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4.3.4 Dynamic Selection of Nf and Conversion to Hybrid DFE 
As shown in Section 4.2.3, as Nf increases towards infinity, the achievable throughput will 
monotonically approach the MIMO ISI channel capacity. However, there is a tradeoff: 
higher throughput (or larger Nf) comes with higher complexity. Given a target SINR, it is 
desirable to find the minimum Nf satisfying the requirement. The existing algorithms 
assume some fixed value of Nf beforehand, and thus offer no flexibility regarding various 
channel environments. However, thanks to the iterative nature of Algorithm I, we can 
gradually increase the length Nf of the FFF and terminate the algorithm when the required 
SINR/throughput has been achieved.  
More specifically, the algorithm keeps track of the current performance of the 
MMSE-DFE by multiplying the diagonal elements of R0 at each iterative step. By 
comparing (4.25) with the required throughput and/or channel capacity in (4.30), the 
algorithm keeps track of the amount of throughput the system can currently achieve 
against the channel capacity and terminates if the ratio reaches some threshold. This 
allows us to obtain the desired performance/complexity tradeoff, and thereby offers 
flexibility over the traditional methods in which the value of Nf is preset. 
Moreover, we can further explore this flexibility to switch between TDE and FDE 
when necessary. One of the main issues preventing TDE from being applied in high-speed 
communication systems is its complexity in channels whose impulse response spans a 
large number of symbol intervals. For each symbol time, the feedforward equalization in 
TDE takes O(Nf) flops, while SC-FDE requires only O(log(N)) flops, where N is the FFT 
size. Hence, SC-FDE enjoys lower complexity than TDE in long-span multipath channels. 
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However, this advantage may be reversed in the emerging technology of small cell 
communications, e.g., femtocells, where the channel span is no more than the duration of a 
few symbols. Hence, it would be desirable to adaptively switch between TDE and FDE 
based on the complexity criteria. This flexibility is very desirable in heterogeneous 
networks where the channel span varies significantly between femtocells, picocells, and 
macrocells. With the ability to monitor the system performance/complexity during each 
iterative step as Nf increases, this is indeed possible. 
Regarding SC-FDE under long channels, [66] emphasizes that only with a nonlinear 
equalizer at the receiver can SC-FDE achieve satisfactory performance. One main 
category of nonlinear SC-FDE is the so-called hybrid DFE (HDFE), where the FFF 
operates in the frequency domain on blocks of received signal, while the FBF operates in 
the time domain [66]. As the equalization complexity of the proposed TDE becomes too 
expensive with the increase of Nf, a natural yet interesting approach can be adopted: 
simply convert the time domain FFF to the frequency domain to form a HDFE. The block 
diagram of the converted receiver is shown in Fig. 4.3.  
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Fig. 4.3: Block diagram of converted hybrid DFE receiver 
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At the transmitter, suppose in each block we have L information symbol vectors 
1
{ }t
M
l C
x , l = 0, 1, …, L – 1  appended by v zero vectors to avoid ISI, making the total 
block length (L + v). At the receiver, with the time domain FFF, the convolution of the 
received block 1{ }r
M
m C
y , m = 0, 1, …, L – 1 + v with Nf FFF coefficients 
 * t rM Mi C W , i = 0, 1, …, Nf – 1 generates a length (L + v + Nf – 1) result 1{ }tMp C r , p 
= 0, 1, …, L + v + Nf – 2. Observe that the first (Nf – 1) and the last v elements of {rp} are 
not utilized, and that only the middle L quantities {rp}, p = Nf, …, L + Nf – 1 are used in 
estimating {xl}. Let us append (Nf – 1 – v) zero vectors to {ym} and perform a length (L + 
Nf – 1) DFT, denoting the result as 
1
{ }r
M
k C
y , k = 0, 1, …, L + Nf – 2. We also perform 
a length (L + Nf – 1) DFT on  *iW  and denote the result as *{ }t rM Mk C W , k = 0, 1, …, L 
+ Nf – 2. The feedforward FDE generates the frequency domain equalized result 
1
{ }t
M
k C
r , k = 0, 1, …, L + Nf – 2 by 
 *
k k kr W y                   (4.44) 
The result is then passed through an IDFT and we obtain the time domain outcome 
1
{ }t
M
k C
r , k = 0, 1, …, L + Nf – 2,  whose last L elements are the same as the useful part 
of the time domain FFF result {rp}, p = Nf, …, L + Nf – 1. The following FBF is the same 
as the one in the original time domain MMSE-DFE. A detailed analysis of when to switch 
from TDE to FDE will be presented in Section 4.4.2. 
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4.4 Complexity Analysis and Performance 
Comparison 
 
In this section, we first analyze the complexity of the proposed fast algorithm in terms of 
the number of complex multiplications. Then, we will describe when the switch to HDFE 
should be made as Nf increases. We compare the proposed TDE/HDFE 
complexity/performance with other TDE/HDFE methods in the last subsection. 
 
4.4.1 Complexity of the Proposed Fast Algorithm 
From Algorithm I it can be seen that we need to iterate NfMt times in order to obtain the 
desired matrices R and Q.  In each iteration, we need to zero out all but the first element in 
the first column of matrix T. The computational complexity in this process depends on 1) 
the number of nonzero elements in this column, which determines the number of rows we 
need to operate on; and 2) the number of elements in these rows, which determines the 
number of multiplications required. In our fast algorithm, the number of nonzero elements 
in the first column of T is always Mr
 
+ 1, which can also be observed from (4.34)-(4.38) 
and Fig. 4.2. This means that we need to eliminate Mr elements (i.e., generate Mr Givens 
rotation matrices). The number of columns in T is bounded by (ν + 2)Mt – 1, which can be 
deduced from Algorithm I. Meanwhile, we also apply the same transformation on S in 
order to obtain Q. The number of columns in S stays the same as NfMr. Since one Givens 
rotation requires four complex multiplications, the total number of complex 
multiplications involved in computing R and Q is bounded by 
 4 (( 2) 1 )f t r t f rN M M M N M               (4.45) 
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Note that the cost of generating the Givens rotation matrices is not considered here, 
whose main complexity lies in the square root operation for computing the norm in (4.42). 
Since we need to generate NfMtMr Givens rotation matrices, the same number of square 
root operations will be required. We also need to use (4.20) and (4.23) to calculate the 
final FBF and FFF coefficient matrices after we obtain R and Q; however, that cost is 
small compared to (4.40).  
Alternatively, if Householder reflections are used, we still need to iterate the loop in 
Algorithm I NfMt times. According to (4.43), we can see that we also need one square root 
operation here for the norm calculation, which will not be included in the formula given 
below. Since u now contains the Mr
 
+ 1 nonzero elements in the first column of T, v is 
also of size Mr
 
+ 1. Thus, calculating β requires 2(Mr
 
+ 1) real multiplications. Computing 
w requires at most (Mr
 
+ 1)( (ν + 2)Mt – 1) complex multiplications and (ν + 2)Mt – 1 real-
times-complex multiplications for T, while for S it is  NfMr(Mr
 
+ 1) complex 
multiplications and NfMr real-times-complex multiplications. Finally, in the last step of 
(4.43) we need at most another (Mr
 
+ 1)( (ν + 2)Mt – 1) complex multiplications for T and 
NfMr(Mr
 
+ 1) complex multiplications for S. Assuming that one complex multiplication 
has the complexity of four real multiplications, the total number of complex 
multiplications needed for the Householder reflections method is bounded by 
((2 2.5)(( 2) 1 ) 0.5( 1))f t r t f r rN M M M N M M         (4.46) 
Comparing (4.46) with (4.45), it can be seen that using Householder reflection 
brings a significant reduction in the number of complex multiplications. For large numbers 
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of antennas and long channel responses, the savings will be by about a factor of 2. Thus, in 
the following we will use (4.46) as the complexity of our algorithm. 
 
4.4.2 Switching Between TDE/HDFE 
While increasing Nf to achieve the desired SINR, we can monitor the total complexity of 
the equalizer, including both coefficient calculation and equalization. For TDE, the 
complexity for coefficient calculation is given by (4.46), and the equalization complexity 
per xl is 
2 ( 1)
2
t t
f t r t
M M
N M M vM

               (4.47) 
For the converted HDFE, suppose that an FFT is used at the receiver and let N be 
the FFT size. Select L so that N = L + Nf – 1. The cost of converting the FFF to the 
frequency domain is 
2log
2
t r
N
M M N                (4.48) 
The equalization complexity per xl is 
2
2
1 ( 1)
(( ) log )
1 2 2
t t
t r t r t
f
N M M
M M N NM M vM
N N

   
 
         (4.49) 
If the equalizer coefficients are updated every block, then as (4.47) becomes larger 
than the sum of (4.48)/L and (4.49), we can advantageously switch from TDE to HDFE. 
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4.4.3 Comparison with other TDE/HDFE approaches 
In this subsection we will compare our work with previously proposed methods. For fast 
calculation of the time domain MIMO MMSE-DFE matrix coefficients, the algorithm in 
[52] reduced the complexity of computing the FBF matrices from 3 3[ ( ) ]t fO M N   (using 
a classical Gaussian elimination technique) to
2 2[ ( ) ]t fO M N  ; however, computing the 
FFF matrices via back-substitution needs 
2 2[ ( ) ]t r f fO M M N N  complex 
multiplications. Thus, the total complexity will be an order of magnitude higher than in 
our algorithm.  
The authors of [56] proposed a fast algorithm that requires fewer operations than our 
algorithm (see Table 4.1).  However, that approach has an inherit limitation in that its B0 
in (4.13) is constrained to be a zero matrix, while the algorithm of [52] and our algorithm 
both allow triangular B0 matrices, which gives better performance. This is due to the fact 
that such triangular matrices allow the current decisions from lower indexed streams/users 
to be used by higher indexed streams/users. 
MIMO hybrid DFE was first proposed in [67], in which the FFF is optimized and 
performed in the frequency domain, while the FBF remains in time domain. Another 
method, FDE with noise prediction (FDE-NP) [68], is shown to have the same 
performance as [67], where both are optimal in the MMSE sense. Furthermore, in [68] 
FDE-NP is enhanced with successive interference cancellation (FDE-NP-SIC). The 
performance gap between FDE-NP and FDE-NP-SIC is similar to the TDE cases with 
zero vs. triangular B0 matrices.  
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Table 4.1: Complexity Comparison 
 
Method Coefficients calculation Equalization (per xl) 
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The coefficients calculation and equalization complexities of these methods in terms 
of complex multiplications are listed in Table 4.1. Recall that Mt and Mr are the number of 
transmit and receive antennas, N is the FFT size, v is the number of channel multipath 
taps, Nf is the length of FFF, and B is the length of the feedback filters in the FD methods. 
Here we assume B = v for fair comparison. The first half of Table 4.1 contains the 
methods using SIC.  
Fig. 4.4 compares the performance of the above methods. The resulting total MMSE 
is the sum of the MMSEs of all substreams, averaged over 10000 channel realizations 
where σz
2
 = 0.1. With Nf increasing, the total MMSE of TDE with B0 = 0 [56] approaches 
HDFE without SIC (FD-DFE [67] and FDE-NP [68]), while the total MMSE of TDE with 
triangular B0 (fast TD-DFE [52] and our algorithm) merges with FDE-NP-SIC [68]. We 
can also clearly observe the performance gap between SIC and non-SIC methods. 
Among the SIC methods, the lower complexity of the proposed approach compared 
to [52] has already been pointed out, while still sharing the same level of performance. 
The comparison between FDE-NP-SIC and our algorithm is not as straightforward, since 
no explicit complexity formula is given for FDE-NP-SIC. The authors do give an example 
in [68] where FDE-NP-SIC needs 6.9×10
3
 complex multiplications with Mt = 2, Mr =2, N 
= 64 and B = 2 (v = 2). According to Fig. 4.4, the proposed TDE method shows very close 
performance with that of FDE-NP-SIC when Nf = 5, which requires only about 3×10
3
 
complex multiplications. The best choice under a certain circumstance depends on the 
specific parameter values, especially Nf and N. 
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4.5 Numerical Example and Simulations 
 
In this section, we give a numerical example to illustrate the computation of the optimal 
time domain FFF and FBF matrix coefficients and to show how the increase of Nf affects 
the system performance and complexity, for both TDE and HDFE. 
Consider a 2 × 2 MIMO system. Suppose v = 1, σz
2
 = 0.1, N = 64 and Nf will be 
increased from 1 to 10. We adopt a Rayleigh fading channel where the channel taps 
experience exponential decay. One realization of the channel taps is: 
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Fig. 4.4: MMSE comparison of different methods 
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The channel capacity calculated from (4.30) is 7.6439 bps/Hz. Let Nf = 1.  Then for 
TDE we will have 
0
0
1
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6.3612 3.9359 2.3478
0 2.1739
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0 1
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According to (4.25), the achievable throughput for the current MMSE-DFE is 
6.5751 bps/Hz, which is 86% of the channel capacity. Increasing Nf to 10, and using 
Householder reflections, from (4.25) and (4.46)-(4.49) we have Table 4.2 which shows the 
system performance in terms of C1 and complexity per xl for both TDE and HDFE. 
Suppose the number of xl per block is N – Nf + 1 and that the channel is updated every 
block. Thus, using the quantities specified in (4.46)-(4.49), the complexity per xl for TDE 
is given by (4.46)/(N – Nf + 1) + (4.47), while for HDFE it is given by ((4.46) + (4.48))/( N 
– Nf + 1) + (4.49). 
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Observe that, while further increasing Nf beyond Nf = 6 doesn’t offer any throughput 
improvement under the current precision, the complexity increases significantly. The 
complexity of TDE becomes larger than HDFE when Nf = 8. 
Since Nf = 2 already achieves 99% of the channel capacity with reasonable 
complexity, we can consider this as a good tradeoff in practical applications. It’s obvious 
that we should choose TDE due to its much lower complexity per xl (less than half that of 
HDFE). The optimal FFF and FBF are 
0
1
1 0.6214 0.3652
0 1
0.0242 0.2925 0.1477 0.1915
0.1663 0.1100 0.3211 0.0377
i
i i
i i
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   
 
   
  
  
B I
B
 
Table 4.2: Exapmle Performance/Compexity Tradeoff 
 
Nf 1 2 3 4 5 
C1(bps/Hz) 6.5751 7.5792 7.6366 7.6424 7.6430 
TDE 10.4688 16.8095 24.0645 32.2787 41.5000 
HDFE 34.4688 37.2540 40.9677 45.6557 51.3667 
Nf 6 7 8 9 10 
C1(bps/Hz) 7.6431 7.6431 7.6431 7.6431 7.6431 
TDE 51.7797 63.1724 75.7368 89.5357 104.6364 
HDFE 58.1525 66.0690 75.1754 85.5357 97.2182 
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Simulation results for a 4 × 4 MIMO system with different channel lengths are given 
in Fig. 4.5 and 4.6 below. Fig. 4.5 shows the ratio of the achievable throughput versus 
channel capacity with the increase in Nf.  Fig. 4.6 shows the complexity per xl of TDE and 
HDFE, with FFT size N = 128.  
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Fig. 4.5: Capacity achieved for different Nf 
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4.6 Conclusions 
 
In this chapter, using the QR decomposition of an augmented Toeplitz channel matrix, we 
have proposed a fast iterative algorithm to obtain the optimal FIR MIMO MMSE-DFE 
coefficients, which offers the lowest complexity among competing approaches without 
sacrificing performance. Furthermore, the iterative nature of the proposed algorithm 
enables a flexible choice of Nf which enables a controllable performance/complexity 
tradeoff to be made. When the required performance demands a large Nf, which indicates 
high complexity for the proposed TDE, an alternative HDFE approach can be used. 
Comparisons with the complexities of existing TDE/HDFE methods confirm the 
computational efficiency of our procedure. 
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Chapter 5  
 
Conclusions 
 
 
By deploying multiple antennas at both the transmitting and receiving end, MIMO 
systems are able to support much higher throughput and/or reliability than their SISO 
counterparts. Multiple data streams can be sent from the transmitting antennas at the 
same time to exploit the available multiplexing gain. At the receiver, each antenna 
collects a mixture of channel-distorted transmitted data streams and noise. Decoupling 
these data streams can be viewed from a channel decomposition perspective; by 
decomposing the MIMO channel matrix into the product of several matrices in specific 
ways, one is able to obtain parallel independent subchannels by using these matrices to 
perform signal processing at the transmitter and/or receiver. 
In this thesis, we first presented MIMO transceiver designs in ISI-free channels based 
on three recently introduced channel decomposition methods, namely the GMD, the UCD 
and the TCD.  Traditional MIMO transceiver designs have extensively used the SVD, 
where the gains of the decomposed subchannels are determined by the singular values of 
the MIMO channel matrix. Although it can achieve the MIMO channel capacity when 
combined with “water-filling” power allocation, one has no control over these subchannel 
gains, which can have vastly different values from each other. This requires careful bit-
loading, which not only increases the system complexity but it is also results in capacity 
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loss due to the finite constellation sizes. If the same constellation is used for all 
subchannels, however, there will be an inevitably tradeoff between throughput and BER 
performance. 
The GMD solves this dilemma by decomposing the MIMO channel into multiple 
identical subchannels. However, it suffers from capacity loss at lower SNR due to its 
utilization of the ZF-VBLAST algorithm. The UCD improves on this aspect by 
incorporating MMSE-VBLAST instead, which is information lossless. In Chapter 2, we 
presented the hardware MIMO transceiver designs based on these two channel 
decomposition methods. The FPGA results suggest that these two methods actually have 
comparable hardware complexities. Thus, the UCD has been found to be a more 
appealing approach due to its superior performance. 
Future work on these transceiver designs can include hardware implementation of the 
channel decomposition calculations themselves which are currently assumed to be 
performed in software. Transceiver designs based on limited CSI feedback can also be 
investigated. 
In Chapter 3, we discussed the utilization of the TCD in cognitive radio systems. 
Suppose we need to transmit several required services with different QoS constraints, 
which translates to having different data rates. Using the TCD scheme, we can 
accommodate these services in a single MIMO system using the minimum power. If there 
are multiple available frequency bands obtained from spectrum sensing, however, we 
showed that it might be desirable to split the MIMO system into smaller subsystems, 
especially if there are power constraints on these frequency bands. This leads to a flexible 
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MIMO transceiver design based on the TCD which can perform either as a large MIMO 
system or as multiple smaller subsystems, depending on the requirements at any given 
time. The presented 4 × 4 reconfigurable design has approximately the same area as its 
non-configurable counterpart.  This suggests that this type of design approach may 
provide a promising solution for future cognitive radio systems, where various QoS-
constrained services need to be accommodated using the power-limited, time-dependent 
and possibly non-contiguous spectrum resources.  Future work in this area can more fully 
explore these issues. 
Chapters 2 and 3 were mainly focused on hardware transceiver realizations of the 
recently introduced channel decomposition methods under an ISI-free MIMO channel. 
However, with the increasingly high throughput in current communication systems, the 
ISI-free assumption becomes invalid when the system throughput is larger than the 
channel bandwidth. This means that aside from separating the data streams from a spatial 
perspective, the system also needs to deal with the interference from previously 
transmitted information. OFDM is a widely used multi-carrier approach to mitigate the 
ISI effect; however, it leads to high PAPR which is not desirable in mobile devices. 
Single carrier frequency domain equalization has become an uplink substitute for OFDM 
which avoids this problem, but its performance can only be comparable to that of OFDM 
if hybrid DFE (HDFE) is used, in which the feedforward portion is performed in the 
frequency domain and the feedback portion is performed in time domain. 
In Chapter 4, we proposed a fast time domain MMSE-DFE algorithm which can be 
converted to HDFE when the ISI span becomes so long that the complexity of TDE 
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becomes higher than that of HDFE. This algorithm is also based on using a MIMO 
channel decomposition.  Specifically, it uses the QR decomposition of an augmented 
channel matrix.  It gives the lowest complexity among the currently available time 
domain MMSE-DFE algorithms offering the same performance.  It also has comparable 
or lower complexity than presently used hybrid DFE algorithms. We proposed an 
iterative method to realize this algorithm, which allows us to dynamically control the 
number of iterations according to the required performance. Its flexibility also makes it 
suitable for use in heterogeneous networks in which different channel lengths are present. 
Future work in this area may include the optimized design for a multi-user scenario 
and the implementation of a combined system using both the proposed fast algorithm and 
the channel decomposition methods of Chapters 2 and 3. Specifically, the use of a 
Graphics Processing Unit (GPU) may serve as an effective platform for realizing such a 
system due to the inherit parallelism in many of the matrix computations. 
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