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We study theoretically entanglement and operator growth in a spin system coupled to an environment, which
is modeled with classical dephasing noise. Using exact numerical simulations we show that the entanglement
growth and its fluctuations are described by the Kardar-Parisi-Zhang equation. Moreover, we find that the
wavefront in the out-of-time ordered correlator (OTOC), which is a measure for the operator growth, propagates
linearly with the butterfly velocity and broadens diffusively with a diffusion constant that is larger than the one of
spin transport. The obtained entanglement velocity is smaller than the butterfly velocity for finite noise strength,
yet both of them are strongly suppressed by the noise. We calculate perturbatively how the effective time scales
depend on the noise strength, both for uncorrelated Markovian and for correlated non-Markovian noise.
I. INTRODUCTION
One of the major challenges in quantum statistical physics
is to understand the fundamental principles of the thermaliza-
tion dynamics in isolated quantum many-body systems [1–3].
An essential part of it is the irreversible growth of quantum
information, that is quantified by the von Neumann entan-
glement entropy, as a complex quantum many-body system
evolves in time [4–8]. Due to the unitarity of the time evo-
lution, quantum information in the initial state is never truly
lost. However, it gets scrambled in non-local correlations,
which can be accessed by the out-of-time ordered correla-
tors (OTOCs) [9]. OTOCs have been explored in field theo-
ries [10–20], in the semi-classical limit [9, 21–25], and in lat-
tice systems [26–31]. These quantities are not only of theoret-
ical interest. Due to the unprecedented level of control in syn-
thetic quantum matter, entanglement entropies [32, 33] and
information scrambling [34–36] has been measured experi-
mentally in complex many-body systems. Recently, there has
been significant progress in analytically understanding these
phenomena in random circuit models, which consist of struc-
tureless Haar random gates that are applied stochastically in
space and time [7, 37–44]. However, it remains a challenge to
understand the generic aspects of operator and entanglement
growth in conventional many-body models.
In the present work, we study the entanglement production
and information scrambling in a paradigmatic Heisenberg spin
chain subject to dephasing noise. The effect of noise is to act
as a bath on the spins which slows down the quantum dy-
namics. Because of this slow down, we can efficiently calcu-
late the asymptotic behavior of the operator and entanglement
growth using exact numerical techniques for moderately sized
systems. We find that the exponents for entanglement produc-
tion in our system are those of the Kadar-Parisi-Zhang (KPZ)
equation, which has been originally introduced for stochas-
tic surface growth [45]. This scaling implies that the mean
of the entropy grows linearly with time, i.e., we can associate
a rate (or ’velocity’) with the entanglement production. By
contrast, the fluctuations scale with a nontrivial powerlaw ex-
ponent, see Fig. 1. We furthermore, calculate the OTOC of
the quantum spins and find that its wavefront can be captured
by a biased random walk distribution, i.e., it propagates bal-
listically with the butterfly velocity and spreads diffusively in
(a)
(b)
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FIG. 1. Entanglement production in a noisy spin chain. We com-
pute the von Neumann entanglement entropy for a Heisenberg chain
with N spins starting with initial unentangled product states. In the
due course of the dynamics the spins are subjected to dephasing noise
of amplitude Λ = 3
√
J . The entanglement cut is chosen to separate
the system into two equal halves. (a) The von Neumann entangle-
ment entropy obeys a KPZ scaling with a strong sublinear power-law
correction SvN = seqvet + Bt1/3, dashed line. Inset: The entangle-
ment growth for cuts at different positions x (later times are indicated
by more intense colors). (b) As a consequence of the KPZ scaling,
the entanglement fluctuations also scale as a powerlaw with exponent
1/3. At late times the entanglement starts to saturate and hence the
powerlaw scaling in the fluctuations breaks down as well.
time. Therefore, our result show that the phenomenology pre-
dicted from random unitary circuits in the large local Hilbert
space limit in which random gates are applied sequentially at
discrete times steps [7, 8, 37, 40], holds also for noisy spin-
1/2 systems evolved continuously in time. In the strong noise
limit, we can calculate analytically the effective times scale
that governs entanglement and operator growth and find that
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2it is proportional to the noise strength. As a consequence, both
the entanglement and the butterfly velocity depend strongly on
the noise with the former being strictly smaller than the latter.
As our work was nearing completion two related studies on
operator growth in noisy systems appeared [46, 47]. Our work
differs from Ref. 46 in that it also considers coherent dynam-
ics and from both works in that ours does not necessarily rely
on the Markovian white noise limit.
II. A NOISY SPIN SYSTEM
We consider a Heisenberg spin chain, subjected to time de-
pendent noise, as described by
Hˆt = −J
∑
j
[
~ˆ
Sj · ~ˆSj+1 + δ
2
(S+j S
−
j+2 + h.c.)] +
∑
j
ξj(t)Sˆ
z
j ,
(1)
where we explicitly denote the time dependence of the Hamil-
tonian by a subscript t. In our model, J is the strength of
the Heisenberg coupling of neighboring spins, δ characterizes
the next-to-nearest neighbor flip-flop processes, which we in-
troduce to break the integrability of the Heisenberg model,
and ξj(t) is white noise with amplitude Λ (with units of
(energy)1/2), i.e.,
〈ξi(t)ξj(t′)〉 = Λ2δ(t− t′)δij . (2)
However, in general, also correlated, non-Markovian noise
may be considered by introducing a finite noise correlation
time, see e.g. Refs. 48 and 49. We will be interested in how
the entanglement production and the spreading of operators
changes as a function of the noise amplitude Λ.
When averaging over all noise trajectories, this model can
for white noise be mapped onto a Lindblad master equation
with jump operators that are given by Sˆzj [50]:
∂ρˆ
∂t
= Lρˆ ≡ −i[Hˆ, ρˆ] + Λ2
∑
j
[Sˆzj ρˆSˆ
z
j −
1
4
ρˆ], (3)
where L is the Lindblad superoperator, with a coherent part
that generates the Heisenberg time evolution (Hˆ is the time-
independent part of Eq. (1)) and an incoherent part that leads
to dephasing.
In the large noise limit Λ2/J  1, we show using per-
turbation theory that both the entanglement and the operator
growth are governed by an effective timescale
τ ∼ Λ2/J2. (4)
From that we obtain that diffusion constants, entanglement ve-
locities, and butterfly velocities are parametrically suppressed
with noise. Thus only moderately sized systems are required
to observe the universal behavior of entanglement production
and operator spreading, which makes it favorable to study this
model using exact numerical techniques. We compute the dy-
namics of our system, fixing δ = 0.5 for various values of
the noise amplitude Λ using exact Krylov time evolution of
Eq. (1) and perform the average over noise configurations ex-
plicitly.
III. ENTANGLEMENT PRODUCTION
Starting with an unentangled product state |ψ〉, we evolve
our system in time |ψ(t)〉 = Uξ(t)|ψ〉 under the unitary
Uξ(t) = T exp[−i
∫ t
0
Hˆτdτ ]. At each time step, we bipar-
tition our systems at position x and trace out the subsystem
right to the cut (c.f. Fig. 1 (a) top left inset). This leaves us
with a density matrix of the left subsystem, ρˆx(t). From this
density matrix we compute the von Neumann entanglement
entropy
SvN(x, t) = − tr[ρˆx(t) log ρˆx(t)]. (5)
We choose the basis of the logarithm to be two, so that the
maximum entanglement of two spins counts one unit. Time
traces of SvN(t) averaged over several hundreds of noise con-
figurations are shown in Fig. 1 (a) for up to 24 spins. Addi-
tional data for other noise strengths and also for Re´nyi en-
tropies are shown in App. A.
The entanglement dynamics has been recently computed
for analytically tractable models based on random unitary cir-
cuits with local Hilbert space dimension q (our case of spin-
1/2s corresponds to q = 2) [7, 8]. Using the constraints
from subadditivity of the von Neumann entropy, the entan-
glement production could be mapped in the limit of a large
local Hilbert space (q  1) to a classical growth model which
obeys KPZ scaling
SvN(t) = seqvet+Bt
1/3, (6)
where the first term signals linear growth of the entanglement
and the second term is a sublinear correction with a nontriv-
ial powerlaw determined from the KPZ solution [51, 52]. We
can interpret the leading linear entanglement growth also as
velocity ve by noting that the entanglement between two con-
secutive sites in space is the equilibrium entropy seq in the
steady state. A noisy system approaches infinite tempera-
ture at late times, hence seq = log(2). For times tJ & 5,
our entanglement production data Fig. 1 (a) is consistent with
this form with a rather large prefactor B of the sublinear term
which depends on the noise strength, App. A. At shorter times
tJ . 5 the data does not obey KPZ scaling, resulting from the
crossover of the short-time entanglement dynamics, for which
interactions are not relevant, to the long-time KPZ scaling es-
tablished by interactions, App. B. The inset of Fig. 1 (a) shows
the entanglement entropy for different cuts in space at position
x. At early times the average of the entropy grows uniformly
for all cuts, whereas it saturates to the pyramid shaped maxi-
mal entanglement (dashed lines) at late times.
To substantiate the KPZ scaling, we analyze the tempo-
ral fluctuations of the entanglement entropy ∆S(x, t) =
[〈(SvN(t)− 〈SvN(x, t)〉)2〉]1/2; here 〈·〉 represents both an av-
erage over noise trajectories and initial product states. The nu-
merically evaluated entanglement fluctuations scale as a non-
trivial powerlaw with exponent 1/3, and are therefore consis-
tent with the KPZ scaling of the fluctuations. At late times this
scaling breaks down because the entanglement saturates to a
finite value. We also find the KPZ exponent of 1/2 for spatial
3(a) (b) (c)
FIG. 2. Operator scrambling. We calculate the out-of-time ordered correlator (OTOC) C(xi − xj , t) for noise amplitude Λ = 3
√
J . (a) A
contour plot of the OTOC is shown in addition to the contour line at which the OTOC takes half (red curve) and one percent (white curve) of
its saturation value. Errorbars indicate the standard error of the mean. The slope of the linear red curve defines the inverse butterfly velocity vb.
(b) Scaling collapse over five orders of magnitude of the diffusively broadening right wavefront of the OTOC, which moves with the butterfly
velocity +vb. The inset shows the spin diffusion constant DS, red line, and the diffusion constant of the wavefront DO . Both diffusion
constants scale as 1/Λ2. (c) The velocity dependent Lyapunov exponent λ(v), blue dots, becomes negative at the butterfly velocity vb.
fluctuations of the entanglement entropy (not shown). Our re-
sults thus show that temporal noise is sufficient for the entan-
glement growth to obey KPZ scaling, similarly as in random
unitary circuits, even though the latter are locally structureless
and evolve at discrete time steps.
IV. STRONG NOISE LIMIT
The strong noise limit admits a perturbative treatment. We
separate the Lindbladian L, Eq. (3), into the coherent con-
tribution L1ρˆ = −i[Hˆ, ρˆ] and the incoherent contribution
L0ρˆ =
∑
j [Sˆ
z
j ρˆSˆ
z
j − 14 ρˆ]. In the strong noise limit, we calcu-
late the effects of L1 perturbatively. The steady states of the
unperturbed (dissipative) termL0 are of the form |s〉〈s|, where
s is a string of spin states in the basis of Sˆz . All of these states
have eigenvalue λ0 = 0. We can now employ second-order
perturbation theory to obtain an effective Lindblad operator
Leff = PˆL1 1
λ0 − L0L1Pˆ (7)
where Pˆ projects onto the subspace of spanned by the eigen-
states of L0 [53, 54]. In the strong noise limit, we use Leff to
predict the dissipative dynamics.
We will first study time-ordered correlation functions. In
our model the total spin
∑
i Sˆ
z
i is conserved. Hence, long
wavelength excitations of such conserved operators follow hy-
drodynamics, which manifests as a diffusive mode at long
wavelengths ω(k) = −iDSk2 + . . ., where the dots represent
corrections that are of higher order in k [55]. Writing down
the equation of motion for Sˆzk (by replacing ρˆ with Sˆ
z
k and Hˆ
with −Hˆ in Eq. (3)) and expanding around small momenta,
one obtains the spin diffusion constant [56, 57]
DS = (1 + 4δ
2)
J2
2Λ2
. (8)
Hence, the spin diffusion constant is reduced with increasing
noise strength [57, 58]. In the strong noise limit, this relation
also holds for arbitrary anisotropies in the Szj S
z
j+1 term of the
Heisenberg model.
In our system transport is diffusive, however, operator and
entanglement growth is ballistic because of the interactions [5,
26]. Using this perturbative approach, we can compute the
timescale that limits the rate of the entanglement production
and the spreading of the operators (see also Ref. 47). To this
end, we consider a Lindblad equation for the operator ρˆ⊗ ρˆ on
an extended product space. From ρˆ⊗ ρˆ we obtain the purity of
a subsystem by summing over the proper indices, 〈ρ2x(t)〉 =
〈∑ij [ρx(t)]ij ⊗ [ρx(t)]ji〉, where the first and second density
matrix come from the left and right product space of ρˆ⊗ ρˆ and
as before ρˆx is the reduced density matrix with spins located
at positions right to x being traced out. The entanglement of
the purity Sp = − log(〈ρ2x(t)〉) differs from the second Re´nyi
entropy S2 = −〈log[tr ρ2x(t)]〉 in the orders of the average.
However, we find that both quantities behave similarly, see
App. A, which is why we assume the timescale τ obtained
from the dynamics of ρˆ ⊗ ρˆ governs generally the entropy
growth. In a related way, the OTOC can be computed with the
time evolved operator copied on the two product spaces [10].
The Lindblad equation for ρˆ⊗ ρˆ is [47, 50]
∂(ρˆ⊗ ρˆ)
∂t
= −i[Hˆ, ρˆ⊗ ρˆ] + Λ2
∑
j
(
Sˆzj ρˆ⊗ ρˆSˆzj
−1
2
[(Sˆzj )2ρˆ⊗ ρˆ− ρˆ⊗ ρˆ(Sˆzj )2]
)
, (9)
where both Hˆ = Hˆ ⊗ 1ˆ+ 1ˆ⊗ Hˆ and Sˆzj = Sˆzj ⊗ 1ˆ+ 1ˆ⊗ Sˆzj
act on the extended space. By performing a perturbative anal-
ysis [47, 53] (see App. C), one obtains an effective Lindblad
superoperator Leff = − 1Λ2 PˆL21. As a consequence, the ef-
fective timescale for transport, operator growth, and entangle-
ment dynamics scale with the noise Λ2; see Eq. (4).
4V. OPERATOR SCRAMBLING
The scrambling of information can be characterized by the
out-of-time ordered correlator (OTOC) [9–12]
C(xi, t) = −2〈[Sˆzi (t), Sˆz0 (0)]2〉. (10)
We have introduced the factor of two such that the OTOC
grows to the maximal value of one. The OTOC, shown for
noise amplitude Λ = 3
√
J in Fig. 2 (a), spreads linearly in
time and exhibits a pronounced wave-front broadening. From
the linear spreading at half of its saturation value, we obtain
the butterfly velocity vb (red line) playing the role of a Lieb
Robinson velocity [59]. We demonstrate that the wavefront
broadens diffusively by rescaling x as x−vbt√
t
, see (b) where
we find a scaling collapse over five orders of magnitude. We
extract the diffusion constant DO of the wavefront broaden-
ing, by fitting the collapsed data to the complementary error
function, cerf[(x− vbt)/
√
4DOt]/2, which is the inverse cu-
mulative distribution function of the Gaussian that governs the
biased random walk (dashed black line). The diffusion con-
stantDO is shown in the inset of (b), blue symbols, along with
spin diffusion constant DS from Eq. (8), red line. The oper-
ator diffusion is about a factor two larger than spin diffusion
constant and also follows a scaling of 1/Λ2, dashed-dotted
blue line, determined by the effective time scale τ , Eq. (4).
From the complementary error function form of the OTOC,
we calculate the contour lines at lower saturation values c:
x = vbt + cerf
−1(2c)
√
4Dt. This equation fits well to the
numerically obtained contour points, indicated by the white
symbols in panel Fig. 2 (a). From that it becomes apparent
that there is no separate light cone velocity in our model (in
contrast to random unitary dynamics where the light cone ve-
locity is defined by the rate at which gates are applied).
Analogously to the analysis of classical chaos [60, 61], we
introduce a velocity dependent Lyapunov exponent λ(v) by
analyzing the behavior of the OTOC on constant velocity lines
(i.e., rays from the origin in Fig. 2 (a)) [25, 59]. In classi-
cal systems, the OTOC grows exponentially within the light
cone, yet due to the finite local Hilbert space in our quantum
system, the OTOC saturates to a finite value, which is why
the Lyapunov exponent must be strictly zero in that regime,
see Fig. 2 (c). At the butterfly velocity vb (dashed line), λ(v)
departs from zero and becomes negative indicating an expo-
nential suppression of the OTOC.
VI. ENTANGLEMENT VS. BUTTERFLY VELOCITY
Combining our analysis of the entanglement production
and the operator scrambling we compare the two emergent
velocities; the entanglement velocity ve and the butterfly ve-
locity vb. We find from our numerical results that ve < vb for
all values of the noise Λ, see Fig. 3. This inequality results
from the diffusive wave-front broadening of the OTOC [38].
Since the operator diffusion constantDO goes to zero with in-
creasing noise, we expect the two velocities to approach each
other, as observed in our data. In the strong noise limit, the
FIG. 3. Comparison of the entanglement velocity and the butter-
fly velocity. The entanglement velocity ve (blue squares) is strictly
smaller than the butterfly velocity vb (red dots) for all values of the
noise Λ, even though they approach each other with increasing noise.
In the strong noise limit, the velocities are governed by the inverse
time scale τ−1 ∼ J2/Λ2, which is shown as a black dashed line.
effective time scale is τ ∼ Λ2/J2. Since the velocities are
inversely proportional to time, they scale as 1/Λ2 for large Λ,
see Fig. 3 where the scaling with 1/Λ2 is indicated as a black
dashed line.
VII. NON-MARKOVIAN NOISE
So far, we have discussed the Markovian white noise limit,
in which transport, entanglement, and operator growth are
captured by the effective timescale τ ∼ Λ2/J2. We now argue
how this timescale gets modified in the non-Markovian limit
in which noise has a finite correlation time. For simplicity
we focus on the Ornstein-Uhlenbeck process, 〈ξi(t)ξj(0)〉 =
λ2 exp[−|t|/σ]δij , where σ is the noise correlation time and
λ the noise strength which has units of energy. But other
forms of noise can be considered as well. The primary mech-
anism for spreading of charge and information is the inco-
herent hopping of spins between neighboring sites. Using a
Fermi’s Golden Rule-type argument, the effective incoher-
ent hopping rate is [48, 49], τ−1 = 2J2|Cφ(t)|2, where
Cφ(t) =
∫∞
0
e−2
∫ t′
0
(t−t′)〈ξ(t′)ξ(0)〉dt′ . In the limit of fast
noise λσ  1, Cφ(t) ∼ 1/(2λ2σ) and hence
τ−1fast ∼
J2
λ2σ
∼ 2J
2∫∞
−∞〈ξi(t)ξj(0)〉
. (11)
Evaluating the last expression for white noise, Eq. (2), we
obtain our typical noise timescale Eq. (4). This approach
generalizes to slow non-Markovian noise λσ  1, where
Cφ(t) ∼ Cφ(0) ∼ exp[−λ2t/2]. From that we obtain
τ−1slow ∼
J2
λ
. (12)
Therefore, we find that entanglement and operator growth are
scaling differently in the fast and in the slow noise limit. In the
5(a) (b)
FIG. 4. von Neumann, Re´nyi, and purity entanglement entropies. (a) Entanglement growth for different values of the noise amplitude Λ in
a spin chain of length N = 20. Inset: The ratio between the subleading contribution to the entanglement growth and the entanglement growth
rate increases with noise. (b) The Re´nyi entropies Sn are shown for noise amplitude Λ = 2
√
J along with the von Neumann entropy and
the purity entropy. The purity entropy, diamonds, is very close the second Re´nyi entropy. The subleading corrections B to the entanglement
entropies decreases with the index n of the Re´nyi entropy. Inset: The saturation value of the entropy decreases with increases Re´nyi index n.
latter case the typical time scale is independent of the precise
value of the noise correlation time.
VIII. CONCLUSIONS AND OUTLOOK.
In this work, we have studied information scrambling and
operator spreading in a noisy spin system, where the noise
models the environment. While it might be expected that
noise is detrimental for the entanglement and operator growth,
classical noise still retains the unitarity of quantum evolu-
tion. Therefore, the main consequence of noise is to in-
crease the effective time scale in the system, which scales
with the noise strength. Diffusion constants, butterfly veloci-
ties, and entanglement velocities are thus strongly suppressed
with noise. For future work, it will be interesting to numeri-
cally explore our conjecture about entanglement and operator
growth timescales in the non-Markovian noise limit. More-
over, exciting open questions are what the effect of integra-
bility is on information scrambling and operator growth, and
how non-hermitian Lindblad jump operators destroy quantum
coherence and what the timescales for such processes are and.
Appendix A: Additional data on the entanglement entropies
Additional data on the growth of the von Neumann entan-
glement entropy is shown in Fig. 4 (a) for different values of
the noise amplitude Λ and for systems of 20 spins. With in-
creasing noise the entanglement growth gets suppressed. The
subleading termB gains weight relatively to the entanglement
velocity, inset.
Re´nyi entropies generalize the von Neumann entropy and
are defined as
Sn(x, t) = 〈 1
1− n log[tr(ρ
n
x(t))]〉 (A1)
In the limit n→ 1, the Re´nyi entropy reduces to the von Neu-
mann entropy. In Fig. 4 we show the von Neumann entropy
along with Re´nyi entropies with index n = 2, 4, 8 for noise
amplitude Λ = 2
√
J . The subleading contribution to the en-
tanglement production becomes weaker for increasing Re´nyi
index. In addition the saturation value of the Re´nyi entropies
decreases with Re´nyi index, see inset in Fig. 4, which is con-
sistent with recent results on random unitary circuit mod-
els [8], in which a generalized Page formula for the saturation
value has been derived SPagen = N2 log 2 − logCn/(n − 1),
where Cn is the n-th Catalan number. We have also computed
the Purity entropy, SPurity = log[〈tr(ρ2x(t))〉], where the trace
and the average over noise is exchanged compared to the sec-
ond Re´nyi entropy. Both of these entropies are very close to
each other.
Appendix B: Short time dynamics of the entanglement entropy
At short times, interactions are not relevant for the entangle-
ment dynamics. We can therefore understand the short time
dynamics by studying the corresponding model of noisy free
fermions. We compute the entanglement growth of the free
fermion system using the techniques developed in Ref. [62].
The free fermion entanglement dynamics is compared to the
exact Heisenberg dynamics in Fig. 5 for noise amplitude Λ =
2
√
J . For times tJ . 1/2 both results agree well. At later
times, however, the free fermion entanglement crosses over
to a square root growth, which results from the fact that the
particle transport is diffusive in that system and that entan-
glement is produced by particle propagation. By contrast,
for the Heisenberg chain, interactions become relevant at that
time scale, and the entanglement growth departs from the free
fermion result. For times tJ & 1/2, there is a crossover
regime to the late-time KPZ scaling, which explains the de-
viations of the KPZ scaling for short times in Fig. 1 of the
6FIG. 5. Comparison of the entanglement dynamics in interacting
and non-interacting systems. We compare the entanglement dy-
namics of the interacting spin chain studied in the main body of this
work with the one of free fermions for noise amplitude Λ = 2
√
J . At
short time tJ . 1 both results agree well, indicating that interactions
are not relevant for the initial build up of the entanglement. At late
time, the free fermion entanglement crosses over to a
√
t behavior,
whereas, interactions in the spin chain lead to the KPZ entanglement
growth. The short time free fermion evolution, and the late time KPZ
evolution of the entanglement are separated by a crossover regime.
main text.
Appendix C: Strong noise expansion
The effective Lindblad operator for ρˆ.—In this sec-
tion we construct the effective Lindblad superoperator in the
strong-noise limit [53]. We separate the Lindblad super-
operator into a dissipative part L0ρˆ =
∑
j [Sˆ
z
j ρˆSˆ
z
j − 14 ρˆ],
which dominates for strong noise, and a perturbative, coher-
ent part L1ρˆ = −i[Hˆ, ρˆ]. We construct the effective Lind-
blad operator by second order perturbation theory Lρeff =
PˆL1 1λ0−L0L1Pˆ , Eq. (7).
The steady states of the unperturbed term L0 are
spin configurations in the z-basis, |s〉〈s|, as L0|s〉〈s| =
Λ2
∑
j Sˆ
z
j |s〉〈s|Sˆzj − 14 |s〉〈s| = 0. The perturbation L1 gener-
ates the coherent time evolution with the Heisenberg Hamil-
tonian with next-to-nearest neighbor spin exchange Hˆ =
−J∑j [ 12 (S+j S−j+1 + S−j S+j+1) + δ2 (S+j S−j+2 + S−j S+j+2) +
Szj S
z
j ]. Since the ferromagnetic coupling commutes with
|s〉〈s|, it does not generate dynamics. The action of L0 on
the operator product S+j S
−
j+a is
L0(S+j S−j+a) = Λ2
∑
i
(Szi S
+
j S
−
j+aS
z
i −
1
4
S+j S
−
j+a)
= Λ2(Szj S
+
j S
z
j S
−
j+a + S
+
j S
z
j+aS
−
j+aS
z
j+a −
1
2
S+j S
−
j+a)
= −Λ2S+j S−j+a
and similarly
L0(S−j S+j+a) = −Λ2S−j S+j+a
Therefore, we obtain for the effective Lindblad operator [53]
Lρeff =
1
Λ2
Pˆ(L1)2Pˆ. (C1)
The effective Lindblad operator for ρˆ ⊗ ρˆ.—The purity
can be calculated by judiciously contracting the indices of
ρˆ ⊗ ρˆ. The OTOC can be obtained in a similar way by time
evolving Szi (t) ⊗ Szi (t) and contracting the initial state with
Sz0 (0). Therefore, we will analyze the strong coupling limit
of the Lindblad equation for ρˆ⊗ ρˆ, Eq. (9),
∂(ρˆ⊗ ρˆ)
∂t
= −i[Hˆ, ρˆ⊗ ρˆ] +
Λ2
∑
j
(
Sˆzj ρˆ⊗ ρˆSˆzj −
1
2
[(Sˆzj )2ρˆ⊗ ρˆ− ρˆ⊗ ρˆ(Sˆzj )2]
)
.
Here, Hˆ = Hˆ⊗1ˆ+1ˆ⊗Hˆ and Sˆzj = Sˆzj⊗1ˆ+1ˆ⊗Sˆzj act on the
product space. We proceed now similarly to the construction
of Leff for the density matrix by introducing the unperturbed
Lindblad operator L0 = Λ2
∑
j
(
Sˆzj ρˆ ⊗ ρˆSˆzj − 12 [(Sˆzj )2ρˆ ⊗
ρˆ− ρˆ⊗ ρˆ(Sˆzj )2]
)
and the perturbed one L1 = −i[Hˆ, ρˆ⊗ ρˆ].
First, we find the steady states of L0. By noting that
(Sˆzj )2 = 2[Sˆzj ⊗Sˆzj + 14 ], we can read off the following classes
of steady states (see also Ref. 47), |s,u〉〈s,u| and |s, s¯〉〈s, s¯|,
where s, u are configurations of spin-z eigenstates and s¯ is the
spin flipped configuration of s. Let us calculate the effect of
L0 on the perturbed states L1|s,u〉〈s′,u′|:
L0(L1|s,u〉〈s′,u′|) = Λ2
∑
j
(
SˆzjL1|s,u〉〈s′,u′|Sˆzj
−1
2
[(Sˆzj )2L1|s,u〉〈s′,u′| − L1|s,u〉〈s′,u′|(Sˆzj )2]
)
(C2)
Evaluating this expression for the steady states, |s,u〉〈s,u|
and |s, s¯〉〈s¯, s| similarly as before, we find that in both cases
they have an eigenvalue Λ2. Hence, we find in total
Lρ⊗ρeff = −
1
Λ2
Pˆ(L1)2Pˆ. (C3)
The scaling with noise is the same as for conventional time or-
dered expectation values, Eq. (C1). As a consequence, trans-
port, operator scrambling, and entanglement production is in
the strong noise limit governed by the same effective scaling
with the noise strength, cf. Eq. (4),
τ−1 ∼ (1 + δ)2 J
2
Λ2
,
where the factor (1 + δ)2J2 comes from the nearest and
next-to-nearest neighbor in-plane Heisenberg coupling in L1,
which is applied twice in Eq. (C3).
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