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ABSTRACT OF DISSERTATION

Studies of Time Variations of the Magnetic Field in the nEDM@SNS Experiment
It is thought that equal quantities of matter and antimatter were generated at the
moment of the Big Bang. However, observations of the Universe show that there
is a significant excess of matter over antimatter. The matter-antimatter asymmetry
in the Universe (baryon to photon ratio) is observed to be of the order of 10−10 [1].
Baryogenesis is a possible explanation for the matter-antimatter asymmetry of the
universe. In 1967, Sakharov proposed three criteria necessary for Baryogenesis. The
three conditions are: 1) baryon number violation, 2) C and CP violation and 3)
departure from thermal equilibrium. However, the Standard Model’s prediction of C
and CP violation is not enough to explain the observed matter-antimatter asymmetry.
Physicists have been seeking for Standard Model (SM) modifications in attempt to
discover an explanation. A nonzero neutron electric dipole moment (nEDM) violates
the T and P symmetries, which leads to CP violation due to CPT conservation.
In 1951, Oak Ridge hosted the first experiment to search for a neutron EDM (dn )
that led to dn = −(0.1 ± 2.4) × 10−20 e · cm. Later, in 1977, the improved method’s
sensitivity reached σdn = 3 × 10−24 e · cm (90% CL). In 2006, Baker et al. at the
Institute Laue-Langevin cut the upper limit by almost two orders of magnitude. The
ILL apparatus deployed by the RAL/Sussex/ILL collaboration at the Paul Scherrer
Institut (PSI) in 2020 established the current limitations of the nEDM |dn | < 1.8 ×
10−26 e.cm (90% CL). A cryogenic device based on a unique idea devised by Golub and
Lamoreaux [2] is being constructed at Oak Ridge National Laboratory’s Spallation

Neutron Source (SNS) to improve the sensitivity of nEDM studies. The experiment
uses superfluid 4 He to produce a high density of Ultra-Cold Neutrons (UCN). The
Larmor precession of the UCNs is then monitored by the scintillation signals due to
the spin-dependent interaction rate of UCNs and 3 He atoms.
One of the central problems to any nEDM experiment is the stability of the magnetic field. Hence, in general, the experiment depends on a precise system of magnetometers that monitor the average magnetic field over the region where the neutrons
precess. Accordingly, the nEDM@SNS experiment takes advantage of polarized 3 He
atoms as a co-magnetometer via detection of the precessing 3 He magnetization in
SQUID pickup loops. This document will outline the simulation of scintillation and
SQUID signals in the presence of time-varying magnetic fields, and developing data
analysis techniques to detect these time-variations and correct their effect from the
nEDM measurement.
KEYWORDS: UCN, neutron electric dipole moment, magnetic field, scintillation,
SQUID
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Chapter 1 Introduction

1.1

Standard Model

Over time, different unifications have made substantial advances in physics. One
of the most fundamental ones that linked two different phenomena happened in the
late 1960s that established a deep relation between electromagnetism and the force
responsible for the weak interaction. The Weinberg-Salam model of electroweak interactions unified electromagnetism and the weak interaction. The theory comprises four
massless force carriers, three of which, namely W + , W − and Z 0 , gain mass through
symmetry breaking. These are the force carriers of the weak force. The remaining
massless particle is the photon, which carries the electromagnetic force.
Maxwell’s equations are classical equations of electromagnetism. Now, physicists
know how to quantize theories, that is, turning a classical theory into a quantum
relativity theory. Quantum electrodynamics (QED) is the quantum version of classical
electromagnetism, which is obtained from quantization methods. In QED, photons
appear as the quanta of the electromagnetic fields. The theory of weak interactions
also is a quantum theory. Hence, the two theories are unified as a single theory named
as the electroweak theory.
The strong color force has been quantized too, and it is called quantum chromodynamics (QCD). Carriers of color force are eight massless particles called gluons.
Since quarks have color charge, they interact with these colored gluons. Quarks exist
in three different colors.
The electroweak theory, along with QCD, form the Standard Model of particle
physics. In the Standard Model, since some particles sense different forces, there are
some interactions between the electroweak and strong sectors.
In total, there are twelve force carriers in the Standard Model, all of which are
bosons; eight gluons, W + , W − , Z 0 , and the photon. There are many more matter
particles all of which are fermions. In general, there are two types of matter particles,
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leptons, and quarks. Leptons include the electron e− , the muon µ− , the tau τ − ,
and their corresponding neutrinos νe , νµ , and ντ . Together with their antiparticles,
in total, there are twelve leptons. Quarks contribute in weak interactions and they
carry electric and color charges. They come in six different flavors: up (u), down (d),
top (t), bottom (b), charm (c), and strange (s) each of which can have three different
colors. Taking their antiparticles into account, in total, there are 36 particles. Hence,
there are 48 matter particles. Together with 12 force carriers, the number of particles
in the Standard Model adds up to 60 [3].
1.2

Symmetry and Conservation

1.2.1

Continuous Symmetries

Noether’s theorem, which was first published in 1918, is considered to be one of
the most beautiful theorems in all of physics. It establishes a connection between a
theory’s symmetries and the theory’s principles of conservation. Noether identified a
relationship between two key principles of physics: conservation laws and symmetry.
A conservation law, such as one governing energy conservation, specifies that a certain
quantity must stay constant. The certainty of energy conservation aids physicists in
solving a wide range of issues, from estimating the speed of a ball rolling down a
hill to comprehending nuclear fusion processes[4]. Consider a particle of n degrees of
freedom with the generalized coordinates and velocities q and q̇, respectively, where
q is a shortened form of q1 (t), q2 (t), . . . , qn (t). The least action principle states that
the particle’s motion from time t1 to time t2 is such that the action integral
Z t2
S=
L(q, q̇, t)dt,

(1.1)

t1

is minimum for the motion path q(t). In other words, the action’s variance
δS = 0.

(1.2)

Eq. 1.2 leads to the Euler–Lagrange equations
d ∂L ∂L
−
= 0,
dt ∂ q̇i ∂qi
2

i = 1, 2, · · · , n.

(1.3)

q
(t1 , q1 )

q(t)
δq(t)
(t2 , q2 )

q 0 (t)

t
Figure 1.1: Variation of the path q(t).

If the infinitesimal transformation that changes q to q+δq is such that the variation
of the Lagrangian can be written as a total time derivative of a function F
δL =

dF
dδg
=
,
dt
dt

(1.4)

then the variation of the action is zero and δq is the symmetry of the action. If
the infinitesimal transformation that changes q to q + δq is the symmetry of the
action, then there is a conserved quantity corresponding to this transformation called
Noether’s current which is equal to
J=

∂L
δqi − F.
∂ q̇i

(1.5)

The freedom to choose the coordinate system leads to conservation of the momentum, the angular momentum conservation comes from the freedom to choose the
orientation of the coordinate system, and the energy conservation is emergent of the
freedom to choose the origin of time. Table 1.1 shows fundamental symmetries and
their corresponding conservation laws.
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Table 1.1: Some symmetries and their corresponding conservation laws.
Symmetry
Conservation law
Translation in time ↔ Energy
Translation in space ↔ Momentum
Rotation
↔ Angular momentum
1.2.2

Parity

In this section, we discuss the parity or space inversion transformation and its corresponding symmetry. Then the intrinsic parity of the elementry particles is discussed.
The parity transformation is defined as the inversion of spatial coordinates with respect to the origin (x → −x, y → −y, z → −z)
~r → P (~r) = −~r.

(1.6)

This is equivalent to switching from a right-handed Cartesian system to a lefthanded Cartesian system in three spatial dimensions, which is a great metaphor for
why it’s discrete: it’s impossible to turn a right-handed into a left-handed coordinate
system using only rotation. Parity is often misunderstood as “mirror” symmetry. This
is valid in a one-dimensional scenario. However, a mirror does not flip all coordinates,
hence the comparison is incorrect. In three-dimensional space, this transformation is
analogous to a mirror reflection with respect to an arbitrary plane, followed by a π
radians rotation with respect to an axis orthogonal to this plane. Vectors, such as
location ~r and velocity ~v , change sign when parity is applied; pseudo-vectors, such as
~ do not.
angular momentum L,
Vectors are characterized by their transformational properties relative to the rotation group, and they are classified based on their transformation characteristics
by parity: A parity transformation reverses polar vectors but not axial vectors (or
pseudo-vectors). As for polar vectors, the orthogonal component to the plane of reflection reverses and their parallel components do not, whereas axial vectors are the
opposite (see Fig. 1.2).
The quality of an object that cannot be superimposed on its mirror counterpart
is chiral. Even though rotations and parity transformations commute, it is clear that
4

Figure 1.2: Axial vectors under mirror reflection. The reflected image of an axial
vector is then turned into itself by a π rotation around the axis orthogonal to the
reflection plane (not affected by parity), whereas a polar vector becomes a direct
opposite of itself (inverted by parity). The preceding may also be appreciated by
remembering that axial vectors are vector products of two polar vectors [5].

they are fundamentally different because you cannot do a parity transformation with
a rotation owing to the odd number of spatial dimensions. In more technical terms,
for a parity transformation (and a mirror reflection), the determinant of the 3 × 3
transformation matrix M in vector space (invariant under unitary transformations) is
-1, but for a rotation it is +1. If the spatial coordinates xi are transformed as shown
below,
x0i = Mij xj ,

(1.7)

the Pi components of a pseudo-vector transform according to
Pi0 = det(M )Mij Pj .

(1.8)

The momentum (polar) vector p and the angular momentum (axial) vector L = x×p
are examples of the two types of vectors: in terms of parity
p → P (p) = −p L → P (L) = +L.

(1.9)

Likewise, the magnetic field is an axial vector, but the electric field is a polar vector.
This is easy to understand if you think about a solenoid that creates a uniform
magnetic field parallel to a mirror. The electric charges move through the helix of
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the solenoid in the opposite direction due to mirror reflection, and the magnetic field
is truly reversed based on the right-hand rule [5].
Intrinsic Parities of Elementary Particles
Intrinsic parity is only meaningful when discussing transitions involving several particles, and it can only be specified in a non-ambiguous fashion if all of their interactions
follow parity symmetry. It is an experimental task to assign intrinsic parities to particles in order to keep track of how orbital parities vary as transitions occur among
distinct particles. This task is tried in such a manner that each process has conservation of parity, which turns out to be attainable for transitions caused by strong or
EM interactions but not for those driven by weak interactions.
Certainly, parity would not have been recognized as a concept unless it was a
symmetry of the most significant interactions (i.e., those that quantitatively have the
most impact on the majority of the physical processes, e.g. electromagnetism). The
fact that specific parities may be assigned to states and particles suggests that parity
is a good symmetry in Nature.
For the parity symmetry to be an exact symmetry of nature, all particles must
either be eigenstates of parity or states of degenerate doublets that may change into
each other by means of the parity symmetry P . Indeed, it proves feasible to group
highly interacting particles (hadrons) into multiplets with definite spin and intrinsic
parity since their characteristics are essentially governed by interactions that appear
to preserve parity symmetry. Even if the weak decays of these particles do not adhere
to this symmetry, this grouping remains roughly valid.
When the intrinsic parity of certain particles, such as A and B, is known (or
is selected by convention), parity-conserving reactions in which such particles are
involved may be utilized to determine the intrinsic parities of other particles unless
they cannot be generated individually in a reaction like AB → ABC. This rules out
the possibility of identifying the intrinsic parity of charged (charge conservation) and
fermionic particles (conservation of angular momentum). For particles with natural
intrinsic parity the spin J and the intrinsic parity ηp are related by ηp = (−1)J .
6

These quantum numbers are usually expressed as J P , with the superscript denoting
the value of the ηP for instance J P = 0+ , 1− , 2+ , etc.
The parity of a system of two particles with intrinsic parities ηP (1), ηP (2) in a
state with angular momentum L is given by
ηP = ηP (1)ηP (2)(−1)L .

(1.10)

This rule may be generalized to a system of three or more particles. When three
particles with intrinsic parities ηP (1), ηP (2), ηP (3) are in a state where the orbital
angular momentum of the first two particles in their center of mass is L and that of
the third particle relative to the center of mass of the first two is l, the total parity
is given by
ηP = ηP (1)ηP (2)ηP (3)(−1)L (−1)l .

(1.11)

For systems containing several particles, the eigenvalues of total angular momentum
and parity are confined to some combinations
• Two pions: J P = 0+ , 1− , 2+ , 3− , · · · , because ηP = (−1)L .
• Three pions: any combination except J P = 0+ ; for J = 0 the two angular
momenta involved must be equal, L = l and therefore ηP = −1.
• Two photons: any combination except J P = 3− , 5− , 7− , . . . (odd angular momentum and negative parity)
• Fermion-antifermion: ηP = (−1)L+1 .
• Boson-antiboson: ηP = (−1)L
Note that half-integer spin fields have odd inherent parity, whereas integer spin fields
have even intrinsic parity (opposite intrinsic parity) [5].
1.2.3

Charge Conjugation

Charge conjugation symmetry comes naturally from the antiparticle notion and the
connection of quantum theory with special relativity. This symmetry is intimately
7

linked to space-time inversions despite having nothing to do with space-time. Its
effects are less broad than those of parity symmetry, owing to the fact that only
neutral systems may constitute charge conjugation eigenstates. Weak interactions
maximally violate charge conjugation symmetry in a manner that is strongly related
to parity violation.
Charge conjugation is a transformation that takes place as a result of the exchange
of particles and antiparticles. This transformation causes all charges, including electric charge, to switch signs, while all other quantities, such as space-time related ones
such as position, momentum, and spin, remain unaffected (a more accurate name for
this transformation would be particle-antiparticle conjugation). The charge conjugation transformation is performed in quantum theory by a unitary operator C, which
changes the sign of the charge operator
Q → C(Q) = C † QC = −Q

or

{Q, C} = 0.

(1.12)

The impact of such an operator on a four-vector current (which does not change the
underlying commutation relations among quantum fields) is
C † j µ (t, x)C = −j µ (t, x),

(1.13)

which is consistent with the expected charge transformation
Z
Q = dxj 0 (t, x).
From Eq. 1.12 it is clear that states with non-zero charge (electrical or other types)
cannot be the eigenstates of the charge conjugation operator. If charge conjugation
is a true symmetry, then the physical states are either eigenstates of C or members
of degenerate pairs that may convert between themselves according to C. The first
scenario only applies to states that are neutral. Note that here, the term “neutral”
refers not just to the absence of any electrical charge but also to a particle that has
no internal charges. Since a neutron, for instance, does not carry an electric charge
but does carry a non-zero baryon number, we cannot consider it to be neutral in
this sense and it cannot be a charge conjugation eigenstate. Charge conjugation
8

symmetry necessitates that for every non-neutral particle, there exists an antiparticle
that behaves identically, except that all of its internal charges have the opposite sign.
Charge Conjugation of Elementary Particles
An eigenstate of charge conjugation may be a neutral system composed of two or more
particles. In a system consisting of a charged particle and its antiparticle, the two
objects are different (due to their charge), and as a result, their state under exchange
is not needed to possess any particular symmetry. However, by charge conjugation,
the two particles turn into each other, and they may be seen as two identical particles
whose charge quantum number is reversed by C. Hence, the two particles can still
be in a symmetric or anti-symmetric state under exchange if the exchange is due
to exchanging the spin labels (which provides a sign based on the total spin state’s
symmetry or anti-symmetry), the positions (the parity transformation relative to
the two particles’ center of mass), and the charge labels (which introduces a sign
corresponding to the state’s charge conjugation symmetry). In general, if a particleantiparticle state was permitted for two identical particles (symmetric for bosons
and anti-symmetric for fermions), the charge conjugation would be +1. According
to the preceding explanation, the charge conjugation eigenvalue of a neutral fermion
antifermion system is given by
ηC = (−1)L+S ,

(1.14)

where L is the eigenvalue of orbital angular momentum and S is that of the spin. The
exchange must result in a − 1 factor in the state due to Fermi-Dirac (F-D) symmetry,
and such exchange can be obtained by a swap of the charges (multiplying the state
vector by ηC ) followed by a swap of the positions (a factor (−1)L ), and a swap of
the spin states (a factor (−1)S+1 ).
The charge conjugation eigenvalue of a neutral system of two bosons is
ηC = (−1)L+S ,

9

(1.15)

Figure 1.3: A classical mechanics example of time reversal for a point particle [5].

where S denotes the total spin and L denotes the relative orbital angular momentum.
The overal exchange factor of +1 is obtained through the swap of spins, positions,
and charges ηC × (−1)L × (−1)S [5].
1.2.4

Time Reversal

The transformation of a system under inversion of the time coordinate, the formal
substitution t → −t, is typically referred to as “time reversal,” however the word
“motion reversal” would be more suitable (and less odd).
Time reversal symmetry in classical physics simply means that for any possible
motion of a system allowed by the equations of motion, there is another possible
motion in which the order of the sequence of events is reversed. More explicitly, time
reversal symmetry transforms the motion of a particle moving in configuration space
from the point (x0 , v 0 ) for a time interval ∆t to the motion of a particle moving along
the same trajectory in configuration space for the time interval ∆t reaching the point
(x0 , −v 0 ) (Fig. 1.3). Consider now a one-dimensional quantum mechanical system
governed by a time-independent Hamiltonian. The wave function at time t is denoted
by ψ(x, t). Under time reversal, it changes to
T ψ(x, t) = ψT (x, −t) .

(1.16)

ψ(x, t) and its time-reversed function both should satisfy the Schrödinger equation
i~

∂ψ (x, t)
= Hψ (x, t) ,
∂t
10

(1.17)

i~

∂ψT (x, −t)
= HψT (x, −t) .
∂(−t)

(1.18)

∂(T ψ(x, t))
= HT ψ(x, t).
∂(−t)

(1.19)

Eq. 1.18 can be written as
i~

If the system is invariant under time reversal, Eq. 1.19 reduces to Eq. 1.17. We know
that T only has an effect on time-dependent elements (since it is the time reversal
operator), so if H is time-independent, we must have
[H, T ] = 0 ⇒ [

∂
, T ] = 0.
∂t

(1.20)

So we multiply 1.19 on the left by T −1 to get
T −1 (−i)T ~

∂ψ(x, t)
= T −1 HT ψ(x, t).
∂t

(1.21)

Here, we are not supposing that T has no effect on i (that is, we are not simply
extracting i from the expression on the left side). The RHS can be written as
T −1 HT = T −1 T H = H.

(1.22)

This implies that the LHS of 1.21 should be the same as the LHS of 1.17. This means

T −1 (−i)T = i.

(1.23)

−iT = T i.

(1.24)

Multiplying T on the left yields

In other words, T takes the complex conjugate of the expression it is applied to.
Thus, T can be written as the product of a unitary operator and a second operator,
K, whose sole function is to take the complex conjugate. For such an operator, and
for the complex constants α and β and the complex functions ψ and φ, we obtain:
T (αψ + βφ) = U K(αψ + βφ)
= U (α∗ Kψ + β ∗ Kφ)
(1.25)
= α∗ U Kψ + β ∗ U Kφ
= α∗ T ψ + β ∗ T φ.
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An operator that respects this relationship is referred to as an antilinear operator. In
addition to that, the operator T has the property
hT ψ | T φi = hU Kψ | U Kφi
= hU ψ | U φi∗
(1.26)
= hψ | φi∗
= hφ | ψi.
An operator satisfying the equation hT ψ | T φi = hφ | ψi is referred to as antiunitary [6]. Table 1.2 shows how different quantities transform under different discrete
transformations [5].
Table 1.2: Transformation properties of different quantities under discrete transformations.

1.3

P

C

CP

T

p

−p

p

−p

−p

L

L

L

L

−L

E

−E

−E

E

E

B

B

−B

−B

−B

Baryogenesis

Despite its accuracy and astonishing predictive power, the standard model fails to
explain a few questions. For example, one of the most fundamental questions that
the standard model fails to answer is why is there more matter than antimatter in the
universe? There is enough evidence that proves the existence of matter-antimatter
asymmetry. First of all, in our solar system, we find no evidence of antimatter objects.
No solar system meteorites have been seen generating fluxes of γ rays by colliding
with a matter object. Secondly, particles travelling freely in interplanetary space
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are continuously captured by the earth. The measured flow of antiparticles, such as
antiprotons p̄ and positrons e+ as compared to particle ones, p, e,
p̄
∼ 10−4 ,
p

e+
∼ 10−2 − 10−1 ,
e

appears to be consistent with antiparticle formation in the milky way. Likewise,
no sign of a significance γ radiation flux produced by a macroscopic quantity of
matter–antimatter annihilation has been detected from our galaxy cluster or from
galaxy–antigalaxy annihilation farther away. As a consequence, at whatever distance
from us, there is no indication of an “ambient” population of antimatter particles.
A strong argument for the matter–antimatter asymmetry is presented here [5].
When particles were so packed in the early universe, the temperature of the Universe’s thermal bath was immense, on the order of the nucleon mass, T ∼ mN ∼
1GeV ' 1012 K, the density of baryons and antibaryons per unit volume was huge
(nN ∼ nN̄ ∝ T 3 ). Since the cross section of nucleon–antinucleon annihilation to particles with a baryon number of zero, such as pions is big, σN N̄ ∼ GeV−2 , this process
was in thermal equilibrium. This suggests that N and N̄ were continually annihilating, and a pair was created as a result of the inverse annihilation process. The
rate of pair creation is lower than the rate of annihilation, for T below mN , because
the number of particles with enough energy to create a nucleon pair is suppressed
by a factor e−mN /T at these temperatures. The particles formed by pair annihilation
have enough energy to reconstruct a nucleon pair, but they lose energy by scattering
with the medium shortly after they are made (i.e. before they have time to contact another energetic particle to recreate a pair). As a consequence, for T < mN ,
the number of baryons (and similarly antibaryons) decreases exponentially (followEq
−mN /T
) as
ing the equilibrium Maxwell–Boltzmann number density, nEq
N = nN̄ ∝ e

long as the annihilation process is in thermal equilibrium. At a lower T = Tf ,
there are insufficient N and N̄ to continue the annihilation process, which “freezes
out”, leaving constant N and N̄ populations. These surviving populations are the
same size as the equilibrium population prior to the freeze out. As a consequence,
because Tf is as low as ∼ 22MeV (owing to the fact that σN N̄ is huge and so
13

stays active for a long time), the left number density of baryons, normalized to
the photon number density, is tiny: nb /nγ = σN N̄ nb̄ /nγ ∼ e−mN /22MeV ∼ 10−18
This is several orders of magnitude less than the measured baryon number density,
η ≡ nB /nγ ≡ (nb − nb̄ ) /nγ ' nb /nγ ' 5 × 10−10 , as seen below. To prevent the
annihilation disaster, baryon and antibaryon have to be present in unequal quantities prior to it: since the annihilation process conserves the entire baryon number, it
erases the symmetric component relatively effectively but cannot erase any asymmetric component. To put it another way, the fact that we only observe baryons around
us indicates that there were more baryons than antibaryons before the annihilation
catastrophe[7, 8].
1.3.1

The Sakharov Conditions

In 1967, Andrei Sakharov postulated three requirements that must be concurrently
satisfied to explain how the cosmos developed into a state of baryon asymmetry [5, 9]:
• Baryon number violation: There must be some processes that violate the
baryon number. This is quite evident, since otherwise any baryon asymmetry
could only be introduced as a starting condition, and a state of initial zero
baryon number (as suggested by contemporary cosmology) would always stay
symmetric. In contrast to the electric charge conservation, which is related
to the gauge symmetry of electrodynamics and the fact that the photon has
no mass and appears when the long-range electromagnetic force is present,
the baryon number conservation has never seemed to have a deep explanation.
There has never been a long-range force corresponding to the baryon number
found and the equality of gravitational and inertial mass, which has been empirically proved with high accuracy for materials with various baryon-to-mass
ratios, imposes strong restrictions on any such force [10]. As a result, there are
no solid theoretical foundations for a global symmetry like baryon (and lepton)
number conservation. Nonetheless, there is no solid evidence of a violation of
baryon number conservation, such as proton decay (lifetime > 1029 years) or
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neutron-antineutron oscillations (period > 3 years) to date [11].
• Violation of C and CP is another requirement. If this was not a requirement, then any reaction that made a particle (and maybe broke baryon number
conservation) would be balanced by a reaction that made a charge-conjugate
particle at the same rate, so no net baryon number would be made. Note that if
CP is true, the decay rates of particles and antiparticles with different helicities
are related as
Γ[i(λ) → f ] = Γ[ī(−λ) → f¯].
Now, summing over different helicities leads to the fact that the rate at which
particles and antiparticles decay are equal. Hence, to have a decay rate difference, C and CP must both be broken. After the discovery of CP violation
in weak interactions, this component was recognized to exist in Nature, however the underlying mechanism at work is currently thought to most likely be
a different one.
• Departure from thermodynamic equilibrium: CPT symmetry necessitates that both particles and antiparticles have identical masses and energies
(for a given p). The baryon number B is converted via discrete transformations
into
P † B(t)P = B(t) C † B(t)C = −B(t) T † B(t)T = B(−t).

(1.27)

This can be verified by its explicit formulation in terms of quark field q(t, x)1
Z
1X
B(t) =
dx : q † (t, x)q(t, x) : .
3 q
Accordingly, the CP T converted Baryon number is given by
(CP T )† B(0)(CP T ) = −B(0).
1

The colons
P indicate normal ordering. The Baryon number operator is given by B =
where J0B = q 31 q̄γ0 q is the associated Noether current
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(1.28)
R

d3 xJ0B (x),

Via the density matrix operator exp(−H/T ), the average value of B at temperature T in thermodynamic equilibrium can be obtained


hB(t)iT = Tr e−H/T eiHt B(0)e−iHt = hB(0)iT .

(1.29)

However, from 1.28 we have


hB(0)iT = Tr (CP T )(CP T )† e−H/T B(0)


= Tr (CP T )† e−H/T B(0)(CP T ) = −hB(0)iT .

(1.30)

So the Baryon number must be zero. Note that CPT symmetry was supposed
to hold in the above. It follows that if CP is broken, time reversal symmetry is
likewise violated [5].
1.3.2

Parity Violation

Prior to 1956, it was assumed that each physical process’s mirror counterpart likewise represented a completely conceivable physical process [12]. However, in 1956,
Lee and Yang were tempted to ask if this assumption had been tested experimentally
[13]. They were astonished to find, after searching the literature, that although there
was plenty of proof for parity invariance in strong and electromagnetic interactions,
there was none for weak interactions. They suggested a test, which Wu conducted
later that year to end the dispute [14]. Radioactive cobalt 60 nuclei were precisely
positioned in this well-known experiment such that their spins pointed, say, in the z
direction. Wu recorded the outgoing electrons’ direction in the decay of Cobalt 60
(60 Co → 60 Ni + e + v̄e ) and she noticed that the majority of the released electrons
were emitted in the opposite direction to the nuclear spin. But the consequences of
that simple discovery were extraordinary. suppose we examine the parity transformation of the identical procedure Fig. 1.4. The spin of the image nucleus is still upward
and rotates in the same direction. Nevertheless, the electrons (in the inverted space)
continued to deflect upward. The electrons are therefore preferentially released in the
same direction as the nuclear spin. Therefore, this physical process is not its mirror
counterpart in nature; it is clear that parity is not an invariance of weak interactions.
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Figure 1.4: Most electrons are released in the direction of the nuclear spin during
cobalt 60’s beta decay (left). Cobalt 60 decay in inverted space Most electrons are
released in the opposite direction of nuclear spin (right).

Figure 1.5: Helicity is +1 when the spin and velocity are parallel (a) and it is -1
when they are antiparallel (b).

If it were, Wu’s experiment’s electrons would have to exit in equal amounts from the
“north” and “south,” but they don’t. Before we go further, let us talk about helicity,
or handedness. The value of ms /s in the direction of movement of a particle is called
helicity. So a spin

1
2

particle can have either +1(ms = 12 ) or −1(ms = − 12 ) Helicity

Fig. (1.5). One can confirm that the sign of the Helicity changes upon parity transformation. As a spin

1
2

particle, until the mid-1950s, everyone expected that, like

photons, half of all neutrinos are left-handed and half right-handed. However, what
was indeed discovered was that all antineutrinos in nature are right-handed while all
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neutrinos are left-handed which is another clear sign of parity violation. In a parity
invariant theory, vectors and pseudovectors cannot be added together. The sum of
a vector and pseudovector accommodates the parity violation observed in the weak
interaction [15].
1.3.3

Charge Conjugation Violation

The discovery of parity violation was the first clue that charge conjugation symmetry
should be violated, too (Lee, Oehme, and Yang, 1957b). Initial studies on parity
violation also had consequences for C violation since the two violations are tightly
connected in weak interactions [5]. Clear evidence of this can be seen in the decay of
π+
π + → µ+ + vµ .

(1.31)

The emitted antimuon is always left-handed. This decay not only violates parity
symmetry, but also charge conjugation, for if we look at the charge conjugated decay

π − → µ− + v̄µ ,

(1.32)

having a left-handed muon, while muon is always right-handed. CP converts the righthanded muon into a left-handed antimuon, which is consistent with what happens in
nature. This insight brought relief to many people who had been upset by the loss of
parity; maybe our intuition had been referring to the combined operation all along;
perhaps the’mirror image’ of a right-handed electron should have been a left-handed
positron [15].
1.3.4

CP Violation

The meson K 0 with a strangeness of +1 may transform into its own antiparticle
K̄ 0 with a strangeness of -1. Given that the spin of the K 0 is s = 0, and by the
considerations in Sec. (1.2.2) its parity is negative. Because antiparticles have the
same parity as particles for bosons, the parity of K̄ 0 is also negative.
P K̄ 0 = − K̄ 0 .

P K0 = − K0 ,
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(1.33)

Under charge conjugation, K 0 and K̄ 0 transform into each other
C K̄ 0 = K 0 .

(1.34)

Since the neutral kaon can turn into its own antiparticle, K 0

K̄ 0 , In the laboratory,

C K 0 = K̄ 0 ,

the particles we generally see are not K 0 and K̄ 0 , but rather some linear mixture of
the two. It should be noted that according to 1.33 and 1.34, K 0 and K̄ 0 are not the
eigenstates of CP
CP K̄ 0 = − K 0 .

CP K 0 = − K̄ 0 ,

However, they can be written in terms of the CP eigenstates.






1
1
0
0
|K1 i = √
K − K̄
K 0 + K̄ 0 ,
and |K2 i = √
2
2

(1.35)

(1.36)

with
CP |K1 i = |K1 i

and

CP |K2 i = − |K2 i .

(1.37)

In the event that CP is conserved, K1 must decay to a state with CP = +1, whereas
K2 must go to a state with CP = −1. Neutral kaons often decompose into two
or three pions. The parity of the two-pion configuration is +1, whereas that of
the three-pion configuration is P = −1 and both have C = +1. Hance, with CP
coservation, K1 must decay into two pions and K2 must decay into three pions (never
two). Because the energy released in two pion decay is substantially more than the
energy released in three pion decay, the former happens far quicker than the latter.
Accordingly, we expect for a beam of K 0 ’s


1
0
K = √ (|K1 i + |K2 i) .
2

(1.38)

We should observe two-pion events near the source, but only three-pion decays farther
down. Thus, If we see a 2π decay at this point, we will know that CP has been broken.
Cronin and Fitch reported on such an attempt in 1964 [16]. They recorded 45 twopion occurrences in a total of 22,700 decays at the end of a 57-foot-long beam. That’s
a small percentage (about 1 in 500), yet it’s undeniable proof of CP infringement.
Although a small portion of the long-lived neutral kaon is K1 , it is not a perfect
eigenstate of CP .
19

1.3.5

CKM Matrix

After the discovery of CP violation in Kaon decay, an elegant mechanism of quark
mixing called the CKM matrix was developed to include CP violation into the Standard Model. We introduce the concept of conservation of strangeness before we explore the CKM matrix. The strange quark content of a particle is called strangeness
2

The strangeness quantum number is preserved in particles that decay due to strong

or electromagnetic interactions. This rule is violated, however, by decay processes
such as the lambda particle (Λ0 (usd) → p(uud) + π − (ūd)) since there is no lighter
baryons that can carry a strange quark. Therefore, throughout this procedure, the
strange quark must be converted into another kind of quark. If the only interactions
in nature were electromagnetism and the strong nuclear forces, lab reactions that
change the flavors would not have been seen.
The up (or u) quark, with the fractional electric charge +2/3, and down (or d),
with the fractional electric charge −1/3, are at the basis of neutron beta (electronemitting) decay and proton stability. u and d quarks form a doublet and charged
weak interactions allow the heavier d quarks to become lighter u quarks. It thus
becomes possible to transform a neutron, which is made up of two d and one u
quarks into a proton, which is made up of two u and one d via d → ue− νe . However,
the u quark, the lightest of the quarks, is stable since quarks cannot become leptons
via ordinary charged weak interactions. As a result, a proton, being the lightest
known baryon (a hadron with spin 1/2), stays stable. This example demonstrates
how charged weak interactions permit transitions between hadrons (or quarks) with
differing flavor quantum numbers [17].
Quarks may be grouped in generation pairs, for example
     
u
c
t
     
, .
 ,
s
b
d

(1.39)

The quarks in the top row have a charge of q = 32 e and the ones in the bottom row
have a charge of q = − 13 e. They are divided into families and arranged from left to
2
It is defined as ns̄ −ns , where ns and ns̄ represent the number of strange quarks and antiquarks,
respectively.
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Figure 1.6: Flavour-changing transitions [18].

right in the order of increasing mass. A down quark has the potential to transform
into an up quark, at which point it will generate a W − particle, which may then
decay into an electron and an antineutrino. This is what occurs during beta decay of
neutrons (n → p + e + ν̄e ). Or as previously shown, a strange quark may transform
into an up quark through lambda decay. These observations imply that in some
reactions quark generations can be changed and so 1.39 can be written as
  

 
c
u
t
  

 
, ,

,
0
0
b0
s
d

(1.40)

where, d0 , s0 , and b0 may be written as linear combinations of the down-type quarks
(d, s, b). This linear combination may be represented by a matrix known as the
Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix, which is shown below


0





V
V
V
d

  ud us ub
 0  
 s  =  Vcd Vcs Vcb

 
0
Vtd Vts Vtb
b





 d 
 
 s .
 
b

(1.41)

Another significant point is that no horizontal interactions occur and the decay is
always diagonal or vertical (Fig. 1.6). A transition from a quark q to a quark q 0 has a
probability proportional to |Vqq0 |2 . Since the CKM matrix simply depicts a rotation
from mass eigenstates to weak eigenstates, it should be unitary (U U ∗ = 1). There
are four independent parameters in total: three real angles and one imaginary phase.
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Each of these pairings is associated with a particular weak charge that is connected to
a physical constant known as a “coupling constant” that is a complex parameter. The
CP violation is caused by the matrix elements containing imaginary values [19]. To
study the relations proposed by the Standard Model, it is necessary to know all real
and imaginary components of the CKM matrix which contains the experimentally
determined magnitudes of the matrix elements.
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Chapter 2 Measurement of Neutron Electric Dipole Moment

2.1

Historical Searches for the nEDM

An elementary particle with a nonzero electric dipole moment (EDM) violates parity
(P) and time-reversal (T) symmetries [20]. This can be seen from the energy considerations. The Hamiltonian of an elementry particle with electric and magnetic dipole
moment is given by
H = −d · E − µ · B = −(dS · E + µS · B)/S,

(2.1)

where d is the electric dipole moment, µ is the magnetic dipole moment, and S is the
spin of the particle. This Hamiltonian exhibits P violation because under P, E → −E
while B and S are unchanged (Table 1.2). As a result, the idea of a nonzero EDM elementary particle was long thought to be nonsense by physicists. Purcell and Ramsey
[1950] claimed in 1950, probably influenced by Dirac’s theories, that the motivations
against the existence of a neutron EDM are not very persuasive and that the topic
of P violation, like other problems in physics, must be investigated experimentally.
Consequently, the notion that every physically acceptable Hamiltonian should commute with parity had to be discarded. Scientists suggested that we should accept
the possibility of the matter-antimatter asymmetry of the universe as a result of a
nonzero EDM of fundamental particles. So, an experiment should be done to find
out if there is an elementary-particle EDM or not which itself would also serve as a
test of parity conservation. [2]. A nonzero nEDM violates time-reversal symmetry
as well (Table 1.2). Through the predicted conservation of CPT symmetry [21, 22],
breakdown of time reversal implies violation of CP, which is one of the prerequisites
of the universe’s matter-antimatter imbalance [9].
In 1951, Oak Ridge hosted the first experiment to seek for a neutron EDM using
a neutron beam that lead to dn = −(0.1 ± 2.4) × 10−20 e · cm [23]. Later, in 1977, the
method’s improvement attained a sensitivity of σd = 3 × 10−24 e.cm (90%CL) [24].
In 2006, Baker et al. at the Institute Laue-Langevin (ILL) cut the upper limit by
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almost two orders of magnitude σd = 2.9 × 10−26 e.cm (90%CL) by using a cohabiting atomic-mercury magnetometer that reduced false signals caused by magnetic
field fluctuations to negligible levels [25, 26, 27]. The ILL apparatus was deployed
by the RAL/Sussex/ILL collaboration at the Paul Scherrer Institut (PSI) in 2020,
after hardware modifications and attachment to a high-intensity source of ultracold
neutrons (UCNs) [28, 29]. Their measurements established the current limitations
of the nEDM |dn | < 1.8 × 10−26 e.cm (90%CL) [30]. The lower limit set by electroweak baryogenesis mechanisms that are consistent with the ratio of baryons to
photons measured from the Cosmic Microwave Background is |dn | > O (10−28 e · cm)
[31, 32] which necessitates higher precision measurements. Due to the small size of
the nEDM, every high-sensitivity nEDM experiment needs (i) a strong electric field
and a long interaction time, (ii) a dense flow of neutrons, and (iii) accurate control
and monitoring of the magnetic field [33]. A cryogenic device based on a unique idea
devised by Golub and Lamoreaux [2] is being constructed at Oak Ridge National
Laboratory’s Spallation Neutron Source (SNS) to improve the sensitivity of nEDM
studies. The experiment uses superfluid 4 He to produce a high density of Ultra-Cold
Neutrons (UCN), which are then enclosed within two measurement cells. To operate
as a co-magnetometer, polarized 3 He is injected into the superfluid 4 He and transported to the measuring cells. Besides that, superfluid 4 He behaves as an insulator,
allowing greater electric fields to be generated within the measuring cells than in prior
tests. These factors result in a statistical uncertainty of σd = 3 × 10−28 e.cm (90%CL)
and a systematic uncertainty below this level [34].
UCNs and 3 He atoms are housed in two identical measuring cells, one of which
has electric and magnetic fields that are parallel, and the other of which has fields
that are antiparallel. Because if the nEDM is not zero, the neutrons in the two
cells oscillate at distinct Larmor frequencies as they precess. Neutrons are strongly
absorbed by 3 He, which has an extremely high unpolarized cross section for thermal
neutrons (about 5000 barns), making it a powerful neutron absorber. The rate at
which 3 He captures neutrons is dependent on the angle between the spin directions
of the neutron and 3 He. To keep track of the magnetic field, the experiment employs
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Figure 2.1: The nEDM upper limits as a function of year of publication [35].

SQUID magnetometers to monitor the magnetic field created by the precessing 3 He
magnetic moments.
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Chapter 3 nEDM@SNS Experiment

3.1

The Fundamentals of EDM Searches

The interaction Hamiltonian enables us to see a non-zero permanent electric dipole
moment (EDM), which is defined by d~ = e~x (e is the elementary charge and ~x
is a characteristic displacement). Neutrons and 3 He atoms in measurement cells
interact with the electric and magnetic fields and start precessing about the field.
The precession frequency in the cell with parallel fields is given by
ω↑↑ =

2ex ~
~
|E| + γ|B|,
~

(3.1)

where ↑↑ represents E and B are parallel. The most sensitive experiments to measure
the neutron electric dipole moment detect the change in the Larmor precession of the
neutrons when the direction of the electric field is reversed relative to the parallel
magnetic field. This change is given by
∆ω = ω↓↑ − ω↑↑ =

4d ~
4ex ~
|E| = |E|.
~
~

(3.2)

The statistical uncertainty to measure the EDM is
σd =

~
σ .
~ ∆ω
4|E|

(3.3)

Assuming that the statistical uncertainties of the precession frequency in the two cells
are equal, σω↑↑ = σω↓↑ the statistical uncertainty of the EDM will be [36]
√
σd =

2~
√

~ run nN
4|E|t

.

(3.4)

√
1/trun nN is the statistical uncertainty of the precession frequency where trun is the
measurement time, n is the number of measurment cycles, and N is the number of
√
~ run nN is the figure of merit,
observations in each cycle. The denominator G = |E|t
which is a criteria for how sensitive an experiment is.
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3.2

Concept of the nEDM@SNS Experiment

The figure of merit should be maximized to increase the sensitivity of the experiment. To maximize the measurement period trun , the most sensitive experiments
use UCNs, neutrons with energy . 300 neV that undergo total reflection off the
cell’s walls regardless of their incidence angle. Exposing a volume of liquid 4 He to
an incoming neutron beam is one method of creating UCN with high density. Cold
neutron beam interaction with superfluid He produces a “superthermal” production
capable of supplying UCN in high densities. The superthermal production will be
discussed in detail in section 3.2.1. Keeping the temperature of the measurement cell
as low as T < 0.7 K and coating the walls of the measurement cell with the proper
materials allows us to store UCNs in superfluid He for long durations that maximizes
N and trun in Eq.3.4. Additionally, superfluid helium is an excellent electrical insulator that permits very high electric fields [37]. Since the magnetic interaction in
the proposed the nEDM@SNS sensitivity is about 1011 times bigger than the electric
interaction, magnetic field fluctuations should be kept to a very small level. Hence, in
general, the experiment depends on a precise system of magnetometers that monitors
the average magnetic field over the region where neutrons precess. Accordingly, the
nEDM@SNS experiment takes advantage of polarized 3 He atoms as co-magnetometer.
A co-magnetometer is a magnetometer that coexists in the same volume with UCNs.
The significant benefit of the 3 He co-magnetometer is that its atoms stay in solution with liquid 4 He and maintain their polarization for long periods of time in low
concentrations. UCNs and 3 He atoms interact and produce 765 keV energy
n + 3 He → p + 3 H + 765keV.

(3.5)

The interaction energy is delivered to the liquid He and it produces scintillation light
in the extreme ultra-violet region (80 nm). Given that the interaction rate is largely
dependent on spin orientation, the time-dependent interaction rate will oscillate if
both species are subjected to the same magnetic field. When the two spin orientations
are parallel, the interaction rate is lowest, and it is highest when they are antiparallel.
As a result, when UCN and 3 He are 100 % polarized, the scintillation rate changes as
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(1 − cos θn3 ) where θn3 is the relative angle between UCN and 3 He spins. Since the
EDM of the 3 He atoms will be shielded by the cloud of electrons, the instantaneous
angle between the two spin species is given by
θn3 = (γ3 − γn )B −

2dn E
.
~

(3.6)

Because 3 He has a far higher density than neutrons, SQUID sensors may be used to
monitor the magnetic field created by the precessing 3 He magnetic moments. Hence,
the design concept can be summed up as follows: two measurement cells containing
a dilute solution of polarized 3 He and superfluid 4 He with high neutron reflecting
coatings on the walls are exposed to a neutron beam until the equilibrium density of
UCNs is reached. The measuring cells are subjected to parallel electric and magnetic
fields, and the spins are flipped to lie on the plane perpendicular to the fields. The
spin-dependent interaction rate and the Larmor precession of 3 He atoms may be used
to detect an electric field-dependent change in the Larmor precession of UCNs. The
interaction rate is evaluated by ultra-violet scintillations and detected by a dye that
shifts wavelength on the cell walls. This dye should not only have minimal UCN
absorption, but also preserve the polarization of UCNs and 3 He atoms. Monitoring
the scintillation rate for two opposing electric field directions may thus provide a
value or upper limit for the nEDM.
The length of time that UCNs are kept in measurement cells is an important factor
that affects the sensitivity of the experiment. The density of 3 He may be adjusted
such that neutron loss through absorption and β-decay dominates over other loss
mechanisms such as wall-loss and upscattering. This is achievable if the neutron loss
through the wall, either by absorption or escape, is a negligible proportion of the
neutron β-decay. Polarization of neutrons and 3 He atoms is an additional crucial
aspect for boosting the sensitivity of the experiment. Unpolarized 3 He and UCNs
reduce the amplitude of the oscillating scintillation rate.
The magnitude of the magnetic field (B0 ) is another parameter that should be
optimized. This factor is governed mostly by the geometric phase effect which is a
frequency shift linearly correlated to the electric field (see Sec. 4.2.1). This effect for
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3

He atoms may be controlled by adjusting the collision rate of 3 He atoms with liquid

helium’s phonons by manipulating the 3 He atoms’ mean free path, which strongly
depends on the temperature at low temperatures. On the other hand, the only factor
that determines the size of the effect for UCNs is the magnitude of the magnetic
field. Due to the fact that this effect grows as ∼ 1/ω02 for UCNs (where ω0 is the
Larmor frequency of UCNs in the field B0 ), higher frequencies are preferable. This
is while both the transverse spin relaxation time, T2 [38], and the geometric phase
itself scale by the gradient of the magnetic field. Assuming that the gradient grows
by the magnitude of the magnetic field, to reduce the effect and increase T2 , smaller
B0 is preferred. Thus, the magnetic field optimization in this experiment results in
B0 ∼ 3µT .
Another parameter that should be optimized is the temperature. When the temperature is too low (. 0.45 K), 3 He-phonon scattering decreases, which increases the
mean free path of 3 He atoms and, subsequently, the fals EDM effect for 3 He. When
the temperature is too high (& 0.6 K), UCN-phonon scattering produces an energy
gain and, eventually, the loss of UCNs.
The measurement cells’ dimensions, which are roughly 40 cm long in the neutron
beam direction, 7.5 cm broad in the electric and magnetic field direction, and 10
cm high, were decided on to optimize the spin coherence loss and the electric field’s
intensity and uniformity. Using two measurement cells with a high voltage electrode
in between, enables cross-checking and the reduction of systematic errors.
3.2.1

Superthermal Production of UCNs

It has been demonstrated that an Ultra-Cold Neutron (UCN) gas may be collected in a
container at densities significantly greater than those obtained at thermal equilibrium
[39]. The following conditions must be met: (a) the container must be loaded with
a medium with a very low neutron absorption; (b) the medium’s critical energy for
total reflection must be much lower than the container’s walls; and (c) the medium
must interact with the UCN in such a way that it behaves as if there is only one
excited state with energy E  T  EUCN , where T is the medium’s temperature and
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Figure 3.1: Energy-momentum conservation in coherent scattering of UCNs from
phonons. 1) phonon dispersion curve, 2) neutron energy-momentum curve [41].
EUCN ∼ 10−7 eV(10−3 K) is the UCN’s energy [40]. Slow neutrons are downscattered
by phonos in superfluid 4 He to produce UCNs [41, 42, 43]. Fig.3.1 shows the energymomentum curve for the free neutrons and the well-known superfluid 4 He phononroton dispersion curve, whose form was initially derived by Landau and investigated
by Feynman and many others [44].
Due to the conservation of energy and momentum, only neutrons with momentum
p = ~k ∗ and energy E = ~ω which satisfies
~k ∗ 2
,
ω=
2m

(3.7)

where m is the neutron mass, can come to rest by a single scattering from phonons.
This wave-number k ∗ corresponds to neutrons with wavelength λ = 0.89 nm.
When exposed to a beam of slow neutrons with flux Φ (E) dE, the steady state
UCN density in superfluid 4 He is given by
ρUCN = RτUCN ,

(3.8)

where τUCN is the effective UCN lifetime through all possible loss processes, and R is
the UCN production rate per unit volume, which is given by
Z
R = r (EUCN ) dEUCN ,
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(3.9)

where
Z
r (EUCN ) = nHe

Φ (E1 ) σ (E1 → EUCN ) dE1 ,

(3.10)

in which σ (E1 → EUCN ) dE1 is the cross section of neutrons scattering from an energy
of E1 to an energy between EUCN and EUCN + dEUCN and nHe is the number density
of the liquid helium. Using a cut-off energy of E1max = 160 neV for UCN storage, the
production rate is calculated to be
−8

R = 2.2 × 10
3.2.2



dΦ
dE



cm−3 sec−1 .

(3.11)

Light Collection System

Ionizing radiation may be detected using liquid 4 He as a scintillator. It produces
broad-band ultraviolet (UV) light with a wavelength of 80 nm. UV light is significantly absorbed by almost all materials in this range, making it impossible to
transmit it through even the thinnest window. The superfluid is transparent to UV
light because its first excited states (2S, 2P) have a greater energy than the UV photons. To detect UV radiation, the walls of the measurement cell are coated with a
wavelength changing dye that absorbs UV light and emits visible light. Tetra-phenyl
butadiene (TPB), which produces visible light at 400 nm, is one of the best choices
for this purpose. A linear chain of C-H bonds forms the foundation of the TPB,
and each of its two ends is capped by a pair of benzene rings. Because hydrogen
atoms have a wide cross section for up-scattering neutrons, materials containing hydrogen atoms are poor for UCN storage. Hence, deuterated TPB (dTPB) may be
used instead, resulting in substantially less neutron up-scattering. The dTPB may
be evaporated or mixed with a polymer for application. Deuterated polystyrene has
been demonstrated to provide a smooth clear coating, but deuterated polypropylene
may generate a surface with greater UCN reflection probability as well as more effective UV detection. The TPB’s 400 nm light will be collected by wavelength shifting
fibers connected to one side of the measuring cell and thereafter transferred to a set
of Silicon Photomultipliers (SiPM).
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Figure 3.2: Mechanical design of the modified saddle-shaped B0 coil [34].

3.2.3

Magnetic Field Module

The magnetic field system, including the uniform DC holding field (B0 ) for spin
precession and other AC fields for spin manipulation, is developed to offer a precise
magnetic environment. A homogeneous static magnetic field is required for the nEDM
measurement. A modified saddle-shaped cos θ coil (Fig. 3.2) generates the B0 field,
which is tuned to create a highly uniform horizontal B0 field. B0 is chosen to be
3µT such that the Larmor precession of UCNs and 3 He is close to 100 Hz. In order
to preserve the polarization of UCNs and 3 He atoms, the magnetic field uniform
gradients in B0 should be less than 3 ppm/cm. Magnetic drifts throughout the
measurement duration should be kept to 1 part in 107 and ambient magnetic fields
should be shielded to better than 1 part in 104 .
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3.2.4

SQUID System

A SQUID is made up of a superconducting loop with one or more Josephson junctions.
When a magnetic field is given to the SQUID, the flow of superconducting electrons
around the loop is altered, resulting in a change in voltage across the junction (s). The
voltage across the junction(s) may be precisely monitored, enabling for the magnetic
field to be precisely measured. SQUIDs operate as flux-to-voltage converters and serve
as the foundation for the most sensitive amplifiers. Additionally, the SQUID is very
adaptable, allowing for easy modification of materials and operating temperatures.
In the ”free-precession” measurement mode of the nEDM apparatus, the 3 He comagnetometer precession frequency will be determined via direct detection of the
magnetic field produced by the polarized 3 He occupying the measurement cells. The
intensity of the signals outside the measurement cells is of the order of a few fT, at a
3

He concentration of ≈ 10−10 relative to 4 He, the optimal concentration for statistical

precision of the nEDM measurement with respect to n + 3 He capture event yield and
free-precession time. The precession frequency of the 3 He With a nominal value of
B0 field is ≈ 100 Hz.
Because of the cryogenic and electromagnetically shielded environment in the
central detector of the apparatus, Superconducting quantum interference devices
(SQUIDs) which are incredibly sensitive detectors of the magnetic field are accounted
as the ideal choice to measure the 3 He magnetization in the nEDM@SNS experiment because the central detector is shielded from electromagnetic fields and has
a cryogenic temperature which enables us to achieve magnetic field sensitivities of
√
≈ 1fT/ Hz, in ultra-low field nuclear magnetic resonance (NMR) studies [45, 46]. If
the co-magnetometer measurements for the nEDM@SNS experiment achieves to a
typical ultra-low noise performance, with proper signal amplitude assumptions, this
system will contribute negligibly to the total uncertainty in the nEDM measurement
[47].
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Chapter 4 Sensitivity Reach of the nEDM@SNS

4.1

Statistical Uncertainty

The statistical uncertainty in the measured nEDM is due to the statistical fluctuations
in the detected scintillation events. The measured scintillation rate can be obtained
from the UCN loss rate equation
NUCN (t)
dNUCN (t)
=−
,
dt
τUCN (t)

(4.1)

where NUCN (t) is the number of UCNs and 1/τUCN is the effective loss rate due to all
loss processes
1
τUCN

=

1
τwall

+

1
1
1
+
+
.
τβ τup τn3

(4.2)

In Eq. 4.2, 1/τup is the up scattering loss rate caused by the interactions of the
UCN and superfluid’s excitations, 1/τβ is the loss rate due to beta decay, 1/τwall is
the average wall loss rate, and 1/τ3 is the spin-dependent loss rate due to neutron
capture on 3 He
1
=
τn3 (t)



1
τ̄n3


(1 − Pn (t)P3 (t) cos θn3 (t)) ,

(4.3)

where 1/τ̄3 denotes the mean unpolarized 3 He-neutron capture rate, θn3 (t) is the
angle between UCN and 3 He spins, Pn (t) and P3 (t) are UCN and 3 He polarizations,
respectively. Solving Eq. 4.1 gives
 


Z
1
1
1
Pn P 3 t
1
0
0
+
+
+
t+
cos θn3 (t ) dt . (4.4)
NUCN (t) = N0 exp −
τwall τβ τup τ̄n3
τ̄n3 0
The UCN loss rate is then given by
 


Z
1
1
1
1
Pn P3 t
0
0
ṄUCN (t) = −N0 exp −
+
+
+
t+
cos θn3 (t ) dt
τwall τβ τup τ̄n3
τ̄n3 0



1
1
1
1
P n P3
×
+
+
+
−
cos θn3 (t) .
(4.5)
τwall τβ τup τ̄n3
τ̄n3
The second term in the exponent of the Eq. 4.5 will be ignored as it causes a
small initial transient and then averages to zero. Since the energy distribution of the
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scintillation signal for different loss processes is different, the experiment employs an
energy analysis window with different detection efficiencies. Hence, the scintillation
event rate is given by
S(t) = N0 e


− τ

1
+ τ1
wall
β

+ τ 1 + τ̄ 1
up

n3


t



wall β
up n3
+
+
+
τwall τβ τup τ̄n3




n3 Pn P3
−
cos θn3 (t) +ṄB .
τ̄n3
(4.6)

In Eq. 4.6, wall , β , up , and n3 are the dettection efficiencies for wall loss, beta
decay, up scattering, and 3 He-neutron interaction, respectively. The ṄB is the timeindependent ambient background due to ionizing radiation striking walls. We can
rewrite this equation as
S(t) = I˙0 e−t/τ [1 − F cos (θn3 )] + ṄB

(4.7)

= I˙0 e−t/τ [1 − F cos (ωn3 t + φ0 )] + ṄB ,
with
I˙0 = N0



up n3
wall β
+
+
+
τwall τβ τup τ̄n3



n3 P3 Pn

F =
τ̄n3



wall
τwall

+

β
τβ

+

up
τup

+

n3
τ̄n3

,

(4.8)

,

(4.9)

where ωn3 is the difference in neutron and 3 He precession frequencies and φ0 is the
intial angle between neutron and 3 He spins.
In the calculation of statistical sensitivities, since the polarization decay times
are much longer than the measurement time, trun , F will be assumed to be timeindependent. So, the main factor influencing the uncertainty in the observed EDM is
the uncertainty in the neutron angular precession frequency ωn , which can be calculated from ω3n by measuring ω3 with SQUID magnetometers. Because the statistical
uncertainty of the SQUID magnetometer’s ω3 measurement is much lower than the
statistical uncertainty of the ω3n measurement, it has a negligible effect on the EDM
uncertainty. According to the discussions in Sec. 3.1, the neutron EDM is obtained
from the difference between neutron angular frequencies exposed to parallel and antiparallel electric and magnetic fields
dn =

~ (ω↓↑ − ω↑↑ )
,
~
4|E|
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(4.10)

that led to the uncertainty in the nEDM
√
σd =

2~σω
,
~
4|E|

(4.11)

where σω denotes the uncertainty in angular frequency in a single measurement with
either parallel or antiparallel fields (they are assumed to be the same for both field
configurations).
A simple way to approximate the uncertainty in angular frequency is to assume
that the amplitude of the exponential decay Ṅ0 , the ambient background ṄB , and the
amplitude of the oscillatory term are not correlated to ω and φ0 . So, the uncertainty
in ω may be calculated through the covariance matrix for ω and φ0 .
To estimate the error matrix, we use the χ2 function defined in terms of the fit
function Ṅ (βi ; t) with fit parameters βi , the number of counts yi (ti ) in a time interval
(ti , ti + ∆t), and their corresponding variance σi :
χ2 =

n
X

yi (ti ) − Ṅ (βi , ti ) ∆t
σi

i=1

!2
.

(4.12)

The error matrix can be obtained from the inverse of the curvature matrix [48]
αij =

1 ∂ 2 χ2
.
2 ∂Pi ∂Pj

(4.13)

If P1 = ω and P2 = φ0 , the elements of the curvature matrix may be approximated
as [34]
α11

1
'
2

Z

trun

Ṅ0 e−t/τ F 2 t2 dt =

0

α12 = α21

1
'
2

trun

Z

α22



Ṅ0 F 2  3
2τ − 2τ 3 + 2τ 2 trun + τ t2run e−trun /τ ,
2
(4.14)

Ṅ0 e−t/τ F 2 tdt =

0

1
'
2

Z



Ṅ0 F 2  2
τ − τ 2 + τ trun e−trun /τ ,
2

(4.15)


Ṅ0 F 2 τ 
1 − e−trun /τ .
2

(4.16)

trun

Ṅ0 e−t/τ F 2 dt =

0

The inverse of the curvature matrix yields the covariance matrix in which the diagonal
elements are the variances of ω and φ0 while the off-diagonal elements are their
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correlations
σω2 =

α22
,
2
α11 α22 − α12

(4.17)

σφ2 0 =

α11
.
2
α11 α22 − α12

(4.18)

The two parameters, ω and φ0 , are clearly highly correlated. So if we have knowledge
about one of them, the uncertainty in the other one is reduced. For instance, if we
know φ0 , then the covariance matrix has only one non-zero element, and is given by
σω2 =

1
2
=
.
α11
Ṅ0 F 2 [2τ 3 − (2τ 3 + 2τ 2 trun + τ t2run ) e−trun /τ ]

(4.19)

For the key parameters of the experiment that have the greatest impact on the statistical sensitivity, the nEDM@SNS experiment has a set of design goals listed in Table
4.1. Evaluation of Eq. 4.19 and the set of design goals depicted in Table 4.1, yields
a statistical uncertainty of σv =

σω
2π

= 1.7µHz for a measurement cycle. For a total

measurement time of TL , the experimental uncertainty is then given by
r
σd
Tf + trun + Td
T OT
σd
= σd
,
=√
mcycle
TL

(4.20)

where mcycle represents the total number of cycles, Tf represents the time required to
fill the measurement cells with UCNs, and Td represents the time required to empty
the measurement cells. The statistical uncertainty is reduced by determining the best
values for three parameters: τ , trun , and Tf . Using the values in Table 4.1 and Eq.
4.19 and assuming Tm = 300 days, yields a 1 σ statistical uncertainty of
σdT OT = 3.3 × 10−28 e · cm.

(4.21)

To reach this sensitivity, the magnetic field should maintain a stability of 1 part in
107 . Although this is the experiment’s goal, this requirement may be suppressed by
the 3 He precession signal [34].
4.2

Systematic Uncertainties

Increased statistical sensitivity necessitates tighter control over any systematic effects.
Systematic uncertainties refer to the impact of physical processes on experimental
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Table 4.1: Design goals for the key parameters of the nEDM@SNS experiment[34].

outcomes that cannot be precisely controlled. The energy corresponding to the interaction of an nEDM ∼ 10−28 e.cm with a 100 kV/cm electric field is ∼ 10−23 eV.
This requires that any magnetic field associated with the reversal of the electric field
be less than δBsys = (10−23 eV) / (6 · 10−8 eV/T) = 0.2fT. Note that this constraint
is limited to the magnetic fields that are correlated to the direction of the electric
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field. The systematic uncertainty created by these types of magnetic field variations
is analogous to the frequency shift caused by an nEDM and is called a false EDM
[34].
4.2.1

False EDM due to the Geometric Phase

The geometric phase (GP) has been regarded as a substantial source of uncertainty
that arises from the coupling of the magnetic field’s non-uniformity with the motional
magnetic field. The effect was first addressed in the context of atomic beams [49, 50].
The following is a theoretical analysis of GP-induced false EDM.
According to special relativity, a particle moving at a velocity v experiences a
magnetic field perpendicular to the direction of motion, referred to as a motional
magnetic field
Bv =

E×v
.
c2

Due to the Lorentz factor of UCNs, γr ≈ 1 and v/c ≈ 10−8 , early UCN experiments
underestimated the motional magnetic field. Although this magnetic field is several
orders of magnitude smaller than the strength of the main magnetic field B0 , it is
comparable to its xy component emergent from B0 ’s gradient in z direction. In the
special case of cylindrical summetry, a nonzero ∂B0z /∂z causes a radial magnetic field
in the xy plane. So the total transverse magnetic field is
Bxy = B0r + Bv .

(4.22)

Let us consider that UCNs are confined in a cylindrical cell with a non-uniform
magnetic field and an electric field in the z direction. When it comes to cylinder
symmetry, the associated magnetic field in the xy-plane is


∂B0z r
B0r = −
.
∂z
2

(4.23)

Fig. 4.1 illustrates how the ∂B0z /∂z gradient is associated with xy components of
B0 and how the motional magnetic field can lead to a false EDM.
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Figure 4.1: B0 field lines with a positive ∂B0z /∂z [51].

When the transverse magnetic fields caused by the field gradient are much smaller
than B0 , the frequency shift can be calculated using the magnetic field’s magnetude

2
q
1
v
×
E
B0 · v × E
2
.
|B0 + Bv | = B0 + Bv2 + 2B0 · Bv ≈ |B0 | +
γr 2
− γr
2 |B0 |
c
|B0 | c2
(4.24)
As the quadratic term in E does not change sign with field reversal, it does not
contribute to false EDM. However, the linear term does. Given that the electric field
is in the z-direction, the false EDM is determined only by the transverse components
of the magnetic field and velocity: B0 · v × E = E · B0 × v = E (Bx vy − By vx ).
One might think that if the particles inside the measurement cell are isotropic, the
effect of the false EDM on the neutron with velocity ~v should be cancelled by the
effect on the neutron with velocity −~v , making the ensemble result zero. However,
we will show that for particles in equilibrium motion in the measurement cell, the
combination of motional magnetic field Bv , and the horizontal component of B0 is
such that particles experience a continuous rotation of the Bxy in their rest frame
with the direction of rotation linked to that of E.
Let us now consider that there is only a uniform magnetic field within the container
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in the z direction, B0 = B0 ẑ. The spin of the particles will precess about this field
with the Larmor precession frequency
ω 0 = −γB0 .

(4.25)

We now assume that we see this precession in a rotating frame at an angular frequency
ω r = ωr ẑ. So the new angular velocity will be shifted from ω0


ωr
∆ω = ω 0 − ω r = −γ B0 −
= −γBeff .
γ

(4.26)

Let’s now assume that, in addition to the uniform magnetic field, there is a second magnetic field rotating at an angular frequency ω r in the xy-plane. Thus, the
resultant magnetic field is
B = Bxy + B0 .

(4.27)

When viewed from the perspective of an observer rotating at an angular velocity of
ω r , the superimposed magnetic field appears to be


ωr
Bs = Bxy x̂r + Beff ẑ = Bxy x̂r + B0z −
ẑ.
γ
Accordingly, the spin precession frequency at this frame is
s

2
ω
r
2 + B −
.
|ωs | = γ |Bs | = γ Bxy
0z
γ

(4.28)

(4.29)

So, the change in the precession frequency caused by this rotating magnetic field Bxy
is given by
∆ω = ωs − ωL
s


2


ω
ω
r
r
2 + B −
Bxy
− γ B0z −
0z
γ
γ

=γ
q
2 + (ω − ω )2 − (ω − ω )
= ωxy
0
r
0
r
s
2
ωxy
= (ω0 − ωr ) 1 +
− (ω0 − ωr ) .
(ω0 − ωr )2

(4.30)

When ωxy  ω0 , the first-order approximation of Eq. 4.30 gives
2
ωxy
∆ω =
2 (ω0 − ωr )
2
γ 2 Bxy
=
.
2 (ω0 − ωr )
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(4.31)
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Figure 4.2: Geometric phase affect for parallel B0 &E ↑↑, and antiparallel B0 &E ↑↓.
The frequency shift caused by the combined effect of the motional magnetic field
and magnetic field gradient in the z direction ∂B0z /∂z, can now be calculated. The
superimposed magnetic field in the xy-plane is


∂B0z r E × v
Bxy = −
+
.
∂z
2
c2

(4.32)

Since the vertical component of the particle velocity does not contribute to phase
shift, we only consider the particle’s movement in the xy-plane and we assume the
particle is moving close to the cylindrical wall. In Fig. 4.2 a particular particle
trajectory for parallel and antiparallel electric and magnetic fields as well as clockwise
and counterclockwise rotations is shown.
At the limit of approaching the wall with a very small angle, α, B0r and Bv are
almost parallel and aligned with the radius r. Therefore, a particle travelling along
such a path experiences radial magnetic fields with amplitudes
↑↑
Bxy+
= B0r − |Bv | ,

↑↑
Bxy−
= B0r + |Bv | ,

(4.33)

↑↓
Bxy+
= B0r + |Bv | ,

↑↓
Bxy−
= B0r − |Bv | ,

(4.34)
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where ↑↑ and ↑↓ stand for parallel and antiparallel electric and magnetic fields, respectively and (+) is the circulation with the orbit angular momentum vector parallel
to B0 and (-) is the opposite circulation. For particles near the container’s walls,
|ωr | = vxy /R, where R is the radius of the cell. So we have


vxy E
∂B0z
Bv = 2 , ω0 = γB0z , B0r → B0R = −
(R/2).
c
∂z

(4.35)

According to Eq. 4.31, these rotating fields cause a shift in the Larmor frequency.
Any orbit will have an equal chance of being occupied by either of the two directions
of circulation after mechanical equilibrium has been attained in the chamber. Because
the ensemble average shift is what we are ultimately interested in, we use an evenly
weighted average of the shifts for the two rotational directions
∆ω =

(γBxy+ )2
(γBxy− )2
+
.
4 (ω0 − |ωr |) 4 (ω0 + |ωr |)

Inserting Eq. 4.33 and Eq. 4.34 in Eq. 4.36 gives



1
1
↑↑
↑↓
2
∆ω − ∆ω
= −γ B0R |Bv |
−
(ω0 − |ωr |) (ω0 + |ωr |)
|ωr |
= −2γ 2 B0R |Bv | 2
,
(ω0 − ωr2 )

(4.36)

(4.37)

or in terms of field gradient, we have
∆ω

↑↑

− ∆ω

Since for UCNs we have
∆ω

↑↑

ωr
ω0

↑↓

= −2γ

2



R ∂B0z
2 ∂z



vxy E
|ωr |
.
2
2
c (ω0 − ωr2 )

(4.38)

1

− ∆ω

↑↓


=

∂B0z /∂z
2
B0z




−1
2
vxy
E
ωr2
1− 2
.
2c2
ω0

In terms of the nEDM, it turns into

 2 
−1
~ ∂B0z /∂z vxy
ωr2
1− 2
df,n = −
.
2
4
B0z
c2
ω0

(4.39)

(4.40)

According to the parameter values in the nEDM@SNS experiment, with B0z =
3µT, vxy = 2.4 ms , and

∂B0z
∂z

= 10 pT
, the resulting false nEDM is −1.17 × 10−28 e · cm.
cm

Controlling the magnetic field gradients in the experiment is crucial since this impact
is on the order of the anticipated nEDM signal.
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Chapter 5 Statistics

5.1

Optimization

In statistics and data science, optimization refers to the process of determining the
optimal values for a model’s parameters based on the available data. In other words,
optimization is the process of finding the best possible solution to a problem. This
is also called fitting the model’s parameters to the data. There are many different
optimization methods available, and the choice of method has to do with the type of
problem being solved. Some common optimization methods include gradient descent,
conjugate gradient, Newton’s root finding, and simulated annealing [52]. Here, we
will talk about the gradient descent method, which is one of the easiest to understand
and use.
In gradient descent, we first build a cost function that assesses how poorly a set of
parameters can account for the data. Therefore, optimization is the minimizing of the
cost function. Then we start at some point in the parameter space called the initial
guess and take small steps in the direction that decreases the cost function. Assume
J(θ) is the cost function. Then a gradient descent step toward the cost function’s
minimum is given by
θj = θj − α

∂
J(θ),
∂θj

(5.1)

where j = 0, 1, · · · , n with n the number of parameters and α is the step size or
learning rate, which is typically less than the parameter’s fit error. There are a few
things to be careful of when using gradient descent. First, it is important to choose a
good step size, as a learning rate that is too large may cause the algorithm to diverge,
while a learning rate that is too small may cause the algorithm to converge too slowly
or get trapped at a local minimum Fig. 5.1. Second, it is important to choose a good
initial guess, as a bad initial point to start may cause the algorithm to get stuck in a
local minimum. For example, Fig. 5.2 depicts a cost function in a two-dimensional
parameter space in which point “B” is the global minimum and point “D” is the local
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Figure 5.1: A small step size requires many updates before reaching the minimum
point (left), while a large step size causes drastic updates which lead to divergent
“behaviors” (right) [53].

Figure 5.2: A bad initial guess might cause the gradient descent to be stuck at a local
minimum [54].

minimum. The gradient descent will be stuck at the local minimum if the initial guess
is chosen to be at point “C”. Finally, the cost function must be differentiable with
respect to the parameters for gradient descent to work. We will look at two popular
cost functions in the following sections: chi-square and log-likelihood.

45

f (x)

x
Figure 5.3: A normal distribution (σ 2 = 1, µ = 0).

5.1.1

Gaussian Probability Distribution

A Gaussian (normal) distribution which is usually referred to as N (t, µ, σ), is defined
by its variance, σ 2 , and mean, µ. The mean determines the position of the distribution’s peak while the standard deviation, σ, determines the distribution’s width; a
larger value for σ results in a wider bell curve. As illustrated in Fig. 5.3, approximately 68% of values selected from a Gaussian distribution are within one standard
deviation of the mean; about 95% of the values fall within two standard deviations,
and approximately 99.7% of the values fall within three standard deviations. The
normalized probability density function for a Gaussian distribution is given by
1 t−µ 2
1
N (t, µ, σ) = √ e− 2 ( σ ) .
σ 2π

(5.2)

Members of the normal distribution family, with an adequate mean and variance,
are good approximations to many natural relative frequency distributions. Normalizing frequency distributions appropriately is a common method for obtaining such
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Figure 5.4: A histogram that fits a Gaussian model.

relative frequency distributions (i.e., histograms). Fig. 5.4 depicts a frequency data
set that closely follows a Gaussian curve [55].
5.1.2

χ2 Optimization

In statistics, minimum χ2 estimation is a method to obtain the parameters of the
model that best fit the data. Suppose a data set is produced by f (c; x), where c is
the set of unknown parameters to be estimated and x is the set of variables on which
the model depends. The χ2 estimator for the model is defined as:
2
n 
X
f (c; xi ) − yi
2
χ =
,
σ
i
i=1

(5.3)

where yi is the i-th measurement, σi is the error of the i-th measurement, and n is
the total number of measurements. This estimator can be obtained from the loglikelihood of a Gaussian probability distribution with a variance of σ 2
L=

n
Y
i=1

P (yi , f (c; xi )) =

n
Y
i=1
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1
√

σi 2π

− 12

e



f (c;xi )−yi
σi

2

,

(5.4)

log L =

n
X
i=1


log



1
√

σi 2π

n

1X
−
2 i=1



f (c; xi ) − yi
σi

2
.

(5.5)

The first term in 5.5 is independent of the fit parameters. So, the second term should
be maximized, which is equivalent to the minimization of Eq. 5.3
5.1.3

Poisson Probability Distribution

Simeon Poisson (1781–1840) developed the Poisson probability distribution, the Poisson equation in electrostatics, and Poisson’s ratio in mechanics. Poisson’s probability
function is defined as
Pk (λ) =

e−λ λk
.
k!

(5.6)

In this equation, k is a positive integer representing the event counts observed, and λ
is the mean (expected) number of events measured after many trials. The probability
of obtaining zero counts is P0 (λ) = e−λ , and when λ → 0, the distribution compresses
to a nonzero number.
For a constant λ, Pk (λ) increases as long as k < λ and decreases if k > λ, with
equality obtained only if λ is an integer. Assume that a single observation contains
k occurrences. Then, as the 2D curves in Fig. 5.5 indicate, the most likely value of
λ is just k. Obviously, if we are seeing a Poisson process and repeat our observations
several times, we should obtain a distribution of k values provided by Pk (λ). From
this distribution, we may be able to properly predict λ.
Normalization of the Poisson probability distribution in λ and k is given by
∞
X

Pk (λ) = 1,

(5.7)

dλPk (λ) = 1.

(5.8)

k=0

Z

∞

0

The first condition ensures that for any mean value λ > 0, the probability density to
measure a number of events k ∈ N0 is one. The second normalization guarantees that
for a given number of observed events k, an expected number of events λ ∈ [0, ∞)
can produce the outcome.
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Pk (λ)

Mean (λ)
Figure 5.5: Poisson probability distributions: Curves for varying λ, with k set to 2
(left), 4 (middle), and 9 (right) [56].

5.1.4

Binned Likelihood Optimization

The χ2 statistic should only be used if there are more than 10 (15) predicted counts
per bin [57]. The expected number of events in a given time interval [t1 , t2 ] can be
calculated using a rate function Γ(c; t), where c is the set of parameters
Z

t2

λ(c) =

dt Γ(c; t).

(5.9)

t1

Hence, if k events are observed, equation Eq. 5.6 may be used to calculate the
likelihood that a pair of (λ, k) events may occur. Time series data covering a range
of length T may be split into time bins of width N , with each bin having length
t = T /N . The Poisson probabilities of each bin’s contents are multiplied together to
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get the data set’s overall likelihood
L=

NY
bins

P (ki , λi (c)) =

NY
bins

i=1

i=1

(λi (c))ki e−λi (c)
,
ki !

(5.10)

where λi (c) is the expected number of events in bin i, which is dependent on the
parameters of the rate function Γ(c; t), and ki is the observed number of events in the
same bin. When dealing with low number of events, logarithmic likelihood is more
suitable.
log L =

NX
bins

[ki log (λi (c)) − λi (c) − log (ki !)] .

(5.11)

i=1

Maximizing the likelihood at each bin yields the highest possible likelihood L̂ for a
given binned data set k = {k1 , k2 , . . . , kN }.
∂(log L)
→ 0 λ̂i = ki .
∂λi

(5.12)

Due to the fact that this number is solely dependent on the data set and not the
model’s parameters, it may be used to assess the likelihood obtained from the fit.
The maximum likelihood ratio, Λ = L/L̂, is defined as
log Λ = log L − log L̂ =

NX
bins




ki log

i=1

=

N
bins
X

λi (c)
ki


ki log

i=1



λi (c)
ki


− (λi (c) − ki )

(5.13)


+ Nobs − Ne ,

(5.14)

where Nobs is the sum of the counts from all bins, and Ne is the total expected count.
Looking for the optimal c parameters of a generating rate may be done with the
use of maximum likelihood analysis of a binned data set. The bin likelihood and the
probability of the total data set vary when the expected number of measured events
λi (c) in each bin changes in response to changes in the rate parameters. A minimizer
can keep changing the parameters to reach a maximum likelihood.
5.1.5

Unbinned Likelihood Optimization

The discussion in Sec. 5.1.4 is valid no matter how a data set is binned. This is due
to the Poisson distribution’s normalizing conditions, which enable the likelihood to
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be calculated accurately without bias for the number of predicted or measured occurrences. On the other hand, choosing an improper bin size for the data set might cause
bias or alter parameter sensitivity. If, for example, the fit function has a parameter
such as a frequency that causes oscillations in the measured data, the bin size should
be less than half the oscillation period. If it is not, then the oscillations will be buried
within the bin, and the sensitivity of the likelihood to the frequency will be zero.
Even though it is possible to decrease the size of the bins in order to improve the
sensitivity to oscillations, doing so may result in a significant drop in the number of
events contained inside each bin, and the majority of the bins may not even contain
a single event. Due to the many empty bins, the binning will not be well defined
anymore, and the data set’s number of degrees of freedom, which corresponds to the
number of bins, may be misinterpreted and be more than the number of observed
events.
Analyzing unbinned data is an alternative to using a binned likelihood approach,
which does not suffer from a low number of counts and is less biased. For each
individual event, the unbinned likelihood may be interpreted as the likelihood of the
time intervals between consecutive events. To calculate the unbinned likelihood for
a candidate rate function and a given data set, we may start with binning the data.
Since the number of observed events does not depend on fit parameters, maximizing
Eq. 5.13 is equivalent to maximizing
log L =

N
bins
X

ki log (λi (c)) − λi (c).

(5.15)

i=1

If the bins are so small that the number of events in each bin is either zero or one,
we have
Nki =0

log L =

X

Nki =1

ki log (λi ) − λi +

i

X

(5.16)

Nki =1

−λi +

i

= −

ki log (λi ) − λi

i

Nki =0

=

X

N
bins
X
i

X

log (λi ) − λi

(5.17)

log λi ,

(5.18)

i
Nki =1

λi +

X
i
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where, Nki =0 is the number of bins with zero counts, and Nki =1 is the number of
bins containing one event. Because the rate function Γ(c; t) should be normalized to
the total number of observed events, the first term in 5.18 is independent of the fit
parameters, c. So, the second term is what needs to be maximized. If the bin size is
small enough, we can use the approximation
λi(ki =1) ≈ Γ(c; ti )∆t,

(5.19)

and the second term of 5.18 may be written as
Nki =1

Nki =1

X

log Γ (c; ti ) +

X

log ∆t.

(5.20)

i

i

The second term in 5.20 is now independent of the fit parameters, so the total loglikelihood function for unbinned events is given by
Nki =1

log L =

X

log Γ (c; ti ) .

(5.21)

i

The log-likelihood is now evaluated at each time ti and is no longer dependent on
binning.
5.1.6

Discrete Fourier Transform

Consider 2N time values equally distributed over a time interval (0, T )
tk = 0,

T 2T
(2N − 1)T
,
,...,
,
2N 2N
2N

(5.22)

then
tk =

kT
,
2N

k = 0, 1, 2, . . . , 2N − 1.

(5.23)

We provide the dual ω-space, also known as the angular frequency space, with
ωp =

2πp
,
T

p = 0, 1, 2, . . . , 2N − 1.

(5.24)

Now let us consider a time-dependent function f (t) evaluated at the discrete time
values. The amplitude corresponding to each frequency is then calculated via
2N −1
1 X
F (ωp ) =
f (tk ) eiωp tk .
2N k=0
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(5.25)

The inverse transformation restores the original time domain
f (tk ) =

2N
−1
X

F (ωp ) e−iωp tk .

(5.26)

p=0

The frequency-domain functions F (ωp ) , p = 0, 1, 2, . . . , 2N − 1, and the time-domain
functions f (tk ) , k = 0, 1, 2, . . . , 2N − 1, are discrete Fourier transformations of one
another [58].
5.1.7

Fast Fourier Transform

The fast Fourier transform (FFT) is a specific method for factoring and rearranging
the terms in the discrete Fourier transform’s summation. Cooley and Tukey introduced it to the scientific community [59], and its significance comes from the dramatic
decrease in the number of needed numerical operations. The fast Fourier transform
has been recognized as one of the few really major developments in numerical analysis over the last several decades due to the enormous improvement in speed attained
(and decrease in cost).
A straight computation of a discrete Fourier transform for N time values (measurements) would require around N 2 multiplications. Cooley and Tukey’s fast Fourier
transform method reduces the number of multiplications to (N/2) log2 N when N is
a power of 2. If N = 1024 (= 210 ), the fast Fourier transform lowers computation
by a factor of more than 200. This is why the fast Fourier transform has completely
changed the way digital waveforms are processed.
5.2

Minuit Minimizer

Minuit is a package to locate the minimum value of a multi-parameter function (the
“FCN”) and examine its form around the minimum. It was written by Fred James
in Fortran during 1975-1980 at CERN. The primary applications include statistical
analysis, chi-square or log-likelihood computations to identify the parameter values
and uncertainties that provide the best fit, as well as parameter correlations. Its
major use is statistical data analysis of CERN experimental data, although it is
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widely utilized by users outside CERN or high energy physics (HEP). In 2002, Fred
James launched an effort to reimplement Minuit in C++. At various stages in the
FCN analysis, Minuit must decide whether to be “safe” and spend a few function
calls to determine its location, or to be “quick” and try to acquire the desired results
with the fewest possible calls at the risk of losing accuracy. To enable the user to
control these choices, there is a Minuit class “mnexcm” that the user may utilize
to configure different options. This may be implemented with three distinct degrees
of minimization quality: Level 0 (low quality), level 1 (medium quality), and level
2 (high quality). The quality is set to medium by default. Minuit is told to store
function calls at level 0, which is the best setting when there are lots of variable
parameters, the function takes a while to calculate, or the user isn’t worried about
the accuracy of parameter error values. Minuit is told to store function calls at level
0, which is the best setting when there are lots of variable parameters, the function
takes a while to calculate, or the user is not worried about the accuracy of parameter
error values. Alternatively, level 2 (high) indicates that Minuit is permitted to waste
function calls in order to ensure that all values are exact; it is meant for situations in
which the function is evaluated in a relatively short amount of time and/or you need
to be confident in your parameter error calculations [60].
5.2.1

Different Minimizers

Minuit was arguably the first minimization tool to provide users a choice of minimizing
methods [60]. The present version of Minuit has five commands that may be used
to locate a smaller function value, as well as a few others, such as MINOS and
IMPROVE, that will maintain a smaller function value if they happen to stumble
across one accidentally. These commands are:
MIGRAD
This is the best choice for the vast majority of functions with a variable-metric strategy that uses a stable metric updating mechanism, positive-definiteness checks, and
an inaccurate line search. It can run with two strategies 0 and 1. It will run faster
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if strategy 0 is selected, and more reliably if strategy 2 is selected. Its fundamental
flaw is that it strongly relies on exact knowledge of the first derivatives, or it fails
terribly. As an option, first derivatives may either be determined analytically within
the “FCN” or the user can alter the precision of Minuit’s approximation using the
SET EPS command.
SIMPLEX
This multidimensional minimization procedure is typically slower than MIGRAD, but
as it does not employ first derivatives, it is less sensitive to FCN computation accuracy
and even to large function variations. But it provides no trustworthy information
about parameter errors, no information about parameter correlations, and worst of
all it cannot be anticipated to converge reliably to the minimum in a limited amount
of time. Hence, it literally would not know if it did converge.
MINIMIZE
This minimizer is the same as MIGRAD, except that if MIGRAD doesn’t work, it
goes back to SIMPLEX and then calls MIGRAD again.
SCAN
SCAN does not do minimization; instead, it iteratively assesses a function by tweaking
its parameters. However, after each evaluation, it keeps the best value. Thus it does
some kind of really basic minimization.
SEEK
This method employs a Metropolis algorithm, which always relocates the search area
to be centered at the new minimum. It does, however, retain the likelihood of e−F/Fmin
to change the search region to the point with a higher function values of F . This
theoretically enables the minimizer to traverse local minima like multidimensional
quantum mechanical tunneling in pursuit of isolated minima [60].
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5.2.2

χ2 Normalization

By referring to Eq. 5.3, the χ2 minimization is also known as weighted least squares,
where 1/σi2 are weights. The word “weight” is used to indicate degree of significance
of the data points. Point one is, for instance, twice as important as point two. In
this case, an unknown overall normalization factor is required. Parameter errors are
proportional to this factor, hence the user must be careful while framing the problem.
5.2.3

Likelihood Normalization

If the estimator is a negative log-likelihood function, it still needs to be normalized
appropriately. However, the reasoning here is very different from what we discussed
for the χ2 case. The general form of the log-likelihood function is
F =−

X

ln f (c; xi ) ,

(5.27)

i

where c is the set of free parameters, f is the hypothesis to be fitted, and xi generally
represents a vector of observed data. The hypothesis function should be normalized:
Z
f (c; xi ) dx1 dx2 . . . dxn = constant.

(5.28)

In other words, the fit parameters should not affect the overall area under f , which
represents the total probability across the xi ranges. If f is not normalized, some
parameters may be freely varied to take the log-likelihood to −∞. It should be noted
that the normalizing constant has no effect on the fit parameters or even the errors.
This is due to the fact that the logarithm converts a multiplicative constant into
an additive constant, which basically just moves the whole log-likelihood plane up
and down while preserving the shape. In fact, unlike the chi-square value, the value
of the likelihood at the minimum does not have a physical meaning, and it is even
dependent on the units of the observation space.
For the log-likelihood fit, the value of the second argument of the “mnexcm”
should be set to 0.5. Or instead F may be defined as −2 log(L). This way, the
differences in F have the same physical meaning as differences in χ2 and setting the
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“mnexcm” to 1. However, as stated in Sec. 5.1.2 , the χ2 is a log-likelihood function.
According to Eq. 5.5, if we keep the 1/2 factor, the difference between log-likelihood
and χ2 normalizations will disappear [61].
5.2.4

HESSE Errors

HESSE is an error calculation method in MINUIT that uses finite differences to compute the full second-derivative matrix and then inverts it. For all physical problems,
the error matrix should be positive-definite at the solution. This is due to the fact
that the solution should be at or near the χ2 or − log L minimum. When the error
matrix is not positive-definite, diagnostics are provided, and MINUIT tries to generate a positive-definite approximation. The error matrix generated through HESSE
is employed to determine the parameter errors printed by MINUIT, which include
the impact of parameter correlations. MINUIT’s printed correlation coefficients and
the global correlations reflect the degree of the two-by-two correlations. The absolute
value of each of these correlation coefficients must be less than one. If any of these
correlations are very close to 1 or -1, it means that the problem is not well-posed and
there are more free parameters than the model and data can find [61].
When MINUIT gives error reports, it also indicates how accurate it believes them
to be. Those labeled CURRENT GUESS ERROR, for instance, are just working
estimates that should not be relied upon, while those marked APPROXIMATE ERROR have been calculated but there is reason to believe they may not be correct. If
no mitigating adjective is provided, MINUIT at least assumes the errors are correct,
but there is always a possibility MINUIT has been deceived. Observable indications
that MINUIT may have been deceived:
• Warnings provided during minimization
• Failure to find new minimum
• The estimated distance to minimum (EDM) too big
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• High correlations (greater than 0.99). This implies a challenging issue with
poor parameterization, so that individual errors don’t mean anything anymore
because they are all linked together
• Parameter at limit. This MINUIT warning may render function minimum and
parameter errors inaccurate [62].
5.2.5

MINOS Errors

MINOS was the first [60] program that computes parameter errors, taking correlations and non-linearities into account. In general, the MINOS error intervals are
asymmetries and may be costly to compute, particularly if there are many free parameters and the problem is very nonlinear. MINOS can only function after a good
minimum has been obtained and the error matrix has been computed; thus, MINOS
error analysis follows MIGRAD minimization. MINOS error is defined as the change
in a parameter’s value that causes the F 0 to rise by the error amount in mnexcm,
where F 0 is the minimum value of FCN with respect to other parameters [60].
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Chapter 6 Simulation and Mock Data Analysis

The predicted external magnetic field drifts are ∼ 1 µT. These time-variations will be
suppressed by a factor of 100 by a two-layer Magnetically Shielded Enclosure (MSE)
built of µ-metal that surrounds the whole apparatus (Fig. 6.1).
In addition to the MSE, a Pb superconducting shield with a thickness of 0.8 mm
reduces the external time-varying fields by a factor of 3000. As a result, predicted field
drifts within measurement cells and during the measurement cycle should be smaller
than ∼ 10pT. Hence, we modeled 8640 runs × 2 cells = 17280 pairs of SQUID and
scintillation data sets using a second order polynomial magnetic field
B(t) = B0 (1 + 1 t + 2 t2 ),

(6.1)

where B0 = 3µT, |1 | < 10−7 Hz, and |2 | < 10−10 Hz2 . SQUID and scintillation
signals are discussed in depth in the next section.
6.1

SQUID Signal

The magnetic dipole moment of 3 He undergoes Larmor precession and it generates
a changing magnetic flux in SQUID loops. This oscillating flux in the presence of a
second order time-varying magnetic field is
1
1
Φ(t) = A cos [γ3 B0 (t + 1 t2 + 2 t3 ) + φ0 ],
2
3

(6.2)

where γ3 is 3 He’s gyromagnetic ratio and φ0 is its initial phase. White noise with a
power spectral density (PSD) that is frequency independent always accompanies the
flux threading a DC SQUID. In addition to white noise, most DC SQUIDs include an
excess of low-frequency noise with a PSD scaling with 1/f , where f is the frequency
[63]. Pink noise is sometimes referred to as flicker noise or 1/f noise. This kind of
noise is surprisingly prevalent in physical systems. It has been discovered in a variety
of condensed matter systems, including transistors and thin films, as well as annual
rainfall data, traffic movement, and even Nile river flood levels [64, 65].
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Figure 6.1: Magnetically shielded enclosure (MSE) (highlighted in green) [34].

When the 3 He relaxation time is substantially longer than the measurement period
trun , the sensitivity of the precession frequency read out by the SQUID is given by
[66]
6
(δf3 ) = 2
π
2



I(f3 )
A2



1
t3run

,

(6.3)

where I is the noise Power Spectral Density (PSD), f3 is 3 He’s precession frequency,
and A is the signal amplitude in the time domain. At 3 He’s precession frequency
where the white noise dominates pink noise we have I(f3 ) ≈ Iw (f3 ). To prevent the
nEDM sensitivity from deteriorating, the co-magnetometer readout has a sensitivity
objective of δf3  26 µHz for each 800 second measurement [47]. Using Eq. 6.3, the
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Figure 6.2: White noise in the time and frequency domains.

signal-to-noise ratio (SNR) must satisfy
√
A
p
 1 Hz.
I(f3 )
For the conditions in the nEDM@SNS experiment, Kim et al.[47] found that the SNR
√
was 4.6 Hz, which met the requirements of the nEDM@SNS experiment. The PSD
may be used to derive the time-domain noise variance
Z fs /2
2
σ =
I (f 0 ) df 0 ,

(6.4)

0

where fs denotes the sampling frequency. As a result, RMS white noise for fs = 1kHz
and Iw = 1fT2 /Hz is given by
r
σw =

fs Iw
= 22.36 fT.
2

(6.5)

We utilized ROOT’s TRandom3 random number generator with a Gaussian distribution to create white noise. Fig. 6.2 shows the time and frequency domains white
noise signal for trun = 2000s.
To make pink noise in time, we first generate Gaussian noise in time, then do the
FFT to get Ig for each frequency bin, scale Ig by 1/f to get Ip (f ) = Ig /f , Finally, do
the inverse FFT to get pink noise in the time domain. The corner frequency of the
SQUID magnetometer at which the power of the pink and white noises are equal is
1Hz. This implies that in the time domain, RMS Gaussian noise should be the same
as white noise. Fig. 6.3 shows the pink noise in the time and frequency domains.
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Figure 6.3: Pink noise in the time and frequency domains.

The output of the SQUID magnetometer consists of pink and white noises, as well
as the flux produced by precessing 3 He
Φs (t) = Φ(t) + Φw + Φp .

(6.6)

Fig. 6.4 shows the simulated SQUID signal Φs (t) in the time and frequency domains
for B0 = 3.0021 µT, 1 = 8.53 × 10−8 Hz, and 2 = −9.98 × 10−11 Hz2 . The red band
in the upper left of the diagram represents the SQUID signal devoid of noise, Φ(t).
Although Φ(t) seems to be obscured by noise in the time domain at first inspection,
its frequency approaching 100 Hz stands out clearly in the frequency domain. The
bottom figure shows a zoomed view of the signal in the time domain.

6.1.1

Scintillation Signal

UCNs are created by exposing superfluid 4 He in the measuring cell to a beam of
cold neutrons during superthermal production [40]. During this process, however,
some UCNs suffer beta decay and others capture on the cell walls. Accordingly, the
effective UCN filling loss rate is
−1
−1
(E) = τβ−1 + τwall
(E),
τfill

(6.7)

where
−1
τwall
(E) =

v(E)Awalls
µ̄ (Uwalls , fwalls , E) ,
4V
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(6.8)

Figure 6.4: SQUID signal in the time and frequency domains.
is the neutron wall-loss rate in which v(E) is the velocity of the neutrons carrying
energy E, Awall and V are the area and the volume of the cell, and µ̄ is the loss
probability per bounce averaged over the angle of incidence [41]
Z 1
cos θµ(E, θ)d(cos θ)
µ̄(E) = 2
0
"

1/2 
1/2 #
Vopt
E
V
opt
= 2f
sin−1
−
−1
,
E
Vopt
E

(6.9)
(6.10)

where Vopt ≈ 142 neV represents the neutron optical potential difference between the
deuterated tetraphenyl butadiene and polystyrene coatings (dTPB+dPS) on measurement cell walls and the superfluid 4 He [67, 68, 69], f = 0.8 × 10−5 is the unitless
energy-independent wall loss factor, and [41]

1/2
E cos2 θ
µ(E, θ) = 2f
.
Vopt − E cos2 θ

(6.11)

Therefore, the number density of UCNs with energy E is given as
nfill (t, E) = P (E)τfill (E)(1 − e
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t
fill (E)

−τ

),

(6.12)

where
P (E) =

3PUCN V

√
E

3

,

(6.13)

2
2Vopt

is the differential production rate of UCNs. In Eq. 6.13, PUCN ≈ 0.31 UCN·cm−3 ·s−1
is the volumetric UCN production rate [67]. When the filling phase is finished, due
to the electric and magnetic fields provided to the measurement cells, UCNs and
3

He atoms begin precessing. UCNs interact with 3 He atoms at a spin-dependent

rate and produce 765keV energy (n + 3 He → p + 3 H + 765keV). This energy is
subsequently transmitted to superfluid 4 He atoms, causing them to generate extreme
ultraviolet (EUV) scintillation light (80nm). On the measuring cell walls, coatings
(dTPB+dPS) transform EUV scintillations into optical photons. These scintillations
are then transmitted to silicon photomultiplier arrays (SiPMs). The rate of UCN-3 He
interaction is given by
1
=
τn3 (t)



1
τ̄n3



1 − Pn (0)P3 (0)e

t
2,tot

−T



cos θn3 (t) ,

(6.14)

where, τ̄n3 ≈ 500 s, is the average UCN-3 He unpolarized absorption time. θn3 (t)
represents the angle between UCN and 3 He spin directions, P3 (0) ≈ 0.95 and Pn (0) ≈
0.96 are 3 He and UCN initial polarizations, and
1
T2,tot

=

1
1
+
,
T2,n T2,3

is the UCN-3 He effective relaxation time. The effective loss rate of a UCN with energy
E is given by
−1
−1
τ −1 (E) = τn3
+ τβ−1 + τwall
(E),

(6.15)

where τβ is the neutron β-decay lifetime. So, the total loss rate of UCNs with energy
E is given by
−1
−1
(E)),
ṅ(t, E) = −n(t, E)(τn3
+ τβ−1 + τwall

(6.16)

where n0 (E) = nfill (Tfill , E) is the UCN density at the beginning of the measurement
cycle or at the end of the filling cycle. By solving Eq. 6.16 we obtain the following
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UCN loss rate density at energy E


1
1
1
ṅ(t, E) = −n0 (E)
+
+
(1 − K(t))
τwall τβ τ̄n3


Z t
K(t0 ) 0
1
1
1
+
+
)t +
dt ,
× exp −(
τwall τβ τ̄n3
τ̄n3
0

(6.17)

where
K(t) = Pn0 P30 e

−t
T2,tot



Z t
2dn E
0
0
B(t )dt +
+ φ0 .
cos (γ3 − γn )
~
0

(6.18)

The statistically optimized acceptance probabilities for the system design of scitillation light detection are β ≈ 0.5 for the beta decay detection, n3 ≈ 0.93 for UCN-3 He
absorption, and wall ≈ 10−3 for absorption by wall. Hence, the scintillation rate for
UCNs with energy E per unit of energy can be shown as


wall β
n3
s(t, E) = n0 (E)
+
+
(1 − K(t))
τwall τβ τ̄n3


Z t
1
1
1
K(t0 ) 0
× exp −(
+
+
)t +
dt + RBG ,
τwall τβ τ̄n3
τ̄n3
0

(6.19)

where RBG represents the background due to UCN β-decay [67]. So, the total rate
of the scintillation event rate can be obtained by integrating s(t, E) over the entire
range of the UCNs’ energy spectrum
Z

Vopt

s(t, E)dE.

S(t) =

(6.20)

0

Fig. (6.5) shows an example of the scintillation signal obtained by Monte Carlo
simulation of Eqs. (6.12) and (6.20) .
6.2
6.2.1

Fitting Strategy
SQUID Window-Fit

To obtain the time dependence of the magnetic field, we broke the signal into 40 windows (each 50 s) and fitted each window based on the assumption that the magnetic
field inside the window was almost constant. So, each window was fitted by
Φwindow (P; t) = P[0] cos (2πP[1]t + P[2]).
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(6.21)

Figure 6.5: Scintillation signal (left) and the zoomed signal in the first 2 seconds
(right).

Figure 6.6: PSD of the first window and window-fit of the SQUID signal.

To have an initial guess for the frequency of the first window, we calculated the first
window’s Fourier transformation and then fitted the PSD in the region of the pick
value with a Gaussian function (Fig. 6.6). The mean value of the Gaussian function
was then used as the initial guess. The initial guess for fitting the second window
was based on the results of fitting the first window. This process was repeated until
all windows had been fitted.
Fit results for the 17280 data set are shown in Fig. (6.7)
6.2.2

SQUID Full-Fit

The results of SQUID window-fit may now be utilized as an initial guess for fitting the
whole 2000 s SQUID signal. To fully fit the SQUID signal, we may use the following
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Figure 6.7: Window-fitted distribution of B0 , 1 , and 2 .
type of fit function
1
1
Φ(t) = P[0] cos (2πP[1](t + P[2]t2 + P[3]t3 ) + P[4]),
2
3

(6.22)

where P[0] fits the signal amplitude A, P[1] is 3 He frequency f3 , P[2] is 1 , P[3] is 2 ,
and P[4] is the initial phase φ0 . However, we find it advantageous to reparametrize
B(t) in terms of the average magnetic field due to the fact that the PSD peak value
may be utilized to determine the average frequency
B(t) = hBi(α + βt + γt2 ),

(6.23)

where,
hBi =

1
trun

Z

trun

B(t)dt,

(6.24)

0

where trun denotes the measurement time. Since α may be expressed as a function of
the other two parameters
1
1
α = 1 − βtrun − γt2run .
2
3
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(6.25)

Eq. (6.23) can be reparameterized as


t2run
trun
2
) + γ(t −
) .
B(t) = hBi 1 + β(t −
2
3

(6.26)

Given that γ and β are strongly correlated, we find it useful to replace β with
η ≡ β + γtrun .
Thus, Eq. (6.26) can be re-parametrized as


t2run
trun
2
) + γ(t − trun t +
) .
B(t) = hBi 1 + η(t −
2
6

(6.27)

The new and old parameters are connected as
trun
t2
+ 2 run ),
2
3
1 + 2 trun
η =
,
t2run
1 + 1 trun
+

2
2
3
2
.
γ =
t2run
1 + 1 trun
+

2
2
3

hBi = B0 (1 + 1

(6.28)
(6.29)
(6.30)

Notably, the second and third terms are now orthogonal over the measurement time.
Z

trun

(t −
0

trun 2
t2
)(t − trun t + run )dt = 0,
2
6

(6.31)

so we employed the following fit function to fully fit the SQUID signal


1
1
2
2
Φ(P; t) = P[0] cos 2πP[1](1 + P[2](t − trun ) + P[3](2t − 3ttrun + trun ))t + P[4] .
2
6
(6.32)
The physical variables corresponding to each fit parameter are shown in Table 6.2.2.

The window-fit results might be hundreds of sigma far from the true values due
to the wide gap between the uncertainty of the window-fit and fully-fit results, and
so the fit does not converge to the true minimum. However, since the window-fit
results’ uncertainty is equivalent to the uncertainty of fitting the first 400 seconds of
the signal, we utilized the window-fit results as an initial guess for fitting the first 400
seconds. When the first 400 seconds was fitted, the fit result was used as an initial
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Table 6.1: SQUID fully-fit parameters.
Fit Parameter

Variable

P[0]

A

P[1]

γ3 hBi
2π

P[2]

η

P[3]

γ

P[4]

φ0

Figure 6.8: Distributions of SQUID full-fit parameters.

guess to fit the first 450 seconds of the signal. In each fitting step, two distinct initial
guesses for the average magnetic field have been employed, one based on the peak
value of the PSD and the other on Eq. 6.28, and then the one that results in a better
χ2 was kept. This procedure is continued until the entire 2000 seconds of the signal
is fitted. Fit results are shown in Fig. (6.8).
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6.3

Global Fit

According to the Eq.(6.20), the decay cannot be expressed by a single exponential.
However, with the first order approximation of monochromatic UCNs, the energydependent wall-loss rate can be replaced by its average value over the UCNs’ velocity
[41]
−1
τwall

= hµ(v)vi/λ,

(6.33)

where λ is the mean free path
λ=

4V
.
A

Hence, Eq.(6.20) can be represented by


wall
β
n3
+
S(t) ≈ N0
+
(1 − K(t))
hτwall i τβ τ̄n3
 


Z t
1
1
1
K(t0 ) 0
× exp −
+
+
dt + RBG ,
t+
hτwall i τβ τ̄n3
τ̄n3
0

(6.34)

(6.35)

where
Z

Vopt

n0 (E)dE,

N0 =

(6.36)

0

is the total number of UCNs at the start of the measurement cycle (t = 0). The
second term may be ignored as it averages to zero after a few oscillations




Z t
K(t0 ) 0
1
1
1
1
1
1
+
)t +
dt ≈ exp −(
+
)t .
+
+
exp −(
hτwall i τβ τ̄n3
τ̄n3
hτwall i τβ τ̄n3
0
(6.37)
So, the Eq.(6.35) can be experessed as


1
wall
β
n3
−(
+ τ1 + τ̄ 1 )t
τwall i
h
n3
β
S(t) ≈ N0 e
+
+
(1 − K(t)) + RBG .
hτwall i τβ τ̄n3

(6.38)

To fit for the nEDM, the SQUID full-fit results are utilized as the initial guess.
The following scintillation fit function


µ3 − µn
1
−T t
−P[6]t
S(P; t) = P[5]e
1 − P[7]e 2,tot cos (
)2πP[1](1 + P[2](t − trun )
µ3
2

1
2E
+ P[3](2t2 − 3ttrun + t2run ))t +
P[8] + P[9].
(6.39)
6
~
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Table 6.2: Global fit parameters
Fit Parameter

Variable

P[0]

A

P[1]

γ3 hBi
2π

P[2]

η

P[3]

γ

P[4]

φ0

P[5]

N0



n3
τn3

+

β
τβ



P[6]

1
−1
hτwall i−1 +τβ −1 +τ̄n3

P[7]

P
n0 P30 n3 


τn3 τn3 + τβ
n3

P[8]

dn

P[9]

RBG

β

The variables corresponding to each fit parameter are shown in table (6.2).
Together with the SQUID full-fit function (Eq.(6.32)), are used simultaneously to
maximize the following global likelihood function
nsquid

ln (L(Φ, S | P)) = ln

S
scin
Y e−(Φi −Φ(P;ti ))2 /2σi2 nY
λj j e−λj
√
Sj !
2πσi
i=1
j=1

!
,

(6.40)

where Φi is the i-th measurement of the SQUID magnetometer, σi is the i-th measurement’s error, Sj is the number of scintillation events in the j-th bin, nscin and
nsquid are the number of bins in the scintillation signal and the total number of data
in the SQUID signal, respectively, and
Z
λj =

tj

S(P; t)dt,

(6.41)

tj−1

which is the number of expectd events in j-th bin of the scintillation signal was
numerically calculated for each bin using Bode’s integration rule [70].
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6.4

Results and Conclusion

The nEDM fit result obtained from the global fit is shown in Fig. 6.9. The fitted
nEDM is dn = (158.85 ± 4.95) × 10−28 e · cm which is consistent with the value used
in the simulation, 159.6 × 10−28 e · cm and the uncertainty is consistent with the
parameter values used in the simulation. The result showed that the sensitivity of
the SQUID magnetometer and the signal-to-noise ratio, which itself depends on the
number density of the 3 He atoms, is sufficient to prevent the nEDM sensitivity deterioration. The comparison of the SQUID and global fit results reveals that the SQUID
signal contains almost all of the information related to the magnetic field parameters
(hBi, η, and γ), and the scintillation signals do not add additional sensitivity to the
SQUID measurement.
In this section, we have presented the simulation and detailed procedure of the
data analysis. A considerable effort was spent on finding good initial guesses because
improper initial guesses for the magnetic field parameters gave rise to the outliers.
Accordingly, we showed that it is crucial to optimize the window size, which solely
depends on the SNR. The data analysis technique proved successful in extracting the
magnetic field time-dependency and hence the true nEDM.
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Figure 6.9: Distribution of fitted nEDM.
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[21] Gerhart Lüders. On the equivalence of invariance under time reversal and under
particle-antiparticle conjugation for relativistic field theories. Phys. Rev, 83:459,
1951.
[22] Julian Schwinger. The theory of quantized fields. i. Physical Review, 82(6):914,
1951.
75

[23] JH Smith. Neutron electric dipole moment, sect. 8 of quarterly progress report
for period ending december 20, 1950 physics division. Technical report, Oak
Ridge National Lab., 1951.
[24] WB Dress, PD Miller, JM Pendlebury, Paul Perrin, and Norman F Ramsey.
Search for an electric dipole moment of the neutron. Physical Review D, 15(1):9,
1977.
[25] CA Baker, DD Doyle, P Geltenbort, K Green, MGD Van der Grinten, PG Harris,
P Iaydjiev, SN Ivanov, DJR May, JM Pendlebury, et al. Improved experimental
limit on the electric dipole moment of the neutron. Physical Review Letters,
97(13):131801, 2006.
[26] PG Harris, CA Baker, K Green, P Iaydjiev, S Ivanov, DJR May, JM Pendlebury,
D Shiers, KF Smith, M Van der Grinten, et al. New experimental limit on the
electric dipole moment of the neutron. Physical Review Letters, 82(5):904, 1999.
[27] K Green, PG Harris, P Iaydjiev, DJR May, JM Pendlebury, KF Smith,
M Van der Grinten, P Geltenbort, and S Ivanov. Performance of an atomic
mercury magnetometer in the neutron edm experiment. Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 404(2-3):381–393, 1998.
[28] A Anghel, F Atchison, B Blau, B Van den Brandt, M Daum, R Doelling, M Dubs,
P-A Duperrex, A Fuchs, D George, et al. The psi ultra-cold neutron source.
Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment, 611(2-3):272–275, 2009.
[29] Bernhard Lauss. Ultracold neutron production at the second spallation target
of the paul scherrer institute. Physics Procedia, 51:98–101, 2014.
[30] Christopher Abel, Samer Afach, Nicholas J Ayres, Colin A Baker, Gilles Ban,
Georg Bison, Kazimierz Bodek, Vira Bondar, Martin Burghoff, E Chanel, et al.

76

Measurement of the permanent electric dipole moment of the neutron. Physical
Review Letters, 124(8):081803, 2020.
[31] Yingchuan Li, Stefano Profumo, and Michael Ramsey-Musolf. Bino-driven electroweak baryogenesis with highly suppressed electric dipole moments. Physics
Letters B, 673(1):95–100, 2009.
[32] Vincenzo Cirigliano, Yingchuan Li, Stefano Profumo, and Michael J RamseyMusolf. Mssm baryogenesis and electric dipole moments: an update on the
phenomenology. Journal of High Energy Physics, 2010(1):1–23, 2010.
[33] Guillaume Pignol and Philipp Schmidt-Wellenburg. The search for the neutron
electric dipole moment at psi. SciPost Physics Proceedings, (5):027, 2021.
[34] MW Ahmed, R Alarcon, A Aleksandrova, Stefan Baeßler, L Barron-Palos,
LM Bartoszek, DH Beck, M Behzadipour, I Berkutov, J Bessuille, et al. A new
cryogenic apparatus to search for the neutron electric dipole moment. Journal
of Instrumentation, 14(11):P11017, 2019.
[35] https://en.wikipedia.org/wiki/Neutron_electric_dipole_moment,
09/02/2022.
[36] SK Lamoreaux and R Golub.
tric dipole moment.

Experimental searches for the neutron elec-

Journal of Physics G: Nuclear and Particle Physics,

36(10):104002, 2009.
[37] TM Ito, JC Ramsey, W Yao, DH Beck, V Cianciolo, SM Clayton, C Crawford,
SA Currie, BW Filippone, WC Griffith, et al. An apparatus for studying electrical breakdown in liquid helium at 0.4 k and testing electrode materials for
the neutron electric dipole moment experiment at the spallation neutron source.
Review of Scientific Instruments, 87(4):045113, 2016.
[38] Douglas D McGregor. Transverse relaxation of spin-polarized 3 He gas due to a
magnetic field gradient. Physical Review A, 41(5):2631, 1990.

77

[39] R Golub. Jm pendlebury phys. Lett, 53:133, 1975.
[40] R Golub and JM Pendlebury. The interaction of ultra-cold neutrons (ucn) with
liquid helium and a superthermal ucn source. Physics Letters A, 62(5):337–339,
1977.
[41] R Golub and JM Pendlebury. Ultra-cold neutrons. Reports on Progress in
Physics, 42(3):439, 1979.
[42] R Golub. Superthermal sources of ultra-cold neutrons (ucn). The Investigation
of Fundamental Interactions with Cold Neutrons, page 143, 1986.
[43] CA Baker, SN Balashov, J Butterworth, P Geltenbort, K Green, PG Harris,
MGD van der Grinten, PS Iaydjiev, SN Ivanov, JM Pendlebury, et al. Experimental measurement of ultracold neutron production in superfluid 4he. Physics
Letters A, 308(1):67–74, 2003.
[44] J Wilks. The properties of solid and liquid helium, 1967.
[45] Andrei N Matlachov, Petr L Volegov, Michelle A Espy, John S George, and
Robert H Kraus Jr. Squid detected nmr in microtesla magnetic fields. Journal
of Magnetic Resonance, 170(1):1–7, 2004.
[46] Martin Burghoff, Stefan Hartwig, Lutz Trahms, and Johannes Bernarding.
Nuclear magnetic resonance in the nanotesla range. Applied Physics Letters,
87(5):054103, 2005.
[47] Young Jin Kim and Steven M Clayton. Development of a squid-based 3 He comagnetometer readout for a neutron electric dipole moment experiment. IEEE
Transactions on Applied Superconductivity, 23(3):2500104–2500104, 2012.
[48] Philip R Bevington and D Keith Robinson. Data reduction and error analysis.
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