Abstract. For many networks, the connection pattern varies in time, depending on the changing state, or mode, of the modules in that network. This paper addresses the issue of nesting such mode-dependent networks, whereby a whole network is abstracted as a single module in a larger network. Each module in the network represents a dynamic system, whose input-output behavior includes updating its communicative mode. In this way, the dynamics of the modules controls their connection pattern within the network. This paper provides a formal semantics, using the category-theoretic framework of operads and their algebras, to capture the nesting property of mode-dependent networks and their dynamics. We provide a detailed running example to ground the mathematics.
Introduction
E pluribus unum-out of many, one-could be the motto of the mathematical theory of operads. Sometimes multiple things of a certain sort can be integrated, i.e., organized according to established relationships, to form a single new thing of the same sort.
For example consider the economist's intuition, as explained by R.H. Coase [7] : "An economist thinks of the economic system as being co-ordinated by the price mechanism, and society becomes not an organization but an organism." One may consider the situation in which a collection of economic agents, say persons, are organized into a firm, or a department within a firm, which itself can be modeled as a single economic agent in a larger context. If we find that this story repeats itself at various scales, it is often a useful exercise to formalize the situation using operads, because doing so constrains the model to be highly self-consistent.
In previous work [17, 20, 23] , operads were given that describe various sorts of wiring diagrams and the kinds of information they can convey. A wiring diagram is a fixed graph-like arrangement of modules within a larger module. In this note, we extend these ideas to the case that the arrangement is not fixed in time, but instead varies with respect to the internal states of various modules in the diagram. This idea was inspired by reading the introduction to asynchronous networks written by Mike Field [10] .
Consider the picture below:
Mode-dependent network
It represents a network of two interior boxes A 1 , A 2 that are set inside an outer interface B. We will suppose that each of these boxes is assigned a set of communicative modes, which together will determine the connection pattern of A 1 and A 2 within B. For example, it may be that if the mode of A 1 is foo and the mode of A 2 is bar then connection pattern 1 is formed, whereas if the modes are respectively baz and baz then connection pattern 2 is formed; see the pictures below:
Connection pattern 1
Connection pattern 2
This describes an operad because the outer box is of the same nature as the inner boxes, i.e., it can itself be a small box within a larger mode-dependent network, and the process of assembly can repeat ad infinitum. In this way, one can recursively build up networks of networks. We can also add dynamics, so that each box houses a dynamic system which not only produces output based on input, but also updates its communicative mode, and thus the connection pattern of the network. Of course, similar such stories have been considered before; what we do here is formalize the idea using operads. Doing so ensures that no matter how the system is chunked, the rewiring and dynamics are well-defined and consistent. This requirement puts fairly strict constraints on the formalism, as mentioned above. Not any seemingly-workable definition of mode-dependent dynamic systems will actually satisfy the nesting property.
The notion of mode-dependent networks of dynamic systems is a fairly general setup, and it should have multiple applications. For example, we could imagine that a group of robots are being assembled to carry out a more complex job. We decide in advance the channels by which each robot can receive information and the channels by which it can act. We also decide in advance each robot's set of communicative modes. We arrange our set of robots into something like a hive, which is like a higher-level robot, with its own input and output channels.
To program this hive, we decide in advance how the communicative modes of the member robots will determine the connection pattern of the hive: who's looking at who, or who's sending data to who. Perhaps if robot A gets angry at robot B, he ceases to send her data; or if robot C knows that it is another robot's turn to speak, then C disengages the microphone. These are examples where the robots are bordering on human. More simply, the physical location of a robot could be captured in its communicative mode, allowing us to specify that two robots can interact in the hive only when they are proximate. Now suppose we model each robot in the hive as a dynamic system, which updates its state depending on incoming data, and which produces output. Then the hive will inherit such a dynamic system model as well: As information comes into the hive, it will be passed around to various robots according to the current connection pattern. Each member robot will deal with this information according to the workings of its own dynamic system, possibly updating its mode in the process. Then it will pass on the results, either to another member robot or out of the hive, as dictated by the hive's updated communicative mode.
The operadic viewpoint allows one to repeat this story. Putting an interface around a hive of robots makes it a robot, which can be assembled into a larger hive. Note that we do not require that every robot is itself a hive-there is no rule saying that one can indefinitely zoom in-some robots may be "atomic" or "prime". Said another way, the operadic viewpoint is not analytic but synthetic. We provide a formula for assembling robots into higher-level robots, i.e., for zooming out. This can be done indefinitely, and the proofs in this paper show that the formula for assembly is consistent and independent of ones choice of chunking scheme.
As another example, the radar systems, computers, radios, engines, and humans involved in keeping airplanes from colliding are generally organized according to which of these components are on the ground, which are in the airplanes, and which are in the upper atmosphere. However, these same components can be re-chunked in a logical manner, in terms of perceptive components, processing components, and actuating components. We model these components as dynamic systems whose communication links change based on system state (air traffic control can talk to only certain airplanes when they are within range). In effect, this paper proves that physical chunking and logical chunking will reveal the same behavior.
All this will be made formal below. We refer the reader to [15] , [1] , or [21] for background on category theory (in decreasing order of difficulty), to [14] for specific background on operads, algebras, and monoidal categories, and to [10] for background on networks. We also refer the reader to wikipedia [24] and the nLab [16] for many useful articles on category theory, and monoidal categories in particular. Other categorytheoretic approaches to networks and their dynamics include [8, 9] , [3, 4] , and [18] .
Before we begin, we introduce an example that will run throughout the paper.
Example 1.1. Consider an eyeball E that saccades between different positions P 1 , P 2 , P 3 on a page of text. Think of the communicative mode of E is its intention: where on the page it wants to look. This mode determines the connection pattern for boxes below:
(1)
The page positions P 1 , P 2 , and P 3 each have only one communicative mode. However, they each have a set of possible internal states, as does E; the current state of a box determines its behavior. For example, we assume that for each of P 1 , P 2 , P 3 , a state is a pair ( , b), where ∈ L := {a, b, . . . , z} is an English letter and b ∈ {light, dark} is a brightness-level. The eyeball reads a letter (correctly or not, depending on brightness) from the current position, and then saccades to the next position by changing its communicative mode. The eyeball E will, via a dynamic system, decide how to treat the incoming information, before sending it on to the "outside world" R. Of course, thinking of R as the outside world is dependent on our choice of chunking; we can losslessly change the chunking at any time. This example will be fleshed out and formalized in Examples 2.2, 3.2, 3.5, 4.3, and 4.4.
Background
We begin with some notation and basic terms from category theory.
Notation. Recall the notion of Grothendieck universe U from [5] or [19] . Roughly, it is just a set of sets with certain properties, which make it convenient as a model of set theory. So if A ∈ U is an element, we call it a set, and if τ : A → U is a function, it just mean that every a ∈ A is being assigned a set τ (a). The symbol ∅ represents the empty set. Let Set denote the category of sets (elements of U) and functions between them. Let FinSet ⊆ Set denote the full subcategory spanned by the finite sets. If A, B ∈ Ob C are objects of a category, we may denote the set of morphisms between them either by Hom C (A, B) or by C (A, B). If A ∈ Ob C is an object, we may denote the identity morphism on A either by id A or simply by A. If there is a unique element in C (A, B), we may denote it ! : A → B. For example, there is a unique function ! : ∅ → A for any set A. Definition 2.1. Fix a Grothendieck universe U. The category of typed finite sets, denoted TFS, is defined as follows. An object in TFS is a finite set of sets,
We call τ the typing function, and for any element a ∈ A, we call the set τ (a) its type. If the typing function τ is clear from context, we may abuse notation and denote (A, τ ) simply by A.
A morphism q : (A, τ ) → (A , τ ) in TFS consists of a function q : A → A that makes the following diagram of finite sets commute:
We refer to the morphisms of TFS as typed functions. The category TFS has a monoidal structure (A, τ ) (A , τ ), given by disjoint union of underlying sets and the induced function A A → U.
Given a typed finite set A = (A, τ ), we denote by (A, τ ), or simply by A, the cartesian product
We call the set A the dependent product of A. Taking dependent products is a functor
Note that if A and B are typed finite sets, then there is an isomorphism,
Example 2.2. We give three examples of typed finite sets and their dependent products. Recall that an element of U is just a set, such as the set Z of integers or the set L := {a, b, . . . , z} of letters.
( because the empty product is the singleton set. The latter two cases will be relevant for our running example.
Before leaving this section, we explain a bit about the role of operads and monoidal categories in this paper, and we give a brief guide to related literature. Remark 2.3. While we speak of operads throughout this paper, the formal mathematics will generally be written using the framework of symmetric monoidal categories. We are implicitly referring to a functor O : SMC → Oprd from the category of symmetric monoidal categories and lax functors to the category of operads-by which we mean symmetric colored operads-and operad functors. If (C , ⊗) is a symmetric monoidal category then the operad O C has the same objects as C , and a morphism (
There are two reasons we speak in terms of operads rather than monoidal categories. The first is that the overarching idea here is operadic. The operad O MDN that we work with in this paper may underlie a monoidal category, MDN, but some close cousins do not. I think of the fact that our operad underlies a monoidal category as more of a coincidence than anything else. The second reason is that the concept I want to get across is best viewed as operadic. That is, we are talking about modularity-one thing being built from many-and, to me, the morphisms found in operads seems to model this idea best.
That said, when an operad does underlie a monoidal category, the formulas are far easier to write in the language of monoidal categories, because doing so avoids subscripts. That is the motivation for using monoidal categories throughout this paper.
Note that monoidal categories are used in [3] and [4] to study networks, and some confusion may arise in comparing their work to our own, unless care is taken. One way to see the difference is that we are focusing on the fact that networks nest, i.e., that multiple dynamic systems can be gathered into a network that is itself a single dynamic system. In this way, our work more closely follows the intention of [6] or [11] . However, neither of these references uses category theory, though the latter mentions it as a plausible approach.
A potentially confusing point between our work and that of [3] and [4] is a certain level-shift. Namely, their objects are semantically equivalent to our labels; their morphisms are semantically equivalent to our objects; and their reduction laws are semantically equivalent to our morphisms. This level-shifting correspondence is similar to one appearing in Baez and Dolan's slice construction [2] , but the one here appears to be a bit different. These issues will be explained in an upcoming paper, [22] .
Mode-dependent networks
We define the composition formula for wiring diagrams ϕ : X → Y and ψ : Y → Z as the dotted arrows below, the indicated compositions in TFS:
This defines a category, which we call the category of wiring diagrams, and denote WD. It has boxes as objects and wiring diagrams as morphisms. It has a symmetric monoidal structure defined by disjoint union, which we denote by : WD×WD → WD. We denote the operad underlying WD by O WD .
A morphism in the operad O WD is called a wiring diagram because it can be drawn with boxes and directed wires (or channels) connecting them, as follows:
The functions (3) determine which ports are wired together. See also [23, Definition 3.5].
Example 3.2. Consider the box P = (∅, !), ({p}, τ ) , where τ (p) = L = {a, b, . . . , z}. It has only one part, p. We often suppress the typing τ , in which case we would write P in = ∅ and P out = {p}. Thus we might draw this box in any of following ways:
Suppose E = {e}, {e }) is another object in WD, say with τ as its typing functions, and R ∼ = P 1 ∼ = P 2 ∼ = P 3 := P . Let X = P 1 P 2 P 3 E and Y = R. Then we can define a morphism ϕ : (P 1 , P 2 , P 3 , E) −→ R in O WD as a morphism X → Y in WD. Namely, it is a pair of typed functions having the form
Choosing these two maps, ϕ in and ϕ out , is the same as choosing a wiring diagram. Suppose we want to represent the following wiring diagram.
Note that we have X in = {e}, X out = {p 1 , p 2 , p 3 , e }, Y in = ∅, and Y out = {r}. Because the wiring diagram shows that e is wired to p 3 , we have ϕ in (e) = p 3 . For similar reasons, we have ϕ out (r) = e . For use later, we record the following dependent products, as explained in Example 2.2:
Definition 3.3. We define a symmetric monoidal category, called the category of mode-dependent networks and denoted MDN, as follows. An object in MDN, called a modal box, is a pair (M, X), where M ∈ U is a set and X ∈ Ob WD is box. We call M the set of communicative modes, or just mode set for short. For morphisms, we put:
We call a morphism ( , σ) ∈ Hom MDN ((M, X), (N, Y )) a mode-dependent network, and we call the event map, following [10] . In the special case that factors through the unique function M → { * }, i.e., if the wiring diagram does not change with the mode, then we say the network is mode-independent. Given two composable morphisms (mode-dependent networks)
the composition formula is given by ( 1 , σ 1 ) • MDN ( 0 , σ 0 ) := ( , σ), where σ := σ 1 • σ 0 is the composition of functions, and where : M 0 → WD(X 0 , X 2 ) is the following composition in WD:
The monoidal structure on MDN is given on objects by
and similarly on morphisms. The unit object in SWD is ({ * }, ∅), where { * } is the singleton set, and ∅ is the monoidal unit of WD.
Remark 3.4. In [10] , attention is paid to the image of the event map : M → WD(X, Y ), which is denoted A ⊆ WD(X, Y ). At certain points in that discussion, A is chosen independently of , but at others it is assumed to be the image of , see [10, Remark 4.10 (2)]. In the above definition, we could have defined a morphism in MDN to consist of a triple (A , , σ), where A ⊆ WD(X, Y ) and : M → A . In this case, composition would also involve composing the various A 's, but this is straightforward. However, specifying A independently seemed superfluous here, especially given Field's remark.
Example 3.5. We continue with Example 3.2; in particular, let P, E, R be as defined there. We will define a mode-dependent network ( , σ) as in (1). Let M P := { * }, and let M E := {1, 2, 3}; the former has only one communicative mode, the latter has three. Define (M, X) := (M P , P )⊗(M P , P )⊗(M P , P )⊗(M E , E). Then X is as in Example 3.2 and M = {1, 2, 3} has three modes. Let Y := R and N := {working, done}.
Our goal is to define a mode-dependent network ( , σ) : (M, X) → (N, Y ). For its event map : M → WD(X, Y ) we must provide a wiring diagram i := (i) for each i ∈ M = {1, 2, 3}. Put out i (r) := e for each i, meaning that r and e will be wired together regardless of the mode. On the other hand, put out i (e) = p i , meaning that e connects to either p 1 , p 2 , or p 3 depending on its mode. See Diagram (5) .
To complete the definition of our mode-dependent network, we just need a function σ : M → N . Define σ(1) = σ(2) := working and σ(3) := done. The larger object Y has mode working unless the eyeball is at position 3, in which case it has mode done. Proof. This is straightforward. A wiring diagram ϕ ∈ WD(X, Y ) is sent to I(ϕ) := ( ϕ , { * }) ∈ MDN(I(X), I(Y )), where ϕ : { * } → WD(X, Y ) picks out ϕ, and { * } is the identity function on the singleton set. This network is mode-independent because it has only one mode. It is easy to check that I is a strong monoidal functor.
3.1. Technical lemmas. We end this section with two technical lemmas which will be useful later, but which may be safely skipped on a first reading.
Lemma 3.7. Suppose given a pair of composable morphisms i : X → Y and j : Y → Z in WD. Then the dependent products of (ψ • ϕ) in and (ψ • ϕ) out are given by the formulas:
Proof. This is a straightforward application of dependent product to the composition formula in (4).
Given any mode-dependent network (
. These are simply the compositions of with corresponding projections of
as in (3) . Composing with the dependent product functor TFS op → Set from Definition 2.1, we obtain the following convenient functions:
For any communicative mode, these functions specify how information will travel within the network ( in ) and how information will be exported from the network ( out ).
Lemma 3.8. Suppose given two composable morphisms in MDN:
and let
are given by the formulas
Proof. By Definition 3. 
Dynamic systems on mode-dependent networks
The purpose of Field's paper [10] is to discuss asynchronous dynamic systems (ADSs). I have not yet understood (ADSs) well enough to formalize them as an algebra on the operad MDN, which is itself inspired by Field's work. We will instead discuss an algebra, i.e., a lax functor P : MDN → Set, of synchronous discrete dynamic systems. First we will supply the data that defines P, summarizing in Definition 4.1, and then we prove that it satisfies the conditions of being an algebra in Proposition 4.5.
Let (M, X) ∈ Ob MDN be a modal box, where M ∈ U is a mode set and X = (X in , X out ) is a box. Recall from Definiton 2.1 the notation X in and X out for the dependent products. We define P(M, X) as
That is, an element of P(M, X) is a 4-tuple:
• S ∈ U is a set, called the state set We may denote an element of P(M, X) simply by (S, q, f ), and we call f = (f in , f out ) an open dynamic system with state set S, following [23] . The whole 3-tuple (S, q, f ) will be called a modal dynamic system. For the lax monoidal structure, one coherence map, P(M, X) × P(N, Y ) → P(M × N, X Y ), is given by cartesian products
Note the isomorphism (2) . The other coherence map, { * } → P({ * }, ∅), is the element ({ * }, !, !, !).
Given a morphism ( , σ) : (M, X) → (N, Y ) in MDN, we need a function P( , σ) : P(M, X) → P(N, Y ). For an arbitrary modal dynamic system (S, q, f ) ∈ P(M, X), we define (10) P( , σ)(S, q, f ) := (S, r, g).
Here, S is unchanged, r is the composite S q − → M σ − → N , and g in and g out are the dotted arrows below, the indicated compositions in Set:
See Remark 4.2 for a restatement of these diagrams as in-line formulas.
Definition 4.1. We define P as the data (8), (9), and (10) above. So far they are only data; we will show that they constitute a lax monoidal functor P : MDN → Set in Proposition 4.5.
Remark 4.2. We can restate diagrams (11) and (12), which together make up the bulk of (10), in equation form. Suppose given ( , σ) : (M, X) → (N, Y ) and (S, q, f ) ∈ P(M, X), where q : S → M . Then the formula for g in : Y in × S → S, on an element (y, s) ∈ Y in × S, and the formula for g out : S → Y out , on an element s ∈ S, are given as follows:
Example 4.3. We continue with our running example, redrawing the picture for the reader's convenience.
We will give examples of modal dynamic systems, i.e., we will give elements of the sets P(P, M P ) and P(E, M E ). Let the boxes P, E and the mode sets M P = { * } and M E = {1, 2, 3} be as in Example 3.5, and let L = {a, b, . . . , z} be the set of letters. First we need state sets, so let's define S E := L × M E and S P := L × B, where B := {dark, light} represents the brightness-level. There is a unique function q P : S P → M P , and we define q E : S E → M E to be the second projection. We just need to define open dynamic systems f P and f E .
We have that P in = ∅ so P in ∼ = { * }. Let's put f in P := id S P , so that the state (the letter and brightness) of that position is unchanging. We have P out = L so we define f out : S P → P out by
In other words, the position's output will be z if it is too dark to read. (This is a bit implausible, but the example is just meant to give the basic idea.) To define f in E : E in × S E → S E , we need to assign a new state in the arbitrary case that E is reading ∈ E in and its current state is ( , i) ∈ S. If i ∈ {1, 2, 3}, let i + 1 denote the next number in circular (mod 3) sequence. Then we can define
The interpretation is that E updates its state to what it just read and "intends" to saccade forward, unless it reads a z in which case it does not update its state. We define f out E ( , i) = , the interpretation being that the last letter read is sent on, to be output of the network.
At this point we have given two examples of modal dynamic systems, namely (S P , q P , f P ) ∈ P(P, M P ) and (S E , q E , f E ) ∈ P(E, M E ).
Example 4.4. We continue with Example 4.3, the latest episode in our running example. Here we prepare the reader to go through Diagrams (11) and (12) .
, as in (7), and let (Y, N ) := (R, M R ). Note that Y in ∼ = { * } because Y = R has no inputs. Suppose we have a modedependent network ( , σ) : (X, M ) −→ (Y, N ), as in Example 3.5. Suppose we also have modal dynamic systems (S P , q P , f P ) and (S E , q E , f E ), on P and E respectively, as in Example 4.3. We want to enable the reader to understand how these assemble to give a modal dynamic system (S, r, g) := P( , σ)(S, q, f ) on R.
The first step is to obtain a modal dynamic system on X from those on P and E by using the coherence map (9) for P. That is, we define (S, q, f ) by
We now have the state set S for our modal dynamic system (S, r, g), and we can put r = σ • q as in Definition 4.1. It remains to find g in and g out by working step-by-step through Diagrams 11 and 12. We leave this to the reader. Proof. It is clear that the coherence maps satisfy the necessary unitality and associativity properties, because they are just given by cartesian products. So it remains to show that P is functorial, i.e., that it commutes with composition.
Suppose given morphisms
in MDN, and let ( , σ 1 • σ 0 ) = ( 1 , σ 1 ) • ( 0 , σ 0 ) be the composite as in (6) . Suppose that (S, q 0 , f 0 ) ∈ P(M 0 , X 0 ) is an arbitrary element. For notational convenience, define (S, q 1 , f 1 ) := P( 0 , σ 0 )(S, q 0 , f 0 ), (S, q 2 , f 2 ) := P( 1 , σ 1 )(S, q 1 , f 1 ), (S, q 2 , f 2 ) := P( , σ 1 • σ 0 )(S, q 0 , f 0 ), see (10) . We want to show that (S, q 2 , f 2 ) = ? (S, q 2 , f 2 ). It is obvious that
so it only remains to show that f 2 = ? f 2 , i.e., that f 
