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Preface 
Thls publ~cation IS a comprlat~on of papers presented at the Second Space Statron Evolution 
Sympostum: "Beyond the Baselme 1991 " from August 6 - 8, 1991. The symposrum was structured 
as a forum to discuss the current status and future plans for Space Stat~on Freedom (SSF). The 
prlmary purpose of the gathering was to review the plans and progrsss In ensuring a baselme des~gn 
wlth the flexlbll~ty to accommodate a broad range of potential ut~llzation demands and to effectively 
Incorporate technology advances over the lifet~me of the faclllty. The t~rnlng of the conference was 
chosen at the cr~t~cal  ~uncture between cornpletron of the Delta Preltrnlnary Destgn Reviews and the 
Program Cr~tical Design Rev~ews. 
The plenary papers describe the current status of the restructured Space Station Freedom design, the 
plans of the international partners, and future utilization of the facility. Related programs in advanced 
technology and space taanspovlalion are also discussed. 
The technical sessions represent the results of tasks funded by Level I Space Station Engineering in 
Advanced Studies and Advanced Development. The charts presented are amplified here by facing 
page text. The work was accomplished in fiscal years 1990 and 1991 and was presented by those in 
government and industry who performed the tasks. 
The results of SSF Advanced Studies provide a road map for the evolution of Freedom in terms of 
. 
user requirements, utilization and operations concepts, and growth options for distributed systems. 
Regarding these specific systems, special attention is given to: highlighting changes made during 
restructuring; description of growth paths through the foilow-on and evolution phases; identification of 
minimum-impact provisions to allow flexibility in the baseline, and identification of enhancing and 
enabling technologies. 
The activities under Advanced Development and Engineering Prototype Development (EPD) are 
targeted to improve the functionality and performance of baseline systems, thus providing options to 
the program which reduce schedule and technical risks. These applications have the potential to 
improve flight and ground system productivity, reduce power consumption and weight, and prevent 
technological obsolescence. Products of these tasks include: "Engineering" fidelity demonstrations 
and evaluations of advanced technology; detailed requirements, performance specifications, and 
design accommodations for insertion of advanced technology, and mature technology, tools, and 
applications for SSF flight, ground, and information systems. 
Dr. Earle K. Huckins, III 
Director, Space Station Engineering 
Office of Space Flight 
NASA Headquarters 
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OPERATIONS CONCEPT 
OPERATIONS AND 
UTILIZATION 
DIVISION 
Systems planning, monitoring, and control by the Space Station Control 
Center (SSCC) at JSC 
- SSCC has prime responsibility for safety of the crew and integrity of 
the manned base 
- Supported by Engineering Support Centers (ESC) at all development 
sites 
- Systems training to be accomplished primarily at the Space Station 
Training Facility (SSTF) at JSC 
-- Additional training available at the international partner's 
training centers 
- Systems and payload activities integrated into rsmmsn timelines 
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Astronaut Science Advisor Presentation 
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NASA Ames Research Center 
(415) 604-6776 

"The Astronaut Science Advisor: Ground Testing During SLS-1" 
The goal of the Astronaut Science Advisor (ASA) project is to improve the scientific re 
experiments performed in space by providing astronaut experimenters with an "int 
assistant" that encapsulates much of the domain- and experiment-related knowledge 
anded by the PI on the ground. By using expert system technology and the availability of 
fight-qualified personal computers, it is possible to encode the requisite knowledge and make it 
available to astronauts as they perform experiments in space. The system perform four major 
functions: diagnosis and troubleshooting of experiment apparatus, data collection, protocol 
management, and detection of interesting data. 
The experiment used for development of the system measures human adaptation to 
weightlessness in the context of the neurovestibdar system. This so-called "Rotating Dome" 
W 
a nt (which was devised by Professor Laurence Young of MIT) was Rown on the recent 
9 Life Sciences One (SLS-1) Mission in June, 1991. This mission was used as an 
w 
8 opportunity to test some of the system's functionality. Expe ent data was d o m  ed kom the 
C% orbiter, and the system then captured the data and analyzed it in real time. The system kept trade E 
S of the time being used by the expe ences of interesting data, su 
n data statistically and generated p could be used to opt 
2 of the experiment. The data collected during the mission is now being used $3 
M system's advice and to fine-tune the system's performance in preparation for in-flight use of the 
p system on SLS-2 in 1993. 
B 
f u 
K 
-- 
The project was made possible by NASA grant NCC 2-570 and RTOP 506-47-11 for "Crew Station 
2 
-1 
 
Design," respectively from the A1 Research Branch and the Human Factors Division at NASA- 
=r 
es. Apple Corporation also provided generous support. 



Project Team 
The ASA project team is comprised of individuals from several NASA centers and academic 
institutions, 
At NASA's es Research Center, ASA project leader Silvano Colomba chael Compton, 
and Richard Frainier work in the Artificial Intelligence Research Branch. Statler works in 
the Aerospace Human Factors Research Division. 
Jurine Adolf and Tina Molden work at the H an Computer Interaction Laboratory at NASA's 
Johnson Space Center. 
Team members from the Massachusetts Institute of Technology include Professor Laurence R. 
Young, a world-renowned space scientist who has devised numerous experiments for space- 
borne laboratories. Dr. Young, whose domain- and experiment knowledge is being modeled in 
the ASA, is also Director of the Man-Vehicle Laboratory at MIT. Working with Dr. Young at 
MIT are Nicolas Groleau (a graduate student) and Peter Szolovits of the MIT Computer Science 
Department. 
System Architecture 
The M A  system is comprised of six modules: 
The Data Acquisition Module (D ) collects and reduces the raw data from the on-board 
experiment equipment. 
The Data Quality Monitor (DQM) ensures that the inco g data is reliable and error-free. 
The Protocol Manager (PM) helps keep the ex ent on sdedule by monitoring 
ent's progress and suggesting m tions to the protocol when necessary. 
g Data Filter (IDF) r s experimental that is likely to be "interesting" 
to the PI, and helps the protocol m ggest ways to ue the interesting results. 
The Diagnostic and Trouble ting Module ( D M )  helps the astronaut isolate, diagnose, and 
correct problems in the exp ntal apparatus. 
The Executive Module moderates all inter-module co cations, and ensures proper and 
timely allocation of system resources. 
These modules are dishibuted between two computers. The "Data Computer" 
DQM, and is connected directly to the on-board experiment computer via an analog-to-digital 
converter. The back-end "A1 Computer" runs the PM, IDF, DTM, and the Executive, and 
interfaces directly with the astronaut operator running the experiment. 
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Typical Experiment Session 
A typical session for the Rotating Dome experiment lasts approximately one hour, and consists of 
setup and calibration steps, approximately six data collection runs, followed by shutdown and 
stowage steps . 
During setup, the astronauts deploy the apparatus, connect the dome and other sensors to the 
ent computer, and test the equipment to e sure that everything is working properly. 
The actual experiment runs each consist of six thirty-second trials during which the dome rotates 
and data is collected. During each trial, the dome rotates at a certain speed (thirty, forty-five, or 
sixty degrees per second) either clockwise or counter-clockwise. Each run tests one of the 
experimental conditions (free-float, neck-twist, or bungee, as described before). Some of the 
, therefore, include additional steps such as attaching or adjusting the bungee harness. 
After data collection is complete, the astronauts then shut down the expe 
and stow the apparatus (although sometimes the dome is left deployed if it is going to be used 
later in the mission). 

The "Proposed" Protocol 
Here is a screen from the Protocol Manager that shows how ASA might respond in the scenario 
just described. 
On the left part of the screen is the original protocol, showing the predefined sequence of 
subjects, runs and conditions to be carried out during this session. display indicates that the 
first subject is currently performing a neck-twist run. 
On the right part of the screen is the new protocol being proposed by the ASA in response to the 
fact that the session is a little behind schedule and the subjects' previous performance. Note that 
the ASA suggested that the second subject's bungee e replaced by an additional 
the first subject in the free-float condition. This rec endation is made in light of the fact that 
the first subject provided interesting data the day b while the second subject's previous data 
had been erratic. Also, substitut ee-float run for a bungee run saves approximately two 
utes of bungeesetup M e ,  whic help to put the session back on schedule. 

Support of the SLS-1 Mission 
The ASA was used in support of the Rotating Dome experiment during three major phases of the 
Spacelab Life Sciences One mission. 
During pre-flight data collection at the Baseline Data Collection Facility at JSC, the system was 
used to help collect data at launch- days, launc us-75 days, launch-minus-45 days, 
us-30 days, and launch days. Thes which represent how the subjects 
perfom under normal conditions in lG, served as a baseline against which to compare the data 
collected in subsequent in-fight and post-flight sessions. 
During the actual mission, the Rotating Dome expe as carried out on Mission Day 5 and 
Mission Day 6. During these experiment sessions, system was used on the ground near 
the Sdence M o ~ t  Area (SMA) at JSC. m e  ASA was comected to the same stream of saw 
data that was dow ed fiom the Spacelab and monitored by the PIS inside the SMA. 
sion, the ASA was used to collect post-fight data at NASA's Dryden Flight Research 
Facility at Edwards Am, CA. These data collection sessions, which took place on return-plus-0 
days, return-plus 1 day, return-plus-2 days, rehlm-plus-4 days, return-plus 7 days, and r e t m -  
plus-10 days, measured the ashonauts' responses as they re-adapted to gavity. 




""Shuttle Scieneeshvs SSF Science 
mere are si cant differences behveen the nature of sdenkfic expertlments that are carried out ' 
on board the Space Shuttle and the way that future experiments are likely to be carried out 
aboard Space Station Freedom. 
Mission Duration: On the Space Shuttle, missions are generally limited to a period of seven to 
ten days. On the other hand, astronauts aboard Space Station Freedom will conduct 
experiments that may span months or even years. 
Experiment Variety: Relatively few experiments are performed on Space Shuttle missions. On 
SLS-I, which was the first Shuttle mission dedicated to life sciences experimentation, eighteen 
primary experiments were conducted, all of which were designed to study the affect of 
W spaceflight on living creatures. The number and variety of experiments that are likely to be % performed aboard Space Station, however, will be significantly greater, and may even increase 
by an order of magnitude over Shuttle experiments. 
Experiment Protocols: Protocols that dictate how experiments are conducted aboard the Space 
Shuttle are worked out years in advanced of the mission, are very tightly scripted, and are very 
hard to refine or m o q  once the mission is underway. However, protocols for experiments to be 
performed on Space Station must be very flexible and adaptable to the initial results. 
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Ground test during 
and after SLS-1 flight 
5 
P 
System generalization 
Test of system during 
and after SLS-2 flight 




Space Station Freedom (SSF) is designed to be an Earth-orbiting multidisciplinary research and development (R&D) facility 
capable of evolving to accommodate a variety of potential uses. In order to identify SSF evolution requirements and define 
potential growth configurations, NASA Langley research Center's Space Station Freedom Office is analyzing user resource 
requirements for the post-PMC timeframe. The analysis goal is to define resource levels, including crew, power, and volume, 
which allow full utilization of §SF capabilities commensurate with minimum essential user requirements. Multiple scenarios have 
been studied including core R&D and combined SEI plus R&D utilization. This paper presents an analysis summary of a core R&D 
utilization scenario. Included are discussions of resource allocation assumptions for specific R&D disciplines, user requirements 
trends, and growth resource projections. These preliminary results show total resource requirements of thirteen crew, 150 kW 
power, and additional laboratory volume equivalent to a second U.S. laboratory module. Additionally, orthogonal growth structure 
was identified as required to support SSF systems and users. 



c
 @
-a
 
3
z
e
z
 
=
 m
 
Q
>
a
S
 
2 
3
 g 
m
-
-
 
m
 
=
"
o
 
a
 E
 
.o 
m
"
z
a
 
L.OcJE 
$J $
2
 fa 
2
 a
,
c
 'g 
L
G
I
 0
 
O+-$!!O 
-
0
-
 
c
n
C
@
 
c
 c
 
,$ 
.g g75.Q 
a
-
-
 
2
3
x
5
 
3
1
4
 
m
 $ 
%.- 3
4
s
 L
 
CDU3-0 $J 
E
x
 
m
0.5, 
9
-
.
 
m
 
&
a
 2
2
 
e
z
 CB 
>
 
0
 C
=
a 9 
O
G
 
-
9
 
=
@
2
?
e
 
-
-
a
 
0
 0
 
0
 
.+. 
C
 %
;
3
 
a) 
L
 
a
 
a
,a
,Q>.Ei 
2
0
s
 
-
 a
 
Q) 
>
=
-
-
 
-
2
 
-
 
g.5 
.
-
 
m
2
$
 
3
=
3
L
 
s
zgg 
.
-
 
.+
. 
ca $&
-a 
%
a
U
"
Q
"
 
g
2
3
g
 
Z
S
a
 
6
-
 
Q) 
x
 
"
a
,
 
2 @
-
,
a
 
x
 
g P
E
T
 
m
S
.2, 
L
 
-
 
9
-"
 
L
e
a
=
 
$
Q
E
B
 
,
>
o
m
 
-
 
m
 gU"% 
-
0
 
& 2- -
 
,
 
P
$
 $ 
E
 v
r
s
 
m
a
,
=
 
m
g
m
g
 
2 
x
 
P
C
-
a
,
 
-
-
a
m
 
*
 
a
 >
~
Z
S
 
2 
2?ca 
a
v
;
 o
r
 
a
 
.o 
-
c
-
+
 
0
 .E! 
.r 5
 
$
s
&
m
 
;
 
8 o
o
g
 
e
5
 m
 
@
.o
a
o
 
5
 
-
 
m
a
,
%
 
C
%
i
;
r
 
-
 
-
a
 -g .s 
.g 
-
a
@
>
 
-5 E 2
 
p
o
a
, 
a
 h, 
.> 
a
,Z
Z
 
a
 2-a 
z
ag, 
a
2
z
 
.E 
.g 
1
s
-
 
I-E
S
 
a, 
K5 
i
 gz 
~
C
E
 
g
g
s
 
r
a310 
a
%
$
 
L
 
z
s
g
 
m
E
Q) 
Ga,, 
*
.
.
 
E 9 
0
 a, 
C
J
O
Q
 
a
c
-
 
3 2 
-z 
'
a
,
 
c
 
0
 :
 -9 
E
a
,
z
 
0
s
-
 
%
E
m
 
-
e
m
 
13 
4
 5
 
a
 s
 m
-
 
9.p 5 
F
a
,
-
 
5
"
 
03 
e
n
2
0
 
E
 
@
I- 
egg 
E
'
gQ) 
Ti 
Q) 
h
 
$3 
-
1
4
 2
 
"
2
:
 
&
cl= 
(8 
a
 
3%
 .e
 
$j E $8 
s
a
y
 
m
 
-
C
J
a
%
 
a
s
w
 v; a, 
S
%
,=
 
r
a
 a,.- 
-
-
 C
U
J
=
 
L
m
c
Q
 
2 E
gg 
2
a
x
o
 
o
r
@
=
 
.
-
 
"
2
 5
s
 
h
0
 
Q) 
.
 
-
 -
 
-
 
-
 
ca 
3
 O
E
 
c
 
cn fE
s 
p
2
0
g
 
0
 
a
-
 
I
-
 
-
-
 
m
a
?
 
Q
">
;E
Z
&
Q
" 
5
g
s
m
3
 E
 
c
n
a
,m
.J0
=
 
.a, 
3
 gz 
-=
 D
a
m
 W
 
$
2
 
-Jm
* 
a
"
 
E
U
J
g
 
0
 
s
 
0
-
\
 
a
,"W
&
,F
! 
Cn'Z 
a
,J
 
0
 
m
.2 2 
~
(
3
%
 
2 E
L
 a
m
-
 
-
 
v
, 
s
-5
-5
-6
7
 
a
.2
 
=
a
c
,
 
.
s
g
 
c
n
Z
r
o
>
 
.
-
 
L
 g
m
o
 0
2
 
b
 
.
 
Q
 
a
, 
a
=
 "
 
0
 
0
 
3,-A
 
uj,,a,Ca* 
+
 
S
c
B
Q
 
m
3
 
a,,m
 
*
a
0
 
E
- 
a
, S
a
 
r
 a
=
Z
 
E
vj, 
-
5
 -
,
 
,
 
jj "c
 
U
3
a
 m
 $e 
gm
-67- 
r
 
s
a
 E 
r: 
5 m
--, 
s
 a
m
 
.
-
 
a
 
.2 
.r 
-5 
*
 
E
3
ra
, 
.
"
"5
 v
, 
a
W
u
 
E
 
f=
 
a,:= 
IZ
 
S
 
-
-
 2
%
 
$%as= 
L
 
3
 
"
'is 
3
*
@
'3
5
"
 
m
 g
m
 m
 
.g
*- 
=
m
a
2
2
 
g.g-67 
3
 0
 (0 
LenLO
3& 
3
.2
5
 2
0
 E 
% E
O
 o
a
 a, 
2s - ujg--a, 
5
3
5
 
.gsgcajf: 
a
>
,
-
,
 
-
 b
K
i
 
a
-t: a
 ?!, 
,
 
5
 ;3 
a
c
u
o
 
0
 
-
-
 
I= 
T
- 
.
-
 
en C
(Jgao *
 
2 E
D
 m
z
.2
 
a
 s
u
m
 E
 
-5
s 
Q
)
*
 
L
 
'16 
,Ts+a, 
n
"
 
>
e
n
s
 
2
2
2
 2
2
~
 
2
2
 m
 a
m
m
 
rr 
r
a
e
 
a
,$"K
, 
-
=
a
c
 
m
E
a
3
0
0
 
m
2
"
 
s
.=
 
a
 
-5 
-- 
x
-
 m
 m
 
iij 0
-a
 o
r
 f
 
E
.t$y, 
L
 E
 m
z
z
 
ga,o;ij 
-
 
-
Z
3
s
a
m
,g
 
*
O
-
 
6
L
.g
 
-
-
 a
o
 g
z-- 
L
 m
 
z
~
*
r
a
o
O
 
s
 
r
 
0
 2 E
L
L
E
 
*
 
-
-
=
 
g 
O
 
=
'a
,m
a
,-
-
vja 
-
 E
.2
m
 
=I 
-
 a
 
-
2
%
 s
 gs g 
:
o
a
o
 
E
o
 
a
,
>
 
a
*
%
=
 
a
, 2.- 
J
 
a
, 2 g 6
-
-
-
 
Y$ 5
.5
 
u
-0
 
5 
"
"
 CDZ 
k- 
0
.
2
3
 >
 
L
 
0
 2
 
0
5
 0
 
2
 .2 2
 
,'C
 
Q) 
o
o
>
 
s
 go 
o
m
v
,
 
.
-
 
-
Y
 
?!A
 
O
W
$
 
-
 
a
 U) 
x
 
a
 
W
 
a
,Z
: 
s
f: 
m
 w
~
 
E
 
.f 
3
r
n
 
g
s
g
 
s
a
 
s
 
0
3
c
n
a
 
A
*
'
 
E
 
a
n
.g 2 
2
4
 03-5 
m
c
.u
 cg 
>
-a
 5 
L
 
m
s
a
,
n
 
n
 
a
d
 
o
g
W
c
 
"
 032 
-=
 0
 
*
 
a
 2
~
2
 
m
,o
a
 
<
 a
t
O
 
Z
 
0
 cam
 
a, 
o
r
,
 
5
.
s
~
 
.
-
 
>
;
g
o
 % 
=
 O
L
L
 
a
, 
ZE!"'%
 
J
 a
5
 ca 

Utilization Analysis Summary 
The purpose of this analysis is to identify resource levels needed to support SSF mature operations in the 2005+ timeframe. Since 
Program options for long term utilization are currently under study, analysis has been performed to evaluated several potential 
utilization scenarios. These include core research and development (W&D) and combined R&D and space exploration initiative 
(SEI) scenarios. By studying various user resource allocation schemes for a "core" R&D program and then for an SEl plus R&D 
program, it was determined that 150 kW of power, thirteen to fourteen crew, and additional laboratory volume equivalent to a U.S. 
laboratory module will be required to meet both station and user operational needs. 
The results are based on an allocation scheme commensurate with a "minimum essential" user capability. To establish this level of 
utilization, trend analysis was performed to derive resource relationships within specific user disciplines. These interrelationships 
were then employed in balancing the resources on the growth station to arrive at the stated growth resource requirements of 150 
kW, thirteen to fourteen crew, and two U.S. laboratory modules. 

Utilization Analysis Summary - Payload Trend Data 
Deri of an accommodation methodoloqy which would allow for multiple analysis iterations in a reasonable time span was 
necessary. Also, since this analysis focuseson user requirements in a timdrame later than user traffic model specifications, there 
was a need to create "generic"missions which represent average requirements for each user discipline. Consequently, user 
mission requirements were compiled from several data sources with the goal of reducing hundreds of experiment specifications 
into a manageable set of experiment characteristics. 
Each mission was classified according to one of nine research disciplines: Life Sciences, Microgravity Research, Technology 
Development (internal and external), Observational Sciences, Commercial Materials Processing, Commercial Life Sciences, 
External Commercial, and GLSFILSE. 
For each of these mission classes, the mission data were reviewed for "trends" in resource consumption (i.e., power use per 
double rack, crew use per double rack, etc.). Additionally, interrelationships between resource use among users (e.g., power 
verses crew for pressurized payloads) were derived to aid in balancing resource capabilities. These newly established trend data 
i% were then applied to the allocated user volume to determine total user requirements. Through iterative refinement of the allocation 
rO 
scheme, the resources were balanced in accordance with the interrelationships derived in the trend analysis. 

Utilization Analysis Summary - Power vs Crew Trends 
As ple of resource interrelationships, this chart shows the derived user power versus crew trend for a subset of U.S. 
payloads. Each datum point plots the combined power requirements for all the Life Science, Microgravity Research, and (internal) 
Technology Development missions manifested in that year of the appropriate traffic model against the combined crew 
requirements of the same collection of payloads. The correlation between user crew and power is shown by a second order 
regression. 



SSF Evolution Requirements - Core R&D Utilization - Principal Assumptions 
This utilization analysis scenario is based on accommodation of core R&D missions as defined in the NASA payload traffic models 
and mission data bases. No specific SEI utilization such as vehicle processing or augmented life science mission supporting 
microgravity countermeasures were included. It should be noted, however, that objectives of some of the core life science and 
technology development missions do support SEI research requirements. 
The timeframe assumed is SSF mature operations in the CY2005+ period. The R&D utilization is strongly oriented toward life 
science and technology development. It is assumed that many of the early microgravity and materials processing missions have 
either completed their objectives or have moved off station to dedicated free-flying facilities. Also, the International Partner rack 
allocation is used to emphasize life science and technology development with resources consistent with similar U.S. missions. 
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SSF Evolution Requirements - Core R&B Utilization - User Volume Alllocation Scheme 
For the Core R&D utilization scenario (Life Sciences and Technology Development emphasis), the chosen allocation attempted to 
accommodate the maximum number of racks requested in the OSSA traffic model for Life Sciences (lo), and of racks requested in 
the OAET traffic model (12). It was assumed that fifty percent of all microgravity science would be moved off station by this time, 
so the racks allocated to Microgravity Research and Commercial users were roughly one-half of their traffic model requests. 
The resultant allocation provides 100% accommodation of the core rack requirements for Life Sciences (10 racks), and an equal 
number of racks for Technology Development (83% of request). Eleven racks were allocated to Microgravity Research and 
Commercial payloads (50% of request) in keeping with the above assumptions. 
In addition to the allocation of user volume, an attempt was made to identify an attached payload program appropriate to a core 
R&D utilization. Since Life Sciences and Technology Development disciplines were being emphasized, and since Life Sciences 
sponsor no attached payloads, four dedicated Technology Development attach sites were allocated to accommodate an attached 
program at least as robust at that developed in the OAET traffic model. (This assumed some attach sites can support multiple 
small payloads). It was further assumed that the large proposed OSSA attached payloads that could not be accommodated earlier 
P in station operations would also be accommodated. To this end, three attach sites were allocated for Astromag-class payloads. 
W 

SSF Evolution Requirements - Core R&D Utilization - Grew Requirements 
Thirteen crew are required to meet this allocation of payloads, with over 20% of the user crew attributable to Technology 
Development payloads. Crew requirements for specific user disciplines are shown as segments within the bar graph. The crew 
housekeeping specification of 3.8 crew is the result of a first order e e based on total pressurized volume. Studies are 
currently underway to refine this estimate. 
Growth habitation modules will be required to house the additional nine crew required by this core R&D utilization scenario. 
Assuming each habitation module houses four crew, this implies four total habitation modules. The actual number of habitation 
modules required is dependant upon system and crew accommodation facility requirements in the growth habitation modules. 
0
0
 
is- -
 
SSF Evolution Requirements - Core R&D Utilization - Power Requirements 
Approximately 144 kW average p eet this allocation of payloads, with -50% of the power 
load required for station housek station distributed systems. Power requirements for 
specific user disciplines are sh e power housekeeping requirement of 72.2 kW is an 
extrapolation based on PMC sys 

SSF Evolution Requirements - Core R&D Utilization - Growth Structure Requirements 
This utilization analysis has driven out growth structure requirements for several purposes. Growth structure is required to extend 
the solar power booms so that additional power generation equipment may be added outboard of the solar alpha joints. Also, 
growth structure which is orthogonal to the pre-integrated truss transverse boom is required to provide additional external attach 
locations. This external volume is necessary for user attached payloads and is also required to support equipment associated with 
growth systems, e.g., equipment needed for an advanced propulsion system. Also, the additional external attach volume will 
provide valuable storage locations for spare hardware and EVA equipment. 
An important additional aspect of the orthogonal growth structure is the flexibility it would provide in the growth plan for Freedom. 
For example, the growth structure could allow for cargo transfer vehicle storage (required by ELV cargo delivery system), for 
servicing of contamination sensitive free flyers, and/or for SEI vehicle processing and hangaring. (In fact, the SEI vehicle 
processing and hangaring were assumed to be accomplished in this very manner in the SEl plus R&D utilization scenario). 
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OBTECTIVES 
There are three primary objectives for the Space Station Freedom (SSF) Growth Concepts and Configurations study task. 
The first objective is the development of evolutionary SSF concepts consistent with user requirements and program constraints. In 
the past this objective has been met by defining separate evolution growth concepts for the support of different classes of user 
missions, such as multidisciplinary research and development concepts and Space Exploration Initiative (SEI) transportation node 
concepts. The approach that is now being used is to derive the full set of user mission requirements for both R&D and SEI and 
integrate them into one set of SSF evolution concepts, referred to as continued development phases. 
A detailed discussion of SSF user requirements and an overview of the methods used to derive the requirements for the 
restructured SSF is provided in a paper by Kevin Leath, Rudy Saucillo, and Karen Brender entitled, "Evolution User Requirements 
for the Restructured Space Station" enclosed in this volume. The final results of their analysis conclude that independent of which 
user mission model (SEI or R&D) is used, the total end user requirements are nearly identical. The results indicate that 
approximately 150 kW of power, a crew of 13-14, and additional laboratory volume equivalent to the first U.S. Laboratory module are 
required to ture is required to support SSF systems and user needs. 
The second SSF evolution concepts at the system level. This includes, 
but is not limited to, an assessment of SSF evolution flight control analysis, logistics assessment, maintainability, and operational 
considerations. 
The final objective is to ensure compatibility of the baseline SSF design with the derived evolution requirements at both the system 
and element (habitat modules, power generation equipment, etc.) levels. 

PRODUCTS 
The main product of this study is the development of SSF evolution configuration phases and growth hardware elements. Each 
evolution phase description will provide an overview of functional capabilities, physical characteristics, and performance 
characteristics. The physical characteristics include the identification of each phases mass, inertias, ballistic coefficient, and center of 
gravity. Each of these items is used to drive the Langley Research Center's in-house performance analysis tool, IDEAS 2. IDEAS 2 
has the capability to perform simulation of vehicle flight dynamics, orbital lifetime, and reboost propellant assessment. In addition, 
graphic representations of the various evolution concepts are provided to further enhance study and design activities. 
The primary source for collection of configuration analysis is the SSF Engineering Data Book, which was developed and is 
maintained at Langley Research Center. 
Another important product of this study is the development of element growth concepts. This includes performing cost and weight 
trades, assessing the impacts on the baseline design of either incorporating or not incorporating the different growth elements, and 
performing a preliminary operational assessment. This process will allow the identification of critical scars that need to be included 
in the baseline SSF design, as well as, provide for an initial input to the subsystem designers for detailed design-for-growth activities. 
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the individual SSF advanced studies to the point where configuration inputs to the study are critical. As an example, the module 
pattern trade study which is currently being conducted has several trades, such as node to module interface concerns and remote 
manipulator reach access, which can be assessed independent of overall SSF configuration design. On the other hand, such trades as 
module pattern impact on SSF flight attitude and viewing obstruction assessments, can only be performed using an integrated SSF 
configuration which takes into account the results of other trade studies that are being conducted concurrently. 
The second step is integrating all of the trade studies which are currently being conducted into a large number of potential 
configuration options. 
The third step is using a tiered, Figure of Merit (FOM) method to assess all of the possible configuration options. The Figure of Merit 
method is described in more detail on the following chart. 
The fi t of the process is the ranked series of configuration o era1 of the top ranked options will be maintained for 
consideration because of the fact that not all of the mission parameters used in the FOM process have been fully defined at this time 
and are subject to change with evolving user and mission requirements. 

In order to handle the large trade space that results from the SSF evolution configuration process described earlier a method based 
on utility theory, which transforms both quantitative and qualitative criteria into non-dimensional utility scale for comparison of 
dissimilar figures of merit, is chosen. This benefits of this method are that the process is systematic, retraceable in nature, and allows 
for interaction among the key decisions makers that are involved. The utilization method used in this study consists of he 
following major steps, (1) identification of the Figures of Merit (criteria); (2) ranking of the criteria in order of importance; (3) 
weighting of the criteria based on rankings; (4) measuring each SSF evolution concept with respect to the selection criteria and then 
normalizing; (5) multiplying a set of derived utility values by the criteria weight and summing; (6) ranking the §SF evolution 
e weighed utilities. 
A further detailed description of this entire process is provided in a paper by J.E. Hendershot, McDonnell Douglas Space Systems 
Company, R.R. Corban and S.M. Stevenson, NASA Lewis Research Center, entitled, "Fuel Systems Architecture Evaluation Criteria 
and Concept Evaluation Methodology", AIAA 91-3479, as part of the AIAA/NASA/OAI Conference on Advanced SEI Technologies, 
September 4-6, 1991, Cleveland, Ohio. 
SSF Evolution Configuration Assessment 
Tiered Figures sf Merit 
Tiered Figures of Merit 
Level l Requirements 
P Level II/III Support 
3 
SSF Advanced Studies 
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MODULE PATTERN STUDY OBTECTIVES 
Based on the number of changes to the baseline SSF configuration that have resulted from the resent SSF Restructuring activity 
(segmented modules vs. 44 ft., lower total pressurized volume, etc.) it was determined to re-evaluate the SSF evolution module 
pattern assessment that was performed two years earlier in order to determine the most favorable §SF evolution module pattern. 
As previously discussed, this trade focuses primarily on module pattern specific issues such as external operations and utility 
interfaces between module pattern elements. Areas such as flight attitude and viewing will need to take into account other trade 
study results which involve the use of an integrated SSF evolution configuration concepts. 
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FREEDOM 7 
Location Issues & Options 
Limited Options for Cupola Relocation 
Limited Volume due to Radiator Clearance Limited Volume due to Radiator Clearance 
Crew EgressIPassage Requirement 
Limited Bio-Isolation 
Impact to PLM Exchange Operations Impact to PLM Exchange Operations 
STRUCTURAL GROWTH STUDY OVERVIEW 
The primary purposes of the structural growth study are (1) to develop a number of transition structure concepts which will permit 
the addition of various growth structure orthogonal to the pre-integrated truss (PIT) transverse boom structure; (2) develop physical 
concepts for the attachment of a transition structure to the PIT and identify any necessary scars; (3) determine what structural scars, if 
any, are necessary to allow the addition of growth power modules outboard of the solar array rotary joint (SARJ). In addition to 
these primary objectives this study will develop concepts for routing and installation of additional utility lines associated with 
additional pow baseline SSF systems. 
Also, this task will develop finite element models of several growth configuration concepts to be used in performing dynamic loads 
analysis to assess the structural response and integrity of the growth concepts for various SSF operations. These operations will 
include SSF reboost, Shuttle docking/berthing, and plume impingement effects. 
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GROWTH STRUCTURE 
Illustrated are the primary drivers and their potential locations which will impact the attachment of growth structure to the baseline 
§SF configuration. As mentioned earlier, additional power generation capability must be accommodated outboard of the SARJ. 
Additionally, growth structure will need to be added orthogonally to the transverse boom to accommodate growth of §SF systems, 
such as thermal control radiators and cryogenic pallet storage, accommodation of earth observing and technology payloads, and 
eventually the accommodation of an orbital spacecraft processing facility. 



LUNAR TRANSFER VEHICLE ASSEMBLY SERVICING FACILITY TASK 
The final study task to be discussed is the development of an assembly servicing facility (ASF) to process lunar transfer vehicles 
(LTV). This task is responsible for the engineering and configuration definition of a facility that process LTVs, including 
determining orbital debris/micrometeoroid protection schemes, thermal control systems, and propellant management systems. In 
addition, the task will assess and define operations and processing systems that are required to service the LTV including, IVA, EVA, 
and robotics systems. 
This task is currently scheduled for completion in late September 1991, with a final report due out in October. 

EIGHT CREW CAPABILITY CONFIGURATION 
As was discussed earlier, a preliminary set of SSF evolution phase configurations was developed to facilitate the completion of 
several systems trade studies. These four SSF evolution concepts are provided here. It should be noted that these are not necessarily 
the final set of configurations since the complete Figure of Merit process has not been applied at this time. 
The first SSF growth configuration is more appropriately referred to as the SSF Follow-On phase as it is currently accounted for in 
the existing program requirements documents. This Eight Crew Capability (ECC) as the name implies, will accommodate a crew of 
eight. In addition, the fourth photo voltaic wing is added for a total power level of 75 kW. Also, the second habitat and laboratory 
modules are added, along with a second ACRV. 





LUNAR VEHICLE CAPABILITY 
The final evolution phase is the Lunar Vehicle Capability (LVC), which has a lunar transfer vehicle (LTV) assembly servicing facility 
(ASF) added to the bottom of the lower boom structure. The ASF is designed to accommodate one fully fueled (approximately 200 
metric tons) LTV at a time. In addition, a dedicated closed life support system (CLSS) test facility is shown attached to the module 
pattern. This facility is dedicated to supporting the development of CLSS equipment and processes that would be necessary for the 
long transit times involved in a manned mission to Mars that are currently being developed within the Space Exploration Initiative. 
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MCDONNELL DOUGLAS Space Exploration Initiative 
Drop Tank ation with Mini-Depot 
Mini-Depot Replenishes 
LTV Core & Drop Tanks 
Drop Tanks Integrated 
directly to LTV 
LTV Tanks 
(Shuttle-C) Propellant stored in LTV 
and Mlni-Depot 
- LTV propellant drop tanks 
delivered to SSF via three 
Shuttle-C launches. 
- Drop tanks mated to LTV 
core immediately upon arrival 
at SSF. 
- Mini-Depot resupplied. 
- LTV core and drop tanks 
replenished by Mini-Depot 
prior to SSF departure. 
- Two drop tanks jettisoned after 
TLI burn. 
- LEV resupplied from LTV in 
low 
lunar orbit. 
- Remaining two drop fmks 
jettisoned prior to TEI burn. 
- Residual propellant bslioff 
control upon return to SSF. 
- - STV Fueling Options 












Shuttle External Ta History 
The Shuttle Problem Report and Corrective Action (PRACA) database was examined for the 
first three ETs and the first lightweight ET (LWT). All problem reports (PRs) and discrepancy 
reports (DRs) written against the ET during ET to Orbiter mate, ET to Solid Rocket Booster 
(SRB) mate, and interface testing operati 
The problems were sofled into the three 
2 
a that would be required if the problem had occurred during an on-orbiiassembly of drop 
tanks to the LTV. Problems were also s are system affected: 
electrical, fluids/pneumatics, or structure 
Excluded from the analysis were PRs an t the Orbiter and SRBs during 
mate. ET propellant load was also not in us problems documented 
against the ET thermal protection system nce the LTV drop tanks are 
not expected to use foam insulation. 
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ET Mate Problem Distribution by Hardware System 
The ET mating problems were also sorted according to three hardware categories: 
electrical, fluids/pneumatics, and structural/mechanical. As expected, all systems reflected a 
downward trend as the Shuttle program gained maturity. 



Comparison of Propellant Interface Disturbances 
The increased mission risk inherent with the use of drop tanks is a significant concern. The 
in-flight jettison and subsequent installation of four drop tanks per mission over the course of 
a five mission vehicle lifetime will result in a minimum of 160 cryogenic propellant interface 
disturbances per vehicle. In comparison, a LTV utilizing permanent, reusable propellant 
tankage will experience only 40 such disturbances. 
The use of drop tanks greatly increases the number of failure modes and critical items. 
Cryogenic quick-disconnect couplings have a history of leakage, and isolation and repair of 
cryogenic leaks at KSC have proven at times to be an operational nightmare. Complex 
assembly operalions by their very nature incur problems requiring paes rework or 
replacement. Such problems may prove to be insurmountable to processing crews in space. 
The question remains to be satisfactorily addressed: Is the mass savings gained by 
jettisoning depleted propellant tanks in flight justify the increase in mission risk? 

Conclusions 
Five proposed propellant management facility (PMF) concepts were analyzed and compared in order to determine the best 
method of resupplying reusable, space-bsed Lunar Transfer Vehicles (LTVs). 
LW Processing - The processing time needecj ai ins Space Station io prepare an i T v  for its next lunar mission was 
estimated for each of the PMF concepts. The somewhat surprising result was that there is little difference in the estimated 
processing timelines among the concepts. The estimates vary less than 4% from the Drop Tank baseline of 188.5 shifts. 
The shortest estimate of 1 86.0 shifts was for the Co-Orbiting Depot - Tanker Storage facility. 
PMF Assembly - The estimated times required to assemble and maintain the different PMF concepts were also compared. 
The distinguishing factor between the concepts is the orbital location of the facility. Co-orbiting depots will require 
significantly more time (200-600%) to assemble than the SSF-attached architectures. However, even the longest assembly 
time (75.5 shifts for the Co-Orbiting Depot - Tanker Storage) constitutes less than 10% of the total processing time for one 
LTV's life cycle of five missions. 
PMF Maintenance - The results of the maintenance analysis were similar, with co-orbiting depots needing 100-350% more 
annual maintenance. The Drop Tank and Mini-Depot concepts were estimated lo  need only 2 shifts per year, whereas the 
co-orbiting depots required 8-9 shifts. This is quite significant in light of the remote location of a co-orbiting depot. The 
logistics infrastructure and readily available repair crew is a major benefit for SSF-anached PMF architeaures. A co-orbiting 
depot could potentially require a dedicated Shuttle mission to repair a critical failure. 
Shuttle ET Mating History - The first few ET mating operations at KSC encountered numerous problems that would, if 
experienc,ed on orbit during Drop Tank Installation, cause serious lunar mission schedule delays. The grounding of the 
Shuttle fleet in the summer of I 990 due to hydrogen leaks at the ET disconnect is especially disturbing in that it occurred on 
a mature launch system. Ground processing methods to prevent such flight hardware problems must be developed to 
enable space-basing of LTVs. 
The Problem with Drop lank Installation - The use of Drop Tanks on lunar vehicles increases by a factor of four the 
number of critical propellant interface disturkaances. The increased mission risk (many more failure modes and critical items, 
as well as the lkelihood of interface damage and requisite repair) must be satisfactorily addressed before being baselined 
into LTV designs. 
Key Technologies - The key cryogenic propellant management technologies that require further development are common 
to all proposed architectures, and therefore are not a discriminator between the concepts. The development of these 
g technologies should be pursued agg 
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Approach 
The initial approach to the hazard analysis consisted of selecting a baseline Lunar Transfer Vehicle (LN)  design from 
previous LTV studies. This reference vehicle provided a point of departure concept and was used to generate a detailed 
operational scenario. Included in the operational scenario are activities such as propellant refueling, storage, mission 
refurbishment, safing and propellant topoff of the drop tanksets. Hazards identified from these activities are then 
analyzed to provide mitigating measures in order to either eliminate them or reduce the risks to an acceptable level. 

The SSFILTV propellant operation hazard analysis is subdivided into four subtasks. The first subtask involves historical 
review of documentation pertinent to safety of cryogenic systems in space. The information derived from this effort 
provides an initial starting point and information base for the subsequent tasks. Subtask 2 examines risks and hazards 
associated with propellant refueling operations in reference to conditions producing the hazards and the severity of the 
impact on SSF. Subtask 3 is similar to subtask 2 except that it investigates vehicle operations other than refueling. 
These operations include vehicle turnaround operations, dockinglstorage, safing and various maintenance operations. 
Subtask 4 provides mitigating solutions to risk and hazards identified in both subtask 2 and 3. 
Subtask milestones are listed below. The completion of the p operation hazard analysis is scheduled by 
August 9, 1991. The final report , written in "white'paper" form, will be submitted by September 6, 1991. 

The LTV configuration baseline for the cryogenic propellant operation hazard study is shown below. This configuration 
provides a reference concept that is used as starting point for the analysis. Basic elements of the LTV are the crew & 
cargo modules, 6 drop tanksets and aerobrake assembly which are all attached to the common propulsion/avionics 
core. This vehicle can deliver 14.6 tonnes of cargo including a crew of 4 to the Lunar surface and return to the SSF 
using 174 tonnes of cryogenic propellant. Total vehicle dry mass is 27.5 tonnes. 
Propellant Tan ksets 
The propulsion/avionics core module contains 5 tanks -- 4 LH2 tanks spaced symmetrically around an LO2 tank. The 
tanks are all mounted to the lower cross beams of the core structure. The LO2 tank is 4.4 m long and 2.9 m in diameter 
while the LH2 tanks are 4.2 m long and 2.6 m diameter. Total propellant capacity of the core tanksets is 32.5 tonnes 
The aerobrake assembly protects the crew during the aeroassisted return to the SSF. The system contains 2 return tank 
pallets consisting of 3 LH2 tanks and 2 LO2 tanks. Total aerobrake propellant load is 7.2 tonnes. 
Each drop tankset consists of 1 LH2 and 1 LO2 tank. The propellant capacity of an individual tankset is approximately 
cn 
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28 tonnes. There are 3 tanksets (2 TLI and 1 LOI) per tank arrangement and there are two tankset arrangements per 
Lunar vehicle, placed on each side of the LTV. Each tankset has a support structure which connects it to the adjacent 
tankset as well as the tank vehicle. The Trans Lunar lnjection (TLI) tanksets are jettisoned after the TLI burn. The 
remaining middle drop tanksets are released after Lunar Orbit lnjection (LOI) burn. 

Lunar Transfer Vehicle Mission 
A typical lunar mission consists of an out-bound leg, and an initiallsteady state in-bound leg. The out-bound leg for an 
initial flight begins with the Trans Lunar Orbit (TLI) preparation and burn. In this phase, the outer droptanks are 
separated after completion of the TLI burn. This is then followed by a Lunar Orbit lnjection (LOI) burn, separation of the 
landing & Low Lunar Orbit (LLO) elements, and descent to the Lunar surface, The in-bound leg begins with ascent from 
the surface to LLO, where the lander rendezvous and docks with the aerobrake element. Following docking, the system 
performs Trans Earth Injection (TEI), conducts mid-course correction, reentry and LEO node circularization prior to 
docking back to SSF. 
The only phase of the lunar mission investigated for the hazard analysis involves the LTV assembly performed at SSF. 

For the initial flight mission, there are six primary activities performed at LEO (SSF). The hardware delivery phase (16.5 
days), is the period when LTV components are delivered and collected at SSF. As the subsystems arrive, element level 
checkouts are conducted to verify their integrity. In the assembly phase (17.5 days) the LTV components are assembled 
into an operational configuration. This is followed by the verification phase (16 days) that ensures the flight readiness of 
the system. After the system is in mission ready condition, the propellant servicing phase (9 days) assembles the drop 
tanks to the mission vehicle. The closeout phase (9 days days) provides final launch readiness status. The last activity is 
the launch phase. This consist of mission crew boarding, transfer of LTV to the injection burn area and initiating the 
Trans Lunar Injection (TLI). The total processing time for an initial flight mission is 61 days and it was assumed that 
there are two eight hour shifts per day. 
The mission processing steps for a steady state mission increased from six to seven. However the times required for 
many of the activities are reduced. The first processing phase of a steady state mission is the refurbishment phase (75.5 
days), where the returning LTV is completely checked out and refurbished. In the hardware delivery phase (13.5 days), 
the propellant drop tanksets are delivered at SSF and element level checkouts are conducted. In the assembly phase 
ul 
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(10 days), the replaceable LTV components are assembled into an operational configuration. This is followed by the 
verification phase (12 days) that ensures the flight readiness condition of the system. The servicing, closeout, and 
launch phases are similar in both procedure and processing time to those performed for an initial flight mission. The 
total processing time for a steady state mission is 122.5 days 
The time elements of interest during LEO processing occur in the hardware delivery, assembly,and propellant servicing 
phases. During portions of these phases, activities involving cryogenic propellants are performed. These include 
docking, storage, propellant transfer and top 
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Hazard and safety issues identified will be studied in detail to determine the range of measures which will either 
eliminate or reduce their probability or impact. These measures include hardware design changes, imposing additional 
requirements on the LTV and SSF, procedure modification, and redefining the Lunar mission scenario. For those 
hazards (identified as catastrophic or critical) without effective mitigating solutions, the risk involved with each hazard 
(determined by the probability of occurrence) will be evaluated. The evaluation of mitigating solutions has been initiated 
and some sample solutions are summarized in the chart. Many of the hazards can be addressed by incorporating 
adequate redundancy in key subsystems or components such as multiple vent lines. Other hazards involving those 
resulting from inadvertent collision can be lessened by incorporating measures to reduce damage to key subsystems 
such as the thermal protection system 










DMS EVOLUTION LI ON CONFIGURATION 
* The time to consider evolution is during the original design phase 
* Although hard lines must be drawn and the final flight designs developed, 
growth and evolution paths can be defined based on technology projections 
The DMS Advanced Architectures task at the Ames Research Center has 
been chartered by the Level 1 Space Station Engineering Office to evaluate 
potential candidates for DMS growth and evolution 
- Task includes: hardware and software technology, system software 
enhancement, payload au tion and software tool evolution 
- Task is done in coordina son Space Center 
- Status reports presented to other Nasa Centers and contractors at 
quarterly SATWG meetings and monthly Architecture Panel telecons 
- Payload integration stu in cooperation with several Ames 
payload research scienti 
An advanced development test bed is being assembled to support 
sirnutations and analytical studies with hardware and software evaluation 
Ames Research Center 
DMS TASK APPROACH 
INCREASING LEVELS OF FlDELlTV 
AnalysisISystem Engineering 
e Document Review 
* Design Review Anendence 
User Requirements 
Simulation & Benchmarking 
Network Simulation 
@ Processor Performance Prediction 
Isolated Hardware Testbeds 
e 1553 Local Bus 
integrated Hardware Testbeds 
@ System Level Performance I 
Software Engineering 
Track SSF Design 
* Software Development 
DMS GROUP SUPPORT FOR AMES PAYLOADS 
CORE NETWORK 
Testbed Expertise, 
Simulation and Hardware 
Space Physiology Facility 
DMS TESTBED DEVELOPMENT 
SPACE STATION FREEDOM NEEDS 
, EXECUTION 
ADVANCED-RISC 
PROCESSOR 
FDDI Dual Ring 
EXPERT SYSTEM 
END USERS 
I PAYLOAD SENARIOS I .READ INSTRUMENT I 
------- 
*CHANGE MODE 
------ 
---..-- 
Ames Research Center 
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OVERV 
Most present day fiber optic networks are in fact extensions of copper wire 
networks. As a result, their speed is still limited by electronics even though 
optics is capable of running three orders of magnitude faster. Also, the fact that 
photons do not interact with one another (as electrons do) provide optical 
B 
% communinication systems with some unique properties or new functionality that 
cn 2 is not readily taken advantage of with conventional approaches. This paper 
% 2 
z describes some of the motivation for implementing network protocols in the fa optical domain, a few possible approaches including optical CDMA, and finally 
B 
c;; wl
how this class of networks can extend the technology life cycle of the space 
station with increased performance and functionality. 
y- 
Evolution Conference, Houston August 7 ,  1991 
OVERV 
e Why optical? 
e NASA needs 
e Network bottleneck areas 
SC: 
Q, a Possible solutions 
components 
architectures 
e Spectral CDMA 
e Technology availability 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
BER OPT C LAN ELEMENTS 
Contemporary fiber optic local area networks are comprised of three principal 
elements: (1) photon to electronic transceivers, (2) network protocol logic, and 
(3) host interface logic. Typically, all three employ electronic components. In 
most networks, all packets pass through the first layer to the second layer where 
non-local packets are filtered out. Additional processing occurs in the host 
interface and the host to determine the nature of the packet and to what service 
it should be forwarded. Progressively more overhead is accummulated as the 
packet climbs up the protocol stack which ultimately adds delay to the packet 
and reduces the number of packets transmitted by second. 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 

BACKGROUND 
By implementing the network protocols in the optical domain, the electronic 
bottleneck may be circumvented for many of the elementary functions (such as 
addressing) thereby increasing the packets that can be passed through a node 
up to and beyond IOOGbit/s. Other advantages include lower power 
consumption, non-blocking crossbar functionality, and higher security. To 
realize a fully photonic network, one must be able to implement boolean 
functions in the optical domain. A method based on spectral code division 
multiple access (CDMA) permits this style of implementation based on 
established optical processing techniques. Furthermore, it fully exploits the 
strengthes of optoelectronic components, and can utili.ze the full terahertz 
capacity of optical fibers. 
NASA Space Station Evolution Conference, Houston August 7, 1991 
BACKGROUND 
e All optical local area network technology that provides: 
- very high aggregate speed (>I 00Gbit/s) 
- crossbar functionality (non-blocking) 
- high security 
- low power 
needed by next generation spacecraft instruments in early '00 (e.g., concurrent processors, optical telecom, etc) 
e Optical protocol technology is based boolean functions implemented 
with coherent fiber optics and spatial spread spectrum techniques 
e Exploits THz bandwidth capacity of single-mode optical fibers and 
non-linear behavior of optoelectronic devices 
e Circumvents usual electronic and TDMA throughput bottlenecks 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
Many different types of applications are on the horizon that will demand higher 
speed networks including RISC-based instruments, high-rate IWradar imagers, 
advanced parallel computers, and possibly optical telecom. 
NASA Space Station Evolution Conference, Houston August 7, 1991 
0 Technology supports spacestation, future Earth orbiting satellites, 
and deep-space probes with high-bandwidth telemetry 
requirements, such as: 
synthetic aperture radar (SAR) 
optical processors 
spaceborne supercomputers 
optical memories 
systolic array signal processors 
0 Telescience - future emphasis in preprocessing data during 
acquisition to reduce telemetry downlink bandwidth requirements 
0 Decentralization of resources, data bases, and computational power 
on a local and national level commensurate with GFlopflFlop CPUs 
(b Spacecraft networks with reduced cable weight, low power, 
and increased security 
e Provides communication fabric for HPCl and TouchStone TeraFlop 
massively parallel concurrent machines 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 LB-9 
GH DATA RATE SYSTEMS N FUTURE SPACECRAFT 
A hypothetical future spacecraft might include a varieyt of high rate instruments 
based on designs currently under laboratory development (SAR, systolic arrays, 
optical telecom, MAX, optical computers, optical memories, etc). A high speed 
communication fabric able to handle both packet and stream messages will be 
required within similar power envelopes that we have available today. 
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GH DATA RATE SYSTEMS N FUTURE SPACECRAFT 
APPLICATIONS WILL REQUIRE A HIGH-SPEED (0.1-1 GBIT/S) DATA NETWORK 
ON-BOARD SPACECRAFT FOR BOTH STREAM AND PACKET TRAFFIC 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
EVOLUT ON OF UNMANNED SPACECRAFT DATA 
BUSES 
The evolution of unmanned spacecraft data buses at JPL has spanned simple 
centralized communications topologies through parallel buses to (more 
recently) high speed networks. A system requirement has always been that the 
network offer deterministic packet transmission (bounded latency). As speeds 
m 
\D 
V, 
and functionality increase, more instruments can be added with an increasingly 
larger range of services. 
n Evoiution Conference, Houston August 7 ,  1991 
EVOLUT ON OF UNMANNED 
SPACECRAFTDATABUSES 
SERIAL & CENTRALIZED PARALLEL BUS LOW SPEED LAN 
VIKING & VOYAGER 
(1 970-75) 
HIGH SPEED LAN 
10 MBlTlS MEDIA 
............................................................................................................................................................ fiber o tics ( ~ ~ 8 1  
fiber optics (laser) 
PWR A C S  CDS 
EOS 1 
(1990-95) . 
ALL OPTIC LAN 
EOS 2 MARS SAMPLE RETURN 
Modular high-speed instruments, such as SAR, HIRIS, optical memories, systolic ar- 
ray and concurrent processors, will require distributed networks with multi-gigabit/ 
sec speeds. An all-optic LAN would ideally overcome the NIU speed limit and provide 
connection style interfaces to real-time systems. 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
TY OF FDD FOR SPACECRAFT 
The 100 Mbitls Fiber Distributed Data Interface (FDDI) has been under 
development by NASA, DoD, and many commercial companies. Based on a 
fiber optic dual token ring, the network offers standard multi-vendor interfaces, 
low EMIIRFI, multi-fault tolerance, deterministic packet transmission. Currently, 
the NIU logic is available in a small 3-IC chip set. 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 LB- 14  
TY OF FDD 
FOR SPACECRAFT 
Advantages 
e Speed matches next generation 
instrument technology 
SAR, 1R Imagers, 
signal processors 
Ln 
cD 
0 Fiber optic ready 
03 
all fiber attributes 
0 Multi-fault tolerant enhanced survivability 
e Deterministic vital for stream traffic, 
control, heartbeat 
functions 
Disadvantages 
0 High power consumption may limit to Earth 
orbiters 
NASA Space Station Evolution Conference, Houston August 7, 1991 

OBJECT 
0 Leapfrog conventional electronics-bound network technology 
with optics to achieve 100X improvement in capacity, reduced 
power, and integrated service functionality 
0 Demonstrate that electronic protocols can be implemented 
in the optical domain 
e Develop DMS network migration paths 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 

BEC\iEF TS OF LANs 
N SPACECRAFT 
Impact 
, e High-speed greater throughput 
e Daisy chain wiring less required cable 
e Time Division Multiple. Access (TDMA) shared user cost 
e Standard protocol and interface modular instruments. 
increased testability, 
off-the-shelf GSE 
Reconfigurable changes easily 
accommodated 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 LB- 19 
BENEF TS OF F BER OPTCS SPACECRAFT 
In addition to enormous bandwidth, fiber optics also provide enhancements in 
EMVRFl immunity, ground loop isolation, no external emissions, and small size, 
weight and power consumption. 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 


APPROACH 
e Analyze present DMS baseline to establish network topology, 
protocol, and interface requirements 
e Develop and demonstrate two-node optical testbed for stream 
and packet traffic 
e Analyze optical protocol suite tradeoffs and compare with other 
approaches 
e Identify DMS network upgrade paths 
e Conduct interface demonstration with another DMS system 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 

COMPONENT TECHNOLOGY L 
The speed of state-of-the-art electronics and optoelectronic components 
currently is about 20GHz while fiber optic media provides three orders of 
magnitude more capacity (to 50THz). Tapping into this enormous bandwidth is 
simplified if the electron-based devices can be removed from the first few tiers 
of the network protocol stack. 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
COMPONENT TECHNOLOGY L 
Now Future 
@ Electronics 
a MESFETs (GaAs) 
HEMT (GaAs @ 77.K) 
VLSl (GaAs12K gates) 
VLSl(Si1lKgates) 
5 GHz 
"1 GHz 
35 GHz 
100 GHz 
20GHz 
12GHz 
e Optoelectronics 
laser diodes sources (InGaAsIP) 16 Gbls 45 GHz 
modulators (LiNb, MQW InGaAs) 20 GHz >I 00 GHz 
photodetectors (InPIGalnAs, GaAs) 20-40 GHz 100 GHz 
coax 
multi-mode fiber 
single-mode fiber 
Media (L=1 Km) 
nnn nnu? 
>zuu tanL >I OTHZ 
3uu Iv l r iL  
3 GHz 
nnn -I I- 
@ Peripherals 
DrBGeSSOrS 
memories 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 LB-26 






POTENTIAL OPT CAL NETWORK PROTOCOLS 
@ Regeneration * 
@ Flow Control * 
@ Addressing 
@ Arbitration 
e Routing (and Address Translation) 
e Encryption 
@ Error Detection/Correction 
@ Authentication 
* more difficult to implement optically 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
DENSELY PACKED WDM 
In dense WDM, one channel wavelength can be assigned to one service, e.g., 
voice, video, etc. Sixty-four or more of such wavelengths can be closely spaced 
and passed over a single-mode optical fiber at 1.55um. However, another 
method is to assign each bit of a computer word to an individual wavelength. 
Assuming each laser diode in the stepped wavelength array can operate at 1 
Gbit/s, such a link could conceivably operate beyond 64 Gbit/s (for a 64 element 
array). However, because each laser operates incoherently with respect to the 
others, it is difficult to sum and subtract bits in boolean fashion thus closing 
many opportunities for implementing more advanced protocols. 
N A S A  Space Stat ion Evolution Conference, Houston August 7 .  1991 
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BER OPT C CDMA 
ELECTRICAL OPTICAL 
'-I ELECTRICAL OR OR 
OPTICAL I I OPTICAL 
OPTICAL 
SOURCE ENCODER 
S ( t - r , , )  
Fiber optic code division multiple access (FO-CDMA) implemented in a STAR con- 
figuration (c. f., Salehi, 1987). 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 

BER OPT C @DMA 
Fiber optic code division multiple access (FO-CDMA) network uses freguency 
spreading rather than temporal spreading (c.f., Salehi, 1988). 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 

from 
network 
CAL ARB 
grating 
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TECHNOLOGY AVA 
@ BASELINE CAPABILITY 
NET: dual-redundant A) 100 Mbit/s token ring (FDDI) 
CABLE: multi-mode fiber optics 
CONNECTORS: multi-mode tolerance components 
TOPOLOGY: 38 concentrators x 8 ports = 304 users (ring) 
SOURCE: LED or laser diode 
e 
FDDI rings WDM-muxed onto single fiber (5Gbitls) 
-mode and multi-mode fiber optics 
: single-mode tolerance components 
TOPOLOGY: multiple rings through patch panel 
SOURCE: 16-64 element laser diode stepped A array 
@ 
CDMA crossbar (>I 00Gbit/s) 
ode dispersion flatten fiber optics 
single-mode tolerance components 
TOPOLOGY: multiple logical rings, star, or mesh 
SOURCE: integrated optic mode-locked laser & modulator 
NASA Space Station Evolution Conference, Houston August 7, 1991 

BASEL NTEGRAT 
e Interface with ARC DMS testbed 
e Functional assessment 
@ Performance assessment 
- NIU power consumption 
- optical power budget 
- protocol latency and speed 
- number of channels 
- error rate 
e Mechanical interface assessment 
- size 
- weight 
- topology 
NASA Space Station Evolution Conference, Houston August 7 ,  1991 
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level I 
MCrnee%)B&k%MEIL DOQ1BGlAS 
SPACE SYSTEMS COMPANY-KENNEDY SPACE CENTER 
Approach for Estimatincl @ E x ~ e r t  Pi Svsdem a Reouiaenaents --- 
For LTV Diagnostic Test & Checkout 
Level 3 
I I 
(SYMOBOG.PPT) W5A1 Page: 17 
A91 -F872-007 (DEC 88)/8 
MCDOWWELg.  I=DO(LIGLISLS 
SPACE SYSTElkIS COMPANY-KENNEDY SPACE CENTER 
A single valve test, the Cabin Pressure Relief Valve, within the ARPCS subsystem of the Shuflle ECLSS system 
was coded into an actual expefi system knowledge base on a PC. The nominal test, in which no unexpected results or 
problems occur, was based on an actual Operation and Maintenance instruction (OMI) in use today. The results provide 
guidelines and expressions to predict the total memory requirements of a knowledge base of any system whose number 
of components and required measurements are known. Results show that each object in the system requires three facts 
to represent its state. An object may be a component or a measurement. Fads are simply data items about an object 
such as its state, (ie. open, closed, on etc.) or a minimum or maximum value for a measurement for example. Rules 
define either the condition of the system based on the facts or they control the flow of the test. Any &st requires a 
standard set of steps such as starl systems, read data items etc. Each test then has specific rules which make up the 
remainder of the flow for a nominal test. Memory is also required to access current and historical sets of specific fact data 
items stored in a database. Memory is also required to store the actual experl system inference engine which sequences 
or applies the rules for a given knowledge base. 
(SYMOBBG.PPT) 8/5/91 Page: 18 





MGDONN1ELL DOUGLAS 
SPACE SYSTEMS COMPANY-KENNEDY SPACE CENTER 
(633 components in ECLSS) * (3 facts 
r object) * (40 bytes per fact) 
Generic Baseline Rule Memory 4.M (1 5 Generic Baseline Rules) * (270 bytes 
per rule) 
d Test Specific Rule Memory 34.2K cts) * (20%) * (270 bytes per 
Y 
Exception Proc. Rule Memory 98Q.OK (219.8K memory required for exception 
processing in ARPCS) 1(22.43% - which 
is the relative size of ARPCS to ECLSS) 
Database Access 7Q.OK (Estimated from prior experience in 
building expert systems) 
* E I  I I  v@,qory Appdication Spe&rnb U w ,  (76 .0~  + 4.1 K + 3 4 . 2 ~  + 9 8 0 . 0 ~  + 70 .0~ )  
* (30% for application specific GUI) 
Knowledge Base 1.5"%B 
( S Y M W . P P T )  8/5/91 Page: 24 
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