We propose a channel-matched hierarchical table-lookup vector quantizer (CM-HTVQ) which provides some robustness against the channel noise. We use a finite-state channel to model slowly fading channels and propose an adaptive coding scheme to transmit a source over wireless channels. The perfformance of CM-HTVQ is in general slightly inferior to that of channel-optimized vector quantizer (COVQ) (the performances coincide at some cases); however, the encoder complexity of CM-HTVQ is much less than the encoder complexity of COVQ.
INTRODUCTION
Vector quantization is a powerful tool for source coding which has been used in many speech and image coding systems [l] . The encoder of a vector quantizer (VQ) is usually implemented by computing the distortion between the input vector and each codevector in the codebook and finding the codevector which results in minimum distortion. The decoder however is a simple table lookup. In [2], Chang et al. have proposed a hierarchical table-lookup vector quantizer (HTVQ) in which the encoder is implemented using a table-lookup in multiple stages. For every possible input vector, the table-lookups store the codeword of the nearest codevector. Then, in the process of encoding, input vectors to the encoder are used directly as addresses for the tables to select the best codeword. The entire idea is predicated on the assumption that there are a finite number of input vectors, i.e., each input sample is already quantized -a reasonable assumption in most practical situations. Assuming n-bit input samples and a k-dimensional VQ, the size of such a table is 2"' times the number of output bits. To make sure that the table sizes do not exceed manageable limits for large dimension VQk, [2] adopts a hierarchical structure as shown in Fig. 1 . The input address of (FSC) . Section 4 provides concluding remarks.
CM-HTVQ FOR BSC'S
The basic idea behind channel-optimized VQ (COVQ) is to design the VQ encoder and decoder such that the end-toend average distortion afiter encoding, transmission over the channel, and decoding is minimized [4]. The optimization is done for a given source, a given noisy channel, a fixed dimension k, and a fixed codebook size M . The design algorithm is a modified generalized Lloyd algorithm, with the following expressions for the optimal partition, consisting of encoding cells, S, 's, and optimal codevectors, c,'s (squarederror distortion measure is assumed) [4]:
and where P(jli) denotes the probability that j is received given that i is transmitted, p ( x ) is the k-fold probability density function of the source, and i, j E {0,1,. . . , M -1). It is a well known fact that the performance of COVQ is better than that of VQ when the channel is noisy. Like a regular VQ, a COVQ suffers from the high encoding complexity problem. To use the hierarchical structure of an HTVQ and design a COVQ which uses lookup tables, f i s t we consider the case of an N-stage HTVQ and a memoryless BSC with a crossover probability of E (the transition probability P ( j l i ) can be computed when E is known).
Since the purpose of the first N -1 stages is to provide the best pair of addresses €or the N t h stage, the design procedure for these stages remains unchanged. The last stage however must be adapted to the characteristics of the channel. So, we use a COVQ to design the lookup table of the last stage. We call this structure CM-HTVQ because the last stage of the HTVQ is matched to the characteristics of the channel. Note that CM-HTVQ is not optimal since the design of the intermediate stages, even for noiseless channels, is not optimal [2] . Tables 1 and 2 show the performance of HTVQ, VQ, CM-HTVQ, and COVQ for a memoryless Gaussian source at rates 0.5 and 1 bit/sample (compression ratio (CR) 163 and 8:1), respectively. We have used simulated annealing to assign indices [5] t o the codevectors of VQ and HTVQ. The source consists of samples from a memoryless Gaussian source quantized using an 8-bit Lloyd-Max scalar quantizer. As it is clear from the tables, the difference between the performance of COVQ and CM-HTVQ is less than the gap between VQ and HTVQ for a noiseless channel ( E = 0.0). The gap shrinks as the channel becomes noisier. The same observation can be made based on the simulation results for the 512 x 512 L e m a (Tables 3 and 4). In this case, our quantizers are designed using five USC images (Couple, Crowd, Man, Womanl, and Woman2) as the training sequence. The simulation results are obtained by computing the average results of 10 experiments.
Similar results are obtained for the 360x288 "Salesman" video sequence, Table 5 . To quantize a video sequence, we use two quantizers. One of them quantizes Game differences and the other one compresses the original frames every 5 frames. To quantize the original frames, we use the quantizer designed for still images at a bit rate r = 1 bit per pixel (bpp). The other quantizer is designed using ten Game differences obtained from the "Miss America" video sequence and operates at a bit rate r = 0.5 bpp.
It is also clear from the tables that CM-HTVQ demonstrates some robustness against the channel noise (compared with HTVQ and VQ). Thus, for the case of a memoryless BSC, not only does CM-HTVQ provide a simple table-lookup encoding, but also it achieves almost the same performance as that of COVQ.
CM-HTVQ FOR FADING CHANNELS
To tackle the same problem for a wireless channel, we model the channel by an FSC with a BSC associated with each state and a Markov chain governing the transition between the states [SI. A simple way to model a slowly-varying fading channel by an FSC is to divide the range of the received signal-to-noise ratios (SNR's) into a number of equiprobable intervals, representing the states, and model each state by a BSC. The details for a lognormal fading channel employing uncoded binary phase-shift keying as the signaling system can be found in [7] . In this work, we assume that both the transmitter and receiver have access to the channel state information (CSI). Repeating the above design procedure for each of the constituent channels of the FSC and using the appropriate table based on the available CSI lead to a CM-HTVQ system which is matched to the fading channel (Fig. 2) .
The main advantage of HTVQ, other than table-lookup encoding, i s the simplicity of transcoding from a higher bit rate to a lower bit rate code. This can be done by simply adding new stages t o the HTVQ, basically amounting to adding memory to the hardware. One important application in which this table-lookup transcoding might prove useful is multicasting. Let us think of the connection between the consecutive stages of HTVQ as a channel. These channels might be noiseless channels, memoryless BSC's, or slowly-varying wireless channels. Such a model supports a broad range of scenarios such as the example provided in Fig. 3 , illustrating a LLheterogeneous" network in which the transmitter sends a bit stream which is compressed using an HTVQ with a CR of 4:l. At Node A, the bit stream is retransmitted to Nodes B and C. The channel between Nodes A and B is a lognormal fading channel, modeled by an FSC, operating at a bit rate corresponding to a CR of 8:l; the channel between Nodes A and C is a memoryless BSC with bit error rate €1 = 0.1 operating at a bit rate corresponding to a CR of 4:l. The goal is to design a system which is capable of transcoding the bit stream by table-lookups (without an expensive decoding followed by encoding) at Node A which provides robustness over the noisy channels of links AB and AC. Note that, in general, the system must be able t o handle any other rate reduction or channel combination only by using lookup tables.
Our approach is to use COVQ's to design the CM-HTVQ encoding and decoding tables; the encoding tables are then used at the origination nodes for transcoding and the decoding tables are used at the destination nodes for the decoding. To explain this concept, let us concentrate on the example of Fig. 3 where we need a 2-stage HTVQ to transmit the source to Node A. Since the output of the first stage is directly used as the address for the second stage, the imaginary channel between the two stages is noiseless.
Also, the channel connected to Node A is a noiseless channel; so, a regular HTVQ with a CR of 4:1 can be used to transmit the source to Node A. At Node A, we need to generate two bit streams, one for transmission to Node B and another one for Node C. The transcoding is performed using lookup tables designed as follows. Let us assume that the average received SNR of the fading channel in link AB is 10 dB and we use an FSC with two states to model the channel (Channel 1 in [ 7 ] ) . As it is described in 171, the FSC model consists of a BSC with probability of error equal t o 0.1 and a noiseless channel.
State probabilities are 0.238 and 0.762, respectively. Two &dimensional COVQ's with a CR of 8:l are designed for the two constituent BSC's of the FSC and a lookup table is designed for each BSC. To transmit the sequence over link AB, at each time instant, the appropriate encoding table is used based on the CSI (Fig. 2) . Likewise, a 4-dimensional COVQ with a C R of 4:l is designed for a memoryless BSC with probability of error equal to €1 = 0.1. Such a COVQ is used to design the encoding table for transcoding the sequence for link AC. The table provides a new encoding map that is matched to the BSC. Note that this table is not used to compress the bit stream (because of the specific rate assumptions in the example), rather it is used to match the encoded sequence to the characteristics of the communiication link. So, the number of output bits for this table is equal to the number of input bits. Such a table is not restricted to HTVQ and can be used for regular VQ's as well.
The decoding table associated with the appropriately designed COVQ must be used for decoding at Nodes B and C. Table 6 provides the received peak SNR (PSNR) at each node for the 512 x 512 Lenna. Also, we report the results for the case that the tables are not matched to the characteristics of the channel. Note that the result at Node C is different from the performance of a system which consists of a 2-stiige CM-HTVQ (designed for the BSC in link RC) and a hypothetical BSC connecting the source to Node C directly. This is because in the the example of Fig. 3 , we need two reconstructed versions of the source at Nodes A and C. Our simulation results indicate that we only pay 0.14 dB penalty in the performance at Node C to generate a replica of the source at Node A. Also, note that if we do not use the "matching table" at Node A and transmit the received bit stream at Node A directly to Node C, the PSNR result at Node C degrades by about 9.1 dB. If we use regular VQ's for quantization, we can still utilize a 256-byte matching table at Node A and improve the performance by about 9.19 dB ( Table 6 ). The result would be the same if we decoded the sequence at Node A and re-encoded it using a COVQ. So, the matching table provides the optimal bit stream by using simple lookup tables instead of decoding and encoding the sequence. Again our simulations indicate that if we wish to use a regular VQ, creating two versions of the source at Nodes A and C degrades the result by only about 0.05 dB compared to the case that we only generate the output at Node C. Similar We have proposed a CM-HTVQ which outperforms HTVQ when the channel is noisy. Also, we have used an FSC to model slowly fading channels and proposed an adaptive coding scheme by using a set of encoder and decoder tables. The periformsnce of CM-HTVQ is slightly inferior to that of COVQ (its complexity is much less); however, the performance gap between CM-HTVQ and COVQ is much less than the performance gap between HTVQ and VQ. The gap shrinks as the channel becomes noisier. CM-HTVQ can also be designed for structured VQ's like tree-structured VQ, multi-stage VQ, and finite-state VQ. Using table-lookups for the encoder of different types of VQk, assuming a noiseless channel, has been studied in @]. To design a channelmatched version, the VQ which is used for designing the last stag,e must be substituted with a COVQ. Future work includes the transmission over a wireless channel when the CSI is only available at the decoder. For this case, we have found an optimal solutionl for COVQ's. The same approach has been applied to the CM-HTVQ's.
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