The paper proposes a new method of dynamic VaR and CVaR risk measures forecasting. The method is designed for obtaining the forecast estimates of risk measures for volatile time series with long range dependence. The method is based on the heteroskedastic time series model. The FIGARCH model is used for volatility modeling and forecasting. The model is reduced to the AR model of infinite order. The reduced system of Yule-Walker equations is solved to find the autoregression coefficients. The regression equation for the autocorrelation function based on the definition of a long-range dependence is used to get the autocorrelation estimates. An optimization procedure is proposed to specify the estimates of autocorrelation coefficients. The procedure for obtaining of the forecast values of dynamic risk measures VaR and CVaR is formalized as a multi-step algorithm. The algorithm includes the following steps: autoregression forecasting, innovation highlighting, obtaining of the assessments for static risk measures for residuals of the model, forming of the final forecast using the proposed formulas, quality analysis of the results. The proposed method is applied to the time series of the index of the Tokyo stock exchange. The quality analysis using various tests is conducted and confirmed the high quality of the obtained estimates.
Introduction
VaR (Value-at-Risk) and CVaR (Conditional Value-at-Risk) have become the standard measures of market risk management. Their popularity has led to a large number of publications on this topic in recent years. Definition, description of the properties and comparative analysis of these risk measures can be found, for example, in [1] [2] [3] . Various methods for their evaluation and forecasting that represents different approaches are proposed. Most of the methods that provide explicit formulas for CVaR estimation are described in [4] .
Optimization approach for CVaR evaluation is given in [5] [6] . Non-parametric methods of estimation can be found, for example, in [7] [8] . A large number of works devoted to the method of VaR and CVaR estimating based on the stochastic time series model. The basic ideas of the approach can be found for example in [2] [9] [10] . A significant number of works show the practical application of the approach for estimating and forecasting of stock indices, see for example [10] [11] [12] [13] .
At the same time, during the global financial turmoil, the problem of constructing of new approaches for VaR and CVaR estimating and forecasting remains relevant. In this paper, we propose a new method for VaR and CVaR prediction for financial time series. The method takes into account the most statistically significant extreme values of data and the presence of the long-range dependence that is typical for financial time series [2] [14] . For the convenience of practical application, the method is formulated as an incremental algorithm. At each step, the system of tests is proposed to evaluate the quality of the obtained results.
The proposed algorithm is used for forecasting VaR and CVaR for the time series of daily log return Nikkey225 Stock Index. The analysis of the obtained forecast estimates confirms their high quality. The formatter will need to create these components, incorporating the applicable criteria that follow.
Key Definitions
The continuously distributed random variable { } 
Forecast Methodology
In the article [16] , the most popular methods for dynamic VaR and CVaR estimating are analyzed, their classification is given and the recommendations for their use are proposed. In accordance with the formulated in the article the structural scheme of selection of dynamic risk measures estimation the approach based on a stochastic time series model is chosen. 
VaR , CVaR CVaR .
It is necessary to construct the forecast model for t σ to determine its P days forecast and to estimate VaR and CVaR for a random variable Z . 
Hereinafter it is assumed that the trend, that defines t µ , is absent (or removed from the data) [2] . Please do not revise any of the current designations.
An Algorithm for Constructing the Dynamic Risk Measures VaR and CVaR Forecast Taking into Account the Long-Range Dependence Presence
For the convenience of the practical application the proposed method for VaR and CVaR forecasting is formulated as an incremental algorithm.
Step 1. For the time series a time series of variances (TSV) is constructed.
General analysis of the studied time series and the TSV is carried out, the dependence of time series members (and their squares) from their previous values; the volatility and normality are analyzed.
Step 2. The TSV is tested on the long-range dependence. The Hurst parameter is estimated using five standard methods: the aggregated variance method, the method of absolute values of the aggregated series, the periodogram method, the method of residuals of regression, the R/S method [17] . Average value mn H  is chosen as the Hurst parameter estimation.
Step 3. The model for t σ forecasting is estimated using the FIGARCH model and taking into account the long-range dependence of the WFD. The actualization of the model by reducing it to the model AR (∞) is performed. The method of smoothing of the autocorrelation function (ACF) proposed by the authors in [18] (the new method) is used. The least square method is used to determine the autoregression coefficients ( )
So the problem is reduced to the infinite system of Yule-Walker equations [18] :
The regression equation for ACF based on the definition of the long-range dependence (1) is used to get estimates for
With the help of the optimization procedure [17] the Hurst parameter estimate and the esti-
ρ the reduced system of normal Equations (5) is constructed and using the Holetskogo method the vector of assessments
As it is shown in [19] the solution of the reduced system converges to the exact solution.
The lag of the reduced AR model M N ≤ is determined using the information criterions: AIK (Akaike information criterion), HQC (Hannan-Quinn information criterion), SBIC (Bayesian information criterion) [14] . The lag value is chosen on the basis of minimum deviation.
The quality of the obtained AR model is checked. The variance ratio test [20] is used to test if the residuals of the model are iid (independent and identically distributed). The resulting model is used to obtain ˆt σ .
Step 4. The residuals of the model (2) are analyzed. Using ˆt σ (step 3) the implementations of a random variable ˆ:
lyzed on iid (the variance ratio test) and other properties. In accordance with the results using the classification scheme given in [21] , the method to get
Step Step 6. The built dynamic risk measures model is used to get the forecast.
Using the model from step 3 the P -step forecast for t σ is built by the formulas:
Using the estimates  ( ) Schematic description of the proposed method is shown in Figure 1 . Please take note of the following items when proofreading spelling and grammar.
Numerical Testing of the Algorithm
To demonstrate the proposed algorithm a forecast for dynamic risk measures The built models are used for dynamic risk measures forecasting. Forecasting procedure is performed on the window length equal to the half of the general sample power (843 values). 5-day ( )
forecast is built (see Figure 2) . Thus, it is assumed that the parameters of the model are adequate for a period 5 (or more) days, the estimates of static risk measures at the forecast horizon are unchanged.
The forecasting procedure (steps 2 -6) is repeated 168 times, and each time 5
new values (the accumulation window) are added. Figure 3 demonstrates the results of variance forecasting using (6) with SACF and standard methods. Visual comparison of the predicted and real values shows that the proposed new method better describes the dynamic behavior of the time series. Extreme values obtained with the new method are much closer to real values. The new method also exhibits less lag in extreme values determination. This can be explained by the fact that the new method uses the ACF prediction and takes into account the property of the long-range dependence. It should also be noted that the optimization procedure in the determination of the Hurst parameter has significantly improved the forecast stability.
Minimum, maximum and average values of the static risk measures for different windows are shown in Table 6 (the SACF method) and Table 7 (the standard method). Table 6 and Table 7 can be used to compare the quality of static risk measures estimations obtained by SACF and standard methods. The range of val- The obtained results are used to get the time series of dynamic risk measures estimates (3) . As an example Figure 4 shows the forecast estimates for  0. 9 VaR t and  0.9 CVaR t , obtained with the use of the paramdistr method. The prediction errors of  0. 9 VaR t and  0.9 CVaR t for both methods (for different methods of static risk measures estimating) are shown in Table 8 and Table 9. Table 8 and Table 9 show that the prediction errors obtained for the SACF method is less than the prediction errors obtained for the standard method. This proves the advantage of the proposed method. In addition Table 8 shows that methods hist and paramdistr gives the best estimates. This once again confirms the previously accepted hypothesis of data normal distribution.
The quality of built  0. 9 CVaR t forecast estimates is analyzed with BPoE test. 
Conclusion
In the article, a multi-step procedure for constructing the dynamic risk measures
VaR and CVaR forecast is proposed. The procedure is designed for volatile series with the long-range dependence and is based on the heteroscedastic time series model. The optimization procedure for constructing and forecasting of ACF is used to find the model parameters. For the convenience of practical application, the prediction procedure is formulated as an algorithm. To test the proposed algorithm, the risk measures forecast for the time series of daily log return
Nikkey 225 Stock Index is built. Different tests carried out at different stages of the algorithm confirm the good quality of the obtained estimates.
