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Abstract—The proliferation of plug-in electric vehicles (PEV)
and advances in high-speed low latency communication networks
redefine the relationships between electricity providers and end-
users. A group of PEV owners, coordinated by an aggregator,
can participate in ancillary energy markets to stabilize electricity
grids and, in return, receive payments for services rendered.
However, PEVs are typically parked across a dispersed region
possibly with diverse signal strength and data rates. Vehicle-
to-Grid (V2G) applications have tight latency (e.g., 500 ms to
2 seconds) and packet-loss requirements, hence, the supporting
communication infrastructure should be carefully evaluated for
real-world implementations. In this paper, we assess the perfor-
mance of the internet-based 4G cellular network in the United
Kingdom to evaluate these key metrics. We develop a low cost
and easy deployable testbed platform to collect and analyze the
latency and packet loss rate of different package sizes, transport
protocols, and signal strengths. Due to availability of hardware
resources and city-wide coverage of 4G networks, a single parking
lot to aggregator scenario is emulated. The results show that in
most cases current 4G network can deliver packets less than
500ms which is required in fast frequency response applications
in the UK. On the other hand, for more complex scenarios such
as multi-aggregator to distributed clients, there is a need to use
5G and beyond to meet the latency requirements. To the best of
authors’ knowledge, this is the first study focusing on the field
testing and assessment of an actual internet-based communication
network for V2G applications.
Index Terms—vehice-to-grid, smart grid, energy markets, wire-
less networks, performance assessment, low cost test-bed
I. INTRODUCTION
Plug-in electric vehicles (PEVs) have emerged as an attrac-
tive and sustainable solution to decrease carbon emissions and
energy consumption in transportation networks. In line with
the United Nations’ 2030 Agenda for Sustainable Develop-
ment, many nations around the world have introduced policies
to limit the use of combustion engine vehicles and boost PEV
adoption [1]. According to recent industry forecasts [2], PEV
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sales are expected to grow from 2.4 million in 2018 to 13.2
million in 2024, which would represent 15% of total sales.
In parallel, the electric power grids which are the backbone
infrastructure supporting PEVs, have been transforming the
way the electricity is provisioned and consumed. To host more
disruptive technologies such as green renewable generators,
storage units, and PEVs, communication and sensing tech-
nologies are being integrated to ensure operational continuity
[3].
In power grid operations, ancillary services are critical as
market operators are responsible for matching the supply
with the demand in real-time within tight tolerance bounds.
Traditionally, dedicated fast-response diesel generators are
employed to respond to grid signals within seconds to min-
utes. In recent years, the participation of PEV batteries in
the ancillary services market, also known as vehicle-to-grid
(V2G), has gained popularity as the use of PEVs enhance
system efficiency, while providing monetary benefits to PEV
owners [4]. In a V2G application, each PEV battery is charged
and discharged within a time window according to real-time
automatic generation control signals [5]. However, due to the
minimum power constraints of service contracts (typically
ranges between 1 to 3 MW), only the aggregation of many
vehicles can provide enough resource capacity [6]. Hence large
scale PEV charging lots coordinated by aggregators inherently
represent great potential for V2G applications as they host
large collections of stationary PEVs at a single place.
There has been a number of successfully implemented
pilot studies, typically with 10-30 PEVs (see [4] and [7]).
However, the implementation of large-scale V2G applications
requires the necessary communications infrastructure to enable
timely information dissemination. The PEV aggregator needs
to exchange information on PEV departure times, battery state
of charge, and accurate billing-related messages. Possible V2G
scenarios and timelines are presented in Fig. 1. Aggregators
and vehicle owners are further required to abide by the
contracts which involve tight response times and the amount
of power to be charged or discharged from the vehicles.
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Fig. 1. V2G application size and communication requirements.
The most common ancillary services application is frequency
regulation which is delay-sensitive and a number of studies
showed that load frequency control is negatively affected by
communication delays as PEVs cannot meet their contracted
power capacity [8]–[10]. In the United Kingdom, once the
market signal is sent, the response must be within 500 ms
[10], while this is typically 2 seconds in the United States
[11]. Similar to EV batteries, other demand-side applications
can be used in frequency control applications. Reference
[12] developed a decentralized control scheme that allows
the aggregation of refrigerators. In this case communication
requirement would be tighter to coordinate distributed smaller
loads.
Over the last decade, there has been a growing body of
literature on V2G applications for market participation and
bidding strategy, charging optimization, and communication
and security of aspects. One of the earliest works is presented
in reference [13] in which authors investigated the reliabil-
ity and availability of PEVs as ancillary services providers
with and without the presence of aggregators. In an actual
implementation, [7] presents an optimal bidding strategy in
California’s ancillary services market for a group of 30 PEVs.
Coordinated bidding is further studied in references [14] and
[15], however, in most studies a perfect communication system
is assumed. The work presented in [9] assumes an imperfect
communication network and quantifies the impacts of jitter
delay in ancillary services. The authors assume that PEVs
parked at a charging station communicates with power line
communication, while the communication between the aggre-
gator and the EVs are performed with the fourth generation
(4G) wireless network. They used network simulator 3 to
evaluate communication system performance. In [11], the
authors investigated the sensitivity of load frequency control
services in respect to wireless communication delays. They
showed that long delays can cause grid instabilities.
Furthermore, there have been efforts towards the standard-
ization of communication protocols. The Society of Auto-
motive Engineers (SAE) has defined the J28XX and J29XX
standards to define messages between PEVs and charging
equipment [16]. Moreover, the Electric Power Research In-
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Fig. 2. Overview of the ancillary services and communication system.
stitute is working with various system operators and car man-
ufacturers to develop a cloud-based software platform called
the Open Vehicle-Grid Integration Platform for PEV commu-
nications [17]. Despite the research efforts presented above,
the literature lacks studies on the measurement, testing, and
performance evaluation of actual communication networks.
This is particularly critical for V2G applications as previous
research suggests that simulation results can significantly differ
from real-world implementations [18]. To that end, the main
contributions of this paper are (1) the development of a
hardware and software platform to evaluate the performance
of an actual 4G communication network located in the United
Kingdom; (2) assessment of transmission control protocol
(TCP) and user datagram protocol (UDP) for V2G applications
with highly accurate GPS-based time synchronization; and (3)
the analysis of end-to-end latency and packet losses for varying
packet sizes and wireless signal levels. To the best of authors’
knowledge, this is the first study focusing on the assessment
of an actual internet-based communication network for V2G
applications.
II. SYSTEM OVERVIEW
A. Communication Infrastructure for V2G
As discussed in the previous section, V2G applications
have recently been rolled out and there is no standard com-
munication infrastructure. Nevertheless, we follow the pub-
lished literature (see references [9] and [13]) for possible
communication architectures for real-world implementation.
As depicted in Fig. 2, we consider a group of PEVs parked at
charging lots such as those located at universities, hospitals,
airports, or other workplaces. PEVs typically remain stationary
for many hours and there is a sufficient time window to
respond to market signals and charge their vehicles for the
daily commute. It is assumed that each PEV can communicate
with an aggregator located in the parking lot via a Wi-Fi
network. Note that this communication can also be realized
with power-line communication (PLC) or Zigbee [9]. Recall
that the information exchange in this part is charge/discharge
signals and each PEV’s contribution to the V2G session.
Next, the aggregator connects to the market operator via
the 4G network. The aggregator will connect to the market
operator first with a wireless network which is from the
parking lot to the nearest base station. From the base station
to the market operator, high-speed fibre connectivity is used to
transmit messages. It is noteworthy that as V2G applications
become more common there could be more hierarchy between
the aggregator(s) and the grid operator. For instance, at each
parking lot, the V2G session can be coordinated via a sub-
aggregator, while a number of parking lots can be coordinated
with the main aggregator. Nevertheless, we will consider this
case for future study.
It is important to note that, we differentiate latency from
the operator to the PEVs and from the PEVs to the operators
because latency is defined as the time to transmit a data packet
across a network and could be measured in two different
ways: (1) Round-trip time (RTT): the time it takes for
a data packet or signal to reach a destination and come
back to the source. (2) One way latency: the time it takes
for sending a packet from the source to destination. In a
symmetrical communication system it can be estimated that
one-way latency is equal to the half of RTT. As the data
flow in most smart grid applications is from the end users
or devices to the grid operator and, in return, a relatively
shorter control message is sent by grid operator to end users,
we use one-way latency. Note also that end-points are further
time synchronized by GPS receivers. Then, regardless of the
transport layer protocol type, connection mechanism, or paths
that data packets travel from the source to the destination,
the one-way latency is defined as tOne−way Latency = t2 − t1,
where t2 is timestamp of received data (at PEV side) and t1
is timestamp of initiated transmission from the grid operator
(or vice versa).
B. Transport Layer
Internet-based communication networks primarily use TCP
or UDP protocols for various applications. It is well-known
that the TCP protocol offers reliable data delivery through
a three-way handshake and acknowledgment mechanisms.
Lost messages are retransmitted and packets are sorted in
the order they were sent. The UDP protocol, on the other
hand, is considered as an unreliable protocol as it does not
guarantee end-to-end packet delivery due to lack of handshake
mechanism such as that used in TCP. This also means when
UDP packets are dropped by a switch or a router, there will
be no automatic retransmission mechanism. However, UDP is
typically faster than TCP and favored in applications requiring
fast data transfer. For the case of V2G applications, since there
is no globally accepted transportation protocol, in this paper,
we will examine the latency and packet drop performance of
both protocols.
C. Virtual Private Network
To enable a secure communication between PEVs and the
system operator, we enabled a virtual private network (VPN)
connection using SoftEther software [19]. Recall that a VPN
enables several remote nodes on the internet to connect to
each other through encrypted communication links. It means
that this private network can be deployed on top of the
existing public network, making it difficult for messages to be
intercepted by adversaries. In VPN tunnels, encryption is per-
formed by encapsulating messages into a special packet format
which can then be sent through the internet using conventional
transport protocols. This open-source multi-protocol software
enables us to connect various remote nodes (mimicking PEVs)
scattered across the city of Edinburgh.
D. GPS Synchronization
High-resolution clock synchronization is critical for wide-
area communication networks. In this work, we use GPS-
reference timing for higher accuracy. GPS-timing estimates
the time offset between the atomic clocks of GPS satellites
and the receiver’s internal clock via transmitting pulse per
second (PPS) signals [20]. As will be discussed in the next
section, we use Raspberry Pi devices to mimic the client which
samples the PPS signal generated by the GPS module by
using general-purpose input/output (GPIO) connections and
the Linux software. This means that such applications can use
the raw GPS data in conjunction with the PPS signal to obtain
very accurate time measurements with a low capital cost.
Provided that the GPS antenna is installed with a clear view
of GPS satellites, the Raspberry Pi client can be synchronized
with the satellite clock and is usable as a high precision
time source. In this work, we have experimented with several
GPS receivers with different specifications. Among all GPS
receivers and chose the one that can remain synchronized with
the satellite at 87% of the time and is capable of achieving
time precision in the set-up of less than 100 microseconds.
III. HARDWARE AND TEST-BED
We proceed to explain the emulation set up and developed
testbed. The ancillary service market operator is emulated
with a laptop computer (Dell Vostro 1720) which runs a
server developed in Python to receive and send messages to
a client (or an aggregator). To mimic PEV actions and the
time to process information exchange between PEVs and the
market operator, we developed a client program on a Rasberry
Pi 3B emulator. Furthermore, for secure communication, the
aforementioned VPN program was loaded and run on both the
client and the server. It is noteworthy that during the initial
test phases, we have encountered a number of issues related
to server-client connectivity. Since internet service providers
periodically change IP addresses of connected devices, the
communication between the client and the server is lost.
One obvious solution would be to obtain static IP addresses,
however, this would be a costly option. Instead, we used
dynamic domain name systems (DDNS) which is a service
that automatically and periodically monitors the server’s IP
address for changes. Whenever there is a change, a new IP
address is updated on client side. However, for actual power
grid applications, static IP would provide enhanced reliability
in communication links.
The server will send messages (automatic generation con-
trol) to the client based on market conditions. However,
according to [21] ancillary services include various control
signals. For instance, the “Regulation-up” or “Regulation-
down” signal is sent for an immediate change request for the
power output, while “Regulation Mileage-up/down” signals
require actions within 2-4 seconds. Hence, we use message
lengths from 50B to 2KB to imitate different scenarios. It
should be noted that for most of the smart grid applications
such as wide-area monitoring systems, demand response or
vehicle to grid, unplanned events occur randomly, hence, such
events can be counted as an isolated packet transmission
scenario. To mimic this case, packets are spaced by 60 sec.
Furthermore, to save energy most 4G modems stay in sleep
mode when not transmitting. With this packet spacing, we can
further measure the time it takes for 4G modem to change its
state of sleep mode to active mode.
In real-world applications, response types may differ due to
network settings. Moreover, as discussed earlier, the TCP pro-
tocol provides high reliability while UDP is faster in delivering
packets. Depending on the message exchange and application,
one protocol may be preferred over the other. For instance,
it is expected that the UDP will present higher efficiency in
transmitting short messages, provided that occasional packet
losses can be managed. On the other hand, TCP may be more
suitable for long messages as reliability could be a major
concern. In summary, end-to-end latency depends on (1) The
number of PEVs in the parking lot (Wi-Fi collisions lead to
media access delays); (2) Congestion management and active
queue management algorithms used in the network; (3) The
number of routers and switches in the proposed network; (4)
The signal strength and bandwidth of the communications
links; (5) The size of transmitted data packets and reporting
rate per second; and (6) Preferred transport layer protocol.
TABLE I
4G WIRELESS NETWORK SIGNAL STRENGTH MEASUREMENTS FOR 48
HOURS.
Signal Classification [dBm]
Strong Medium Poor Average (1-month)
-69 -105 -118 -93
IV. RESULTS AND ANALYSES
In a typical V2G application, vehicles are parked in lots
located in urban city centers. In such cases, signal strength is
a major determinant of end-to-end delay and packet loss per-
formance. To that end, we measure signal strength at a typical
university parking site located on the university campus to
mimic real-world application scenarios. As presented in Table
I, 4G wireless signal strength is divided into four categories,
namely, poor, medium, strong, and long-term average. In the
remainder of this paper, we categorize network performance
according to these signal strength levels. It is important to
note that data transmission is carried out for nearly 70 hours
with one-minute intervals, while the long-term signal average
is based on measurements taken for one month.
In V2G applications, the most important network perfor-
mance parameters are (1) end-to-end latency as it determines
how fast PEVs can respond to market signals and (2) packet
loss ratio as critical market signals are exchanged. We evaluate
both TCP and UDP protocols as potential candidates for the
transport protocol. Moreover, measurements from the client to
the server are distinguished from server to client as explained
in the previous section. In Figs. 3(a) and 3(b), we present
the average latency for all cases. The presented latency cal-
culations include the latency from PEV to an aggregator on a
Wi-Fi link plus latency from aggregator to the grid operator
server on the 4G link. In this calculation, the majority of the
latency is associated with the 4G link. From our previous
work [22], [23], the latency of the Wi-Fi link is up to 50ms
of the measured latency value. However, this value can be
significantly impacted by the number of users connected to
the Wi-Fi access point as a high number of users per single
access point can result in congestion and thus a significant
performance bottleneck. In such cases, UDP packets will
be lost and will never be recovered. This can further lead
to unacceptable packet delays and session disruptions. For
TCP packets, congestion would increase the retransmission
of packets. Since the evaluation of Wi-Fi delay requires the
deployment of hundreds of emulators, we did not implement
this part and instead adopted values taken from the literature
(see [24]). The results show similar latency results of 250-
450ms for both UDP and TCP. Next, we present the packet
loss ratio for both UDP and TCP protocols. As shown in Fig.
3(c), the UDP packet loss ratio is much higher than for TCP
as TCP tries to guarantee packet delivery.
Even though the results presented above provide insights
about latency, holistic comparisons can only be made from
cumulative distribution functions (CDF) of latency measure-
ments. Moreover, most service level agreements between
grid operator and market participants are based on latency
requirements of 90% confidence intervals or higher. To that
end, we present CDF calculations for TCP and UDP for all
signal levels (also presented in Table II). It can be seen from
Figs. 4 and 5 that the latency value increases from 350ms
to 450ms for 90% confidence by reducing the signal level
from Strong to Poor for TCP. UDP packets can be observed
to experience a higher failure rate but the trend is again similar.
It is obvious from comparing Fig. 4 and Fig. 5 that for dropped
data packets, there is still a chance for another transmission
by UDP in the time window of a few ms up to 100 ms which
can be considered as a fast transmission. On the other hand,
transmission with TCP requires at least 100 ms delay which
is due to the “slow start mechanism”. This mechanism in
TCP means that TCP is not well-suited for sending isolated
control packets as it leads to higher latency. On the other hand,
UDP results in lower latency, provided the packet loss rate is
acceptable. Despite UDP’s higher packet losses, high speed
UDP communication can trigger packet retransmission within
a certain time window for critical applications to enhance
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Fig. 4. Cumulative distribution function (CDF) of TCP latency for varying packet sizes and signal strengths.
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Fig. 5. Cumulative distribution function (CDF) of UDP latency for varying packet sizes and signal strengths.
reliable delivery.
Moreover, previous research demonstrates that network traf-
fic behavior can change at different days and hours of the week
for a specific communication network [22]. So as a next step
we will study the correlation between network congestion and
V2G market signals. A possible correlation between the two
parameters can provide insights for network designers. Net-
work algorithms can be used to improve bandwidth efficiency,
prioritize packets, and reduce slow-start mechanism for TCP.
In order to evaluate the effects of communication delays,
system operators employ accuracy metrics. PJM is a major
balancing authority in the eastern part of the United States and
calculates the precision score (PS) with the following formula:
PS = 1− 1N
∑N
i=1
∣∣∣ I[i]−R[i]C ∣∣∣, where N is the total number of
market signals during a V2G session, C represents the average
absolute values of instructed signals, I[i] is the ith instruction
and R[i] is the corresponding response. It is easy to see that, if
vehicles respond to instruction within the allowed time frame
such as 2 seconds as discussed in [18], then I[i] − R[i] = 0
and precision score is equal to 1 (hundred percent precision).
On the other hand, due to communication delays PEVs may
receive older instructions which would make I[i] − R[i] 6= 0
and lead to lower precision. Then the mismatch between load
and demand will be compensated by another source which will
lead to monetary losses. Due to page limitations, we leave this
case study as a future work.
TABLE II
90% CONFIDENCE INTERVALS FOR 4G LATENCY (IN MS).
Long T. Strong S. Medium S. Poor S.
Packet TCP UDP TCP UDP TCP UDP TCP UDP
50B 468 1510 307 1108 297 353 488 452
100B 465 906 380 1136 387 1425 452 1489
500B 447 828 383 344 401 354 455 383
1KB 455 476 389 332 403 352 458 387
2KB 476 1408 350 350 600 418 450 419
V. CONCLUSIONS AND DISCUSSION FOR 5G AND BEYOND
In this paper, we evaluated the performance of the UK’s
internet-based communication network for vehicle to grid
energy market applications. Due to city-wide coverage, we
considered 4G and WiFi as wireless networks and a high-speed
fibre link as the backhaul. To mimic real-world applications we
measured 4G signal strength and categorized the findings into
four groups (poor, medium, strong, and long-term average).
For transport layer protocols, we considered both TCP and
UDP. We calculated and discussed latency for both protocols
and all signal levels. The results showed that even though
UDP’s overall latency performance is considerably better than
TCP, high packet loss rates raise reliability issues. Moreover,
by analyzing the cumulative distribution of latency, we showed
that network performance provides stochastic guarantees (with
a 90% confidence interval) to provide end-to-end delay below
two seconds which is the case for many US energy markets,
while the fast frequency response in the UK requires 500 ms
response times.
It is important to note that the presented study considers
single aggregator to a parking lot scenario and latency perfor-
mance is slightly better than the market threshold in the UK.
For more complicated futuristic scenarios such as multiple
aggregator to multiple parking lots and distributed vehicles,
then there is a need to use low latency 5G networks. In this
case, latency statistics would differ significantly from one case
to another as propagation delay would also play a critical
role. However, due to lack of 5G roll out in cities, we leave
the physical experimentation as a future work. Similarly, ultra
fast low latency networks can be take part in future energy
grid stabilization in which online customers who can negotiate
prices to participate in a V2G session.
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