The adoption of indoor navigation for smartphones has been relatively slow in the past years, although it would be direly needed in complex indoor areas. The primary barriers for its adoption include the lack of fine-grained and up-to-date indoor maps and the potential deployment and maintenance cost. In this paper we investigate the feasibility of utilizing crowdsourced data for building a smartphone-based indoor navigation system, focusing on the technical challenges caused by the varying quality of crowdsourced data. We developed iMoon, an indoor navigation system based on sensor-enriched 3D models of indoor environment, and evaluated its performance via a field study in a public building covering around 1,100 m 2 . iMoon builds 3D models of indoor environment from crowdsourced 2D photos, and compiles a navigation mesh from the generated 3D models. Depending on the input for 3D modelling, indoor pedestrian paths may be partly missing from the output. iMoon solves this issue by integrating into navigation mesh the pedestrian paths recognized from crowdsourced user motion trajectories. With photo-based 3D models, iMoon supports image-based localization that identifies user's position and facing direction with photos, and provides visual navigation instructions that show when and where to turn. To reduce response delay while maintaining the accuracy of localization, iMoon partitions 3D models based on the density of 3D points, and selects partitions for image-based localization using Wi-Fi fingerprints. According to our experimental results, iMoon works properly, and our solution of indoor localization achieves competitive performance compared with traditional approaches: in most cases, a user can be located within an average of 3.85 seconds with a location error of less than 2 meters and a facing direction error of less than 6 degrees.
INTRODUCTION
Indoor navigation systems for smartphones would be direly needed in complex indoor environments such as airports, shopping malls and museums. Unfortunately, the adoption rate of indoor navigation systems is still very low, even though initial efforts into deploying them were taken several decades ago. There are multiple reasons for the slow progress. First of all, indoor navigation requires fine-grained and up-to-date indoor maps that provide sufficient information for calculating navigation routes and instructions. Although floor plans are widely available in public places like shopping malls and airports, most of them lack details, or have not been kept up to date. Therefore, they can rarely be used directly for indoor navigation. Secondly, even in the case where accurate indoor maps do exist, most systems rely on pre-scanned radio maps or pre-installed hardware [13, 17] for localization, which are expensive to put into use and cumbersome to maintain. Thus, we saw it worthwhile to investigate whether we could develop an alternative indoor navigation method that would not need pre-created indoor maps, pre-scanned radio maps or pre-installed hardware. Inspired by the success of mobile crowdsensing applications [24] such as Waze social GPS maps & traffic 1 and OpenSignal 2 , we came to the conclusion that mobile crowdsensing might be the key for creating such a system. The indoor navigation system iMoon was born out of this investigative work.
iMoon is based on sensor-enriched 3D models that are created and constantly maintained using crowdsourced photos and sensor data collected from smartphones. The system can be bootstrapped in a new location by taking photos and collecting sensor data in random spots in the location. Furthermore, photos publicly available from the Internet can also be used. Our previous work [8] demonstrates that it is feasible to build initial 3D models for places of interests, e.g., Rock Church in Helsinki, for indoor localization purpose, by using photos downloaded from Flickr. As iMoon users 3 enter the location, move around, and navigate using the app, the system constantly updates the 3D models with new photos and sensor data collected from the users' devices. In practice, the more the system is used in a location, the more accurate it will get.
iMoon utilizes several existing techniques as building blocks. The primary contribution of iMoon is that it provides a whole-system solution for mobile crowdsensing-based indoor navigation, and addresses several technical challenges that are caused by the varying quality of crowdsourced data.
Firstly, iMoon takes crowdsourced photos as the input to build 3D models (in the form of 3D point clouds) of the indoor space of interest using Structure-from-Motion (SfM) 4 techniques [10, 30, 32] , and then creates navigation meshes for path planning based on the obstacle information extracted from the 3D models. Because the crowdsourced photos are taken using different devices at random locations, the generated 3D models may not cover every corner of the space, and may include denser points in certain areas than others. As a result, the pedestrian path information needed for calculating navigation routes may be partially missing from the navigation meshes. To tackle this problem, we propose to track user trajectories using motion sensors available on smartphones, and integrate the pedestrian paths extracted from the crowdsourced user trajectories into the navigation meshes.
Secondly, with 3D SfM models, iMoon provides imagebased localization that identifies user's position and facing direction using the photos taken in situ. The problem with this approach is that the response time increases significantly as the sizes of the 3D models increase, because location is determined by matching the 2D features in the query photo against the 3D points contained in the 3D models. To enable fast localization, iMoon employs model partitioning based on the density of 3D points, and selects partitions for feature matching based on Wi-Fi fingerprinting. Ex-perimental results demonstrate good performance for this partitioning scheme.
In this paper we present the design, implementation and thorough evaluation of iMoon. The contributions of this paper are summarized as follows: 1) We address several technical challenges to enable iMoon: we combine the pedestrian paths recognized from crowdsourced user trajectories to complement the incomplete ones extracted from crowdsourced 3D models of indoor environment; we speed up the localization process by density-based model partitioning and fingerprint-based partition selection for compute-intensive operations.
2) We develop algorithms to generate simple, yet intuitive sets of choreographed visual navigation instructions to benefit people with difficulties in reading maps.
3) We implement a prototype of iMoon to evaluate its feasibility and performance. Experimental results demonstrate that iMoon works properly and has good performance. According to our experiments carried out in a real building covering around 1,100 m 2 , using a 3D point cloud generated from 2,197 photos, in most cases, iMoon can locate a user within 4 seconds, with a location error of less than 2 meters and a facing direction error of less than 6 degrees.
It is worth noting that the response delay can further be shortened by offloading computation to more powerful machines. In addition, the iMoon client can be run on wearable devices like Google Glasses to provide better user experience, especially for people with visual impairment.
SYSTEM OVERVIEW
We argue that a good indoor navigation system should fulfill the following requirements: (1) it should be able to locate the users precisely and efficiently; (2) it should supply the users with flexible navigation routes and user-friendly navigation instructions. To date, when people are talking about indoor navigation, it is usually assumed that finegrained and up-to-date indoor maps already exist for navigation purpose. In reality, however, such maps are not yet widely available. Furthermore, today's navigation instructions are mostly in texts or texts-converted voice, which are problematic for people having difficulties in reading maps.
The iMoon indoor navigation system fulfils the aforementioned requirements. The system is based on a client/server architecture. The client serves two purposes: (1) collecting photos and sensor data (i.e., accelerometer, gyroscope and Wi-Fi fingerprints) to assist the server to build 3D models for indoor environment; (2) providing localization results and navigation instructions to the users.
Accordingly, as illustrated in Figure 1 , the server provides two main functions: (1) building sensor-enriched 3D models, (2) and providing navigation services based on the 3D models. These functions are explained briefly below, while more details will be given in Section 3 and Section 4, respectively.
Building sensor-enriched 3D models. Firstly, iMoon builds an initial 3D model from the crowdsourced photos using SfM techniques. The 3D model will be updated constantly by newly collected photos, either from the Internet or from the iMoon clients. Secondly, iMoon detects user trajectories and adds them to the 3D model. In practice, sensor data including accelerometer and gyroscope readings are used as the base for detecting user trajectories. These trajectories are automatically calibrated by the photos taken on the way. Thirdly, the Wi-Fi fingerprints collected along the user trajectories are automatically geo-referenced and added to the 3D model to enable fast localization.
3D-model-based indoor navigation. iMoon combines imagebased localization with fingerprint-based approach for fast localization. The 3D model is partitioned into multiple smaller models based on the density of 3D points during an offline process. A localization request includes a photo and, if available, a group of Wi-Fi fingerprints collected in situ. These Wi-Fi fingerprints are used to match with the geo-referenced Wi-Fi fingerprint database. Once coarse locations are found, the model partitions that contain these positions are selected for executing image-based localization. After the source and the destination are identified, iMoon calculates navigation routes based on navigation meshes using path finding algorithms. The navigation meshes are first compiled from the obstacle information extracted from the 3D models, and then modified by adding the pedestrian paths extracted from crowdsourced user trajectories. For each selected navigation route, iMoon creates navigation instructions using textual and visual information contained in the 3D models.
BUILDING SENSOR-ENRICHED 3D MOD-ELS OF INDOOR ENVIRONMENTS
This section describes how we utilize crowdsourced data in building sensor-enriched 3D models for indoor environments. The 3D models are later used for implementing indoor navigation. In Section 3.1, we describe how we apply SfM techniques to build and update 3D models, taking crowdsourced photos as input. After that, in Section 3.2, we explain how we utilize the motion sensors available on smartphones in detecting user trajectories, and in enriching the 3D models with crowdsourced user trajectories. Additionally, we add the Wi-Fi fingerprints collected along user trajectories to the 3D models (see Section 3.3). 
Initializing and Updating SfM-based 3D Models
iMoon applies SfM techniques to build sparse 3D point clouds from unordered 2D photos. As illustrated in Figure 2 , a typical SfM pipeline includes 3 steps: feature extraction, feature matching, and bundle adjustment. Firstly, highly distinctive and invariant features are extracted from images using algorithms like Scale-Invariant Feature Transform (SIFT) [18] . After that, the SfM pipeline tries to match features between photo pairs. Some photos are automatically dropped if they do not have enough common matches with others. Finally, the matches are input for the bundle adjustment step that jointly produces optimal estimates of camera poses and locations of 3D points.
iMoon implements the SfM pipeline based on VisualSFM [2, 32] , a state-of-the-art SfM tool chain. VisualSFM integrates SiftGPU [1] and parallel bundle adjustment [33] to accelerate the feature extraction and feature matching processes. The output of the pipeline includes a sparse 3D point cloud and a list of estimated camera poses. In detail, a sparse 3D point cloud is a set of data points in a 3D coordinate system. Each 3D point is represented as a tuple consisting of the 3D coordinates (location), color, and a list (showing what images and which features in these images have been used for reconstructing the particular point). For each input image, there is a camera pose included in the output. A camera pose is described with the 3D coordinates of the camera position, focal length, and rotation.
Our previous work [8] has demonstrated an opportunity to create initial 3D models of certain indoor environments from publicly available Internet photos. As it is very likely that there exist insufficient number of photos at the beginning to cover every corner of the space and to contain all the details (e.g., obstacles), in the design of iMoon, we choose to constantly update models with new arrivals of photos.
We extend VisualSfM to support automatic model update as described below. First, if the new photos provide more details of an area already covered by the latest 3D models, the new photos will be registered to the latest models based on feature matching. Second, if the new photos reflect changes in indoor scenes, or cover an area that has not been included in the latest 3D models yet, these photos cannot be directly registered to the latest models. In this case, iMoon will first create 3D models from the new photos and then try to merge them with the existing ones. For the first case (i.e., photos reflecting changes), iMoon will calculate the field of view for each of the new photos, and then apply a ray tracing algorithm to detect which points from the previous models lie inside the field of view. The detected points will then be removed from the latest 3D models. In case there are insufficient common features between models (i.e., covering different areas), these models will remain disconnected. Potential solutions to the fragmentation issue will be discussed in Section 6.
Detecting User Trajectories using Motion Sensors
The iMoon client collects accelerometer and gyroscope readings from smartphones as users traverse in indoor environments. Based on these readings, the iMoon server calculates user trajectories based on dead reckoning [15] , and uses photos taken on the way for trajectory calibration. The process of automatically detecting and calibrating user trajectories is implemented through two steps.
Firstly, the iMoon server obtains the camera position of each photo taken on the way based on the image-based localization method, which will be described in Section 4.1. The camera positions are set to be the calibration points.
Secondly, between every two successive calibration points, the iMoon server computes a trace based on step count, heading offset, and stride length. Steps are counted based on accelerometer data [15] , while the heading offset between two steps is calculated from gyroscope readings. The stride length is first set to its default value, e.g., 0.7 meter, and then updated according to the accumulated walking distance and step count. The position after each step is reckoned based on the previous position and the accumulated heading offset. The calculated trace will be calibrated based on the locations of the two calibration points [31] .
Given a set of user trajectories, iMoon discovers pedestrian paths by selecting the paths that have been covered by a minimum number of trajectories. By default we set the number to 2. Each pedestrian path is represented as a sequence of points. These paths are integrated into the 3D point clouds while compiling navigation meshes. More details about compiling navigation meshes will be presented in Section 4.2.
Geo-referencing Wi-Fi Fingerprints
The iMoon client collects Wi-Fi fingerprints while capturing accelerometer and gyroscope data along user trajectories. Based on time stamps, these Wi-Fi fingerprints can be easily geo-referenced and attached to the 3D point clouds after the user trajectories have been automatically calibrated. The geo-referenced Wi-Fi fingerprints are stored in a database which will be used for fingerprint-based 3D model partition selection, as described in Section 4.1.
3D-MODEL-BASED INDOOR NAVIGATION
After building the sensor-enriched 3D models as described in Section 3, we continue to discuss how indoor navigation can be conducted in this section. We first describe indoor localization in Section 4.1; then we present how navigation meshes can be compiled in Section 4.2; in Section 4.3, we state how we create user-friendly navigation instructions.
Indoor Localization
Given a query photo, the image-based localization is expected to return the location where the photo is taken and the direction in which the camera is facing. A straightforward method is to register the query image into the 3D point clouds based on feature matching. In theory, the feature on feature matching between U photo and each photo in P hotos nearby .
matching is conducted between the query image and each of the images used for building the point clouds. If enough matches 5 can be found, the features provided by the query image will be added to the point clouds, and a camera pose of the input will be returned.
The size of a 3D point cloud, in terms of the number of 3D points, increases with the number of photos involved. It results in consuming more resources to load the point cloud into memory or to go through each point in the point cloud. To lower the memory consumption and to enable parallel processing, iMoon partitions a point cloud into smaller sub-clouds, and execute feature matching operations only on selected partitions.
Density-based Model Partitioning. iMoon partitions a 3D point cloud into smaller ones following two rules. First, each partition includes 3D points that are created based on the image features extracted from a limited number of photos. Second, the area covered by each partition should not be too small. In practice, we define the minimum length and width of the area covered by each partition. An example is visualized in Figure 3 .
Fingerprint-based Partition Selection. iMoon selects partitions for feature matching as described in Algorithm 1. It first applies K-Nearest Neighbour algorithm (k-NN) to acquire a set of coarse locations based on Wi- Fi fingerprinting. After that, iMoon selects the partitions that cover these coarse locations, and then searches within the selected partitions for photos that are taken close to the coarse locations. In practice, the search space is defined by radius. To minimize the processing time while maintaining the performance, iMoon chooses a subset of photos within each radius as candidates for feature matching with the query photo. The candidates are chosen as described below. If the search result contains more than one photo taken from the same location and having the same facing direction, only one of these photos is selected. In case too few photos are returned, the radius will be increased to find more photos satisfying the requirements. Figure 4a and 4b depicts an example of photo selection based on the rules mentioned above.
Identifying Location and Facing Direction. After a set of candidate photos are returned, iMoon executes feature matching between each candidate photo and the query photo. The processing of photo pairs are conducted in parallel. If enough matches are found, the estimates of camera position and rotation will be returned. The facing direction of a camera is derived from the estimated camera rotation. It's possible that several positions and rotations are returned, since several partitions were selected during the previous fingerprinting step and more than two of them contain enough common features for registering the query photo. In practice, the location of the user is estimated as the midpoint among all the returned camera positions, and the user's facing direction is defined by averaging the camera angle offsets.
Compiling Navigation Meshes
After locating the end user, we need to calculate a navigation path for her, for which a navigation mesh is fundamental. Given a 3D point cloud of indoor environment, some points may represent obstacles, e.g., tables, chairs and walls. iMoon compiles a navigation mesh from a point cloud by extracting obstacles from these points, treating the rest of the blank areas as traversable areas. It is implemented through the following four steps. 1) iMoon filters out the points related to floor and ceiling by simply removing the points with the z-axis value, which represents the height, lower or higher than certain thresholds. In our experiment, we set the threshold to be 10 cm for the floor and 2 m for the ceiling. The rest of 3D points are projected directly onto the ground plane to acquire a 2D point set.
2) When there are user trajectories available, pedestrian paths will be extracted from these trajectories. A pedestrian path includes a sequence of points. Assuming that there are no obstacles like walls and tables along the path, all the points along the path can be removed from the 2D point set obtained in the previous step. As the path width is undefined, we assume that points included in a path always stay on the central line of the path. Thus iMoon also removes the neighbouring points that are close to the central line. In practice, we set the distance threshold to be 25 cm, assuming that the minimum path width is 50 cm.
3) iMoon applies the algorithm proposed by Duckham [9] to generate non-convex polygons out of the 2D points derived in the previous step. The basic idea of the algorithm is to wrap a set of points with a polygon, specifying which points belong to the outline and which lie inside the polygon. One polygon represents one obstacle. Accordingly, all the 2D points must be divided into groups, with each group corresponding to one obstacle. In practice, iMoon groups the points if the distance between any two points is less than a threshold, e.g., 50 cm. 4) After extracting the shape contours, iMoon extrudes all 2D shapes towards the z-axis to form solid meshes. The generated navigation meshes are saved in a Wavefront Object (.obj) file.
Generating Navigation Instructions
Based on the navigation meshes described in Section 4.2, iMoon implements an A* like path finding algorithm using RecastDetour library 6 . For each navigation path, iMoon generates turn-by-turn navigation instructions for users. As shown in Figure 5 , an instruction comprises three parts: 1) a photo that shows the place where the given instruction is valid, 2) a piece of text that tells the user to go straight or make a turn and approximately how many meters to go until the next waypoint, and 3) an arrow sign that indicates which path to take next.
The photo is selected from the photo set used as input for 3D modelling. The selected photo is expected to cover the waypoint and to be clear enough to understand the surroundings. In our prototype, the photo is selected based on the following four steps. 1) Search for the 3D point that is closest to the 3D location of the waypoint in question, and find all the photos that contain features corresponding to this point. If less than N photos (N is set to 5 by default) are found, skip 2).
2) Sort the photos selected in 1) by the distance between the camera position and the waypoint, and for the next step select the first N photos with the shortest distances.
3) Sort the selected photos by the relative rotation regarding the navigation route. Its purpose is to find the photos that are taken facing the closest angle as the user will traverse the path. Thus, the best angle is facing the same way Figure 5 : A screenshot of the iMoon Android app in navigation mode. The upper part includes a mini map with the color information of each 3D point reserved. The navigation route (blue line) drawn on the map includes 3 waypoints between the source and the destination. The lower part gives a preview of the navigation instructions when the user arrives at the waypoint marked by a red dotted circle. The current position and facing direction of the user (in green) are updated on the move. In addition to the textual instruction, the selected image shows the expected view, and the arrow indicates the path to take.
as the user walks. After sorting, we take the first M photos (M is set to 3 by default) for the next step.
4) Sort the photos selected in 3) by the distance between the 3D point (defined in the first step) projection on the photo and the center of the photo. The photo with the closest center to the 3D point (thus also to the waypoint) is selected to form the navigation instruction that is given at the waypoint.
Once iMoon obtains a suitable photo, it draws directional arrows on it and renders textual instructions. Assume that the current location of a user is LC , and the direction of the user is denoted by a vector a. There will be 2 arrows drawn on the image: between LC and an upcoming waypoint LW (the one that was used to find the navigation photo), and between LW and the next waypoint LW 2. Since the model building step extracted rotation matrices for each input image, iMoon calculate 2D projections of LC , LW and LW 2, and draw arrow shapes on the selected image by connecting these points. We denote the vector from LC to LW by b, and the one from LW to LW 2 by c. iMoon generates two textual instructions based on the angle between a and b, and that between b and c, respectively. According to the value of the angle, denoted by ∠A, iMoon provides textual instructions as defined in Eq. (1).
where T is a threshold in degrees (set to 15
• by default). The instruction also contains the information about the distance between LC and LW . Table 1 : Summary of the data sets collected during our field study.
EVALUATION
We implemented a prototype of iMoon to evaluate the feasibility of building an indoor navigation system using crowdsourced photos and sensor data. Since August, 2014, we have been carrying out a field study on the ground floor of the computer science building in our campus (referred to as CS hall in the rest of the paper). According to the field study, the functionalities of iMoon have proved to work properly. Therefore, we will focus on the performance evaluation of iMoon, and will introduce in this section the methodology, the experimental data sets, and the experimental results, including a short summary of feasibility study.
Methodology
iMoon can be used for locating users, calculating navigation routes, and providing turn-by-turn navigation instructions. Performance of iMoon depends on the performance of the localization, the accuracy of the navigation meshes used for path planning, and the accuracy of the navigation instructions. Because the navigation meshes are generated from the sensor-enriched 3D models (cf. Section 3), the accuracy of the navigation meshes is determined by the quality of the 3D models in use. Similarly, the accuracy of the navigation instructions depends on the accuracy of the estimates of user's position and facing direction, which also relies on the quality of the 3D models. Therefore, for performance evaluation of iMoon, we focus on the quality of the 3D models and evaluate it using the following metrics: the accuracy of the indoor layout extracted from the 3D models, and the performance of the 3D-model-based indoor localization.
We aim at answering the following questions based on performance measurement: What kind of crowdsourced data is desired for building high-quality 3D models of indoor environments for the purpose of indoor navigation? Does iMoon outperform the state-of-the-art indoor localization techniques? What is the impact of the input for 3D modelling on the localization performance?
Data Collection
We collected data in the CS hall, which is approximately 1,100 m 2 , covering a library, a cafeteria, and a corridor connecting over ten lecture rooms and offices. During weekdays, Figure 6 : 185 measurement points where data set D was collected. They were distributed in the cafe (black circle), corridor (red triangle) and library (blue square). more than 500 students and staffs visit the CS hall on daily basis. The indoor scenes of the cafeteria change frequently due to promotions and decorations. During the field study, the construction work of a new food store started in March, 2015. Our data sets, as summarized in Table 1 , include the data collected both before and after these changes occurred.
To bootstrap the system, we recruited 5 volunteers in August, 2014 and asked them to collect photos in the CS hall. The volunteers can choose by themselves where to take photos. For each location they chose, they were requested to take 5 to 10 photos with the camera facing different directions. Meanwhile, the iMoon mobile app was configured to record Wi-Fi fingerprints and the readings of accelerometer and gyroscope while the volunteers were walking in the CS hall. The data collection started immediately after the first photo was taken, and can be stopped manually. Over a period of 3 weeks, the volunteers collected in total 2,197 photos and 4,239 groups of Wi-Fi fingerprints along 119 walking traces (referred to as data set A in Table 1 ).
After the system was initialized with the data set A, the volunteers were invited to test the indoor navigation services. During the trial period, another 355 photos and 1,181 Wi-Fi fingerprints along 31 walking traces were collected (referred to as data set B) till March 2015. Accordingly, the 3D models available at the end of March 2015 were built from the union of the data set A and B (referred to as data set C).
During September and October 2014, we collected data set D for the performance evaluation of indoor localization 7 . The data set D includes 2,220 photos taken from 185 measurement points in the CS hall. As shown in Figure 6 , the measurement points are distributed evenly across the walkable area in the hall.
We used a self-built toolkit, as shown in Figure 7a , to obtain the ground truths corresponding to the data set D. At each measurement point, we took photos and collected Wi-Fi fingerprints using the Android phone placed on the tripod. After taking one photo, the camera was rotated horizontally by 30 degrees before taking another one. More specifically, before taking the first photo at each measurement point, the camera was facing the same direction defined as the baseline direction. After that, the camera was rotated by 30 degrees to take the next photo. We repeated the process until the camera was facing the baseline direction again. At each measurement point, we collected 12 photos. Additionally, we used a laser rangefinder to measure the distance to each reference point. Given the measurements from the distance and locations of the reference points, we calculated the 7 Note that the 3D models built from the data set A were used for performance analysis in this case. actual location of the camera based on trilateration, as illustrated in Figure 7b . For each photo, the actual location and the facing direction of the camera was recorded and used as the ground truth for accuracy analysis.
Accuracy of Navigation Mesh
We built an initial 3D model of the CS hall using data set A in August 2014. Following the SfM pipeline described in Section 3.1, the initial 3D model (as shown in Fig. 8b) , which includes 253,839 3D points, was successfully built from 1,968 (out of 2,197) photos in data set A. Based on the generated 3D models and the user trajectories included in data set A, iMoon compiled a navigation mesh as described in Section 4.2. The navigation mesh is visualized in Figure 9a . For comparison, a navigation mesh generated from the initial 3D model only is also shown in Figure 9a . We can see that the pedestrian paths, especially the one along the corridor, are better reconstructed when user trajectories are used for compiling navigation meshes.
From September 2014, the initial models have been updated constantly using the photos in data set B. As illustrated in Figure 8b and 8c, the 3D models have been successfully updated to reflect a significant change of indoor layout caused by the ongoing construction work of a Subway store. The actual indoor scenes before and after the construction work started are shown in Figure 8e and 8f, respectively.
Compared with the official floor plan released in 2008 (c.f. Figure 8a) , the 3D models generated by iMoon well reconstruct the outline of the CS hall. To evaluate the accuracy of the reconstructed outline, we calculated the Euclidean distances of walls surrounding the CS hall based on the 3D models, and measured the ground truth using a laser rangefinder. After that, we calculated the distance error as defined in [23] . Specifically, the distance error for a correctly detected segment is defined as the average distance between the detected segment and its associated ground truth segment. The overall distance error, denoted by ED, is calculated below. where N is a number of correctly detected segments, and E d (si) is the distance error for a correctly detected segment si. According to the results, iMoon is able to reconstruct the outline of the CS hall with an overall distance error of 0.502 meters. Based on the 3D models built in March, 2015, iMoon compiles a navigation mesh including 215 obstacles. The navigation mesh is visualized in Figure 9b . We calculate the average location error of obstacles according to Eq. (3). Denote the coordinates of an obstacle in the mesh by (xi, yi), and its actual coordinates by (Xi, Yi), the average location error of obstacles, denoted by E obstacles , can be calculated as
where N is the number of obstacles. For the navigation mesh generated from the 3D models available in March, 2015, its average location error is 0.78 meters, which indicates a reasonably high accuracy of the navigation mesh.
Our experiment results have shown that the data set A, which includes 2,197 photos collected from locations that are nearly evenly distributed in the area, is enough to build a 3D model of the CS hall with reasonably good quality. Concerning the complexity of indoor structure and the diversity of indoor scenes, the number of photos needed for building a good-quality 3D model varies with indoor environments. Furthermore, the quality of 3D models depends also on the manner of data collection, including where to take photos and what to be captured by the photos.
To analyze the impact of data collection, we sampled the photos in data set C in 5 different ways, and compared the results of the 3D models built from each subset accordingly. The 3D models created from all the photos in data set C was used as the baseline. First, we grouped the photos by location and facing direction, and then evenly selected 50% of the photos. The set of sampled photos is referred to as Sample 1. Similarly, we evenly sampled 25% of the photos from data set C to form Sample 2. Compared with the data set C, the photos in Sample 1 and Sample 2 were taken with lower density but still trying to cover the whole space. To emulate the data collection in a more random manner, we also built Sample 3 an Sample 4 by selecting 50% and 25% of photos from data set C randomly, regardless of location or facing direction. In principle, in order to use as few photos as possible for building 3D models while maintaining the performance of localization, the input photos are expected to have as little overlap as possible while having sufficient common features to be matched. Depending on various factors such as the settings of the cameras and the texture of the walls, it is not possible to tell exactly how many photos are needed. For comparison, we manually selected 20% of the photos from data set C by removing photos that captured similar scenes. The selected photos form Sample 5.
The number of 3D points generated from the 5 samples are listed in Figure 10 . From the figure we can observe that as less photos are used for 3D modelling, the output 3D models are more prone to be fragmented, which is clearly illustrated in cases where Samples 2, 3, and 4 are used as input. On the other hand, the 3D models built from Sample 1 remain almost as intact as the ones from data set C, from fragmentation perspective. Compared with the largest 3D models generated from Samples 3 and 4, the biggest 3D model created from Sample 5 contains more 3D points. This is because the scenes captured by different photos in Sample 5 are expected to have less overlaps. The impact on the density of 3D points will be discussed in Section 5.4.3.
Performance of 3D-model-based Indoor Localization
We measured the performance of indoor localization with four metrics, namely, hit rate, location error, direction error, and response delay. Hit rate refers to the percentage of measurement points that can be located. When there is a hit, the accuracy of the result is measured with location error, and direction error if the result includes also user's facing direction. The location error calculates the distance between the estimated location of the measurement point and the ground truth, while the direction error measures the angle offset from the actual facing direction. Additionally, response delay measures how much time it takes for the server to return the result. Note that the response delay of indoor localization depends on the computation complexity of the localization algorithm under test, as well as the computing power of the computing infrastructure in use.
iMoon combines Wi-Fi fingerprinting with image-based localization to achieve fast while accurate indoor localization. To provide an objective comparison with the stateof-the-art, we provided a reference implementation of the image-based localization (abbreviated as Image). The reference implementation of Image applies Breadth-first Search (BFS) to select candidates for feature matching, and tries to search through the whole 3D point cloud instead of selected partitions to get the best possible result. Both iMoon and the reference implementation of Image were tested with the 3D models built from the photos in data set A. In addition, to provide a comparison with the Wi-Fi fingerprinting based approaches, we utilized the Wi-Fi fingerprints included in data set A to implement a standalone Wi-Fi fingerprinting solution (abbreviated as Wi-Fi). We then used data set D to test the performance of both iMoon and Wi-Fi. The experimental results are presented in the following subsections.
Hit Rate
If a valid location can be returned by the localization algorithm, we consider the input as a matching input for the algorithm; otherwise, it is considered as a non-matching input. In data set D, 12 photos and the associated WiFi fingerprints were collected from each measurement point. If at least one of the 12 groups of data was considered as matching input, we count the corresponding measurement point as a locatable point. The hit rate is calculated as the number of locatable points divided by the total number of measurements points.
In Table 2 we compare the hit rate among iMoon, WiFi, and Image. In general, the hit rate is reasonably high in all the three cases. Compared with Wi-Fi, the two image-based schemes (i.e., iMoon and Image) fail to locate around 5% of the measurement points. This is because of the changes of indoor scenes occurred after the initial 3D model was built. Compared with the corridor, the layout of the cafeteria and the library changed more frequently, which explains the relatively low hit rates in such areas. Furthermore, Image also achieves slightly higher hit rate than iMoon. This is because iMoon only selects a subset of model partitions for feature matching in order to lower the Photos taken by different users at the same place may cover different scenes, due to the user's facing direction and the configurations of the camera such as focal length. If the photo includes mostly the texture-less scenes, e.g., white walls, it is very likely that not enough distinguishable features can be used for feature matching. Thus, most likely, these photos will become non-matching inputs. Because our measurement points are distributed evenly in the CS hall and 12 photos facing different direction were taken at each point, it is inevitable that a certain number of photos were taken with the camera facing texture-less scenes. Two examples are shown in Figure 11a and 11b. Those photos provide much less features compared with the example of matching input shown in Figure 11c . This also explains why the experiment in the library has higher percentage of measurement points with more matching inputs than in the corridor, as shown in Figure 12 . In practice, if the first photo taken by a user is a non-matching input, iMoon will request the user to face a different direction and then take a new photo for another try. When people try to locate themselves, they will very possibly take photos of distinguishable scenes instead of plain walls. Thus, the number of matching inputs can be expected to be higher in real cases.
Accuracy
As explained previously, we collected ground truth of locations and facing directions using own developed toolkit, and evaluated the accuracy of indoor localization based on the ground truth and the estimated location and facing direction (if available). As shown in Figure 13a and 13b, the accuracy of iMoon is very close to that of Image. In both cases, for at least 90% of the valid inputs, the location error is less than 2 meters, while the direction error is less than 6 degrees. Similar to the hit rate (cf. Table 2), the accuracy of Image is slightly different from that of iMoon, due to the pre-filtering of model partitions used in iMoon. (e) Figure 15 : Location and facing direction errors in the cases where a whiteboard was brought into the scene and then moved towards the camera.
The result of Wi-Fi does not include an estimate of the facing direction. The location error of Wi-Fi is less than 5 meters in approximately 70% of the test cases and less than 10 meters in 90% of cases. Obviously, the accuracy of Wi-Fi is relatively low, compared with the image-based approaches. On the other hand, because the hit rate of Wi-Fi is higher, it is reasonable to fall back to the coarse locations provided by Wi-Fi fingerprinting, when the system fails to obtain a more accurate location based on photos.
Robustness
To investigate the impact of the input for 3D modelling on the accuracy of localization, we chose the 3D models built from data set C as a reference, and built another two models from Samples 1 and 5, respectively, for comparison. We chose the library as the testing environment, and selected the related photos from data set D for test.
As illustrated in Figure 14 , the system achieves higher accuracy with the reference model than the ones built from Samples 1 or 5 8 . Recall that more test data become matching inputs with a denser point cloud, as shown in Figure 12 . Hence, we can conclude that the positioning accuracy increases with the density of the point cloud. Nevertheless, the density does not increase if less photos are used for building the point cloud.
Objects like whiteboards and chairs may appear (disappear) or move around frequently in the building after the 3D models are built. Additionally, people may accidentally show up in front of the camera when photos are taken for localization. To evaluate how the localization accuracy is affected, we conducted a set of tests where we brought a whiteboard to the library and moved it towards our camera slowly, trying to block the whole camera view gradually. We took 18 photos from the same location while the whiteboard was moving as described in Figure 15a -15c. After that, we used iMoon to locate the camera with each of these photos. With 17 out of the 18 photos, iMoon successfully identified the location with comparable accuracy, as shown in Figure 15d and 15e. iMoon failed to locate the camera only when the photo captured nothing more than the whiteboard. The localization accuracy remained at the same level as far as the location was successfully identified. 8 The indoor navigation system performs better than average in the library, because the scenes in the library are more distinguishable than the corridor for example. That is why the results in Figure 14 are better than the ones shown in Figure 13a . 
Response Delay
We deployed iMoon on a server equipped with an Intel Xeon processor E5-2650 (8-core, 2.6GHz), 64GB RAM, and a Tesla K20C GPU. We measured the response delay using data set D as input, and compared the results between iMoon, Wi-Fi, and Image. Note that the testing data set includes both matching and non-matching inputs from the perspective of localization. Figure 16a shows that the response delay of Wi-Fi is less than 0.6 s for 87% of the input. For Image, as presented in Figure 16b , it takes more than 40 s to generate a response (including the time spent in loading the 3D models). The loading time increases with the size of 3D models. According to our experiment, the loading time can be ignored for a 3D model built from less than 300 photos. However, it takes as long as 35 s to load a 3D model built from 2,000 photos. Excluding the loading time, 41% of the tests take around 15 s to complete the process of feature matching and camera pose estimation, while the rest of the tests take longer time due to selecting more images for matching.
iMoon supports 3D model partitioning and fingerprintbased partition selection. As shown in Figure 16c , the response delay, including loading time, is decreased to 4 s for 73% of the tests when each model partition contains features extracted from less than 100 photos. The response delay excluding the loading time is on average 3.85 s with standard deviation of 1.5 s. Note that the response delay can be further decreased by utilizing more powerful machines.
Summary
From the experiments and analysis presented above, we can reach the conclusion that it is feasible to build a 3D-model-based indoor navigation system with reasonably high performance, using only the photos and sensor data collected from smartphones. The quality of 3D models, nevertheless, is affected by multiple factors, including the number of photos used for generating the 3D models, and the coverage and the facing direction of the input photos. Although the coverage of crowdsourced photos may be limited to certain areas of interest, with more and more photos becoming available, there is an increasing chance of producing high-quality 3D models for the purpose of indoor navigation. Furthermore, the accuracy and response delay of iMoon are decent and acceptable compared to the state-of-the-art.
DISCUSSION AND FUTURE WORK
Varying quality of crowdsourced data. Although crowdsourcing provides a relatively cheap way of collecting data, there is always an uncertainty in the quality of the available data. In other words, it is hard to know in advance how much data contributed by the crowd is actually usable. For example, in places of interest, people are usually much more interested in taking photos of landmarks rather than ordinary scenes like white walls. This can be observed from photos available on Internet photo sharing websites like Flickr and Instagram. As a result, the crowdsourced photos may not cover every corner of the space of interest, which means the 3D models generated from the crowdsourced photos may have "holes" in them and some models may be disconnected from each other, causing the fragmentation issue. Although iMoon can still provide indoor navigation with slightly compromised accuracy using "non-perfect" 3D models, it is worth investigating incentive schemes that would encourage and guide users to provide data for fixing the "holes". Developing such an incentive scheme is part of our future work. We will also investigate the feasibility of utilizing crowdsourced user trajectories for connecting 3D models in order to solve the fragmentation issue. We believe that with these new features, iMoon will be able to provide increasingly better service.
Tracking user trajectories using non-perfect maps. In navigation mode, once the initial location is identified, iMoon starts tracing users using the motion sensors on smartphones, whereas for the purpose of trace calibration users are still requested to take photos while making turns. It is possible to track users based on the sensor data only. An example solution is particle filtering based dead reckoning [15, 25] . The challenge to such solution comes from the fact that the navigation meshes built from crowdsourced data may not be complete or 100% accurate. This issue should be taken into account while applying the existing algorithms for indoor navigation based on crowdsourced maps.
Combination of latency-constrained and computeintensive operations. Generally, building 3D models requires heavy computation. Compared with 3D modelling, calculating locations or generating navigation instructions demands less computing power, whereas it is much more sensitive to delay. To meet the requirements of low latency and computing power, we propose to deploy iMoon in a hybrid cloud infrastructure. For example, the initial 3D models are first generated on public clouds, like Amazone EC2, which have more computing power, and then transferred to a private cloud that is much closer to the end users. After that, the real-time navigation services will be provisioned from the local cloud, e.g., a cloudlet [28] or a Nokia RACS server.
Measurement of user experience. In the future, we will deploy iMoon using hybrid cloud infrastructure in more dynamic environments such as shopping malls, and evaluate the performance of iMoon in realistic scenarios. We plan to conduct a survey between test users and ask them to score the system from the perspective of user experience, including the accuracy, response delay and user-friendliness of the services.
Utilizing text and sign information from crowdsourced images. We plan to extend our system to support descriptive search, e.g., by place name or room num-ber. Photos taken from indoor environment usually contain signs and descriptive texts, it makes sense to utilize such information for place search to improve usability. We plan to apply sign recognition and optical character recognition techniques to extract information from the input photos. If a sign or word is detected from a photo, we can first acquire pixel coordinates of the sign/word in the photo. Then, a set of features can be extracted from the photo. By comparing the coordinates of each feature point with the photos of the recognized sign/word, the closest feature point to the sign/word can be found and set as the location of the sign/word in question.
RELATED WORK
3D-Model-based Indoor Mapping. 3D modelling has been widely used for indoor mapping. Conventionally, 3D models for indoor mapping are generated from the data captured by laser scanners and/or depth cameras through war-driving. For example, the system presented in [23] obtained 3D point cloud of indoor environment from laser scanners positioned in multiple locations, and extracted 2D floor plan from the 3D point cloud. KinectFusion [21] implemented real-time 3D surface reconstruction of room-sized scenes based on the depth data streamed from a moving Kinect sensor. The recently developed SLAM (Simultaneous Localization and Mapping) based indoor mapping tools, such as Google Cartographer and Xsens Scannect [6] , are equipped with inertial measurement units in addition to laser scanners and depth cameras. The Cartographer-like backpack systems can automatically create floor plans when the backpacker-wearers walk inside the buildings.
Differently from SLAM, SfM techniques enable 3D modelling of indoor and outdoor environments using unordered 2D photos. These photos can be taken by ordinary devices like smartphone cameras. Based on SfM, Agarwal et al. [3] constructed 3D models of Rome city from 150K photos found from Internet photo sharing sites. Furukawa et al. [11] used SfM and multi-view stereo for reconstructing and visualizing an entire house interior. Previous work has also tried to solve the technical issues, such as the disconnection of the photobased 3D point clouds [20] and the connection of wall segments based on motion sensor data [12] . iMoon also adopts SfM for 3D modeling of indoor environments. Depending on the input, the generated 3D models may not contain all the pedestrian path information. iMoon solves this issue by complementing the 3D models with crowdsourced user trajectories.
Indoor Localization and Navigation. Previous work has proposed to utilize fingerprints of Wi-Fi [4] , magnetic field [7] , Bluetooth [5] for finding locations in indoor environments. Fingerprinting-based approaches require a training data set comprising measurements at known locations in the space of interest. Since labelling fingerprints is labourintensive, Zee [25] proposed automatic inferencing of location based on the combination of inertial sensor information and the constraints imposed by the map. The inertial sensor information was collected while simultaneously performing Wi-Fi scans. Similarly, Nguyen et al. [22] applied dead reckoning approach to track users in indoor environment. Due to the error accumulation of the dead reckoning approach, Nguyen et al. utilized active learning for automatically identifying strategically important locations which should be labelled manually. Rather than manually labelling Wi-Fi fingerprints, iMoon utilizes random photos taken along user trajectories for automatic calibration, utilizing the feature of image-based localization.
Image-based localization system with the use of 3D SfM model allows users to locate themselves by simply taking photos from where they are. Photos are localized with high accuracy based on image feature matching and camera pose estimation. However, this process is slow due to heavy computation. To accelerate this process, Lu et al. [19] proposed to use the visual words and the approximate nearest neighbour methods. Similarly, Sattler et al. [27] proposed a framework for efficient 2D-to-3D matching based on visual vocabulary quantization and a prioritized correspondence search. Differently from the previous work, iMoon utilizes Wi-Fi fingerprints instead of image features for reducing the search space, taking the advantage of fast response of Wi-Fi fingerprinting and high accuracy of image-based localization.
In addition to location, a walking direction of user is also useful for creating and updating navigation instruction. Google Project Tango development kit 9 combines 3D motion tracking with depth sensing to allow mobile devices to know where it is and how it moves through the space. WalkCompass [26] detected the walking direction within a few steps using sensors available on smartphones, while Husen et al. [14] employed a dense Wi-Fi infrastructure to determine the orientation. In our work, user's facing direction is considered to be the same as the facing direction of the smartphone camera, and is obtained from the camera pose provided by image-based localization.
Regarding navigation instructions, a conventional 2D map based navigation system provides instructions including abstract paths [29] and texts [16] . With image-based 3D models, iMoon is able to generate navigation instructions that include visual hints. In practice, iMoon shows what the user is expecting to see in front by selecting photos from the input of 3D models based on user's position and facing direction.
CONCLUSION
We presented iMoon, a low-cost and whole-system solution for indoor navigation in this paper. iMoon is partially built on top of several existing techniques, e.g., SfM and fingerprinting. Nonetheless, iMoon brings new functions and addresses several technical challenges to enable mobile crowdsensing-based indoor navigation. It utilizes crowdsourced photos to build the 3D models of the indoor space of interest, and detects pedestrian paths from crowdsourced user trajectories. It also enables fast localization by taking advantage of the high hit-rate and low response delay of WiFi fingerprinting. The new elements introduced into iMoon make it functional and perform well, as demonstrated in the field study. iMoon would be a good primer for any system considering providing indoor navigation services based on crowdsourced photos and sensor data.
