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Resumo
Este trabalho apresenta um mecanismo e algoritmo para criar checkpoints e au	
mentar a con
abilidade de DPC O mecanismo proposto permite a criacao de
checkpoints distribudos e a recuperacao de objetos DPC na ocorrencia de falhas
Ao 
nal e apresentada uma analise de futuros trabalhos
Abstract
This work presents a mechanism and algorithm to create checkpoints and increase
the reliability of DPC This mechanism allow the creation of distributed check	
points and the recovery of DPC objects when a fault occurs Finally the future
works are introduced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  Introducao
Um dos servicos mais comuns em tolerancia a falhas e a recuperacao do sistema de software
para um estado consistente JAL	
 A recuperacao de erros que restaura o sistema para
um estado consistente e um passo essencial para suportar tolerancia a falhas

Em sistemas uniprocessados quando um erro e detectado a recuperacao deste nao e
uma tarefa difcil
 Uma abordagem possvel para este problema e o uso de tecnicas de
recuperacao de erros por retrocesso SIN	
 Checkpoints ou pontos de recuperacao sao
estabelecidos periodicamente durante a execucao normal do processo atraves do salvamento
de todas as informacoes necessarias para recomecar o processo armazenadoas em um
meio estavel
 A informacao salva inclui o valor das variaveis do processo seu ambiente
informacoes de controle valor do registradores etc

Quando um erro e detectado o processo e recuperado para um estado previamente
salvo atraves da recuperacao do ultimo checkpoint armazenado do processo que falhou

No caso do nodo falhar a restauracao do estado pode ocorrer depois que o nodo falho
tenha sido reparado ou atraves da realocacao migracao do objeto para um nodo apto a
continuar sua exeucao

Em sistemas distribudos quando existem multiplos processos em comunicacao o es
tabelecimento de checkpoints e rollback do sistema nao e uma tarefa trivial
 A principal
diculdade se deve ao fato de que o estado do sistema agora inclui os estados de diferen
tes processos que estao executando em diferentes nodos
 E o evento de estabelecer um
checkpoint e uma acao que pode ser executada em cada nodo somente para seus dados
locais para sistemas distribudos considerase o checkpoint de um nodo como todas as
informacoes de todos os processos que estao executando no nodo
 Cada nodo pode esta
belecer um checkpoint localmente em determinado instante de tempo mas nao existe um
metodo direto para estabelecer um checkpoint ao mesmo tempo de todos os diferentes no
dos para capturar o estado atual do sistema em uma instancia de tempo
 Esta necessidade
de uma visao global requer que algum outro metodo seja empregado para estabelecer um
checkpoint global do sistema

Um metodo simples de criacao de checkpoints assncrono SIN	 poderia fazer com
que cada nodo estabelecesse um checkpoint independentemente e a colecao destes check
points ser tida como um checkpoint global do sistema
 Intuitivamente podese ver que
num sistema com processos em comunicacao isto nao pode ser considerado como um es
tado valido para que o sistema possa ser restaurado pois as mensagens trocadas entre os
processos podem nao estar apropriadamente reetidas neste estado

Outro metodo para a criacao de checkpoints seria manter um conjunto consistente de
checkpoints SIN	 sendo que cada processo tomaria seu checkpoint apos cada envio de
mensagem
 Desta forma o conjunto dos checkpoints mais recentes estara sempre consis
tente
 Porem este metodo pode resultar em mensagens orfas e consequentemente em
um estado inconsistente do sistema
 Alem disto este esquema necessita que a operacao
de enviar ou receber uma mensagem e a criacao de checkpoints constituam uma operacao
atomica

Atualmente os sistemas distribudos tem sido amplamente utilizados nos sistemas de
computacao em geral
 Este fato devese principalmente a grande difusao do uso de redes
de computadores
 O objetivo do uso destes sistemas e prover um aumento consideravel
no poder de processamento pois sua estrutura e basicamente a seguinte varios processos
executam em processadores diferentes ou iguais e comunicamse atraves de mecanismos
como por exemplo a troca de mensagens buscando resolver algum problema em conjunto

Como o uso dos recursos do sistema tornase mais intenso tambem aumenta a possibilidade
de ocorrencia de falhas
 Alem do aumento do poder de processamento e da possibilidade de
falhas o uso de processamento distribudo com varios nodos executando ao mesmo tempo
cria uma situacao de redundancia o que pode ser utilizado para aumentar a conabilidade
do sistema
 Um no da rede pode ser substitudo por outro em caso de crash bem como
processos que estejam executando neste no falho podem ser disparados e recuperados em
outros nos

Tecnicas de tolerancia a falhas sao utilizadas neste sentido visando detectar erros
produzidos por falhas e recuperalos levando o sistema para um estado anterior consistente
restaurando seu contexto
 Para isso fazse uso de tecnicas de recuperacao de erros que
consistem em mecanismos que garantem uma recuperacao transparente nita e consistente
cujo objetivo e recuperar a computacao feita pelos processos que falharem

O presente artigo aborda na secao  a linguagem DPC explanando suas principais
caractersticas
 A secao  consiste do modelo distribudo utilizado pelo DPC
 A secao
 traz a denicao de estado global consistente de um sistema distribudo
 A secao  consiste
da descricao do modelo de checkpoints
 A secao  traz uma conclusao sobre o artigo

 A Linguagem DPC
Processamento Distribudo em C DPC e uma linguagem para programacao dis
tribuda orientada a objetos baseada em C


E uma linguagem de proposito geral que
dispoe de recursos que visam facilitar a programacao de grandes sistemas
 No entanto sua
principal area de atuacao sao aplicacoes que necessitam de concorrencia para melhorar seu
desempenho pois possui recursos para distribuicao de tarefas

As caractersticas de orientacao a objetos de DPC sao as herdadas do C
 In
clusive a sintaxe dos programas e a mesma
 Porem em DPC foi introduzido um novo
tipo de classe a classe dos objetos distribudos
 Em CAV	 sao encontradas outras
consideracoes e restricoes da linguagem DPC

A simplicidade da escrita de aplicacoes distribudas e garantida pelo uso de recursos de
manipulacao do ambiente distribudo provido pelo preprocessador DPC
 Este gera o
codigo que sera submetido ao compilador C

O mecanismo de comunicacao utilizado e o de sockets datagramas  UDP
 Este me
canismo nao oferece controle de uxo controle de erros e nao e orientado a conexao

No entanto o uso deste protocolo de comunicacao e mais simplicado e permite um de
sempenho melhor do sistema com conabilidade aceitavel quando empregado em redes
locais MID SAN	

Segundo CAV	 uma das principais vantagens desta linguagem e que ela concilia as
facilidades da programacao orientada a objetos com a obtencao de melhores ndices de
desempenho na execucao do programa o que e possvel atraves da execucao distribuda da
aplicacao

Os conceitos basicos de orientacao a objetos sao aplicados ao modelo DPC onde
encontrase objetos que encapsulam todas as suas propriedades dados memoria interna
e funcoes metodos
 A execucao de programas e feita invocandose metodos dos objetos
atraves do envio de mensagens
 Ainda no modelo DPC e explorada a concorrencia de
execucao entre objetos utilizandoos em sistemas distribudos

 O Modelo Distribudo
A linguagem DPC utiliza como modelo base de objetos distribudos a execucao da
funcao destes em uma rede de processadores homogeneos onde cada nodo pode suportar
n objetos distribudos executando sendo este numero limitado apenas pela capacidade
de memoria local disponvel
 Um escalonador e responsavel por compartilhar o uso do
processador entre os objetos

  Diretorio

E o objeto central do modelo porem sua estrutura e semelhante a dos objetos distribudos

Sua tarefa e realizar o controle dos objetos do programa do usuario e da carga de processa
mento de cada nodo
 Nele sao centralizados os pedidos de criacao de objetos distribudos
e e decidido onde instanciar o objeto de acordo com as taxas de processamento de cada
nodo

Existem objetos auxiliares para o controle do processamento os chamados objetos
espioes
 Em cada nodo da rede e instanciado um objeto deste tipo e sua estrutura e
igualmente semelhante a dos objetos distribudos
 Sua funcao e contabilizar a carga com
putacional do nodo onde se encontra

O Diretorio mantem uma tabela da carga computacional dos nodos que e atualizada
regularmente atraves de solicitacoes aos objetos espioes sobre a carga de processamento do
seu nodo
 Entao no momento da criacao dos objetos esta tabela e consultada e o nodo que
apresenta a menor carga e selecionado para instancialo
 Por outro lado o programador
pode denir um nodo especco para a instanciacao de um objeto distribudo
 Neste caso
o sistema ativa o objeto sem consultar a carga de trabalho do nodo

O objeto Diretorio manipula ainda uma tabela de controle dos objetos distribudos

Nesta tabela encontramse informacoes relativas a cada objeto como identicacao dos
objetos criados atraves da qual sao enderecadas as mensagens identicacao do objeto
que requisitou sua criacao e o nodo onde esta instanciado

  Objetos Distribudos
O objeto distribudo e no modelo proposto a unidade basica de execucao
 O esquema
deste objeto e apresentado na gura 
 Neste esquema e possvel distinguir os metodos e o
estado interno do objeto como e encontrado nos objetos implementados pelas linguagens
sequenciais tradicionais consistindo respectivamente nos servicos prestados pelo objeto e
nos seu conjunto de dados privados
 O novo elemento introduzido e a interface de acesso
sendo sua funcao possibilitar que o objeto distribudo receba invocacoes de servicos e envie
retorno de resultados

A interface de acesso possui um servidor de mensagens e um elemento responsavel pela
ativacao dos servicos solicitados o elemento de Delegacao
 O servidor de mensagens e res
ponsavel pela comunicacao do objeto distribudo realizando a manipulacao de mensagens
que chegam ao objeto e enviando mensagens contendo respostas
 As mensagens recebidas
consistem em invocacoes de metodos e sao armazenadas em uma la para atendimento

Este servidor identica atraves da mensagem o objeto originador possibilitando o envio
de respostas

O elemento de delegacao ativa os metodos invocados pelas mensagens recebidas
retirandoas da la de mensagens
 As invocacoes sao tratadas na sua ordem de chegada e
MØtodos
Objetos locais
Interface de
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Servidor de Mensagens
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Figura  Objeto Distribudo

apenas uma invocacao e tratada em determinado instante

Um objeto distribudo e composto basicamente por tres partes
  Metodos o conjunto de metodos corresponde a implementacao de todos os servicos
oferecidos pelo objeto

  Estado interno o estado interno ou memoria e composto pelo conjunto de dados
manipulados pelo objeto
 Estes dados nao podem ser referenciados diretamente por
outros objetos distribudos pois sao considerados locais

  Interface de Comunicacao e atraves desta que o objeto recebe as mensagens de
invocacao dos seus metodos
 A interface e ligada diretamente a rede de comunicacao
e e enderecada pelo identicador do objeto
 Sua funcao e organizar as mensagens
recebidas por ordem de chegada ativar os metodos correspondentes e se necessario
enviar mensagens com respostas as solicitacoes recebidas

	 Estado Global Consistente de um Sistema Distribudo
Em sistemas distribudos um evento pode ser uma transicao espontanea de estado ou o
enviorecebimento de uma mensagem feitos por um processo BEL	
 Podemos portanto
representar um dado evento   como  p t e onde p e t designam respecivamente o processo
e a data de execucao de uma dada instrucao e
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A gura  mostra a ocorrencia de eventos na linha de tempo de dois processos denotados
por pontos
 As setas representam mensagens trocadas entre os processos e o estado global
em determinado instante e representado pelos cortes verticais c e c
C C’
Figura  Estado global consistente e inconsistente

Informalmente um corte estado global e consistente se nenhuma seta comeca a direita
do corte e termina a esquerda deste
 Esta nocao de consistencia induz a observacao de que
uma mensagem nao pode ser recebida antes de ser enviada
 Por exemplo os cortes c e c
na gura  sao estados consistente e inconsistente respectivamente


 Descricao do Modelo de Checkpoints
A facilidade oferecida pelo ambiente de programacao DPC para criacao de aplicacoes
distribudas leva a uma situacao onde mais recursos do sistema sao utilizados simulta
neamente o que eleva a possibilidade de ocorrencia de falhas
 Portanto e totalmente
justicavel e ate desejavel que haja a inclusao de algum mecanismo de tolerancia a falhas
que aumente a conabilidade dos programas
 Um exemplo de aplicacao onde ha necessi
dade de maior conabilidade sao os sistemas de longo tempo de execucao nos quais uma
falha pode fazer com que o sistema tenha que ser executado novamente desperdicando
tempo de processamento

Em aplicacoes cientcas e comerciais a execucao do programa que foi interrompido por
uma falha tem de ser executado do incio novamente
 Como resultado as aplicacoes sao
terminadas apenas se ha um intervalo de tempo sem falhas longo o suciente para que elas
processem ate o nal ZOM	
 Foi demonstrado em outros estudos que o tempo medio de
execucao de um programa na presenca de falhas cresce exponencialmente com o tamanho
do programa
 A utilizacao de checkpoints faz com que o tempo medio de execucao de um
programa cresca linearmente com o tamanho do programa ZOM	

Para aumentar a conabilidade das aplicacoes DPC foi escolhida a tecnica de che
ckpoints e rollback recovering por sua simplicidade de implementacao e pela generalidade
que oferece sendo que a biblioteca utilizada para a criacao dos checkpoints e a libckpt
descrita com detalhes em PLA	

Entao para aumentar a conabilidade dos aplicativos DPC criouse um algoritmo
para a criacao de checkpoints
 Este algoritmo deve garantir que nunca um ponto de re
cuperacao criado possa ocasionar a perda de mensagens
 Como o comportamento dos
programas DPC e bem denido e a troca de mensagens restrita objetos distribudos
podem invocar metodos de outros objetos ou receberem pedidos de metodos e respondelos
sem que seja possvel alterar o estado de um objeto de outra forma so trocando mensagens
nestas ocasioes e possvel a criacao de checkpoints consistentes entre objetos distribudos
criando a cada mensagem enviada um ponto de recuperacao no objeto emissor e no objeto
receptor

Considerase que o meio de transmissao e conavel o suciente para garantir que todas
as mensagens enviadas pelo nodo origem sao corretamente recebidas pelo nodo destino

A deteccao de falhas ocorre atraves de mecanismos de timeout utilizados na troca
de mensagens entre objetos sendo que o Diretorio verica o status dos objetos mediante
requisicao e os recupera se necessario

Para que o problema da perda de mensagens nao ocorra pois o protocolo UDPIP
nao o garantira serao criados pontos de recuperacao sempre que dois objetos trocarem
mensagens para invocacao de metodos e para retorno de resultados
 O procedimento
ocorrera da seguinte forma

 p envia mensagem de solicitacaoretorno para p

 p cria seu checkpoint

 p espera pela conrmacao de p

 se p nao recebe conrmacao em determinado tempo timeout entao
a solicita ao Diretorio status do objeto p
b se p esta morto e entao recriado pelo Diretorio e restaurado a partir do seu
ultimo ponto de recuperacao
i
 o Diretorio retorna o novo endereco de p para p que esta aguardando mais
uma informacao sobre o ultimo checkpoint de em q
ii
 a partir desta informacao recebida p determina qual a proxima acao a ser
executada
c senao p volta para 

 senao
a p envia conrmacao para p
b p prossegue execucao normalmente
Paralelo a este procedimento no objeto p 

 p espera por uma mensagem de solicitacaoretorno de p

 p recebe uma mensagem de solicitacaoretorno e cria seu checkpoint

 p envia uma mensagem de conrmacao para p

 p espera por uma mensagem de conrmacao de p

 se p nao recebe conrmacao em determinado tempo timeout entao
a solicita ao Diretorio status do objeto p
b se p esta morto e entao recriado pelo Diretorio e restaurado a partir do seu
ultimo ponto de recuperacao
i
 o Diretorio retorna o novo endereco de p para p que esta aguardando mais
uma informacao sobre o ultimo checkpoint de p
ii
 a partir desta informacao recebida p determina qual a proxima acao a ser
executada
c senao p volta para 

 senao
a p prossegue execucao normalmente
A informacao sobre o ultimo ponto de recuperacao de um objeto e um indicativo do
checkpoint criado imediatamente antes da falha deste objeto signicando se foi criado apos
o envio ou o recebimento de uma mensagem
 Com esta informacao e possvel determinar
se
  ha necessidade de retransmitir a mensagem ou
  e preciso esperar pela retransmissao de uma

Atraves desta tecnica garantimos a criacao de pontos de recuperacao consistentes e
mantemos o estado global do sistema
 O numero de mensagens aumenta pois para cada
mensagem enviada sao necessarias duas outras de conrmacao
 As mensagens de con
rmacao ACK sao mensagens com tamanho de  byte

O algoritmo de criacao de checkpoints apresentado por KOO !	 exige um numero maior
de mensagens pois quando um processo deseja criar um checkpoint envia mensagens a todos
os processos de quem recebeu mensagens desde a criacao de seu ultimo checkpoint
 Estes
processos por sua vez executam o mesmo procedimento fazendo com que o numero de
mensagens seja bastante grande em funcao do numero de processos objetos

Diretorio
p
m1 ACK
Pp1
Falha
m2
m2 ACK
Pp2
ACK
ACK
novo p’
p’ getstat(p’)
end(p’)
Pp’1 Pp’2
rsh(p’)
Pp’1
Figura  Fluxo de mensagens entre dois objetos distribudos
A gura  ilustra o uxo de mensagens entre dois objetos p e p
 Inicialmente o
objeto distribudo p envia uma mensagem m	 ao objeto distribudo p e ambos criam seus
checkpoints
 Depois o objeto p envia uma mensagem de conrmacao ACK ao objeto p
que entao envia uma mensagem de conrmacao para p e prossegue normalmente

Apos enviar a mensagem de conrmacao para p p falha
 Quando p tenta enviar uma
mensagem m
 para p cria seu checkpoint e aguarda pela conrmacao de p
 Como p
nao responde em um determinado timeout p envia uma mensagem ao Diretorio pedindo
o status do objeto p
 O Diretorio descobre que p falhou e dispara um novo objeto da
mesma classe rshp
 Este novo objeto utiliza as informacoes armazenadas no ultimo
estado armazenado do objeto que falhou para restaurar seu contexto e continuar a execucao

O Diretorio devolve para p o novo endereco de p
 O objeto p envia novamente a
mensagem sem contudo criar um novo checkpoint e espera pela conrmacao
 p envia a
conrmacao e espera pela conrmacao de p
 Depois disto ambos os objetos prosseguem
normalmente

No DPC o objeto distribudo que recebe uma mensagem cria seu ponto de recu
peracao armazenando seu estado atual e a mensagem recebida
 Caso ocorra uma falha
nao e necessario que o objeto emissor da ultima mensagem retorne a um ponto anterior
ao do envio da mensagem
 No pior caso o objeto emissor apenas tera que reenviar uma
mensagem sem que seja necessario restaurar seu estado a partir do seu ultimo checkpoint

Assim a recuperacao de objetos e facilitada pois na maioria dos casos somente o objeto
que falhou e recuperado e restaurado

Para garantir que foram criados checkpoints tanto no objeto que envia quanto no que
recebe a mensagem foi utilizado um esquema de commit onde um objeto so prosse
gue depois de receber a conrmacao de que o outro criou um checkpoint
 A utilizacao
das mensagens de conrmacao advem da necessidade de garantir que os checkpoints fo
ram realmente criados para evitar uma recuperacao posterior do sistema para um estado
inconsistente

 Conclusao
O mecanismo apresentado para a criacao de checkpoints em DPC demonstrou ter varias
caracteristcas interessantes pois linguagens de programacao distribuda com tecnicas de
tolerancia a falhas implementadas nao sao comuns
 No DPC a utilizacao deste me
canismo e totalmente transparente ao usuario bastando que seja indicado no momento
da compilacao que e necessario o emprego do mesmo
 A utilizacao do mecanismo conse
guiu fazer com que a aplicacao suportasse falhas simples aumentando a conabilidade da
mesma
 Sem a utilizacao de um mecanismo de tolerancia a falhas a perda de um objeto
distribudo faria com que a execucao parasse e todo o processamento teria que ser refeito

A troca de mensagens e a criacao de checkpoints sao otimizados em relacao a outros
algoritmos os quais nao levam em conta particularidades das aplicacoes
 O mecanismo
proposto somente cria checkpoints apos uma troca de mensagens entre dois objetos e
assim mesmo apenas entre estes dois objetos
 Quando e necessario realizar a recuperacao
de um objeto distribudo apenas o objeto que falha e recuperado a partir de seu ultimo
checkpoint
 Os demais objetos distribudos nao precisam retornar a um ponto anterior
do processamento podendo continuar normalmente a execucao e evitando o overhead da
recuperacao de objetos que nao falharam

Futuras pesquisas podem ser realizadas nas questoes da validacao das mensagens como
canais exclusivos para conrmacao ACK ou o uso de mensagens identicadas no pro
blema da conabilidade do Diretorio no uso de objetos espioes para aumentar a eciencia
da deteccao de erros na reducao do tamanho dos checkpoints e nas otimizacoes para uso
com aplicacoes de menor granularidade
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