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Energy is one of the main challenges of the present world. Depleting 
non-renewable energy resources, increasing environmental concerns and 
increasing energy requirement provide the impetus to pursue clean renewable 
energy. The energy challenge can also be tackled to some extent by decreasing 
the energy consumption in various levels, individual to industrial scale. In this 
work, we study increasing energy savings in existing plants by retrofitting heat 
exchanger networks (HEN), which helps process industries to enhance their 
economic and environmental sustainability. 
The main aim of HEN retrofitting is to decrease the external energy used 
by increasing the heat exchange among various process streams in the existing 
plants. HEN retrofitting can be performed using the methods based on pinch 
analysis and/or mathematical programming. After a review of these methods, 
this work focuses on mathematical programming based methods to solve HEN 
retrofit problems of different sizes. First, the effect of exchanger reassignment 
strategies (ERS) on the solution of HEN retrofit problems by some 
mathematical programming methods is studied. For this, four ERS are proposed 
and tested; one of them includes a practical limit on area addition to existing 
exchangers. Single objective optimization of retrofit problems was carried out 
using integrated differential evolution to minimize total annual cost. It is 
performed using all the proposed ERS, and the ERS with a limit on area addition 
to existing exchangers is chosen for the subsequent work on multi-objective 
optimization (MOO) of HEN retrofit problems using the elitist non-dominated 
sorting genetic algorithm (NSGA-II) program in MATLAB (NGPM). MOO is 
 X 
 
performed with utility cost and investment cost as two separate objectives. The 
Pareto-optimal solutions obtained elucidate the trade-off between these 
objectives, provide deeper understanding and also help decision makers to 
choose one of them for implementation.  
HEN retrofitting involving streams with variable heat capacity flow rate 
is studied. A new continuous approach is proposed to tackle variable heat 
capacity flow rate, where the enthalpy of a stream is expressed as a cubic 
polynomial of temperature. This is then followed by testing of two constraint 
handling techniques, namely, feasibility approach and penalty function method, 
to handle constraints on minimum approach temperature in HEN retrofitting 
problems. 
To provide industrially feasible solutions, HEN retrofitting is explored 
in three different levels, based on ease of implementation in the industry. These 
levels along with MOO provide many optimal solutions for HEN retrofitting. 
Representational changes to handle multiple split branches during HEN 
retrofitting are then studied to increase the energy recovery from process 
streams. Two MOO algorithms, namely, NGPM and multi-objective differential 
evolution in R are used to solve several HEN retrofitting problems. Their 
performance is compared to find the better algorithm for solving HEN retrofit 
problems. 
The new techniques developed and the modifications to the existing 
practices in HEN retrofitting studied in this thesis are of particular interest 
because of the increasing demand for energy conservation for both economic 
and environmental sustainability of existing process plants.
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1.1 Heat Exchanger Networks (HEN) Retrofitting 
Chemical process industries are energy intensive. However, there are 
many sources of energy within the plant, which can be utilized to decrease the 
external energy requirement. If all the energy is utilized in a proper way, then 
we are on the path of achieving a self-sustainable industry where the external 
energy requirements are minimal. To achieve this, heat integration in the plant 
needs to be optimal. This thesis is on improving the heat recovery achieved 
through heat exchanger networks (HEN) in existing plants.   
Consider a typical process system shown in Figure 1.1, which represents 
a simplified version of a section of a petrochemical process. Though the process 
involves separation and reaction, from the view point of HEN, it has two hot 
streams and two cold streams. To focus on HEN, a grid diagram is used 
(Linnhoff, 1982; Shenoy, 1995). The grid representation for the same process is 
shown in Figure 1.2. In this representation, hot streams are shown by straight 
lines with arrows running from left to right and cold streams are shown by 
dotted lines with arrows running right to left. Each of the exchanger is drawn as 
a match between hot and cold streams using two circles connected by a vertical 
line. The heat load corresponding to that heat exchanger is indicated at the 
bottom of the lower circle. Each heater/cooler is shown by a single circle on a 
cold/hot process stream, with its heat load below the circle; often, utility stream 
is not shown.  
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Retrofitting refers to addition of new technology or features to the 
existing (older) systems. In case of HEN retrofitting, the new technology 
includes heat transfer enhancements. The addition of features includes topology 
modifications, area additions to heat exchangers and new exchangers. Thus, 
HEN retrofitting involves either change of topology, adding additional area to 
existing exchangers, inserting heat transfer enhancements and/or new 
exchangers.  
 
Figure 1.1 Flowsheet Showing process units with heating and cooling duties 
and stream temperatures in 0C 
 




Figure 1.2 Grid representation of the network along with exchangers, 
heater(s) and cooler(s); numbers above the lines are temperatures in 0C, and 
heat load in kW is shown below each exchanger 
In the existing industries, HEN has already been designed and is 
operational. These HENs may not be optimal for current energy cost and/or 
operating conditions may have changed, and so may be using more external 
energy. If the company is planning to increase the throughput of the plant, then 
the existing HEN may not be optimal and/or sufficient. Thus, the HEN needs to 
be modified for optimal operation. HEN retrofitting is aimed at these scenarios, 
where the existing systems are either suboptimal or do not cater to the new 
requirements of the plant. The aim of HEN retrofitting may vary with each plant 
(like minimize utility cost or minimize the investment cost under a certain level 
of utilities). This thesis considers these individual specifications while solving 
the HEN retrofitting problems. There is an increasing interest in research and 
development on HEN retrofitting in the recent years, as can be seen from the 
number of journal papers published since 1993 in Fig. 1.3. More about HEN 
retrofitting and its methods are discussed in Chapter 2. 




Figure 1.3 Trend of the number of journal papers on HEN retrofitting, 
published from 1993 to 2014 
1.2 Motivation and Scope of Work 
The motivation of this work is to decrease the energy requirements of 
existing industrial plants, thus progressing towards sustainable processes. For 
this, HEN is an important strategy to recover and reuse energy. This work aims 
to decrease the energy requirement by improving the energy recovery of the 
existing networks by retrofitting. In particular, this work focuses on the 
following in order to provide industrially acceptable solutions for HEN 
retrofitting problems. 
 Improving the reassignment of existing heat exchangers 
 Handling streams having variable heat capacity 
 Different levels of retrofitting based on ease of implementation 
 Optimization for multiple objectives 
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1.2.1 Improving the reassignment of existing heat exchangers 
To reduce the cost of HEN retrofitting, it is of utmost importance to 
utilize the existing heat exchangers in the process industry. Existing exchangers 
can be modified by either area addition or heat transfer enhancements or re-
piping or re-location. Along with these, practical limitations of the heat 
exchanger should be taken into consideration, i.e. any amount of area cannot be 
added into the existing exchanger. In this study, several exchanger reassignment 
strategies (ERS), which are likely to give near optimal assignment, are 
proposed. They also include a practical ERS to obtain industrially feasible 
solutions.  
1.2.2 Handling streams having variable heat capacity 
In the literature, while solving HEN retrofitting problems, constant heat 
capacity of process streams is often assumed, but this may not be acceptable in 
all applications. Smith et al. (2010) solved problems involving streams with 
variable heat capacity by using an interval approach, where the temperature 
range of the stream is divided into several intervals of constant heat capacity for 
calculations. In this study, a new continuous approach is employed to tackle 
variable heat capacity streams, where the enthalpy of a stream is expressed as a 
cubic polynomial of temperature. This provides a smoother variation compared 
to the step jumps of interval approach; also, this is closer to reality, where heat 
capacity changes smoothly instead of step jumps. 
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1.2.3 Different levels of retrofitting based on ease of implementation 
Solutions of HEN retrofitting problems may not be easy for 
implementation in the industries due to the level of complexities involved. To 
address this, HEN retrofitting at different difficulty levels of implementation is 
investigated. In this study, HEN retrofitting is classified into three levels. The 
first level deals with retrofitting by area addition and/or heat transfer 
enhancements in the existing heat exchangers to improve energy recovery and 
reuse. Area addition and heat transfer enhancement are relatively easy to 
implement, and so this level is referred to as simple retrofitting. Second level of 
retrofitting considers area addition/heat transfer enhancement in the existing 
exchangers and also installation of new heat exchangers; this level is referred to 
as moderate retrofitting. The third level involves structural modifications (i.e., 
relocation of existing heat exchangers) along with area addition/heat transfer 
enhancement in existing exchangers and installation of new heat exchangers. 
Since structural modifications are more difficult, the third level is referred to as 
complex retrofitting. The three levels of retrofitting provide many optimal 
solutions for comparison and analysis. 
1.2.4 Optimization for multiple objectives 
For HEN retrofitting, providing a single optimal solution may not be 
sufficient. The optimal retrofit network found may not be satisfactory for 
reasons such as its investment cost is high, retrofitted network leads to process 
control issues, and an existing exchanger cannot be relocated because of space 
problems. To tackle this issue, it is better to provide many optimal solutions 
from which one meeting practical requirements can be selected for 
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implementation. Hence, HEN retrofit problem is optimized for several 
objectives, to find many Pareto-optimal solutions with different trade-offs 
among the objectives. Two stochastic algorithms, namely, elitist non-dominated 
sorting genetic algorithm in MATLAB (NGPM) and multi-objective differential 
evolution in R (MODE-R) are used to perform multi-objective optimization 
(MOO). 
 
Figure 1.4 Outline of the thesis 
1.3 Outline of the Thesis 
The thesis has nine chapters in total. Chapter 2 of this thesis provides a 
thorough review of various studies reported on retrofitting HENs. It also 
reviews the common application problems used in the literature for evaluating 
retrofitting methods. Chapter 3 describes the structural representation used for 
HENs, and introduces four exchanger reassignment strategies (ERS). These 
strategies are then tested for three example problems using both single objective 
optimization (SOO) and MOO. In Chapter 4, HEN retrofitting problems 
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involving streams with variable heat capacity are studied. Two constraint 
handling techniques used in HEN retrofitting problems are studied and 
discussed in Chapter 5. 
Chapter 6 discusses various levels of retrofitting based on the difficulty 
of implementation in the industry. These are then tested on an industrial scale 
problem and the results are summarized. In Chapter 7, representation changes 
are studied for HEN retrofit problems to include multi-way splits on process 
streams. The representation changes are discussed, tested and results are 
summarized in this chapter. In Chapter 8, two MOO algorithms, namely 
MODE-R and NGPM are tested and their performance for HEN retrofit 
problems is discussed. The last chapter of this thesis provides conclusions of 
this work and recommendations for future work.   
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2 Literature Review 
2.1 Introduction 
Depleting energy resources, increasing environmental concerns and 
energy prices provide the impetus to improve heat integration in existing 
process plants. Recently, Klemes et al. (2013) provided an overview of recent 
developments in process integration covering topics like total site heat 
integration, mass integration, hydrogen pinch and supply chain development. 
They discussed briefly pinch analysis and mathematical programming based 
methods applied to process integration. In particular, heat exchanger networks 
(HENs) play an important role in heat integration. See Grossmann et al. (2000), 
Furman and Sahinidis (2002), and Morar and Agachi (2010) for reviews of 
papers on HEN synthesis for a new plant. In existing plants, HENs can be 
retrofitted for higher heat recovery by adding heat transfer area, using heat 
transfer enhancements to increase heat transfer coefficients and/or reassigning 
existing exchangers. Retrofitting techniques can also be used to debottleneck 
the HEN for increased throughput.  
In the past 5 years, there are 20 journal papers compared to 15 in the 
previous ten-year period: 1999-2008. This fact shows the increasing interest and 
research in HEN retrofitting. In total, there are about 60 journal papers on HEN 
retrofitting since the year 1985; however, in the past 20 years, there has been no 
review paper summarizing HEN retrofitting methodologies and their 
applications. In the past, Gundersen and Naess (1988) provided an evaluation 
of various HEN retrofit methods from an industrial perspective, and Jezowski 
(1994) provided a brief review of the HEN retrofit methods till 1993. Hence, 
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the present review covers papers on HEN retrofitting studies from the year 
1993.1 A brief summary of these studies is presented in the subsequent sections 
of this paper; it mostly follows chronological order within each section. Figure. 
1 shows many HEN retrofitting topics studied over the years. It indicates 
increasing research on graphical tools in pinch analysis based methods, and 
application of stochastic global optimization in mathematical programming 
based methods. 
Methods for retrofitting HENs can be broadly classified into three 
groups: (a) pinch analysis based methods, (b) mathematical programming based 
methods, and (c) hybrid methods. Pinch analysis based methods, as the name 
suggests, uses pinch analysis to solve retrofit problems. They employ composite 
curves, grand composite curves and/or grid diagrams to retrofit HENs. 
Heuristics play a major role in solving problems by pinch analysis (Tjoe and 
Linnhoff, 1986). Pinch analysis including energy targeting, network design and 
evolution are described in detail in both Kemp (2007) and Shenoy (1995); these 
books include a section/chapter on retrofitting of HEN. Pinch analysis methods 
for retrofitting and their applications reported from 1993 to 2013, are reviewed 
mostly in Section 2.2. 
                                                 
 
 
1 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Review of heat exchanger network 
retrofitting methodologies and their applications, Industrial & Engineering Chemistry Research, 
2014, 53, 11205-11220 




Figure 2.1 Contributions to HEN retrofitting over the past 30 years, refer to 
acronyms and text for further details. 
Mathematical programming based methods involve formulation of a 
mathematical model followed by its solution using optimization methods, and 
so they are also referred to as optimization based methods. They can be 
subdivided into two sub-groups based on the optimization methods used: those 
using deterministic optimization methods and those using stochastic 
optimization methods. Compared to the former methods, stochastic methods are 
more likely to find the global optimum for the HEN retrofit problems. Smith et 
al. (2010) Recently, Bagajewicz et al. (2013) applied a mathematical 
programming method and a pinch based method to a large retrofit problem, and 
noted the difficulties in achieving better solutions using the latter. On the other 
hand, mathematical programming based methods are popular in academia but 
much less so in industrial practice due to the difficulty of setting up the problem 
models, particularly for practitioners. Mathematical programming based 
methods for HEN retrofitting are discussed in Section 2.3. 
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Hybrid methods are the methods which make use of both pinch analysis 
and mathematical programming, in an effort to combine the strengths of both. 
They allow user interaction and can also be applied to large problems. These 
methods are discussed in section 2.4. Pressure drop considerations play an 
important role in retrofitting of HEN. Reported studies on retrofitting 
considering pressure drop constraints are reviewed in Section 2.5. Section 2.6 
discusses retrofitting HENs using heat transfer enhancements, which are 
receiving increasing attention. Five application problems used in many HEN 
retrofitting studies are presented and discussed in Section 2.7. Finally, 
conclusions of this chapter are summarized in Section 2.8.  
2.2 Pinch Analysis based methods 
In this section, HEN retrofit studies based on pinch analysis methods are 
reviewed in three subsections, namely, studies on methodology, visualization 
techniques and applications, depending on the focus of the study. In these 
subsections, method/technique and/or results reported in each of these studies 
are briefly discussed, mostly in chronological sequence. To understand the basic 
steps of pinch analysis, readers are referred to Shenoy (1995), Kemp (2007) and 
Gundersen (2013). In 1986, Tjoe and Linnhoff (1986) studied HEN retrofitting 
based on physical insights by setting targets. Retrofitting was performed by 
following the three basic rules of pinch analysis: no cold utility above the pinch, 
no hot utility below the pinch and no process heat exchange across the pinch. 
The approach allows for user interaction. The work of Tjoe and Linnhoff (1986) 
has served as the basis for many subsequent studies on HEN retrofitting. 
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2.2.1 Studies on Methodology 
Carlsson et al. (1993) proposed a retrofit approach to find the cost-
optimal solution of an HEN retrofit problem taking into account various 
parameters like heat exchanger type, space requirements, pressure drop costs, 
fouling and maintenance costs. Instead of area targeting assuming vertical heat 
exchange, criss-cross heat exchange was allowed in this work after the vertical 
heat exchange is used to get a good approximation of area requirement. Carlsson 
et al. (1993) proposed a computer based model for finding near optimum HENs, 
which includes user interface to set practical constraints (based on experience), 
taking relevant parameters into account, and an option to conduct sensitivity 
analysis. To achieve the objective, some relaxations are introduced to the 
network design rules, the most notable of which is allowing the temperature 
difference to go below the minimum approach temperature in individual 
matches. Also, the networks involving heat transfer across the pinch point are 
considered only if the amount of heat transferred from below to above the pinch 
point is the same as that from above to below, thus allowing criss-cross heat 
exchange. Carlsson et al. (1993) used their approach to solve a typical HEN 
application in the pulp and paper industry. The results reported are for two 
scenarios: one with a 7-month payback period and another with a 9-month 
payback period. Both scenarios had the same objective function (of increase in 
annual savings) but a different ΔTmin of 180C and 100C respectively. This 
problem is solved in subsequent studies; a comparison of results in these studies 
is provided in Table 2.5, and discussed later in Section 5.  
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As the HEN retrofit problems are complicated, many researchers 
attempted to reduce their complexities before solving. One such approach is 
prescreening to identify apriori solutions having certain heat recovery levels, 
which is chosen based on various investment costs. van Reisen et al. (1995) 
proposed a method for decomposition and prescreening of the HEN called Path 
Analysis. This method selects and evaluates parts of the existing HEN (potential 
to be improved), called sub-networks, while the remaining network is 
unchanged. Path Analysis consists of three stages, each dealing with an aspect 
of the HEN retrofit problem. In the first stage, sub-networks are identified based 
on energy savings. The second stage compares all the identified sub-networks 
based on savings, complexity and practicality of the network. In the last stage, 
the retrofit network is built for the selected sub-network and compared with the 
targets. As Path Analysis deals with sub-networks instead of the whole network, 
it simplifies the problem significantly. van Reisen et al. (1995) used their 
method to solve one problem from Tjoe and Linnhoff (1986). An incremental 
area efficiency targeting was utilized in solving this problem. Two solutions 
were obtained: one was identical (in terms of additional area and payback 
period) to that in Tjoe and Linnhoff (1986), and the second solution has a lower 
payback period of 1.4 years compared to 1.6 years for the first solution. The 
ranking of sub-networks in the method of van Reisen et al. (1995) is not 
completely based on savings and investment but also considers the complexity 
and practical problems. Hence, one of the disadvantages of this method is the 
difficulty to quantify the ranking of sub-networks and implement it in software. 
In a subsequent work, van Reisen et al. (1998) presented an extension to 
the Path Analysis procedure presented earlier van Reisen et al. (1995), by 
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considering structural interconnections while solving the retrofit problem. This 
is known as Structural Targeting. Using Path Analysis, the network is divided 
into many sub-networks by combination of structural units. These unities, called 
zones, must be as self-contained as possible, similar to the approach used in 
grassroot problems. Paths help to classify the zones that are better suitable to 
include structural modifications. These path based zones are further refined to 
get a practical set of refined zones. These refinements are based on plant layout, 
functionality of plant sections, temperature range of process streams, 
operational aspects, etc. The extended Path Analysis method was tested on two 
cases: an aromatic case study (Tjoe and Linnhoff, 1986) and the C3/C4 
separation section of an industrial ethylene plant. The results were generated 
very quickly, and the energy savings were from 20% to 80% of the maximum 
possible according to pinch analysis target. 
Asante and Zhu (1997) have introduced the concept of network pinch, 
which reveals the bottleneck of the existing HEN. In this paper, the network 
pinch is relaxed using process changes like flow rate, heat duty and temperature 
changes. The overall model included the process model and a linear HEN 
model, and considers all possible options for the retrofit using both HEN 
modifications and process changes similar to Zhang and Zhu (2000). This model 
was then used to retrofit a crude distillation column with preheat train. The 
model developed for solving this case study incorporated parameter changes in 
pump-around temperatures and cut-points only. The results obtained required 
less additional area with fewer new matches and lower cost. Note that process 
changes may sometimes give positive effects; but there may be negative effects 
on the downstream processes, which are not accounted for in this model.  
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Varbanov and Klemes (2000) presented a systematic approach based on 
network pinch and simple heuristics. It considers two scenarios, where the direct 
application of network pinch approach is not possible; they are retrofit 
initialization and topology modification. In certain HENs, network pinch cannot 
be identified as there is no path despite poor heat recovery. Varbanov and 
Klemes (2000) tried to improve the handling of retrofit initialization in cases of 
no network pinch, and also provided a set of topology alterations to enable 
retrofitting. This approach was then implemented on two example problems (3 
hot & 4 cold streams, and 2 hot & 9 cold streams). The results suggested 
addition of new heat exchangers to increase the energy recovery.  
Nordman and Berntsson (2001) developed a design method for HEN 
retrofit problems using pinch technology and modifying the grand composite 
curve (GCC). The original GCC has a few drawbacks for retrofitting; one of 
them is that there is no information about the existing HEN, thus giving no 
indication of changes that can be made to the network to reach optimal levels. 
To resolve these problems, eight different curves (four above pinch and four 
below pinch) have been drawn for different measures. The four curves above 
the pinch are hot utility curve (HUC), actual heat load curve (AHLC), 
theoretical heat load curve (THLC) and extreme heat load curve (EHLC). 
Similarly, four more curves are drawn below the pinch, namely, cold utility 
curve (CUC), actual cooling load curve (ACLC), theoretical cooling load curve 
(TCLC) and extreme cooling load curve (ECLC). With the help of these curves, 
complexity of changes in heating and cooling can be identified and evaluated. 
Nordman and Berntsson (2001) showed that the investment cost depends on 
where the AHLC curve is located between the THLC and EHLC curves. The 
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matrix method was used to design the network, and the obtained results were 
compared to and shown to agree with the general conclusions that could be 
drawn from the above new curves (i.e., for a certain energy saving, the total cost 
is higher when heaters (coolers) are placed at high (low) temperature).  
In another study, Nordman and Berntsson (2009) presented a graphical 
method to solve HEN retrofit problems; the method provides insights into 
various scenarios (like criss-cross heat exchange, cooling above pinch and 
heating below pinch) in the retrofit, as well as various retrofit alternatives. 
Nordman and Berntsson (2009)  used advanced composite curves proposed 
earlier in Nordmann and Berntsson (2001). In the new study (Nordman and 
Berntsson, 2009), networks which reduce the problem size (for certain level of 
heat recovery) are identified and checked for economic feasibility before the 
detailed design. The external energy consumption is decreased by improving 
heat exchange among process streams, avoiding criss-cross heat exchange, and 
correcting pinch violations (like heat transfer across pinch, cooling above pinch 
and heating below pinch). All these issues are covered in the graphical tool 
presented in Nordman and Berntsson (2009). The cost functions used in this 
graphical tool are comprehensive including cost of new exchangers, cost of area 
added and cost of piping, valves and pumps. So, the graphical tool provides a 
very good view of the feasible solutions. However, there are cases which require 
special attention like streams with different heat transfer coefficients (i.e., 
appropriate matching of streams based on heat transfer coefficients), available 
pressure drops (i.e., pumps should be installed if a stream has insufficient 
pressure), forbidden matches, preferred matches, etc. These cases are not 
handled by the graphical tool, and so the user should take care of them. The 
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advanced composite curves act more like a qualitative answer than a 
quantitative one, thus helping to screen the solutions. The graphical tool was 
tested on two applications: a petrochemical plant and a pulp and paper mill 
(Carlsson et al., 1993). A variety of solutions have been obtained for each of 
them. For the pulp and paper mill application, payback period for recovering 
the first 3-4 MW is less than 6 months, to recover 15 MW the payback period 
is about one year and to recover all the heat (i.e., 18 MW), the payback period 
turned out to be two years, showing a four-fold difference in payback periods 
between the least expensive and the most expensive solutions. These various 
solutions with different savings and investments provide many options to 
choose from.     
Li and Chang (2010) developed a pinch based retrofit method, which 
identifies the cross-pinch heat exchange and then eliminates, shifts or reassigns 
them to above or below the pinch based on general design guidelines. When the 
cross-pinch heat transfer is eliminated, this heat load is divided and transferred 
to various process streams. To minimize the number of exchangers, the 
conventional tick-off method with few changes is used. The changes are: heat 
duty of the match above pinch is to be maximized so as to exhaust heat load on 
the hot stream; if this is not possible, then the heat duty should equal the heat 
load of a cold stream. This is also done for matches below the pinch. Li and 
Chang (2010) used their new method to solve two application problems, one 
each from Linnhoff and Hindmarsh (1983), and Tjoe and Linnhoff (1986). The 
networks were retrofitted by eliminating the cross-pinch heat loads at a 
reasonably low capital cost. 
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2.2.2 Visualization Techniques 
Lakshmanan and Bañares-Alcántara (1996) discussed relative merits of 
mathematical programming based methods and pinch analysis based methods. 
Generally, the former methods for solving retrofit problems are ‘black-box’ 
type (defined as an approach where the relationship between the inputs and 
outputs are known but the internal structure is either unknown or not well 
understood). This hinders them from providing a reasonable explanation to the 
design choices provided by the program; also, the user has to decide the number 
of heat exchangers to be used in the network prior to the optimization, which 
may not be always obvious and no general guidelines are present. On the other 
hand, pinch analysis based methods applied to grassroot problems might not be 
applicable to HEN retrofit problems. There is no theoretical foundation for the 
use of minimum approach temperature for retrofit. Also, pinch targeting is based 
on area efficiency assumptions (where area efficiency is taken to be constant 
after retrofit, which need not be the case always), and so it may lead to sub-
optimal solutions.  
Also, Lakshmanan and Bañares-Alcántara (1996) proposed a 
visualization tool, namely, retrofit thermodynamic diagram (RTD), which is a 
modification of the conventional grid diagram (Linnhoff and Flower, 1978) to 
provide a concise graphical description of both the loads and the driving forces 
in the existing HEN. This tool helps to consider various possible retrofit 
scenarios and to choose the optimal one. Once RTD is developed, guidelines 
have been provided to get to the retrofit solution by inspection. These guidelines 
include load shifting, stream splitting and exchanger relocation, thus combining 
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the engineering intuition with heuristics. The RTD was used to solve two case 
studies, one each from Tjoe and Linnhoff (1986), and Yee and Grossmann 
(1991). It provided good retrofit solutions within 10 minutes (compared to 1-3 
hours in Yee and Grossmann (1991)). It is claimed that the RTD will gain 
greater industrial acceptance than the ‘black-box’ approach (Lakshmanan and 
Bañares-Alcántara, 1996).  
Lakshmanan and Bañares-Alcántara (1998) continued on their previous 
work (Lakshmanan and Bañares-Alcántara, 1996), and developed a prototype 
software program for rapid drawing and modification of the RTD. This also 
provides options for fine tuning designs based on continuous optimization (of 
areas) via a spreadsheet interface. The RTD was then used to obtain 86% more 
energy recovery for the case study in Tjoe and Linnhoff (1986). Note that the 
re-piping expenses were not considered in the objective function, and so the 
superiority of the solution depends on these costs. Using RTD for the example 
problem from Briones and Kokossis (1996), $6000 (4.3%) reduction in capital 
cost was obtained by eliminating the criss-cross heat transfer. However, for the 
case study from Asante and Zhu (1996), the additional area required in 
Lakshmanan and Bañares-Alcántara (1998) is higher by nearly 40% but the 
retrofit solution has no stream splits (compared to one in the solution of Asante 
and Zhu (1996)). For the application problem from Ciric and Floudas (1989), 
the study of Lakshmanan and Bañares-Alcántara (1998) provides the same 
energy saving as the mixed integer nonlinear programming (MINLP) solution 
but at 30% less investment cost and also a less complex solution.  
The grid diagram table (GDT) was introduced by Abbood et al. (2012) 
as an alternative tool to determine pinch points and utility targets. It is a single 
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diagram, which combines both numerical and visualization advantages (Figure. 
2.2). The Existing HEN can be shown on the GDT, which enhances the 
visualization of pinch rule violations. This was illustrated to improve the heat 
recovery in a palm oil refinery having 4 hot streams and 3 cold streams.  










(0C) 240  190  150  70  30 
H1 31.5 0.15 HOT          
H2 30 0.25 HOT          
C1 32 0.2 COLD          
C2 27 0.3 COLD          
   
∑ FCPHot - 
∑ FCPCold 
-0.15 -0.1  0.2  -0.05  
   ΔT 50 40  80  40  
   ΔHnet -7.5 -4  16  -2  
   ∑ ΔHnet  -11.5  14.0  
 
Figure 2.2 Grid diagram table of two hot and two cold stream problem, 
adapted from Abbood et al. (2012) 
2.2.3 Applications 
Bengtsson et al. (2002) used tools based on pinch technology to study 
the effects of pre-evaporation of chemo-thermo-mechanical pulp effluent and 
heat pumping in an integrated pulp and paper mill. The new tool employs 
advanced pinch curves and the matrix method. The advanced curves present the 
heat load information at the actual temperature instead of the shifted one, and 
also provide information about the configuration of the existing HEN. The 
   
22 
 
matrix method tries to find the cost optimal solution taking into account 
parameters such as distance between streams, type of heat exchangers, heat 
transfer coefficients, pressure drop and fouling. The HEN in the Skoghall Mill 
(with capacity of 550,000 tons of board per year), was studied by Bengtsson et 
al. (2002), to evaluate the tool. An investment cost of $500,000 is required for 
the process changes which yield 4.5 MW of heat above 1200C. This heat is used 
for both pre-evaporation of effluents and heat pumping to save fresh steam. The 
payback period is 1.57 and 1.44 years in the case of thermal and mechanical 
vapor recompression, respectively. Finally, it was claimed that the proposed 
tool is more advantageous in case of complex problems (Bengtsson et al., 2002). 
Matijaseviae and Otmaeiae (2002) used pinch technology methods to 
retrofit a nitric acid production plant in a petrochemical site. The process under 
retrofit has 17 heat exchangers, 2 turbines (steam and gas) and 2 compressors. 
In this case study, ΔTmin is changed from 380C to 100C, to increase heat recovery 
and thus decrease the utilities. The retrofitted network required one less heat 
exchanger and redesigning of three existing exchangers. This increased energy 
savings, and the HEN retrofit solution has a payback time of 14.5 months. 
It can be observed from the above review that many pinch analysis based 
methods try to eliminate the cross-pinch heat transfer to retrofit the HEN, and 
that the GCC needs to be improved for a better usage (including structure of 
existing HEN). Also, visualization tools are used to aid in the HEN retrofit. 
Methods developed by Bengtsson et al. (2002) and Nordman and Berntsson 
(2009) are promising, as they are able to deal with a complex industrial problem 
(18 hot & 19 cold streams) with relative ease. As will be seen in Section 7, the 
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optimal solution obtained can involve different number of reassignments or 
modifications in the existing HEN.  
2.3 Mathematical Programming based methods 
In this section, mathematical programming based HEN retrofitting 
methods are briefly described in chronological order. It is divided into two 
subsections based on the optimization methods: retrofitting using deterministic 
methods (such as nonlinear programming (NLP) and MINLP) or stochastic 
methods (such as genetic algorithm (GA) and simulated annealing (SA)), 
employed in the study. Many such studies use ‘superstructure’ (Figure. 2.3), 
which encompasses all potential exchangers and all retrofit designs possible. 
From these designs, the optimization method searches for the best network 
satisfying the given constraints.  
2.3.1 Retrofitting using Deterministic Methods 
Ciric and Floudas (1989) proposed a two-stage, five-step strategy for the 
redesign of the existing HENs. The objective function in this study is to 
minimize investment cost (of new heat exchangers, additional area and piping 
cost) for a fixed heat recovery. The level of heat recovery is selected in a way 
to reduce the amount of utilities required by the network. In the first step of the 
five-step strategy, a heat recovery approach temperature (HRAT) is selected 
either randomly or by using a targeting procedure. In the second step, utility 
cost is minimized which helps in locating the pinch points. In the third step, all 
potential matches of exchangers are considered. A retrofit model including the 
decisions about reassigning heat exchangers, purchasing new exchangers and 
re-piping is setup. The solution of this model gives the minimum modification 
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cost. In the fourth step, a superstructure is generated containing all the 
alternative network structures, and each network is solved as an NLP problem 
to minimize investment cost for the specified heat recovery. The exchanger 
minimum approach temperature is relaxed for each match and the temperature 
approach is treated as a variable greater than a specified lower bound. In the last 
step, the total profit is calculated and this loop is repeated until the stopping 
criterion is reached. The first three steps of this strategy form the first stage, a 
mixed integer linear programming (MILP) stage. The fourth and fifth steps form 
the second stage. The first stage provides the information about the structural 
aspects (reassignment and addition of area); the second stage uses this to 
formulate an NLP problem, and solves each feasible structure to minimize 
modification cost. This method was tested on the example problems from Yee 
and Grossmann (1987) and Tjoe and Linnhoff (1986). The resulting HENs have 
higher profits and lower additional area requirements. 
In another study, Ciric and Floudas (1990) proposed an MINLP model, 
which incorporates all possible network configurations including the 
reassignment of heat exchangers and area addition to existing exchangers into a 
single formulation, to solve and simultaneously optimize the network structure 
of the retrofit problem. The formulation can also be expanded to incorporate 
piping costs, heat exchanger rating equations, different type of heat exchangers, 
variable heat transfer coefficients and pressure drop considerations. The MINLP 
model was solved by applying the generalized Bender decomposition algorithm 
(Geoffrion, 1972). The objective function consists of modification costs for 
reassignment, new exchangers and re-piping. Ciric and Floudas (1990) used a 
simultaneous approach for solving retrofit problems instead of the sequential 
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approach in their earlier study (Ciric and Floudas, 1989). The simultaneous 
approach was tested on example problems from Yee and Grossmann(1987) and 
Tjoe and Linnhoff (1986). The results obtained show significant energy savings 
with a payback period of around 1.5 years.  
Yee and Grossmann (1991) presented a systematic procedure involving 
prescreening and optimization stages, for HEN retrofit. The prescreening stage 
is used to determine the economic feasibility of the retrofit. Lower bounds for 
total annual cost (of utilities, additional area and re-piping) are estimated for 
various levels of energy recovery (HRAT). These bounds are compared with 
the existing costs to evaluate potential savings. For a fixed payback period (if 
specified), feasible solutions can be selected from a plot of total annual cost 
versus HRAT. Note that the HRAT value is not fixed in the prescreening stage 
but is optimized in the optimization stage. If the prescreening stage shows signs 
of desirability, then the structural modification information is passed to the 
optimization stage. This information is used to formulate a superstructure, 
which in turn is optimized using an MINLP model to minimize the total annual 
cost. In the MINLP model, heat loads, minimum approach temperature and 
stream matching are optimized to account for the tradeoff between capital and 
energy costs. Due to the presence of bilinear terms in energy balance and 
exchanger design equations, the MINLP might not converge to the global 
optimal solution. So, simplifications were suggested to decrease the complexity 
like arithmetic mean temperature difference (AMTD) instead of log-mean 
temperature difference (LMTD). The method was then applied to different 
examples, and was shown to give optimal retrofit designs which may not be 
straightforward to identify (Yee and Grossmann, 1991). 




Figure 2.3 Superstructure for one hot and two cold streams, adapted from Yee 
and Grossmann (1991) 
Abbas et al. (1999)  used a set of heuristics to develop a novel approach 
to solve the retrofit problem using constraint logic programming (CLP). These 
heuristics were derived from the interactive retrofit method described in 
Lakshmanan and Bañares-Alcántara (1996). The following steps were 
considered while developing heuristics: ‘load shifting’ which transfers heat load 
from utilities to process exchangers by adding another shell to the existing unit, 
‘criss-cross’, and ‘addition of a new exchanger’ where a new match could create 
a load path between utilities. The CLP implementation performs ‘load shifting’ 
both before and after each modification, and it also includes stream splitting. 
This algorithm has a few assumptions like isothermal mixing of split streams 
and a priori fixed stream split ratios. The method was tested on the example 
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from Ciric and Floudas (1989), and it found a solution which had total cost 70% 
less than that of the MINLP approach (Ciric and Floudas, 1989). 
Briones and Kokossis (1999) proposed a design procedure, consisting of 
screening and optimization stages, for solving HEN retrofit problems. The 
screening stage is divided into two sub stages, namely, auditing and unit 
development stages for a particular energy recovery level. The auditing stage is 
carried out with a heat exchanger auditing target (HEAT) model. This is a 
conceptual MILP model which uses integer variables for structural changes and 
continuous variables for heat loads and area calculations. The design objective 
of this model is flexible for a variety of retrofit priorities like minimum heat 
transfer area and zero investment projects (emphasis on low investment cost). 
The unit development stage uses targets for area and modifications of an 
existing network model, an MILP model, to decide on purchase of new units, 
area addition and modifications to the existing units. The results from these 
models are used in the optimization stage, to develop retrofit hypertargets and 
retrofitted network. Retrofit hypertargets are similar to the targets provided by 
energy-area or investment-savings plot provided by conventional methods, but 
instead of curves, they employ solution streams similar to the method of 
hypertargets in grassroot designs which does not assume area efficiency and 
also includes process constraints. The hypertargets can embed capital and 
operating costs as well as costs for re-piping, pumping, instrumentation and 
auxiliary equipment. The two-stage design procedure was tested on four 
problems (Saboo et al., 1986, Ahmad and Petela, 1987, Ciric and Floudas, 1989, 
Carlsson et al., 1993), and it was found to reduce the area (needed) and also the 
cost involved compared to the solutions given by the previous methods. 
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Ma et al. (2000) proposed a two-step approach for solving HEN retrofit 
problems. In the first step, a constant approach temperature (CAT) model is 
used to optimize the structure of the HEN. The main advantage of CAT over 
other models is that the area calculations are linearized by fixing ΔT as a 
constant for all heat exchangers, and so it can be easily solved as an MILP 
problem. Thus, the solution is obtained in a smaller computational time, and 
also the possibility of solution being trapped in the local optimum is avoided. 
CAT adopts the stage-wise superstructure from Yee and Grossmann (1991). 
The exchanger areas are not explicitly considered in this model, which therefore 
requires further optimization for the network. The CAT model, due to 
linearization of area calculations, does not always give feasible solutions, but it 
gives a good network structure and drives the solution close to the global 
optimum. Taking this network structure as the initial guess, the second step 
implements an MINLP model, which includes additional variables for 
exchanger areas. This model explicitly accounts for network modifications, 
energy consumption and heat transfer areas simultaneously. Introduction of 
non-linear terms into the model makes it difficult to find the global solution. 
This is overcome by providing a good initial guess based on CAT model. To 
demonstrate the capability, the two-step approach was used to solve problems 
from earlier studies (Ciric and Floudas, 1989; Yee and Grossmann, 1987; Ciric 
and Floudas, 1990; Briones and Kokossis, 1999). Good results (like better 
annualized cost for the same amount of utilities and better utility cost for same 
investment cost) were obtained in less computational time. 
Soršak and Kravanja (2004) developed a simultaneous MINLP model 
for solving HEN retrofit problems, comprising different exchanger types. It is 
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an extension of the model developed for HEN synthesis (Soršak and Kravanja, 
2002). The superstructure comprises different options for heat exchangers like 
double pipe heat exchangers, shell and tube heat exchangers, plate and frame 
heat exchangers and by-passes. For retrofitting, the superstructure is updated 
with details of heat transfer area, type and position of heat exchanger in the 
existing network. One of the notable differences of the new superstructure 
compared to the original superstructure (Yee and Grossmann, 1990), is the 
inclusion of an option for the exchanger type. So, within the same network, 
more than one type of heat exchanger can be used. This method was applied to 
three example problems and compared with the case of using a single type 
(double pipe exchanger) model for HEN retrofit. Though the latter (single type 
model) was simpler and computationally less exhaustive, it produced sub-
optimal solutions in a few cases. Thus, the proposed methodology (Soršak and 
Kravanja, 2004) (different exchanger types) was advantageous for the example 
problems tested. 
Ponce-Ortega et al. (2008) proposed an MINLP model for solving HEN 
retrofit problems which considers HEN structure and process modifications 
simultaneously. Most of the studies prior to this paper assumed that the process 
conditions for an HEN retrofit problem are fixed, and did not consider any 
adjustments to the operating conditions which may provide more cost effective 
heat integration. In addition, this model includes constant temperature streams 
which may appear in the process as suggested by Ponce-Ortega et al. (2008b) 
The formulation of this model uses the superstructure model proposed by Yee 
and Grossmann (1991) along with modifications to explicitly include piping 
layout, which gives the option for re-piping to different heat exchangers to 
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maximize use of existing area. This method was tested on example problems 
from Duran and Grossmann (1986), Yee and Grossmann (1991) and two simple 
problems. As expected, the results obtained for simultaneous retrofit of HEN 
and process, were better than those obtained for retrofit with no process 
changes.  
Nguyen et al. (2010) proposed a one-step rigorous MILP model, based 
on the formulation developed by Barbaro and Bagajewicz (2005), to solve HEN 
retrofit problems. In this method, the temperature span of each stream is divided 
into several small temperature intervals, which are considered for heat exchange 
between hot and cold streams. The model then uses a one-step strategy to 
optimize the network structure and heat transfer areas simultaneously. Two 
scenarios were solved in Nguyen et al. (2010): one disallows the relocation of 
exchangers and another allows such relocation. This method was tested on an 
example problem from Ciric and Floudas (1990) and the preheat train of a crude 
distillation unit (having 18 streams and 18 exchangers). It was able to find a 
near optimal solution in reasonable time (2 hours) but to get to the optimal 
solution it takes a very long time (34 hours). A step by step strategy was 
proposed to reduce the computational time. It was also observed that the model 
can result in sub-optimal solutions due to premature termination of the 
algorithm (once an acceptable gap between solutions is obtained). These sub-
optimal solutions are simpler than the optimal solution, and allow the user to 
choose the best among them based on other factors like implementation issues, 
benefit and marginal return of investment. The step by step strategy can be made 
completely automatic by using binary decision variables, and also has the option 
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for user interface, where the user can enforce constraints and force the solution 
to exclude certain matches. 
2.3.2 Retrofitting using Stochastic Methods  
Continuing their previous work on HEN grassroot problems, Athier et 
al. (1998) proposed a new automatic approach for the retrofit design of HEN; it 
is a two-level procedure. In the upper level (master problem), structural 
optimization of the network is carried out by SA, i.e., an HEN topology is 
generated and iteratively modified by SA under the feasibility constraints. The 
upper level also calculates the investment cost due to new heat exchangers, 
reassignment of existing exchangers and re-piping. In the lower level (slave 
problem), the topological information from the upper level is used and an NLP 
tool is used to optimize required area (= total of additional area in existing 
exchangers and area in new heat exchangers). This method was tested on two 
examples: one is an existing network integrating one cold and six hot process 
streams (Ciric and Floudas, 1990), and another involves integration of two cold 
and two hot process streams (Yee and Grossmann, 1991). The results obtained 
by this method show 4% higher profit than configurations obtained by Ciric and 
Floudas (1990) and Yee and Grossmann (1991). 
Bochenek and Jezowski (2006) proposed a new method to solve HEN 
retrofit problems; it uses GA instead of deterministic solvers. Soršak and 
Kravanja (2004) noted that existing mathematical solvers are not able to cope 
with the combinatorial complexities involved in HEN retrofit problems. In the 
proposed method, instead of the classical superstructure, the structural 
optimization problem is formulated as a single multi-variable problem for GA 
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optimization using a structural matrix, which encapsulates all the topological 
features of an HEN. This method is divided into two levels. The first level is for 
structural optimization, where the topology of heat exchangers and location of 
splitters are optimized using GA. In the second level, the structure generated in 
the first level is used to find the split ratio and heat exchanger areas. The 
developed method was tested on problems from Yee and Grossmann (1987) and 
Ciric and Floudas (1990). It was able to find a better solution (in terms of 
investment cost) in both cases despite using standard heat exchangers. 
The method proposed by Bochenek and Jezowski (2006) required high 
computational times (10 hours) even for small networks. It was also seen that 
GA was not quite effective in dealing with continuous variables. To overcome 
these problems, GA coupled with NLP and integer linear programming (ILP) 
methods was introduced by Rezaei and Shafiei (2009). The NLP formulation 
used in this method is similar to that for maximum energy recovery for HEN 
synthesis used in Lewin (1998) and Lewin et al. (1998). In the method of Rezaei 
and Shafiei (2009), the GA chooses structural modifications to the HEN using 
node representation for exchanger locations. The NLP is used to optimize the 
continuous variables (like heat loads, temperature, split ratios) for maximum 
energy recovery. After this step, the ILP problem is formulated and solved to 
minimize investment cost. The NLP problem is replaced by a search loop to 
find minimum approach temperature and split ratios, thus converting it to a 
linear programming (LP) problem. This method was tested on three example 
problems taken from Shenoy (1995), Ciric and Floudas (1990), Briones and 
Kokossis (1999). For these problems, it gave better results in utility savings 
compared to the previous methods.  
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Zhang and Rangaiah (2013) employed a one-step approach for solving 
HEN retrofit problems using integrated differential evolution (IDE) along with 
HEN structural representation via matrices from Bochenek and others ( 
Jezowski et al., 2007; Bochenek and Jezowski, 2010). This structural 
representation has both discrete and continuous variables to be optimized. In 
previous works, these variables were handled in two steps; in Zhang and 
Rangaiah (2013), both discrete and continuous variables are handled by IDE in 
one-step. The IDE algorithm developed by Zhang et al. (2011) has been 
modified and implemented to solve the HEN retrofit problems. After finding 
the optimal solution using IDE, it is then fed to a local optimizer to obtain a 
more refined solution by optimizing continuous variables. The one-step 
approach was tested on case studies from earlier studies (Briones and Kokossis, 
1999; Ma et al., 2000; Rezaei and Shafiei, 2009; Smith et al., 2010), and the 
results obtained show a lower total annual cost (utility cost + annualized 
investment cost) than the results reported in the previous papers (Briones and 
Kokossis, 1999; Ma et al., 2000; Rezaei and Shafiei, 2009; Smith et al., 2010).  
From the review of mathematical programming based methods, it is 
observed that simultaneous (one-step) methods provide the optimal solution but 
require high amount of computational times. If sub-optimal solutions are 
acceptable, then it is suggested to use sequential (two-step) methods as they 
provide improved solutions in less computational time.  
2.4 Hybrid methods 
Briones and Kokossis (1996), Asante and Zhu (1996) and Smith et al. 
(2010) used both pinch analysis and mathematical programming methods for 
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solving the HEN retrofit problem. Pinch analysis is used to conceptualize the 
decomposition and to separate different design tasks. The conventional pinch 
analysis has a few limitations such as assumptions on area efficiency and 
difficulties in handling design constraints. Area efficiency is defined as the ratio 
between the target surface area to meet the existing energy requirement and the 
actual surface area being used. The assumption often made is that the area 
efficiency of the existing network and that of the retrofit network are the same. 
These limitations lead to the use of mathematical programming tools along with 
pinch analysis to search the options effectively.  
The integration of pinch analysis and mathematical programming 
methods was achieved in three design stages in Briones and Kokossis (1996), 
wherein several promising solutions are generated for different levels of energy 
recovery. In the first stage, solutions are screened by considering area targeting 
and minimizing modifications simultaneously. This means classifying the 
existent and non-existent matches and finding their areas simultaneously. In the 
second stage, the topology from the previous stage is used to set up an MILP 
model to optimize modifications to the existing network and heat transfer areas 
simultaneously. Briones and Kokossis (1996) used area targeting, which helped 
in improving the area predictions over the previous study (Ciric and Floudas, 
1989). In the third stage, the network structure obtained from the second stage 
is used to formulate and solve an NLP model. Note that all promising networks 
are optimized in the three stages. Briones and Kokossis (1996) applied the new 
approach to an example problem from the pulp and paper industry (Carlsson et 
al., 1993), and provided three different designs each having certain advantages. 
The First design featured low energy savings but had less investment involved, 
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the second design had high energy savings but required large investment, and 
the third design is in between the two designs. Thus, the approach of  Briones 
and Kokossis (1996) provides several solutions for the engineer to choose from 
based on his/her expertise. Although this procedure is fully automated, it can 
accommodate designer interactions at various stages of decision making. 
Asante and Zhu (1996) proposed a two-stage procedure for solving HEN 
retrofit problems, and continued their work along similar lines (Asante and Zhu, 
1997). They too used both pinch and mathematical programming techniques to 
develop an effective method. The procedure aims to minimize the number of 
modifications made to the existing HEN topology and to achieve a desired heat 
recovery target. A term ‘network pinch’ was introduced to define the recovery 
limit of a particular HEN topology within the given process. The major 
difference between network pinch and process pinch is that the former is a 
property of both process streams and HEN topology whereas the process pinch 
is dependent on process streams alone. So, process pinch of an HEN cannot be 
changed (unless the streams are changed) whereas the network pinch can be 
changed by modifications to the HEN topology such as relocation of 
exchangers, introduction of new heat exchangers and creating stream splits.  
In the first (diagnosis) stage of the procedure of Asante and Zhu(1997), 
which is also covered in their other papers (Asante and Zhu, 1996; Zhu and 
Asante, 1999), a single topology change is identified by network pinch rules so 
as to overcome the network pinch. With the modified topology from the 
diagnosis stage, in the second (optimization) stage, exchanger areas are varied 
to obtain an optimal solution. Though this selection may provide a non-optimal 
solution compared to simultaneous methods (where all topology changes are 
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optimized in one step), this procedure provides much welcomed user 
interaction. Asante and Zhu (1997) used the two-step procedure to debottleneck 
the crude oil unit (Ahmad and Petela, 1987) to cope with 10% increase in the 
throughput. The retrofit design obtained by them, compared to that reported by 
Ahmad and Petela (1987), involves fewer modifications and smaller additional 
area (1265 m2 versus 1990 m2). This problem is further discussed in Table 2.4 
of Section 7.  
Smith et al. (2010) presented a methodology to solve HEN retrofit 
problems by modifying the network pinch concept (Asante and Zhu, 1996). It 
can handle temperature-dependent thermal properties of streams. The modified 
network pinch approach combines the diagnosis stage and the cost optimization 
stage into one to avoid missing potentially cost-effective designs in the 
diagnosis stage. The formulated NLP problem is then solved by employing SA 
along with a feasibility solver. This methodology was used to solve a crude 
preheat train problem (9 hot and 3 cold streams) with varying heat capacities; 
however, heat capacities are assumed to be constant in a temperature interval. 
The results showed around 23% reduction in energy consumption with the 
addition of one new heat exchanger. The methodology in Smith et al.(2010) 
looks promising for HEN retrofit problems involving streams with varying heat 
capacities. 
2.5 Pressure Drop Considerations  
Many retrofit studies do not consider pressure drops in the HEN, which 
may mislead targeting, give incorrect capital-energy trade off and result in sub-
optimal solutions. It is also assumed that the addition of area to the existing heat 
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exchangers does not affect the heat transfer coefficient of the exchanger, and 
that the heat transfer coefficient of the new exchanger is similar to that of the 
existing exchangers, which may not be valid. The difference in the heat transfer 
coefficients of retrofitted and new exchangers should not be neglected as this 
may lead to sub-optimal solutions.  
Polley et al. (1990) were the first to consider pressure drops and film 
coefficients in the retrofit procedure. Silva and Zemp (2000) combined the 
pressure drop approach of Polley et al. (1990) and the area matrix method 
(Shokoya, 1992) into a method which solves for different heat transfer 
coefficients for existing and new exchangers under pressure drop constraints. 
The combined method is targeted to achieve the minimum utilities under 
constraints. It was tested on a 2 hot and 3 cold streams example to decrease the 
energy requirement, and it predicted the final area (including pressure 
constraints) within 7%, ahead of the design stage (during targeting including 
pressure constraints).  
Panjeshahi and Tahouni (2008) studied different bottlenecks present in 
the existing HENs, and tried to debottleneck them by considering optimal 
pressure drops. As the turbulence of the stream increases, both stream pressure 
drop and film heat transfer coefficient increase; the latter results in higher heat 
transfer and consequently requires smaller area. In case of larger pressure drops, 
new pumps/compressors may need to be installed. So, there is a tradeoff 
between the capital cost of heat exchangers and the additional power and 
possibly capital cost associated with compressors/pumps. A targeting algorithm 
for debottlenecking was proposed by Panjeshahi and Tahouni (2008), and it was 
tested on a crude preheat train case study. The throughput of the HEN was 
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increased by 20%, and the resulting scenarios were debottlenecked. The results 
suggested the replacement of the existing pumps to improve heat transfer as the 
most cost effective way. 
Nie and Zhu (1999) successfully developed a method to solve HEN 
retrofit problems including pressure drop constraints, which were not 
considered in most design methods developed earlier. The major reason for not 
considering pressure drop in most of the design methods is the use of the 
exchanger unit as the basis for retrofit, and not the effects of shell configuration 
or distribution of area in the shell within one unit. For example, introduction of 
tube inserts, baffles and other enhancement techniques, improves the heat 
transfer area. This also increases the pressure drop in the exchanger, which was 
not an issue in the previous studies since the exchanger configuration is not 
changed except for the addition of new area, thus not changing the pressure drop 
by a significant amount. Nie and Zhu (1999) showed that change in the shell 
configuration has a significant impact on the pressure drops and film 
coefficients. If the pressure drop constraints are not met, expensive pumps or 
compressors are required to meet the additional pressure drop. This will 
decrease the profit obtained by the modifications of the HEN topology.  
To integrate pressure drop constraints into the model, a decomposition 
strategy was proposed by Nie and Zhu (1999). This strategy has two stages. In 
the first stage, a unit based model is used to deduce which units require 
additional area and which units do not. These two groups (based on area 
requirement) are used to formulate a combined model in the second stage, where 
shell and unit based models are utilized for different groups. The shell based 
model is used to optimize the units which require additional area. It calculates 
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the additional area and also pressure drops. The shell based model considers the 
shell arrangements in the units which require additional area. The additional 
area can be placed in a single new shell or could be installed in series or parallel. 
All these arrangements are embedded in the superstructure in the shell based 
model. The unit based model is used for the units which do not need additional 
area. The two groups of units interact among themselves during the combined 
optimization, and thus both groups are continuously updated. This is carried out 
until convergence among the groups. Nie and Zhu (1999) also explored the 
potential of heat transfer enhancement techniques to meet the additional area 
requirement. The correlation for pressure drop caused by the enhancement 
techniques was adopted from Polley et al. (1992). Both the conventional method 
and the method discussed in Nie and Zhu (1999)  were used to retrofit the 
preheat train of a crude unit. The results show an investment of $1 million for 
the new unit and enhancements compared to $1.64 million for the plain tube 
design for the same energy recovery in the HEN. 
Soltani and Shafiei (2011) proposed a method, coupling GA with LP 
and ILP, to address the HEN revamp considering pressure drop costs. This 
method consists of three (GA, LP and ILP) sections. The GA section provides 
networks for LP and ILP sections and then analyzes the fitness of the 
population. In the LP section, each network is evaluated and the pressure drop 
costs are calculated. This section finds the best minimum approach temperature 
and split ratios within the network. In the ILP section, modification cost is 
minimized. For a given match in the network, the ILP determines if a new 
exchanger should be purchased or an existing exchanger should be reassigned. 
It is also used to calculate the profit from HEN during the structure optimization. 
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Soltani and Shafiei (2011) applied their method to example problems from 
Shenoy (1995), Silva and Zemp (2000) and Panjeshahi and Tahouni (2008). The 
results show that the method proposed gives increased savings in utilities 
compared to the methods in the previous studies.  
Pressure drop considerations, if included in HEN retrofitting, will take 
it one step closer to obtaining realistic solutions acceptable by the industry. 
These are more significant when heat transfer enhancements are used for HEN 
retrofitting. Increased pressure drop may require retrofitting existing pumps, 
and so appropriate cost for this will have to be included along with costs of area, 
enhancements, reassignments and piping. 
2.6 Heat Transfer Enhancements 
HEN retrofitting using heat transfer enhancements is gaining popularity. 
Gough et al. (2013) described hiTRAN technologies, which are used in a 
number of industrial projects. Also, they noted that the intensified heat transfer 
technologies for enhanced heat recovery (INTHEAT) consortium is doing 
substantial research with many public and private collaborators to improve the 
enhancement technologies. This section reviews HEN retrofitting techniques, 
which specifically consider heat transfer enhancements. For a  detailed 
description of enhancement techniques in HENs, readers are referred to Smith 
et al. (2013). 
Zhu et al. (2000) studied the implementation of heat transfer 
enhancements for HEN retrofitting. First, the retrofitting problem is solved 
using the network pinch method and the structural changes to the network are 
identified; then, various options of enhancements are tested. This involves 
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identifying the controlling side (shell or tube side) for heat transfer, scope of 
enhancement and determining and analyzing the impact of enhancements on the 
network. Enhancement choices with lower pressure drop index (PDI) meaning 
less pressure penalty are selected. Cost factor is also taken into consideration 
while choosing the enhancement option. This approach was then applied to a 
crude oil distillation unit (Reyes Athies, 1991), where crude oil throughput 
needs to be increased; it decreased the amount of additional area required by 
16% from 2,122.2 to 1,782.6 m2.  
HEN retrofitting using heat transfer intensification techniques was 
studied in four papers by Pan et al. (2011a, 2011b, 2012, 2013). Heat transfer 
coefficients of heat exchangers can either be increased by implementing these 
techniques or decreased by using stream bypasses. In Pan et al. (2011a), an 
MINLP model was formulated for HEN retrofitting via heat transfer 
intensification, and then an MILP method was employed to solve this MINLP 
model to reduce computational difficulties. This method was tested on an 
example problem in Li and Chang (2010), and was shown to find the better 
solutions (in terms of utilities) for HEN without major topology modifications. 
In another paper (Pan et al., 2011b), Pan et al. proposed MILP optimization, 
which considers the option of tube-side heat transfer enhancement. They 
showed that the computational difficulties faced due to nonlinear terms like 
LMTD and LMTD correction factor (FT), were efficiently handled in this 
approach. This method was also tested on the problem in Li and Chang (2010). 
The solutions obtained had very few topology modifications.  
Pan et al. (2012) studied HEN retrofitting via intensified heat transfer 
technique with a simple MILP model, and two iteration loops were proposed 
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for obtaining the solution. The first iteration loop is solved repeatedly to get 
optimal solutions for HEN retrofit with either certain energy savings or retrofit 
profit as objective. The second loop then seeks to find the maximum of retrofit 
profit or energy savings respectively. The algorithm was tested on case studies 
from Li and Chang (2010) and Wang et al. (2012) From the studies, it was found 
that the new approach is able to achieve considerable energy savings with much 
lower capital investment. As the MINLP problem is converted to a sequential 
iterative MILP problem, the computational efficiency (e.g. 40 seconds for an 11 
hot and 3 cold stream problem) has been significantly improved. Pan et al. 
(2013) considered fouling effect in HEN retrofitting, which provides realistic 
solutions, and also tube inserts to improve the heat transfer coefficient of 
exchangers. An MILP model was developed with these considerations and 
applied to an example problem having 11 hot and 3 cold streams. The results 
obtained showed better energy savings and longer operating times compared to 
the original HEN.  
Recently, Wang et al. (2012)  developed a design approach for HEN 
retrofit based on heat transfer enhancement and area addition. It uses SA to find 
the appropriate heat exchangers which are to be enhanced. Heat transfer 
enhancement can be used as a good alternative in cases where addition of extra 
area to a heat exchanger is not feasible because of topology, safety and 
downtime constraints. To assess the effectiveness of heat transfer 
enhancements, five different retrofit scenarios were compared. They are: retrofit 
with only enhancement, retrofit with only additional area, retrofit with both 
enhancement and additional area, retrofit with only topology modifications and 
retrofit with both topology modifications and enhancement. The design 
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approach was applied to an existing preheat train for a crude distillation column 
(Wang et al., 2012), and the results show that, for certain energy savings, the 
retrofit strategies using enhancement techniques had less investment costs than 
those without them.  
Recent studies show that heat transfer enhancements provide a 
promising solution for HEN retrofitting. These are of interest as they do not 
involve structural modifications thus simplifying the retrofit problem 
formulation. The downside is that they involve additional equations to satisfy 
the increased pressure drops in the system, which may require installation of 
pumps or retrofitting the existing pumps. Hence, the investment term should 
now include the cost of pump(s) as well. On top of that, heat transfer 
enhancements can also be partial, thus bringing in another decision variable into 
optimization. 
2.7 Application Problems 
In the papers reviewed above, there are about 30 example problems on 
HEN retrofitting but many of them have been used in 1, 2 or 3 studies only. 
There are only 5 problems which have been used in 4 or more studies on HEN 
retrofitting. They are, in chronological order of the first study: ‘crude oil preheat 
train problem’ (Saboo et al., 1986), two example problems from Yee and 
Grossmann (1987), ‘crude preheat train problem’ (Ahmad et al., 1989)  and 
‘pulp and paper industry problem’ (Carlsson et al., 1993). These application 
problems and their reported solutions are discussed in this section.  
Saboo et al. (1986) proposed a retrofit solution, without stream splits, 
for the crude oil preheat train of an oil refinery unit. It is a medium scale problem 
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with 6 hot and 1 cold streams. The objective is to decrease additional area (i.e., 
investment) for improved energy recovery (i.e., using hot utility of 9500 kW 
and cold utility of 565 kW). From the hypertargets developed (Briones and 
Kokossis, 1999), it was found that the network could be improved by simply 
relocating existing units. Briones and Kokossis (1999) solved the same problem 
with a slightly different objective of minimizing total cost of modifications and 
additional area, for the same level of energy recovery. The solution obtained 
involves higher additional area but has no reassignments. The effect of 
reassignments can be seen when one compares the solutions of Briones and 
Kokossis (1999) and Ma et al. (2000) summarized in Table 2.1. Both these 
papers solved for the same amount of utilities; the solution of Ma et al. (2000) 
involves 5 reassignments and requires 18% less additional area less than that in 
Briones and Kokossis (1999).  
Rezaei and Shafiei (2009) achieved a better solution in terms of both 
capital cost and the amount of utilities but it involved reassignment of all heat 
exchangers. Recently, Zhang and Rangaiah (2013) obtained a solution different 
from that in Rezaei and Shafiei (2009) for the same objective; it has ~ 5% lower 
total annual cost,  and involved a different trade-off between capital and the 
utility costs, which emphasizes the necessity of finding multiple retrofit 
solutions to ‘choose from’ based on engineer’s requirements. In summary, the 
crude oil preheat train problem (Saboo et al., 1986) was solved by both pinch 
analysis and mathematical programming based methods; some studies found the 
retrofit solution based on total annual cost (Ma et al., 2000; Rezaei and Shafiei, 
2009; Zhang and Rangaiah, 2013), and few provided a solution based on 
minimizing the number of modifications (Briones and Kokossis, 1999). It can 
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be seen from Table 2.1 that all 5 studies solved for similar level of utilities but 
the obtained optimal solution varied in the amount of additional area and the 
required number of modifications to the existing network. 
The first of the two examples studied by Yee and Grossmann (1987), is 
on retrofitting an HEN to eliminate hot utility. It involves 3 hot and 3 cold 
streams, and the initial network required hot utility of 360 kW and cold utility 
of 800 kW. Yee and Grossmann (1987) provided two solutions with different 
additional areas and amount of re-piping; the solution with more re-piping 
requires less additional area (Table 2.2). Ciric and Floudas (1989) proposed a 
solution with a lower additional area but it involved higher amount of re-piping. 
Thus, retrofit of this problem requires a trade-off between re-piping cost and 
cost of additional area. Ciric and Floudas (1990) used a single step approach in 
place of a two-step approach used in their earlier study (Ciric and Floudas, 
1989), and obtained a solution with much less additional area compared to the 
two-step approach. As the investment costs involved in the two-step approach 
are not provided, it is difficult to compare the costs involved for re-piping. 
However, comparing the additional areas, it can be said that the single step 
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Table 2.1 Reported Retrofit Solutions for the Crude Oil Preheat Train 
Problem with 6 Hot and 1 Cold Streams (Saboo et al., 1986) 
Reference (with 
basis of the method 
in brackets) 
Reported Results 








area 1883 m2) 
$ 572,825 
Objective is to minimize additional area 
for an improvement in energy recovery 
(with hot utility of 9500 kW and cold 
utility of 565 kW). Four reassignments 






area 1972 m2) 
$ 571,005 
Objective is to minimize total cost of 
modifications and additional area for 
similar energy recovery (hot utility 
9472 kW and cold utility 537 kW). No 
reassignments involved in the optimal 
solution. 








Objective is to minimize total annual 
cost (= investment cost + utility cost) 
for same energy recovery as Briones 
and Kokossis (1999). Five 
reassignments are involved in the 
optimal solution. 













area 949.6 m2) 
$ 574,400 
Objective is to minimize total annual 
cost (= annualized investment + utility 
cost). All but two heat exchangers were 
reassigned. 
a – this value, not available in the cited reference, was calculated using the data in the 
paper.  b – Reassignment costs used in reference 40 are different from the costs used 
in references Rezaei and Shafiei (2009) and Zhang and Rangaiah (2013).  
Briones and Kokossis (1999) solved the example problem to minimize 
the number of modifications involved to achieve the amount of utilities targeted. 
The solution obtained involved only two modifications to the system. Ma et al. 
(2000) provided a solution with less additional area and investment cost, but it 
involved four reassignments. The change in investment cost with the number of 
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modifications involved (in various studies) can be seen from Table 2.2. It shows 
a trade-off between the number of modifications and the amount of area added. 
This indicates the need to include cost of topology modifications in the objective 
function and also the need for multi-objective optimization (MOO).  
The second example from Yee and Grossmann (1987) is to minimize the 
total cost (for retrofit) for a fixed minimum approach temperature difference 
(ΔTmin). This is a small scale problem featuring 2 hot and 2 cold streams along 
with utilities (existing utility cost $158,000/year). Both Yee and Grossmann 
(1987), and Ciric and Floudas (1990) solved the problem for the same ΔTmin (10 
K). The latter study included the costs for reassignment of heat exchangers and 
yet found a better solution requiring lower additional area and investment (Table 
2.3); although it had higher piping cost, it was offset by decrease in the 
additional area. Subsequently, Yee and Grossmann (1991), Athier et al. (1998), 
Bochenek and Jezowski (2006) solved the problem for ΔTmin = 5 K. As can be 
seen in Table 2.3, solutions obtained in these studies show the trade-off between 
utility and investment costs. Ma et al. (2000) solved the retrofit problem with a 
constraint on ΔTmin to be more than 1 K; however, the final network had a ΔTmin 
of 7.3 K, and so they also obtained a similar trade-off solution. Rezaei and 
Shafiei (2009) obtained a solution which does not require any hot utility but 
requires higher investment; in their study, there was no limit assumed on ΔTmin. 
The final network has a ΔTmin of 2.7 K. Pan et al. (2012) considered heat transfer 
enhancements and stream splitting to get better results for various ΔTmin.  
One can compare the solutions found by various researchers (Table 2.3), 
and select one of them based on the particular requirements. For example, for 
ΔTmin of 10 K, the best solution is the one including heat transfer enhancements, 
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which shows the potential of enhancement techniques. On the other hand, for 
ΔTmin of 5 K, there is no clear choice as the optimal solutions reported show a 
trade-off between the utility and investment costs. This indicates the need for 
MOO and for Pareto-optimal solutions to choose from.  
Ahmad et al. (1989) proposed a solution for a crude oil preheat unit to 
debottleneck the HEN for an increased throughput of 10%. The crude unit 
(operating under winter conditions in Europe) has a flow rate of 700 tons/hr, the 
cold stream is the crude feed, and the hot streams are overheads, naphtha, 
kerosene and 3 types of gasoil (Ahmad and Polley, 1990). Ahmad et al. (1989) 
used a furnace duty of 99.6 MW, and the subsequent studies maintained this 
value for fair comparison. They also split the cold stream into three substreams, 
but the subsequent studies assumed that the cold stream is split into only two 
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Table 2.2 Reported Retrofit Solutions for the Example Problem (with 3 Hot 
and 3 Cold Streams) from Yee and Grossmann (1987) 
Reference (with 















Two solutions (requiring 
cold utility of 440 kW and 
no hot utility) are reported. 
Both involve 6 units but 
different reassignments and 
area additions.  
Ciric and Floudas 
(1989) 
(Mathematical) 
50.9 m2  
Optimal solution for 
minimizing additional area 
to eliminate hot utility has 7 
units (including heaters and 
coolers). Two-step 
approach was used. 
Ciric and Floudas 
(1990) 
(Mathematical) 
27.53 m2 10,800 
Single step instead of two-
step approach as in Ciric 
and Floudas(1989) was 





59.1 m2 10,930 
Minimize number of 
modifications to achieve 
specified utilities target. 
Optimal solution has only 
two reassignments. Ma et al. (2000) 
(Mathematical) 
23.05 m2 9,732 
Four reassignments were 
present in the final solution 






The retrofitted HEN has six 
reassignments. 
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Table 2.3 Reported Retrofit Solutions for Example Problem (with 2 Hot and 2 
Cold Streams) from Yee and Grossmann (1987) 
Reference (with 



































(ΔTmin = 5 K) 
24,670 41,079b 
Decreased the approach 
temperature to 5 K.  




(ΔTmin = 5 K) 
16,950b 52,413 






(ΔTmin = 5 K) 
28,850 32,216 
Payback period is about 
3 months 
















There is no limit on 
ΔTmin, and steam utility 
is completely 
eliminated. 


















10, 5 & 
2.7 K 
Retrofit using stream 
splitting and heat 
transfer enhancements. 
Three optimal solutions 
for different ΔTmin are 
presented. 
a - taken from Ma et al. (2000); b - calculated using cost equations from Athier 
et al.(1998)  
 
Ahmad and Polley (1990) reported the same solution as that of Ahmad 
et al. (1989). Shokoya and Kotjabasakis (1991) obtained a solution for the same 
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amount of utilities but with fewer new exchangers. Asante and Zhu (1999) 
proposed a solution with slightly higher additional area but involving very 
minimal modifications to the existing HEN. The summary of results in Table 
2.4 show that, as the number of reassignments or re-sequenced (change its 
position on a stream but the match is between the same streams) heat exchangers 
decrease, the additional area required increases to achieve the specified heat 
duty. This highlights the trade-off present in these objectives. 
Table 2.4 Reported Retrofit Solutions for the Crude Preheat Train Problem 
with 7 Hot and 1 Cold Streams (Ahmad et al., 1989) 
Reference (with basis 











Involves three new exchangers, 
one re-piped exchanger, one re-
sequenced exchanger and two 






Same amount of reassignments 
and re-sequencing as above 






Involves two new exchangers, 
two re-sequenced exchangers and 
four exchangers with added area 




Involves one new heat exchanger 
and one re-sequenced exchanger. 
Has the least number of 
modifications compared to earlier 
works. 
a - these values are from Asante and Zhu (1999). 
A Pulp and Paper industry problem was first used by Carlsson et al. 
(1993) It involves 9 hot and 6 cold streams, and existing HEN requires hot and 
cold utilities of 11.9 MW and 7.5 MW respectively, which correspond to ΔTmin 
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of 270C. For retrofitting, ΔTmin was changed to 180C, and the reported solution 
included criss-cross heat exchange instead of just vertical heat exchange 
between composite curves. The objective in Carlsson et al. (1993) was to 
minimize the investment cost to achieve the energy recovery target at ΔTmin = 
180 C. In Briones and Kokossis (1996, 1999), the objective was decreasing the 
area cost along with costs related to reassignments and piping. In Zhu and 
Asante (1999), the major objective was to decrease the topology changes 
involved in the retrofit along with cost minimization. Thus, the solution 
obtained has minimum topology changes compared to those by other methods. 
Results obtained for the pulp and paper industry problem by various researchers 
are compiled in Table 2.5. From this table, it appears that the solution provided 
by Briones and Kokosis (1999) is the global optimum; but the number of 
topology changes involved is high (although fewer units are present). 
Table 2.5 Reported Retrofit Solutions for the Pulp and Paper Industry 
Problem with 9 Hot and 6 Cold Streams (Carlsson et al., 1993) 
Reference (with 
basis of the method 
in brackets) 
Results Remarks 
Investment Cost Payback period 
Carlsson et 
al.(Carlsson, Franck 
et al. 1993) 
(Pinch analysis) 
$ 176,000 
(ΔTmin = 180C) 
7 months (approx.) Includes criss-cross heat 
exchange. 
$ 385,000 
(ΔTmin = 100C) 
9 months (approx.) 
Briones and 
Kokossis(Briones 
and Kokossis 1996) 
(Hybrid) 
$ 140,300 7 months (approx.) ΔTmin is not provided but it 
seems to be 180C from the 
energy savings obtained.  
Briones and 
Kokossis(Briones 
and Kokossis 1999) 
(Mathematical) 
$ 114,300 
(ΔTmin = 180 C) 
6 months (approx.) Fewer units in HEN. 
Zhu and Asante(Zhu 
and Asante 1999) 
(Hybrid) 
$ 139,000 
(ΔTmin = 180 C) 
- Minimum topology 
changes. 
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From Tables 2.1 to 2.5, one can see that, over the years, the solutions 
reported for similar conditions are better in objective function value, number of 
modifications and/or payback period. One can also see that, to obtain an optimal 
solution, the costs involved for the topology changes need to be accounted. In 
the literature, costs for topology modifications are around $300 (Saboo et al., 
1986; Ciric and Floudas, 1990) which were provided in early 90’s. These values 
are still being used to solve the problems, perhaps for fair comparison. But, the 
costs involved in performing a modification have increased multi-fold in the 
past 20 years due to increases in material, engineering and manpower costs. 
Hence, there is a necessity for updating the topology modification costs along 
with additional area and heat exchanger costs, used for solving HEN retrofit 
problems. Also, the application problems in many HEN retrofitting studies are 
mainly small to medium scale problems. The efficacy of a retrofitting method 
should be tested on large problems as their retrofitting involves more 
complexities. 
Finally, MOO should be considered in HEN retrofitting; it provides 
many optimal solutions (known as Pareto-optimal solutions or front) with 
different trade-off among the objectives. These solutions are equally good with 
respect to the objectives used in the MOO problem. It has been applied to 
numerous applications in chemical engineering (Sharma and Rangaiah, 2013).  
The Pareto-optimal solutions generated by MOO can be reviewed, and one of 
them can be chosen based on user preferences. For example, where investment 
cost is constrained, a suitable retrofit solution under this constraint can be 
chosen. Recently, MOO was applied to three HEN retrofit problems (Sreepathi 
and Rangaiah, 2014b) Figure. 2.4 shows the Pareto-optimal front for the crude 
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oil preheat train problem; there are numerous optimal solutions with different 
investment and utility costs. It is desirable to know the quantitative trade-off 
among the objectives for deeper understanding and for selection of an optimal 
solution for implementation. Further, discontinuities in the Pareto-optimal front 
in Figure. 2.4 may correspond to installation of a new exchanger or a change in 
the HEN structure. Knowing all these, the optimal solution, meeting the 
practical considerations not included in the MOO problem, can be chosen from 
among a few nearby solutions.   
 
Figure 2.4 Pareto-optimal front for the crude oil preheat train problem adapted 
from Sreepathi and Rangaiah (2014b) 
2.8 Conclusions 
In this chapter, a comprehensive review of papers on HEN retrofitting 
and a brief discussion of reported retrofit solutions for selected application 
problems are provided. From the review, several interesting issues were 
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identified and discussed. The first one is the reassignment of the existing heat 
exchangers. If the heat exchange between certain streams requires more area 
than that in the existing heat exchanger, it is met by installing a new exchanger. 
Shokoya (1992) developed an area assignment strategy, area matrix method, to 
assign the existing exchangers to the new requirements by decreasing the area 
deviations. Many studies, both pinch analysis and mathematical programming 
based studies, allow area addition to existing heat exchangers. It has been 
observed that these studies use different strategies for reassigning the existing 
heat exchangers using intuition and/or experience. Our recent study shows that 
heat exchanger reassignment strategy plays a key role in solving the retrofit 
problems Sreepathi and Rangaiah (2014b). So, to improve retrofitting of HENs, 
it is important to choose and employ a suitable exchanger reassignment strategy, 
especially in medium to large scale problems.  
As suggested recently (Banholzer and Jones, 2013), it is of 
quintessential importance to provide practical solutions. This applies to 
solutions of HEN retrofit problems too. For example, it is assumed that any 
amount of area can be added to the existing heat exchanger in many studies 
(Ciric and Floudas, 1989; Briones and Kokossis, 1999; Ma et al., 2000; Rezaei 
and Shafiei, 2009; Nguyen et al., 2010; Soltani and Shafiei, 2011; Zhang and 
Rangaiah, 2013); but, this may not be practical. For example, in Ma et al. 
(2000), an existing exchanger having heat transfer area of 448 m2 was assigned 
to an exchanger required to have 845 m2, thus adding 397 m2 which is nearly 
90% increase in the area. Hence, a limit on the area that can be added to an 
existing heat exchanger needs to be set in retrofitting, by considering the 
industrial practice and type of heat exchanger. 
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Many techniques have been developed in the past 25 years to solve HEN 
retrofit problems, considering constant heat capacity of streams. Heat capacity 
may change a lot depending on the temperature range. The recent study by 
Smith et al. (2010) used an interval approach (i.e., divide the temperature range 
into intervals and assume constant heat capacity in each of these intervals) to 
tackle the varying heat capacity problems. Another method to handle this 
varying heat capacity problem is to express the thermal properties as functions 
of temperature and use them in finding the retrofit solution. This method may 
pose computational complexities. In general, further studies are required to 
improve the solution of HEN retrofit problems involving variable heat 
capacities. 
Retrofitting via heat transfer enhancement techniques needs to be 
pursued further, as several studies showed it to be promising. In solving 
industrial problems, a single optimal solution may not always be sufficient. The 
proposed retrofit network may not be satisfactory for the particular plant 
because of various reasons such as a slight decrease in operating cost may not 
justify the investment, the new retrofit network may lead to process control 
issues and a heat exchanger cannot be relocated because of spatial constraints. 
These issues, if known in advance, can be handled to some extent by including 
them as constraints in the problem formulation but its solution may be 
challenging. Instead, it is better to provide multiple optimal solutions for the 
same problem, for example through MOO, so that experienced engineers can 
review and choose one of them using practical considerations. It is foreseen that 
research on HEN retrofitting will remain active to tackle the challenges and 
issues mentioned above. 
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3 Improved HEN Retrofitting using Exchanger 
Reassignment Strategies 
3.1 Introduction 
Energy is one of the main challenges of the present world. Depleting 
non-renewable energy resources, increasing environmental concerns and 
increasing energy requirement provide the impetus to pursue clean renewable 
energy. The energy challenge can be tackled to some extent by decreasing the 
energy consumption in process industries. HEN retrofitting is a promising 
solution for process industries to decrease their current energy consumption, 
which helps to enhance economic and environmental sustainability. In this 
chapter, we study techniques for improved HEN retrofitting in the existing 
plants2. 
The main aim of HEN retrofitting is to decrease the external energy 
demand (utilities) by increasing heat exchange among process streams in the 
existing plant. It can be performed using the methods based on pinch analysis 
and/or mathematical programming. For example, Carlsson et al. (1993), Tjoe 
and Linnhoff (1986), Nemet et al. (2013), Ruohonen and Ahtila (2011), 
Raskovic and Stoiljkovic (2009) and Li and Chang (2010) used pinch analysis 
                                                 
 
 
2 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Improved heat exchanger network 
retrofitting using exchanger reassignment strategies and multi-objective optimization, Energy, 
2014, 67, 584-594 
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based methods, whereas Briones and Kokossis (1999), Ma et al. (2000), 
Bochenek and Jezowski (2006), Rezaei and Shafiei (2009), Kralj (2010), and 
Zhang and Rangaiah (2013) used mathematical programming based methods 
for solving HEN retrofit problems. Recently, Pan et al. (2013) and Wang et al. 
(2012) studied heat transfer enhancement techniques for HEN retrofitting. 
Mathematical programming based methods can be applied to large retrofit 
problems without much expertise. 
The present work focuses on mathematical programming based methods 
to solve HEN retrofit problems. Firstly, effect of exchanger reassignment, 
involved in many of these methods, on the solution of HEN retrofit problems is 
studied. In many previous studies, reassignment of existing heat exchangers is 
formulated/included within the optimization problem, and it is solved in one or 
more loops/levels. In the present work, several exchanger reassignment 
strategies (ERS), which are very likely to give near optimal assignment, are 
proposed and used during the solution of the optimization problem, thus 
reducing the problem complexity and computational load. They include a 
practical ERS to obtain industrially feasible solutions. The existing strategies in 
the open literature do not consider the practical limitation on area addition. The 
proposed ERS are tested via single objective optimization (SOO) of retrofit 
problems using integrated differential evolution (IDE) to minimize total annual 
cost. Then, multi-objective optimization (MOO) is performed with utility cost 
and investment cost as two objectives. The Pareto-optimal solutions obtained 
elucidate the trade-offs which will help decision makers to choose one of them 
for implementation. This is probably the first study to apply MOO to HEN 
retrofitting. In the past, a few papers have used MOO for HEN synthesis only 
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(Agarwal and Gupta 2008, Laukkanen, Tveit et al. 2010, López-Maldonado, 
Ponce-Ortega et al. 2011, Laukkanen, Tveit et al. 2012). The study on effect of 
ERS on HEN retrofitting, development of a practical ERS, and MOO to obtain 
Pareto-optimal solutions for HEN retrofitting distinguish this work from the 
previous studies. 
The remainder of this chapter is organized as follows. The problem 
formulation for HEN retrofitting is discussed in Section 3.2. Various exchanger 
reassignment strategies developed are discussed in Section 3.3. The 
optimization methods used for SOO and MOO are described in Section 3.4. 
They are used to solve three application problems; results and discussion of 
these problems are provided in Section 3.5. Finally, conclusions of this chapter 
are summarized in Section 3.6. 
3.2 Heat Exchanger Network Problem Formulation 
For formulating the retrofit problem, basic input data are obtained from 
the existing network. These data include the initial and final temperatures of 
streams, areas of the existing heat exchangers, heaters and coolers and data 
about the stream splits. Using these data, HEN retrofit problem is formulated 
and then solved using an optimization technique by trying a series of changes 
in the network structure and the parameters related to the network. These 
changes are discussed below. 
 Structural changes: These are the changes in the topology of the network. 
These include relocation of heat exchangers, addition or removal of split 
streams, and addition of new heat exchangers. A heat exchanger is 
considered relocated if either one of hot or cold stream involved with it is 
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changed. Structural changes are discrete in nature; e.g. a stream can have a 
split or not have a split, which is a discrete decision. 
 Parameter changes: These changes are surface areas of heat exchangers and 
split ratios of stream splits. Parameter changes are continuous except for 
some special cases (e.g. where heat exchangers are manufactured only in 
standard discrete areas). 
Solving HEN retrofit problems involves two important steps; (1) 
problem formulation and (2) solving the formulated problem using an 
optimization algorithm. These two steps go hand in hand. The HEN problem 
needs to be formulated in a way which is easier for the optimizer to handle. 
Similarly, an optimization algorithm should be selected or modified in a way to 
handle the complexities involved in the HEN retrofit problem. Each HEN 
retrofit problem is unique, and has few inherent characteristics to be included in 
the problem formulation. Thus we need a representation which is simple and 
caters to the needs of individual case. 
The superstructure representation used in this work is specific to the 
retrofit problem. This section is further divided into three sub-sections to 
describe the HEN retrofit problem formulation and calculations in detail. The 
sub-sections are: 
 Structure representation 
 Matrices used in superstructure representation 
 HEN model calculations 
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3.2.1 Structural Representation 
The HEN structure representation used in this work is adopted from 
Jezowski et al. (2007) and Bochenek and Jezowski (2010). This structure 
representation was successfully used by Zhang and Rangaiah (2013) for solving 
three HEN retrofit problems. Definition of terms used in this representation is: 
Stream : A stream is any flow that needs to be either heated or cooled 
Hot stream : Any stream that needs to be cooled  
Cold stream : Any stream that needs to be heated 
Node  : Potential location for placing a heat exchanger, mixer or splitter 
FCP  : Product of mass flow rate and heat capacity 
In addition, superscript H and C refer to hot and cold stream respectively. 
A HEN superstructure can be defined as a network which includes all 
possible matches between various streams involving heat exchangers (Kemp, 
2007). The classical HEN superstructure uses various equations both equalities 
and inequalities, and involves a large number of binary decision variables in the 
structure representation. The HEN superstructure used in this work is a node-
based approach. In this representation, each stream is divided into a number of 
nodes. These nodes are the potential sites to place a heat exchanger, mixer or a 
splitter. A heat exchanger is thus represented as a combination of hot stream 
number-hot stream node number-cold stream number-cold stream node number. 
An example of the node-based superstructure is shown in Figure. 3.1. The 
superstructure requires input data (such as number of nodes per each stream and 
streams which undergo splitting) about various streams, which are provided in 
the form of matrices (refer Section 3.2.2).  
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The node-based approach provides a window for user interaction, it 
requires the user to input few details required for formulation of the 
superstructure. These include number of nodes on each stream and streams 
which undergo stream splitting. This helps the user in including few specific 
characteristics of the network as per his preference and experience. The user can 
decide the number of nodes based on his plant layout, thus providing fewer 
nodes for a stream if his plant layout permits smaller spatial allocation for that 
stream. Heuristics and systematic analysis of the network are helpful in 
providing few of these inputs. 
3.2.2 Matrices used in superstructure 
The information about the retrofit problem is stored in the superstructure 
in the form of matrices. The superstructure has three main matrices, namely, 
NOD, SPL and SM. To form the superstructure, all branches are numbered 
(both hot and cold streams separately). The only rule in numbering is that main 
streams are numbered first followed by split streams. Each of these branches is 
then divided into a number of nodes. Thus each node is given a unique address 
using branch number–node number.   
NOD = [n1, . . . ni, . . . nNB]; the vector has NB elements, where NB is the total 
number of branches (i.e., including streams and their split streams); ni represents 
the number of nodes present on ith branch. There are two types of node vectors 
NODH (for hot streams) and NODC (for cold streams). 
SPL = [Sij; i = 1, 2, …., NS; j = 1, 2, 3]; where NS is the total number of split 
streams present on hot (or cold) streams. This matrix has three columns, the first 
column denotes the stream number, which undergoes splitting; second column 
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is the node number of the respective stream from where the splitting occurs; and 
third column is the node number where the split stream mixes with the main 
stream. Similar to NOD matrix, SPL also has two types of matrices, SPLH (for 
hot streams) and SPLC (for cold streams). 
A heat exchanger in the network is matched using the nodes present on 
each stream. For example, if there is heat exchange between second node of hot 
stream 1 and third node of cold stream 2, the exchanger is represented as 1-2-2-
3. Note that each node can only match either a heat exchanger or a splitter or a 
mixer. Thus, each heat exchanger has a unique address, as there can be only one 
heat exchanger assigned to each node. A structural matrix, SM, is a matrix 
representing all possible heat exchangers for the retrofit problem.  














SM has NA rows and four columns; NA is the maximum number of heat 
exchangers that are specified by user for the network; first two columns of each 
row provides the address of the node on hot stream which has the exchanger; 
the last two columns of each row provides the address of the node on cold stream 
which has the exchanger.  See Figure. 3.1 for one HEN example and the 








NODH = [5, 8, 3, 4]; NODC = [4, 6, 2]; SPLH = [2, 3, 7]; SPLC = [2, 2, 5]; 









Figure 3.1 HEN and matrices used for its representation 
3.2.3 HEN Model Calculations 
For optimizing HEN retrofitting, the model equations governing the 
HEN need to be solved efficiently and reliably. There are a few methods 
proposed in the literature to simplify and solve the model equations. Heat 
exchanger specifications can be calculated by knowing either heat load or heat 
transfer area. In this work, heat transfer area is taken as the parameter which 
defines the heat exchanger (based on work of Kotjabasakis and Linnhoff 
(1986)). This method uses logarithmic mean temperature difference (lmtd) 
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instead of simpler mean temperature differences. As is common in many 
methods, this model also has the following assumptions in its formulation. 
The flow scheme in heat exchangers is counter-current. Enthalpy changes of 
streams are linear functions of temperature, i.e. FCP values are constant. Heat 
transfer coefficient values of streams are constant. Under these assumptions, the 
model equations of HEN are: 
Q = UA (∆T) lmtd                                                                                                (3.1) 
𝑄 = 𝐹𝐶𝑃𝑐  (𝑇𝑜𝑢𝑡
𝐶 − 𝑇𝑖𝑛
𝐶 )                                                                                  (3.2) 
𝑄 = 𝐹𝐶𝑃𝐻 (𝑇𝑖𝑛
𝐻 − 𝑇𝑜𝑢𝑡














                                                                              (3.4) 
∆𝑇𝑙𝑚𝑡𝑑 ≥ ∆𝑇𝑚𝑖𝑛                                                                                                  (3.5) 
By combining eqs. (3.1) – (3.4) and after algebraic manipulation, the 
following equations are obtained for the outlet temperatures of streams from the 
heat exchanger. 
𝛼𝐻𝑇𝑖𝑛
𝐻  + (1 − 𝛼𝐻)𝑇𝑖𝑛
𝐶 =  𝑇𝑜𝑢𝑡
𝐻                (3.6) 
(1 − 𝛼𝐶)𝑇𝑖𝑛
𝐻 + 𝛼𝐶𝑇𝑖𝑛
𝐶 =  𝑇𝑜𝑢𝑡
𝐶                (3.7) 
Parameters 𝛼𝐻 and 𝛼𝐶 are defined below. 






𝐻                 (3.8) 
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𝐶                 (3.9) 
𝛾𝐻 =  
𝑈𝐴
𝐹𝐶𝑃𝐻
                (3.10) 
𝛾𝐶 =  
𝑈𝐴
𝐹𝐶𝑃𝐶
                   (3.11) 






𝛼𝐻 1 − 𝛼𝐻
1 − 𝛼𝐶 𝛼𝐶




𝐶 ]             (3.12) 
Eqs. (3.6) – (3.11) provide an alternative model to that described by eqs. 
(3.1) – (3.5). For a HEN retrofit problem, U, FCPH, FCPC are given. By setting 
heat transfer surface area (A) as the decision variable, the dependent variables 
(such as α and ) are calculated. Using these values, the outlet temperatures are 
calculated using eq. (3.12). In this formulation, there are no constraints imposed 
on approach temperatures of the HEN. For more information and analysis of the 
model formulation, see references (Bochenek and Jezowski, 1999 and 2010) . 
So far in the model calculations, constant FCP values have been used. If 
a stream is split, then its split ratio has to be specified. In this work, split ratios 
can be changed and are decision variables in the optimization. Even with these 
changes, using the calculations in eqs. (3.13) – (3.16), one can still arrive at the 
linear equation described in eq. 3.12. The balances for splitter and mixer are 
depicted in Figure. 3.2. 
Energy balance of splitters:          𝑇𝑜𝑢𝑡
1 =  𝑇𝑖𝑛 ,     𝑇𝑜𝑢𝑡
2 =  𝑇𝑖𝑛          (3.13) 
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2 =  𝑇𝑜𝑢𝑡     (3.14) 
Equation 3.14 is used to calculate the temperature of the stream after 
mixing of the split streams. Assuming the stream splits into two streams, 
namely, 1 and 2, temperature of the stream after mixing is calculated by adding 
the energy in each stream and dividing it by the overall heat capacity value. The 
first term in Eq. 3.14 corresponds to the energy of split stream 1 and the second 
term corresponds to that of split stream 2. 
Mass balance of splitter:               𝐹𝐶𝑃𝑖𝑛 =  𝐹𝐶𝑃𝑜𝑢𝑡
1 +  𝐹𝐶𝑃𝑜𝑢𝑡
2           (3.15) 
Mass balance of mixers:                 𝐹𝐶𝑃𝑜𝑢𝑡 =  𝐹𝐶𝑃𝑖𝑛
1 + 𝐹𝐶𝑃𝑖𝑛
2            (3.16) 
 
Figure 3.2 Symbols used in equations for splitters (left plot) and 
mixers (right plot) 
Making use of eqs. (3.6) – (3.16), the node temperatures of each stream 
are calculated. A heater (or cooler) is added to the stream if the exit node 
temperature of the cold (or hot) stream is lower (or higher) than the desired 
target temperature. The constraints imposed in this model are that the nodal 
temperatures of hot (or cold) streams should monotonically decrease (or 
increase) along the stream. 
The structural representation presented above is relatively easier to 
formulate and solve the resulting problem using evolutionary optimization 
methods. Earlier studies show that stochastic optimization techniques like 
genetic algorithm (GA) and differential evolution (DE) are well suited to solve 
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the HEN retrofit problems (Chaudhuri et al., 1997; Tayal et al., 1999; Selbas et 
al., 2006; Babu and Munawar, 2007; Xie et al., 2008). In this work too, an 
optimization method based on DE is used to solve single objective optimization 
(SOO) problems, and a GA based method is used to solve multi-objective 
optimization (MOO) problems. 
3.3 Exchanger Reassignment Strategies 
Many pinch analysis and mathematical programming based studies 
allow reassignment of and area addition to existing heat exchangers. Pinch 
analysis methods use intuition and/or experience for this whereas mathematical 
programming methods formulate an optimization problem which includes 
reassignment of existing heat exchangers (Ciric and Floudas, 1989; Briones and 
Kokossis, 1999; Ma et al., 2000; Rezaei and Shafiei, 2009; Nguyen et al., 2010; 
Soltani and Shafiei, 2011; Zhang and Rangaiah, 2013). The optimization 
problem is then solved in one or more loops/levels, which increases the problem 
complexity and computational burden. Instead of this, several ERS have been 
developed and used in the present study. These strategies are loosely based on 
the algorithms developed to solve the travelling salesman problem, such as 
nearest-neighbor algorithm. This is because the reassignment of existing heat 
exchangers is similar to finding the closest path. The results obtained using the 
proposed ERS (presented in later sections) were comparable or better than the 
results provided in the literature, thus showing the effectiveness of these 
strategies.  
As suggested recently (Banholzer and Jones, 2013), it is very important 
to provide practical solutions. This applies to solutions of HEN retrofit problems 
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too. In some earlier studies, there was no limit on the amount of area that can 
be added to an existing heat exchanger, which may not be practical. So, a 
practical ERS, which includes this limit, is proposed and compared with the 
results obtained from other strategies. The following two matrix terms are used 
in describing these strategies. He is a row matrix containing areas of the existing 
exchangers in the network; it is provided by the user from the data of the existing 
HEN. Hg is a row matrix which has areas of heat exchangers generated by the 
optimizer for retrofitting; size of Hg need not be the same as that of He. 
3.3.1 Exchanger Reassignment Strategy 1 
In ERS-1, He and Hg are sorted in descending order, and then a one-to-
one assignment is carried out starting from the top until He is exhausted. The 
remaining area demand, if any, is met by installing new heat exchangers. It is 
expected that ERS-1 will be useful when the heat exchanger areas generated are 
similar to the existing areas. The steps involved in this reassignment strategy 
are described below.  
1. Arrange elements of He and Hg in descending order. 
2. Match the first element of He to the first element of Hg; repeat this for 
second, third and other elements until all the elements of He are 
assigned. The additional area in each of these exchanger reassignments, 
if needed, is considered in the investment cost for modifications to 
existing heat exchangers. If reassignment costs are applicable, then they 
are also included in the investment cost. 
3. The remaining elements, if any, of Hg are satisfied by installing new heat 
exchangers, and their costs are included in the investment cost. 
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As in Steps 2 and 3 above, additional area required in a heat exchanger, 
reassignment costs and new exchangers, if any, are included in the investment 
cost, in all subsequent ERSs. 
3.3.2 Exchanger Reassignment Strategy 2 
ERS-2 is inspired from the possibility that it is better to assign the 
exchangers, which are very close (within 1% in area) to the areas generated. 
This is then followed by sorting and reassignment similar to ERS-1. The steps 
involved in ERS-2 are as follows. 
1. Arrange elements of He in descending order. 
2. Select an element of Hg and compare with the elements of He.  
3. If the difference in area of the two elements is within ±1%, then assign 
the corresponding element of He to the selected element of Hg. Make 
these elements in He and Hg unavailable for subsequent reassignments. 
If there is more than one element from He which can be assigned, then 
the element which is closer is assigned. If both elements are equally 
close, then the element which comes first in He is assigned. 
4. Repeat steps 2 and 3 for all elements of Hg. 
5. He and Hg now consist of only the elements which have not been 
assigned. Perform steps 1 to 3 of ERS-1 on these two matrices. 
3.3.3 Exchanger Reassignment Strategy 3 
This strategy is inspired by the nearest neighbor algorithm discussed in 
the literature (Prakash and Shenoy, 2005). The steps involved in this strategy 
are as follows. 
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1. Arrange elements of He in descending order. 
2. Select an element of Hg and compare with the elements of He.  
3. If the difference in area of the two elements is within ±1%, then assign 
the corresponding element to the first element. Make these elements in 
He and Hg unavailable for subsequent assignment. If there is more than 
one element from He which can be assigned, then the element which is 
closer is assigned. If both elements are equally close, then the element 
which comes first in He is assigned. 
4. Repeat steps 2 and 3 for all the elements of Hg. 
5. Update elements of He and Hg to exclude the elements which have 
already been assigned. 
6. Select an element of Hg and compare with the elements of He.  
7. If the element of Hg is within -10% of element from He, then assign the 
corresponding element to the first element. Make these elements in He 
and Hg unavailable for subsequent assignment. If there is more than one 
element from He which can be assigned, then the element which is closer 
is assigned. If both elements are equally close, then the element which 
comes first in He is assigned. 
8. If the element of Hg is within +10% of element from He, then assign the 
corresponding element to the first element. This involves area addition 
to the existing exchanger and consequently additional investment cost. 
9. Repeat steps 7 and 8 for all elements of Hg. 
10. Repeat steps 5 to 9 by increasing the percentage to ±15%, ±25%, ±50%, 
±75% and ±90%. 
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11. Update elements of He and Hg to exclude the elements which have 
already been assigned. 
12. Arrange the elements of He and Hg in the descending order. 
13. Match the first element of He to the first element of Hg and so on and so 
forth until all the elements of He are assigned. The additional area in 
each of these assignments, if needed, is considered in the investment 
cost for modifications to existing heat exchangers. 
14. The remaining elements of Hg are satisfied by installing new heat 
exchangers and are included in the investment cost. 
3.3.4 Exchanger Reassignment Strategy 4 
The above three strategies assume that any amount of additional area 
can be added to the existing heat exchangers. Though this is widely adopted in 
the literature (Rezaei and Shafiei, 2009; Zhang and Rangaiah, 2013), it is not 
practical. For example, a 256 m2 heat exchanger can be assigned to 494 m2 
requirement, by adding 238 m2 of area which is nearly 90% increase and is 
impractical (Rezaei and Shafiei, 2009). A survey conducted among industrial 
practitioners showed that increasing 10-15% of the area of an existing heat 
exchanger is possible without the requirement of major modifications. Few 
practitioners stated values like 25% and 30%. Hence, this study assumes up to 
15% increase in the area of an existing heat exchanger unless otherwise stated. 
Hence, area assignment strategy 4 incorporates this restriction in 
assigning areas. The steps involved are as follows: 
1. Arrange elements of He in descending order. 
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2. Select an element of Hg and compare with the elements of He.  
3. If the difference in area of the two elements is within ±1% of element 
from He, then assign the corresponding element to the first element. 
Make these elements in He and Hg unavailable for subsequent 
assignment. If there is more than one element from He which can be 
assigned, then the element which is closer is assigned. If both elements 
are equally close, then the element which comes first in He is assigned. 
4. Repeat steps 2 and 3 for all the elements of Hg. 
5. Update elements of He and Hg to exclude the elements which have 
already been assigned. 
6. Select an element of Hg and compare with the elements of He.  
7. If the element of Hg is within -5% of element from He, then assign the 
corresponding element to the first element. Make these elements in He 
and Hg unavailable for subsequent assignment. If there is more than one 
element from He which can be assigned, then the element which is closer 
is assigned. If both elements are equally close, then the element which 
comes first in He is assigned. 
8. If the element Hg is within +5% of element from He, then assign the 
corresponding element to the first element. This involves area addition 
to the existing exchanger and consequently additional investment cost. 
9. Repeat steps 7 and 8 for all the elements of Hg. 
10. Repeat steps 5 to 9 by increasing the percentage to ±10% and then ±15%. 
11. Update elements of He and Hg to exclude the elements which have 
already been assigned. 
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12. Repeat steps 6 and 7 for all elements of Hg by varying the percentage to 
-25%, -50%, -75%, -90% and -99%.  
13. Update elements of He and Hg to exclude the elements which have 
already been assigned. 
14. The remaining elements of Hg are satisfied by installing new heat 
exchangers and are considered in the investment cost. 
Area assignment strategy 4 may look similar to area assignment strategy 
3, but note that in area assignment strategy 4, the limit induced on the additional 
area is 15% and no additional area will be considered if it goes above this value, 
instead a new heat exchanger will be installed to meet the demand. The 
effectiveness of the above area assignment strategies was recorded in solving 
several HEN retrofit problems. These problems and results are discussed later 
in Section 3.5. 
3.4 Optimization Algorithms 
Once the HEN retrofit problem is formulated, two types of optimization 
can be performed: single objective optimization (SOO) and multi-objective 
optimization (MOO). The former usually provides one optimal solution; and the 
objective function can be total annualized cost or annualized investment cost 
(for a given operating cost). Studies on HEN retrofit problems (reviewed in 
Chapter 2) have employed SOO only. So, in this work too, SOO is first 
performed using the integrated differential evolution, IDE (Zhang et al., 2011; 
Zhang and Rangaiah, 2013), and the results obtained are compared with those 
in the literature. 
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 In providing solutions for industrial problems, a single optimal solution 
might not always be sufficient. It might be because of restrictions on matching 
a particular stream or because of the operational difficulties posed by the 
solution. So, it is better to provide a pool of non-dominated solutions and let the 
engineer choose using his/her industrial acumen. This is one of the main driving 
forces for performing MOO on HEN retrofit problems. MOO is done by NSGA-
II algorithm which is readily available in MATLAB. The Pareto-optimal front 
generated will be between the objective functions like investment cost vs. 
operating cost, investment cost vs. payback period. More details about MOO 
done in this work are provided in section 3.4.2. 
As stated above the first three area assignment strategies are infeasible 
in industrial scenarios; however, these strategies are considered in SOO for 
comparison with the results in the literature and to assess their effectiveness. 
Then, SOO employing area assignment strategy 4 is studied and compared with 
the results obtained by the first three strategies to quantify the difference in the 
optimal objective function obtained. MOO is performed using only strategy 4, 
and the resulting Pareto-optimal front is presented and discussed. 
As mentioned above, selection of an optimization algorithm is important 
to solve the HEN retrofit problems efficiently and reliably. The superstructure 
representation discussed in section 3.2, is suitable for evolutionary algorithms 
like genetic algorithm (GA). Bochenek and Jezowski (2010) coupled the 
superstructure with genetic algorithm to obtain good results. Recently, Zhang 
and Rangaiah (2013) used another evolutionary algorithm, IDE for retrofit 
problems, and obtained good results. IDE algorithm in Zhang and Rangaiah 
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(2011) was modified in Zhang and Rangaiah (2013) to solve the HEN retrofit 
problems efficiently.  
3.4.1 Integrated Differential Evolution Algorithm 
The IDE algorithm used in this study integrates Differential Evolution 
(DE) with taboo concept, parameter self-adaptive strategy and a local optimizer; 
see the flow chart in Figure. 3.3. Taboo concept uses a taboo list and checks, 
which prevents the search in the region already visited. It does this by ensuring 
the Euclidean distance between the trial vector and the generated vector is 
greater than the taboo radius (specified by user). Four mutation strategies have 
been used in this algorithm: DE/rand/1/bin, DE/rand-to-best/2/bin, 
DE/rand/2/bin and DE/current-to-rand/2/bin. The initial probability of choosing 
one of these strategies is 0.25 and the crossover probability is 0.5. In subsequent 
generations, these probabilities will be changed based on the success rate from 
the previous generations. Hence, this is called a self-adaptive strategy as it 
adapts itself based on the results from the previous generations. The 
mutation/scaling factor F is randomly chosen using normal distribution with 
mean of 0.5 and standard deviation of 0.3. Finally, after global optimization i.e. 
when the termination criterion is met, the solution is fed to the local optimizer 
as the initial guess, to find the best solution using the local optimizer in 
MATLAB. The IDE algorithm parameters used in this work are taken from 
Zhang and Rangaiah (2013). The parameter values are: population size (NP) is 
50, taboo list size is 50, learning period is 50, taboo radius is 0.01, maximum 
number of generations 10,000.  
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In the flowchart presented in Figure. 3.3, once an individual is generated, 
the structure of HEN generated is verified to check for its feasibility. A HEN 
structure is deemed to be infeasible (a) if a single node is assigned to more than 
one heat exchanger, (b) if the structure is out of specified bounds (i.e. if the 
maximum nodes specified for a stream is 6 and if the node number generated is 
7) and (c) if the node used for splitting or mixing is assigned to a heat exchanger. 
SOO is by using the optimizer, integrated differential evolution (IDE) 
(Zhang et al., 2011), which was used in (Zhang and Rangaiah, 2013; Sreepathi 
and Rangaiah, 2014b) for HEN retrofit problems with good results. See Zhange 
et al. (2011) for the steps in IDE. The objective function for SOO is the total 
annual cost, equal to sum of the operating cost and annualized investment cost 
(AIC). The operating cost in turn is the sum of hot and cold utility costs given 
by: 
Operating Cost = ∑ Q𝑗
𝑁heater
𝑗=1 Chot + ∑ Q𝑘
𝑁cooler
𝑘=1 Ccold                      (3.17) 
Here, Chot and Ccold are the unit cost of hot and cold utilities respectively; 
Nheater and Ncooler are respectively the number of heaters and coolers in the HEN; 
and Qj and Qk are respectively the amount of hot and cold utilities required by 
jth heater and kth cooler. The AIC is given by 
AIC =   {(∑ A𝑙
𝑁ex





)                       (3.18) 
Here, Al is the additional area required for lth existing heat exchanger 
and Cadd is the unit cost of additional area; Am and Cnew are respectively the area 
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of mth new heat exchanger and its cost, respectively; and interest rate (i) and 
plant life time (n years) are used for annualization of the investment cost. 
 
Figure 3.3 Flowchart of the single objective optimization approach 
employed in this work for HEN retrofitting problems 
If the HEN structure is found infeasible, then the corresponding node is 
regenerated by randomly choosing a value between bounds. For example, if a 
split stream is present on node 4 of hot stream 1 (maximum number of nodes 7) 
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and this node is assigned to a heat exchanger, then the node representing this 
particular heat exchanger in the structure is regenerated randomly to a number 
between 1 and 7. Similar procedure is followed to modify structure for other 
infeasible situations identified. The modified structure is checked again for 
feasibility, and this procedure is repeated until a feasible structure is generated. 
One of the main difference between the algorithm used in Zhang and 
Rangaiah (2013) and the present work is the assignment of the existing heat 
exchangers to new heat exchangers generated by optimizer. In this work, the 
existing heat exchangers are assigned to the new heat exchangers based on the 
area assignment strategies discussed in section 3.3. For each individual 
generated by the optimizer, the objective function is calculated using all the area 
assignment strategies. The strategy with the best objective function is chosen 
for that individual (Figure. 3.3). The strategies discussed in section 3.3 also 
includes the area assignment strategy used by Zhang and Rangaiah (2013). The 
present approach is an improvement over the previous work (Zhang and 
Rangaiah, 2013) as it has more strategies which were developed using heuristics 
and concepts of nearest neighbor algorithm. To assess the effectiveness of area 
assignment strategies, a counter is used to record the number of times a 
particular strategy is better than others during both global and local optimization 
steps of IDE. 
3.4.2 Elitist Non-dominated Sorting Genetic Algorithm 
For HEN retrofitting, providing a single optimal solution may not be 
sufficient. The optimal retrofit network found may not be satisfactory for 
reasons such as its operating or investment cost is very high, the new retrofit 
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network may lead to process control issues, and a heat exchanger cannot be 
relocated because of space problems. To tackle this issue, it is better to provide 
many optimal solutions from which one meeting practical requirements can be 
selected for implementation. Hence, HEN retrofit problem is optimized for 
several objectives, to find many Pareto-optimal solutions with different trade-
offs among the objectives. 
Elitist non-dominated sorting genetic algorithm (NSGA-II), successful 
for many MOO applications in chemical engineering (Sharma and Rangaiah 
2013), is used in this study. It is based on GA, which is a stochastic global 
optimization method; see (Deb et al., 2002) for detailed description of NSGA-
II. A program (NGPM) based on NSGA-II is available in the MATLAB central, 
and so it is employed to solve the HEN retrofit problems for minimizing 
investment cost and operating cost simultaneously. These two objectives are 
generally conflicting, which leads to many Pareto-optimal solutions. The 
NGPM parameters used in this study are: population size = 1000 and maximum 
number of generations = 1000. Initially, population size of 500 and generations 
of 1000 have been tried to match the number of function evaluations used for 
SOO. The obtained Pareto-optimal fronts were not smooth, and so population 
size was increased to 1000. These values for parameters are chosen after 
preliminary tests with various values. Unlike in SOO, no local optimizer is used 
for refining the Pareto-optimal solutions. 
Among the ERS described in Section 3.3, NGPM is used along with 
only ERS-4 as it is closer to the industrial practice. Since MOO is performed to 
provide a variety of solutions to choose from for practical implementation, it is 
fair to use an ERS which is closer to reality. Non-dominated solutions found at 
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generations 100, 250, 500 and 1000 are provided in each case study to depict 
the approach towards the Pareto-optimal front. Figures 3.7, 3.11 and 3.15 
indicate that the front is moving towards the optimal front with increasing 
number of generations, and that the fronts at generations 500 and 1000 are 
similar. Hence, it can be said that NGPM is converging to the Pareto-optimal 
front around generation 500. For case study 3 (Figure 3.15), results at generation 
500 are a little different from those of generation 1000, and it takes more 
generations for convergence. To cater for such situations, maximum generations 
of 1000 was used to ensure convergence has been obtained. The computational 
time to obtain the optimal fronts was slightly more than that for solving SOO 
problems; it was about 3600, 5200 and 48000 s respectively for case studies 1, 
2 and 3. For comparison with the Pareto-optimal front, the SOO solution 
obtained using ERS-4 is provided in Figures 3.7, 3.11 and 3.15. This solution is 
not towards one extreme as the objective is the sum of annualized investment 
cost and utility cost, and not either of them. Further, it is marginally better 
because of local optimization used in SOO. 
3.5 Results and Discussion 
SOO and MOO of three HEN retrofit problems are discussed in this 
section. The objective function of SOO is total annual cost (TAC) comprising 
operating cost and annualized investment cost, as in our previous study (Zhang 
and Rangaiah, 2013). MOO is for simultaneously minimizing investment cost 
and utility cost as two objectives. Both SOO and MOO are solved with bounds 
on variables but without constraints as tests have shown that this is easier and 
also provides optimal solutions with acceptable minimum approach temperature 
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(MAT). The first case study is a small problem taken from Shenoy (1995), and 
has two scenarios: without and involving stream splitting. In this chapter, the 
stream splitting scenario is considered. Recently, Rezaei and Shafiei (2009) and 
Zhang and Rangaiah (2013) have studied this example problem. The second 
case study is a relatively large problem of a crude oil pre-heat train from Saboo 
et al. (1986). This has been investigated by Briones and Kokossis (1999), Rezaei 
and Shafiei (2009), Ma et al. (2000) and Zhang and Rangaiah (2013). The third 
case study is also a large problem of crude pre-heating (Gadalla et al., 2003); it 
has two scenarios, one assuming constant heat capacity and another with 
variable heat capacity. In this chapter, the scenario with constant heat capacity 
values is studied and compared with the results in literature.  
3.5.1 Case Study 1 
This problem involves a portion of a petrochemical process that includes 
an exothermic reactor and a distillation column. It has two hot and two cold 
streams, whose data are in Table 3.1 along with cost data. SOO (using ERS-n) 
was performed on case study 1 assuming stream splitting is allowed. This 
optimization problem has 16 integer variables (structural matrix) and 5 
continuous variables (areas and split ratios). The optimal results are summarized 
in Tables 3.2 and 3.3, and the retrofitted network is provided in Figure. 3.5. 
They show that a new heat exchanger (with area of 112.59 m2) needs to be 
installed to improve the HEN. ERS-1, 2 and 3 found the best assignment in 30%, 
40% and 30% of objective function evaluations, respectively. Similarly, SOO 
has been done using ERS-4, and the retrofit network is shown in Figure. 3.6. 
Both this solution and that using ERS-n (Figure. 3.5) have similar structure and 
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split ratio (0.526 for the case using ERS-n versus 0.518 using ERS-4), but 
additional areas are different as shown in Table 2.  
 
Figure 3.4 Existing HEN network in Case Study 1 
Table 3.1 Stream and Cost Data for Case Study 1 (Shenoy, 1995) 
Stream Tin (oC) Tout (oC) FCP (kW/oC) Cost ($/kW-year) 
H1 175 45 10  
H2 125 65 40  
C1 20 155 20  
C2 40 112 15  
Steam 180 179  120 
Water 15 25  10 
Note: U = 0.1 kW/(m2K) for all exchangers; capital cost ($) = 30,000 + 750A0.81 
for all new exchangers with A in m2; capital cost ($) = 750ΔA0.81 for additional 
area of ΔA m2 in an existing exchanger; plant life of 2 years and interest rate of 
10% are assumed for annualization of capital cost. 
The solution obtained using ERS-4 has total annual cost of $164,202, 
which is 7.5% more than that obtained by SOO using ERS-n (Table 3.3). 
Understandably, it requires 18% higher investment due to restriction on 
additional area. As can be seen in Table 3.2, all area additions in the solution 
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obtained using ERS-4 are within the specified limit. A new heat exchanger 
needs to be installed similar to that in the solution obtained using ERS-n but of 
a higher area (497.34 m2). Recall that ERS-4 is more realistic and the results 
obtained can be used in industry than those obtained using other strategies (e.g., 
in Table 2, area of 222.04 m2 is added to an existing exchanger of area 268.7 
m2, which is 83% increase and impractical for a shell-and-tube exchanger). 
Further, the solution obtained using ERS-4 involves 2% lower utility cost. 
Table 3.2 Heat exchanger area distribution in the optimal solution of case 














(Additional area in 
m2) 
E1 268.7 358.13 E2 (-) 350.69 E2 (-) 
E2 358.9 256.19 E3 (-) 271.38 E1 (2.68) 
E3 256.2 490.74 E1 (222.04) 497.34 New (497.34) 
E4 217.2 164.96 E4 (-) 163.08 E3 (-) 
E5 - 112.59 New (112.59) 111.05 E4 (-) 
Total additional area (m2) 334.63  500.02 
 
The optimization results obtained in this work are similar to or better 
than those in the previous studies (Table 3.3). Success rate of obtaining better 
or comparable solution (and also having comparable MAT) by IDE is 33% (4 
in 12) of trials using ERS-n and 100% in all 12 trials using ERS-4. The 
probability of obtaining the same structure in the successful trials is 100% for 
both ERS-n and ERS-4. For successful trials with ERS-n, after global 
optimization, the objective function for the same structures is in the range 
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$155,640 to $157,400; it improves to the range $152,452 to $152,959 after local 
optimization. For successful trials with ERS-4, the corresponding ranges are: 
$167,795 to $168,950, and $164,140 to $164,715. Computational time for one 
trial is about 3000 s. 
 
Figure 3.5 Retrofitted network of Case Study 1, by SOO using IDE and ERS-
n; N is the new heat exchanger. Stream split values in this and other similar 
figures are shown in brackets 
 
 
Figure 3.6 Retrofitted network of case study 1, by SOO using IDE and ERS-
4; N is the new heat exchanger 




Table 3.3 Comparison of results of case study 1; operating cost for the 













cost = OC + 
0.576IC 
($/year)   
Rezaei and 
Shafiei (2009)  
13.0 K 79,810 129,212 154,260 
Zhang and 
Rangaiah (2013)  
11.5 K 81,150 125,799 153,634 
Present work 
using ERS-n  
13.2 K 81,312 124,076 152,792 
Present work 
using ERS-4 
13.2 K 79,910 146,314 164,202 
 
 
Figure 3.7 Non-dominated solutions obtained for case study 1 at different 
generations, along with the optimal solution found by SOO using IDE and 
ERS-4 
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As expected, MOO results (Figure. 3.7) confirm that the two objectives 
are conflicting: decrease in utility cost is accompanied by increase in investment 
cost. The Pareto-optimal front can be divided into two regions based on its 
slope. In the first region, utility cost decreases steeply from $180,000 to $40,000 
as the investment cost for retrofitting increases from $0 to $300,000. Second 
region covers utility cost decrease from $40,000 to $20,000 as the investment 
cost increases from $300,000 to $850,000. This depicts that utility savings 
beyond certain level require significantly higher investment cost. The solution 
obtained by SOO (using ERS-4) lies below the Pareto-optimal front indicating 
both optimization algorithms (IDE and NGPM) provide similar solutions; as the 
SOO includes local optimizer at the end of global search, its solution is slightly 
better.  
Detailed analysis of Pareto-optimal solutions shows that the front is 
discontinuous when either the HEN structure is different or a new heat 
exchanger is installed. For lower investment cost (< $200,000), changes in the 
HEN structure mostly influenced the objective functions. At higher investment 
cost (> $200,000), both HEN structure and installation of a new heat exchanger 
influenced the objective functions. After observing the discontinuities present 
in the Pareto-optimal front, two close points with similar utility cost and yet 
very different investment cost are chosen to analyze differences in their 
retrofitted networks. The two close points on the Pareto-optimal front (requiring 
investment cost of $184,800 and $165,611 with comparable utility cost of 
$76,587 and $76,663 respectively, within the circle in Figure. 3.7), have 
different HEN structure, exchanger areas and split ratios. Thus, two comparable 
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Pareto-optimal solutions may have different structures, which can further be 
assessed for implementation.   
3.5.2 Case Study 2 
The SOO problem for case study 2 has 40 integer variables 
corresponding to structural matrix and 10 continuous variables corresponding 
to areas. The results obtained (Table 3.5 and Figure. 3.9) show that no new heat 
exchanger is required to retrofit. ERS-1, 2 and 3 found the best assignment in 
45%, 40% and 15% of objective function evaluations, respectively. Retrofit was 
also performed using ERS-4, and the network obtained is shown in Figure. 3.10; 
in this case, installation of two new heat exchangers (Table 3.5) is required. 
Exchangers 2 and 5 (in Figure. 3.10) are present on the same streams and side 
by side. One may expect both these can be replaced by a large exchanger. 
However, in retrofitting, exchangers 2 and 5 are existing units, and their re-use 
with area addition results in lower annual cost. Comparison of results in Table 
3.6 show that, for the optimal solution obtained using ERS-4, the total annual 
cost is within 0.9% of that using ERS-n. It requires 26% lower investment but 
incurs higher utility cost (~5%), probably due to restriction on area addition. 
The optimal retrofit design found employing ERS-4 is shown in Figure. 3.10, 
and all area additions (last column in Table 3.5) are within the imposed limit. In 
this case, two new heat exchangers are required for improving the existing HEN. 
ERS-4 gives realistic results compared to ERS-n (e.g., in Table 3.5, an 
additional area of 464.52 m2 is added to an existing heat exchanger of 448 m2). 




Figure 3.8 Existing HEN network of Case Study 2 
Table 3.4 Stream and cost data for case study 2 
Streams Tin (K) Tout (K) FCP (kW/K) 
Cost ($/kW-
year) 
H1 622 368 86  
H2 572 393 21.4  
H3 546 523 184.7  
H4 503 368 23.5  
H5 479 451 129.4  
H6 455 348 11.5  
C1 316 633 147.9  
Steam 773 772  60 
Water 293 313  5 
Note: U = 0.265 kW/(m2K) for all exchangers; capital cost ($) = 3460 + 300A 
for a new exchanger of area A m2; capital cost ($) = 300ΔA for additional area 
of ΔA m2 in an existing exchanger; capital cost ($) = 300 for reassignment of an 
existing exchanger; 5 years plant life and 0% interest rate are assumed for 
annualization of capital cost.  
It can be seen from Table 3.6 that retrofitting using IDE and ERS-n gives 
a better solution than that in Rezaei and Shafiei (2009) for the same MAT; the 
optimal solution has  2% higher total annual cost than that in Zhang and 
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Rangaiah (2013) even though operating cost is lower, mainly because of higher 
investment cost arising from larger MAT. The success rate of obtaining a similar 
solution (reported in this work) using ERS-n or ERS-4 is 100% in 12 trials. 
Using ERS-n, though the same structure is obtained in all 12 trials, the objective 
function value is slightly different (within 0.1% of the mean of $643,826) after 
local optimization. After global optimization, the objective function value 
obtained for the same structure is in the range $646,854 to $648,765, thus 
justifying use of local optimizer to refine the solution. Using ERS-4, solution 
after global optimization is in the range $654,387 to $657,634, which narrowed 
to $649,339 to $649,724 after local optimization. Computational time for 
retrofitting case study 2 using ERS-n or ERS-4 is about 4600 s.  
 
Figure 3.9 Retrofitted network of case study 2, by SOO using IDE and ERS-n 
 




Figure 3.10 Retrofitted network of case study 2, by SOO using IDE and ERS-
4; A and B are new heat exchangers 
 
Figure 3.11 Non-dominated solutions obtained for case study 2 at different 
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Table 3.5 Heat exchanger reassignments and area distribution in the optimal 






Present work using 
ERS-n 
















E1 370 138.51 E9 (30.51) 729.51 
New (A) 
(729.51) 
E2 347 196.94 E6 (8.94) 277.19 E11 (-) 
E3 448 837.04 E3 (389.04) 468.49 E3 (20.49) 
E4 280 479.04 E4 (199.05) 298.55 E4 (18.55) 
E5 448 280.08 E8 (0.08) 403.19 E1 (33.19) 
E6 188 912.52 E5(464.52) 312.29 E8 (32.29) 
E7 53 584.00 E2 (237.00) 57.58 E7 (4.58) 
E8 280 625.75 E1 (255.75) 381.69 E2 (34.69) 
E9 108 67.78 E7 (14.78) 515.19 E5 (67.19) 
E10 45 67.41 E10 (22.42) 207.36 
New (B) 
(207.36) 
E11 279 2.69 E12 (-) 5.78 E10 (-) 
E12 27 5.54 E13 (-) 16.36 E9 (-) 
E13 45 203.54 E11 (-) 2.49 E12 (-) 
    5.96 E13 (-) 
    212.45 E6 (24.45) 
Total additional area (m2) 1622.09  1172.3 
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Table 3.6 Comparison of results for case study 2; operating cost in the 
















Kokossis (1999)  
6.3 K 571,005 591,600 689,325 
Ma et al. (2000)  4.2 K 571,005 487,659 668,537 
Rezaei and Shafiei 
(2009)  
15 K 556,630 547,240 666,078 
Zhang and 
Rangaiah (2013)  
4.3 K 574,400 288,180 632,036 
Present work 
using ERS-n  
15 K 545,680 490,525 643,785 
Present work 
using ERS-4  
5.5 K 576,864 362,522 649,368 
 
The Pareto-optimal front in Figure. 3.11 for case study 2 has a steep 
initial change with utility cost decreasing from $750,000 to $700,000, for a 
minimal change in investment cost. It is followed by a steep increase in 
investment cost from $50,000 to $800,000, where utility cost decreases from 
$700,000 to $550,000. As before, after achieving a certain level of utility 
savings, further savings require large investment. Analysis of Pareto-optimal 
solutions showed that discontinuities in the optimal front occur when the HEN 
structure is different or a new heat exchanger is installed. For lower investment 
cost (< $150,000), changes in HEN structure mostly influenced the objective 
functions. For higher investment cost (> $150,000), HEN structure, installation 
of new heat exchangers and reassignment of existing exchangers, all affected 
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the objective functions. After analyzing many points on the Pareto-optimal 
front, two close points are selected (which had similar investment cost of 
$448,803 and $471,819, and respective utility cost of $588,184 and $580,035, 
within the circle in Figure. 3.11); their optimal HEN structure is different and a 
new heat exchanger of slightly different area is required; these lead to the 
investment and utility cost differences.  
3.5.3 Case Study 3 
SOO coupled with ERS-n is applied to retrofit HEN for crude pre-
heating crude (Gadalla et al. 2003), whose data is provided in Table 3.7, 
assuming constant heat capacity. The optimization problem has 60 integer 
variables and 20 continuous variables. Note that the reassignment cost of a heat 
exchanger is low, which might favor many reassignments in the retrofitted 
HEN. This value is not changed to be true to the example problem taken from 
Gadalla et al. 2003, for comparison purposes. The obtained optimal solution 
(Figure. 3.13) does not involve any stream splitting on hot streams (unlike three 
in (Zhang and Rangaiah, 2013)), and is ~25% better than that reported earlier 
(Table 3.9); this retrofitting requires 18 reassignments with no new heat 
exchangers. ERS-1, 2 and 3 found the best value of objective function in 7%, 
3% and 90% of the function evaluations, respectively. SOO is also performed 
using ERS-4, and the optimal solution found (shown in Figure. 3.14), similar to 
that obtained using ERS-n, does not involve any stream splitting on hot streams. 
It requires 8 new heat exchangers, and reassignment of 10 exchangers. 
Comparison of the results obtained in Table 3.9 shows that the total annual cost 
of the optimal solution obtained using ERS-4 is slightly higher (by 2%) than 
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that obtained using ERS-n. As expected, the solution obtained using ERS-4 is 
more realistic compared to that using ERS-n (e.g., in Table 3.8, an additional 
area of 1015.4 m2 is added to an existing heat exchanger of 156 m2 which is 
infeasible). In the optimal solution obtained using ERS-4, existing exchangers 
E13 and E21 having total area of 531 m2, are not used but they can be used 
together in series and with some area addition instead of the new exchanger (of 
area 576.3 m2); this will lead to further reduction in investment and total annual 
cost. Hence, a new ERS needs to be developed to consider such possibilities.   
 
Figure 3.12 Existing HEN in Case Study 3 
The success rate of obtaining a better solution than that reported in the 
literature using ERS-n is 100% in 25 trials. Out of these trials, the same structure 
is obtained 10 times (40%), and the objective function obtained after local 
optimization in these 10 trials varies within 0.9% of the mean value. Out of 
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these trials, there are solutions with better objective function, but had lower 
MAT compared to that reported in the literature (11.66 K). For fair comparison 
(Table 3.9) and for the following discussion, only the results with MAT greater 
than 11.66 K are chosen. The objective function value obtained after global 
optimization varies between $13,926,406 and $14,115,530 (~1.5% variation). 
Success rate in 25 trials using ERS-4 is 100%. The same structure is obtained 
14 times (56%); in these trials, MAT > 11.66 K, and the objective function value 
after local optimization varies within 0.1% of the mean value compared to that 
after global optimization in the range $14,243,572 to $14,423,931. The average 
computational time for each trial using ERS-n or ERS-4 is 51,000 s and 45,000 
s respectively. 
Table 3.7 Stream and cost data for case study 3 (Chen, 2008) 
Streams Tin (0C) Tout (0C) FCP (kW/0C) 
Cost ($/kW 
year) 
H1 298 268 427.60  
H2 339 100 211.13  
H3 250 200 357.64  
H4 257 50 25.1  
H5 170 150 558.75  
H6 282 40 83.88  
H7 100 77 2081.09  
H8 77 40 35.70  
H9 189 40 41.52  
C1 25 365 454.39  
C2 271 282 798.45  
C3 182 189 946.43  
Flue gas 1500 800  306.8 
Water 10 40  5.25 
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Note: U = 0.5 kW/(0C m2) for all exchangers; U = 0.667 kW/(0C m2) for all 
heaters and U = 0.714 kW/(0C m2) for all coolers; capital cost ($) = 94,093 + 
1127A0.9887 for each new exchanger of A m2; capital cost ($) = 9665ΔA0.68 for 
additional area of ΔA in an existing exchanger; plant life time of 5 years and 
interest rate of 0% are assumed for annualization of capital cost. 
Table 3.8 Heat exchanger reassignments and area distribution in the optimal 














(Additional area, m2) 
E1 292 260.0 E21 (2.0) 1342.8 New (A) (1342.8) 
E2 280 274.8 E13 (1.8) 280.8 E2 (0.8) 
E3 20 1171.4 E5 (1015.4) 1259.4 New (B) (1259.4) 
E4 2 1224.4 E8 (946.4) 1324.2 New (C) (1324.2) 
E5 156 1449.6 E1 (1157.6) 923.9 E22 (-) 
E6 161 739.6 E14 (604.6) 880.9 New (D) (880.9) 
E7 285 935.9 E22 (-) 445.9 New (E) (445.9) 
E8 278 1370.4 E2 (1090.4) 1384.3 New (F) (1384.3) 
E9 16 1405.7 E7 (1120.7) 294.9 E1 (2.9) 
E10 37 60.3 E19 (-) 889.2 New (G) (889.2) 
E11 19 15.9 E15 (-) 75.1 E24 (-) 
E12 14 3.3 E17 (-) 0.2 E4 (-) 
E13 273 69.5 E24 (-) 3.7 E12 (-) 
E14 135 19.7 E3 (-) 69.4 E19 (8.4) 
E15 16 178.7 E6 (17.7) 6.5 E16 (-) 
E16 11 555.5 E10 (518.5) 171.5 E6 (10.5) 
E17 20 55.4 E23 (0.4) 576.3 New (H) (576.3) 
E18 24 116.6 E20 (0.6) 55.4 E23 (0.4) 
E19 61   116.6 E20 (0.6) 
E20 116     
E21 258     
E22 1054     
E23 55     
E24 85     
Total additional area (m2) 6476.3  8126.6 
 
 




Figure 3.13 Retrofit network of case study 3, by SOO using IDE and ERS-n 
 
 
Figure 3.14 Retrofitted network of case study 3, by SOO using IDE and ERS-
4; A to H are new heat exchangers 
A smooth Pareto-optimal front is obtained by MOO for case study 3 
(Figure. 3.15). In general, there is a gradual trade-off between investment cost 
and utility cost in the region with utility cost above 15,000,000. To achieve 
   
99 
 
lower utility costs (<15,000,000), significantly higher investment is required 
(i.e., steep change). For two close points on the Pareto-optimal front (investment 
costs of $2,438,460 and $2,119,850 with utility costs $16,608,600 and 
$17,295,000 respectively, within the circle in Figure. 3.15), HEN structure is 
same but the heat exchanger areas are different as follows: 1435 m2 vs 1281 m2, 
539 m2 vs 668 m2. Unlike the previous case studies, solution of SOO (ERS-4) 
in this case study is towards one end of the Pareto-optimal front. This is due to 
the difference in the order of utility cost (107) and investment cost (106) along 
with plant life of 5 years.  
Table 3.9 Comparison of results for case study 3; operating cost in the 
















11.66 K 17,784,049 4,777,350 18,739,519 
Present work 
using ERS-n 
15.04 K 12,514,330 7,072,484 13,928,827 
Present work 
using ERS-4 
12.23 K 12,343,189 9,322,792 14,207,748 
In summary, the results for the three case studies show that better retrofit 
solutions are obtained in this study compared to those in the literature. This can 
be attributed to the combined effect of structural representation, the optimizer 
used (IDE) and the ERS used for reassignment. Further, the methodology used 
in the present study involves no linearization and loops/levels. It was applied to 
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HEN retrofitting problems without and with constraints for MAT; penalty 
function was used to handle the constraints. It was found that inclusion of 
constraints affects the results, and only results obtained using no constraints are 
presented and discussed in this paper. We plan to investigate other techniques 
for constraint handling in the near future. 
 
Figure 3.15 Non-dominated solutions obtained for case study 3 at different 
generations, along with the optimal solution found by SOO using IDE and 
ERS-4 
3.6 Conclusions 
In this paper, four ERSs for HEN retrofitting were proposed and used 
along with IDE for SOO of three application problems. The optimal results 
obtained for SOO using three strategies (ERS-n) were generally better for all 
case studies, compared to the results reported earlier (Briones and Kokossis, 
1999; Ma et al., 2000; Rezaei and Shafiei, 2009; Zhang and Rangaiah, 2013). 
Unlike ERS-n, ERS-4 was developed with a limit on additional area that can be 
added to an existing exchanger. Using this strategy, SOO was performed on the 
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same three application problems, and the results obtained are within 9% of those 
obtained using other three strategies (with no restriction on area addition to an 
exchanger). Hence, ERS-4 is a good and practical alternative to other exchanger 
reassignment strategies. MOO with this strategy was performed, and the results 
showed widespread Pareto-optimal solutions for the two objectives: utility cost 
and investment cost. Since the investment is often limited and HEN structures 
are different in the Pareto-optimal solutions, these solutions provide many 
choices to assess and select the most suitable, site-specific solution for HEN 
retrofitting; Both IDE for SOO and NGPM for MOO provided better solutions, 
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4 Retrofitting of HENs involving Streams with 
Variable Heat Capacity 
4.1 Introduction 
A well-designed heat exchanger network (HEN) decreases the energy 
required in process industries, thus improving both economic and 
environmental sustainability. HEN is a network of heat exchangers (HE), in 
which both heating and cooling of process streams occur with lower 
consumption of hot and cold utilities, to improve the energy efficiency of the 
process. In existing industries, HEN, designed years ago, may not be optimal 
for the current energy costs and operating conditions, which are likely to be very 
different from those in the past. This is because energy cost and environmental 
concerns have been increasing over the years. Recently, Smith et al. (2014) 
studied retrofitting of an existing preheat train (i.e., HEN) of a crude distillation 
unit, and reported 12% energy savings and 10% reduction in CO2 emissions. 
Hence, the performance of existing HENs can be improved by retrofitting (i.e., 
making modifications such as area addition and/or relocating existing HE as 
well as installing new HEs).  
In the literature, while solving HEN retrofitting problems, constant heat 
capacity flow rate (FCP) of process streams is often assumed, but this may not 
be acceptable in all applications. Recently, Smith et al. (2010), and Zhang and 
Rangaiah (2013) tried to solve the HEN retrofitting problems involving streams 
with variable FCP. They used an interval approach, where the temperature range 




In the present work, a continuous approach is employed to tackle variable FCP, 
where the enthalpy of a stream is expressed as a cubic polynomial of 
temperature. It provides a smoother variation of FCP compared to the step 
jumps of interval approach. Note that continuous approach may not be always 
applicable; for example, segmental approach is more appropriate for a single 
component condensation/vaporization with heat transfer to liquid/vapor phase. 
To the best of our knowledge, this is the first study to employ a 
continuous approach to consider variable FCP in HEN retrofit problems. 
Further, both single objective optimization (SOO) and multi-objective 
optimization (MOO) of the retrofit problem are performed using the continuous 
approach. A single solution provided by SOO may not be practical because of 
plant-specific site and operational problems. Hence, there is a need for MOO to 
provide a Pareto-optimal front with many optimal solutions for review and 
selection by experienced engineers3.  
The remainder of this chapter is organized as follows. The methodology 
employed to tackle the variable FCP of process streams is described in Section 
4.2. The procedure used to handle the optimization problem is discussed in 
Section 4.3. These methodologies are applied to a case study, and the results 
                                                 
 
 
3 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Retrofitting of heat exchanger 
networks involving streams with variable heat capacity: Application of single and multi-




obtained are presented and discussed in Section 4.4. Finally, the conclusions of 
this study are given in Section 4.5.  
4.2 Methodology to Handle Variable Heat Capacity 
Systematic solution of the HEN retrofitting problem can be divided into 
two parts, namely, representation and optimization. SOO and MOO are carried 
out using integrated differential evolution (IDE) and non-dominated sorting 
genetic algorithm (NSGA-II), respectively. More discussion on the optimization 
methods and representation is provided in chapter 3. Nodal representation, 
where nodes (i.e., potential sites for heat exchange or stream splitting) are 
placed on hot and cold streams, is used for HEN structure. The number of nodes 
on each stream is pre-set by the user. Thus, when a HEN structure is generated 
by the optimizer, it has the information on the location of each and every heat 
exchanger, namely, node numbers of hot and cold streams, in the HEN. For 
example, if a heat exchanger is represented as (1 5 3 6), it means there is an 
exchanger between the 5th node of hot stream 1 and 6th node of cold stream 3. 
This representation has provision for user interaction, where the user can 
provide spatial constraints, and also utilize heuristics.  
HEN model calculations use the following equations to calculate nodal 
temperatures for each heat exchanger in the HEN.  














                          (4.2) 
By combining Eqs. (4.1) & (4.2), HE model can be represented as follows:  
𝑇𝑜𝑢𝑡
ℎ𝑜𝑡 =  (𝛼ℎ𝑜𝑡)𝑇𝑖𝑛
ℎ𝑜𝑡 + (1 − 𝛼𝑐𝑜𝑙𝑑)𝑇𝑖𝑛





𝑐𝑜𝑙𝑑 =  (1 − 𝛼ℎ𝑜𝑡)𝑇𝑖𝑛
ℎ𝑜𝑡 + (𝛼𝑐𝑜𝑙𝑑)𝑇𝑖𝑛























  and  𝛾𝑐𝑜𝑙𝑑 =
𝑈𝐴
𝐹𝐶𝑃𝑐𝑜𝑙𝑑
            (4.6) 
The above equations are developed assuming constant FCP values. For 
handling variable FCP problems, changes have to be made in them. Further, 
relationship of FCP with respect to temperature has to be developed, preferably, 
continuous since, in reality, FCP changes gradually and not discretely in 
intervals. These modifications are elucidated in the rest of this section.  
For variable FCP problems, either the enthalpy change or FCP value in 
a temperature interval is provided. Using these values, a polynomial is generated 
for enthalpy (or FCP) as a function of temperature. Polynomial correlation is 
chosen because of its simplicity (compared to exponential). The case study 
chosen from Smith et al. (2010) has enthalpy changes in various intervals (refer 
to Table 4.1). So, the methodology to deal with enthalpy change in various 
temperature intervals is presented here. The enthalpy values of a process stream 
from Table 4.1 are used to generate a cubic function of temperature. A 
polynomial of various orders 3, 5 and 7 are tried to fit the enthalpy (H) versus 
temperature (T) data; a cubic equation (Eq. 4.7) gave good fit, and polynomials 
of higher orders were over-fitting.  
𝐻 =  𝐻0 + 𝑎𝑇 + 𝑏𝑇




Obtained values of parameters in Eq. (4.7) for enthalpy of process 
streams in the case study are given in Table 4.2. Once the enthalpy equation is 
available, FCP value can be found by differentiation.  
𝐹𝐶𝑃 =  
𝑑𝐻
𝑑𝑇
;  𝐹𝐶𝑃 = 𝑎 + 2𝑏𝑇 + 3𝑐𝑇2              (4.8) 
If enthalpy is constant over the temperature range of interest, then FCP 




               (4.9) 
If FCP values (and not H) at different temperatures are available, then 
they can be fitted directly to a quadratic function (Eq. 4.8). 
Using Eqs. (4.3) - (4.6), nodal temperatures of all streams in the HEN 
can be calculated. These values can then be used to calculate the amount of 
utilities, heat exchanger areas and the objective function. These calculations are 
straightforward if FCP values in Eq. (4.6) are constant. To cater for variable 
FCP problems, Eqs. (4.3) – (4.6) have to be modified. For variable FCP 
problems, FCP value between two successive nodal temperatures (T1 and T2) of 
a stream (having a heat exchanger between these nodes) can be obtained by the 
following equations. 
𝑄 =  ∫ 𝐹𝐶𝑃 𝑑𝑇
𝑇2
𝑇1








3)                 (4.10) 
Comparing the above equation with that for constant FCP: 
𝑄 = 𝐹𝐶𝑃∆𝑇 = 𝐹𝐶𝑃 (𝑇2 − 𝑇1)                      (4.11) 
we have  
𝐹𝐶𝑃 = 𝑎 + 𝑏(𝑇2 + 𝑇1) + 𝑐(𝑇1
2 + 𝑇1𝑇2 + 𝑇2




Thus, for variable FCP, this presents a scenario where FCP is dependent 
on T2 (i.e., outlet temperature of either hot or cold stream going through the 
exchanger), which in turn is dependent on FCP through Eqs. (4.6) to (4.9). To 
solve this nonlinear equation, fixed-point method is used to obtain the FCP 
value. Thus, the following equation can be used to calculate the nodal 
temperatures of a given stream, where ‘i’ is the iteration number. 





                    (4.13) 
In Eqs. (4.13) and (4.14), negative sign is used for hot streams and 
positive sign is used for cold streams. Eq. (4.13) can be generalized for all nodes 
on all streams as  





   (4.14) 
where ‘k’ represents the stream number (hot and cold separately), ‘j’ represents 
the node number on a particular stream, ‘i’ represents the iteration number. For 
each trial HEN generated by the optimizer, structural matrix and areas of heat 
exchangers as well as split ratios of streams will be available. 
Using these data, Eq. (14) is used to find the nodal temperatures. This 
iteration is repeated until the following equation is satisfied within specified 
tolerance. 
𝑇𝑘,𝑗+1,𝑖+1 = 𝑇𝑘,𝑗+1,𝑖                    (4.15) 
where Tk,j (of Eq. 4.14) and Tk,j+1,0 are obtained from the previous trial 
HEN. For the first time, an initial guess based on supply and target temperatures 






















H1 298 268 12.828 H7 100 77 47.865 
H2 339 299 9.604 H8 77 40 1.321 
 299 259 9.164 H9 189 149 1.852 
 259 219 8.705  149 109 1.707 
 219 179 8.228  109 69 1.568 
 179 139 7.735  69 40 1.059 
 139 100 7.024 C1 25 65 12.465 
H3 250 210 14.416  65 105 13.572 
 210 200 3.467  105 145 14.660 
H4 257 217 1.142  145 166 8.044 
 217 177 1.077  166 185 9.197 
 177 137 1.011  185 225 20.107 
 137 97 0.943  225 265 21.076 
 97 57 0.874  265 305 21.782 
 57 50 0.148  305 345 22.310 
H5 170 150 11.175  345 365 11.282 
H6 282 242 3.949 C2 271 282 8.783 
 242 202 3.705 C3 182 189 6.625 
 202 162 3.471     
 162 122 3.238     
 122 82 3.004     
 82 42 2.768     
 42 40 0.164     
Note: U = 0.5, 0.667 and 0.714 kW/(0C-m2) for all exchangers, heaters and 
coolers respectively; capital cost ($) = 94,093 + 1127A0.9887 for each new 
exchanger of A m2; capital cost ($) = 9665ΔA0.68 for additional area of ΔA in an 
existing exchanger; and plant life of 5 years and interest rate of 0% are assumed 
for annualization of capital cost. Hot utility (flue gas) temperature is from 1500 
to 8000C, and its cost is $306.8/kW-year. Cold utility (water) temperature is 








Table 4.2 Values of parameters in Eq. (4.7) with temperature in K, for 
enthalpy of process streams in the case study 
Stream H0 (MW) a (MW/K) b (MW/K2) c (MW/K3) 
H2 -15.616 0.138 1.87E-04 -5.70E-08 
H3 -57.832 0.234 2.74E-04 0 
H4 -980.149 18.524 2.21E-02 -2.54E-06 
H6 -2.536 0.061 6.75E-05 1.12E-08 
H9 -1.358 0.0326 3.39E-05 2.67E-08 
C1 -4.803 0.196 9.27E-04 -7.26E-07 
 
4.2.1 Nodal Temperature Calculations 
In this section, calculation of nodal temperatures in a heat exchanger 
network (HEN) involving streams with varying heat capacities is described 
using a demonstration problem.  
Here, a, b and c are parameters which are calculated for the stream data 
in Table 4.3 and summarized in Table 4.4. Once the enthalpy equation is 
available, enthalpy flow rate (FCP) value can be found by differentiation.  
For variable FCP streams, FCP value between two successive nodal 
temperatures (T1 and T2) of a stream can be obtained by equations 4.10 to 4.15. 
To explain this iterative procedure, we introduce a few terms shown in Figure 
4.1; τo is the vector of (user-supplied) initial values for the nodal temperatures 
of all streams. τi vector contains values of these nodal temperatures at iteration 
i, similar to Tk,j+1,i in Eq. 4.14. At the start of the flowchart, τi is initialized with 
τo; in the HEN model. τi is used in the FCP calculations (Eq. 4.12) and then new 
estimates of the nodal temperatures, τi+1 are generated using Eq. 4.14. If the 
Euclidean norm of (τi - τi+1) is below 10-3, then iterations are stopped; if not, τi 




τi+1) is less than 10-3. As τi is being updated, FCP values are also updated 
corresponding to the new nodal temperatures for use in the calculation of τi+1.  
Table 4.3 Stream data for the demonstration problem  
Stream Supply T (oC) Target T (oC) 
Enthalpy Change 
(MW) 
H1 250 210 14.416 
 210 200 3.467 
H2 339 299 9.604 
 299 259 9.164 
 259 219 8.705 
 219 179 8.228 
 179 139 7.735 
 139 100 7.024 
C1 220 320 31.3 
Note: U = 0.5, 0.667 & 0.714 kW/m2K for all heat exchangers, heaters and 
coolers respectively 
Table 4.4 Values of parameters in Eq. 4.7 for enthalpy of process streams in 
the demonstration problem 
Stream H0 (MW) a (MW/K) b (MW/K2) c (MW/K3) 
H1 -72.217 0.360 0 0 
H2 -15.616 0.138 1.87E-04 -5.70E-08 
Let us consider a HEN with two hot streams and one cold streams, 
whose stream data are in Table 4.3. Assume the number of nodes is ‘4’ on each 
of the three streams, and nodal temperatures supplied by the user for all streams 
are given by the following vector:  
𝛕𝒐 =  [
250 240 220 210 200
339 300 240 150 100
220 240 250 260 280
] 
In the above, the first row corresponds to H1, second row to H2 and third 




value of ‘4’ for nodes, but the temperature of the stream leaving the 4th node 
needs to be calculated. This is the reason for having 5 nodal temperatures for all 
streams in 𝛕𝒐 when the maximum number of nodes is only 4. Also, the initiated 
nodal temperatures can be any values within the bounds of supply and target 
temperatures, and they need not include target/supply temperatures (as seen in 
the third row of 𝛕𝒐). 
Assume the HEN structure generated by optimizer = (
1 3 1 2
2 2 1 4
); 
here, the first row indicates that there is a heat exchanger between 3rd node of 
H1 and 2nd node of C1, and the second row is for a heat exchanger between 2nd 
node of H2 and 4th node of C1. This means that the nodal temperatures used for 
calculation of heat exchanger 1 are of 3rd node of H1 and 2nd node of C1, and for 
calculation of exchanger 2 are of 2nd node of H2 and 4th node of C1. This HEN 




 ), which means the first exchanger area is 50 m2 and the second exchanger 
area is 60 m2. Note that all the temperatures till each heat exchanger will be 
updated to either the inlet temperature or the outlet temperature of heat 
exchanger present before, as there is no heat exchange taking place in between 
to affect the nodal temperatures. 
Now following the flowchart (Figure 4.1), τi is initiated with τo:  
𝛕𝒊 =  [
250 240 220 210 200
339 300 240 150 100
220 240 250 260 280
] 
FCP values are calculated at the nodes of heat exchangers present using τi 




FCP value for H1 at node 3 = 0.360 + 0×(220 + 210) + 0×(2202 + 220×210 +  
2102) = 0.360 
FCP value for H2 at node 2 = 0.138+ 1.87×10-4×(300+240) - 5.70×10-
8×(3002+300×240+2402) = 0.2265  
FCP value for C1 at node 2 = (31.3) / (320-220) = 0.313 
FCP value for C1 at node 4 is same as that at node 2 as enthalpy is not a function 
of temperature for C1 (Table 4.2). 
Using the calculated FCP values, nodal temperatures at each heat exchanger are 
computed using Eqs. 4.10 to 4.15 as follows.  






























= 3.9662 × 10−6 
[ 0.1303 1 − 0.1303










Thus, τi+1 after heat exchanger 1 calculations, is 
𝛕𝒊+𝟏 =  [
250 250 250 237 237
339 300 240 150 100







Figure 4.1 Flowchart employed in this work for nodal temperature 
calculations 
 
Figure 4.2 HEN structure of the discussed example with the nodal 
temperatures initially and in the subsequent calculations in one iteration; 
heaters and coolers (not shown) are to be added to meet the target 




































= 3.4836 × 10−17 
[
0.2764 1 − (0.2764)










Thus, τi+1 after ‘heat exchanger 2’ calculations is                                                            
𝛕𝒊+𝟏 =  [
250 250 250 237 237
339 339 256 256 256
220 220 240 240 300
] 
Now, the Euclidean norm of (τi - τi+1) is calculated and found to be 
204.32. This does not satisfy the condition of the flowchart (Figure. 4.1); values 
of τi are updated with τi+1, and the above calculations are repeated. Thus, for the 
next iteration, 
𝛕𝒊 =  [
250 250 250 237 237
339 339 256 256 256
220 220 240 240 300
] 
The iterations are repeated until the Euclidean norm of (τi - τi+1) is less 
than 10-3.  
4.3 HEN Model 
Model equations developed in Section 4.2 are used for SOO and MOO. 
Figure 4.3 depicts the flowchart of the methods used in this work. It has two 
main parts, namely, within HEN model and optimizer (IDE or NSGA-II). Steps 




The first step is verification of the feasibility of the HEN structure generated by 
the optimizer; see chapter 3 (section 3.3) for details of this step. If a structure is 
found to be infeasible, a new structure is generated within the bounds of the 
structural variables. Once a feasible network is generated, heat capacity values 
are calculated. As both heat capacity and nodal temperature values are 
interdependent, several iterations are done until the Euclidean norm of nodal 
temperature differences in successive iterations is within an acceptable limit 
(10-3).  
Nodal temperatures, converged by the iterative procedure (section 
4.2.1), are then used to compute the amount of utilities required and areas of all 
exchangers including heaters and coolers. The generated areas of heat 
exchangers, heaters and coolers are assigned to the existing heat exchangers by 
following a practical exchanger reassignment strategy (ERS-4) developed in 
Sreepathi and Rangaiah (2014b). In this strategy, an existing heat exchanger 
will be assigned to the new requirement with the constraint on the maximum 
additional area being 15% of the existing area. Using these areas and utilities, 
the objective function for the HEN structure is calculated. This is followed by 
calculation of constraints on the approach temperature. 
The optimizer (outlined in the following sections) generates a solution 
(i.e., individual in the terminology of evolutionary algorithms) for the HEN 
retrofit problem. The objective function and constraints for the generated 
solution are calculated in the HEN model part of Figure 1, and then returned to 
the optimizer to generate another solution/individual. This process is repeated 
until the stopping criterion (namely, maximum number of generations in this 




MATLAB and executed on an Intel core i7-4770 desktop computer (3.4 GHz 
and 16 GB RAM) using the ‘parallel-computing’ toolbox.   
 
Figure 4.3 Flowchart employed in this work for SOO and MOO of HEN 






Figure 4.4 Original network of the case study; areas of existing heat 
exchangers (shown by numbers in circles) are given in Table 4.3. 
4.4 Results and Discussion 
The methodology discussed in Sections 4.2 & 4.3 is tested on a crude 
preheat train problem (with 9 hot streams and 3 cold streams) . The stream and 
cost data of this case study are provided in Table 4.1, and the existing network 
is shown in Figure 4.4. The problem involves 60 structural (integer) variables 
and 27 continuous variables (corresponding to areas and split ratios). The results 
of the SOO are tabulated in Tables 4.5 & 4.6. A constraint on the MAT is 
imposed to be 300C. SOO solution doesn’t involve any stream splits on hot 
streams. From Table 4.6, it can be observed that the utility cost of the retrofitted 




et al. (2010) and in Zhang and Rangaiah (2013) respectively. However, the 
investment cost of the solution obtained in this work is 120% and 17% more 
than that reported in Smith et al. (2010) and in Zhang and Rangaiah (2013) 
respectively. Overall, the total annual cost for the retrofitted HEN found in this 
work is 12% and 10% less than that for the solution in Smith et al. (2010) and 
in Zhang and Rangaiah (2013) respectively. In Table 4.6, the difference between 
the cold and hot utilities is 3,349 kW (= 92,300 – 88,951) in the existing 
network, 3,315 kW in Smith et al. (2010), 3,300 kW in Zhang and Rangaiah 
(2013) and 3,627 kW in the present work. This variance is due to the slight 
inaccuracy in fitting the enthalpy to a polynomial especially for cold stream 1. 
The overall enthalpy calculated by using the continuous polynomial (this work) 
is 154,141 kW and by using constant FCP is 154,492 kW, a difference of 351 
kW (0.2%) which is reflected in the utility difference. This can be resolved by 
increasing the order of polynomial fitting for streams with many temperature 
intervals for enthalpy. 
The solution found by the IDE (Figure 4.5 and Table 4.5) has 8 
reassignments and involves 6 new heat exchangers. The average computational 
time for each trial is 18,000 s. The success rate of obtaining a better solution 
than that reported in the literature is 100% in 25 trials. Out of these trials, the 
objective function values (after global optimization) are in two ranges; 
$19,182,702 to 19,526,275 (8 trials out of 25), and $20,205,516 to 20,657,171 
(17 trials out of 25); after local optimization, these ranges decrease to 
$19,140,721 to 19,347,456 and $20,194,947 to 20,451,967 respectively. The 
probability of achieving an objective function within 0.3% of the solution 




exchangers (with area > 200 m2 for this case study) are not re-used. The 
requirement of a new heat exchanger A (400.8 m2) can be met by two heat 
exchangers E1 & E2 (292 & 280 m2 respectively); similarly, E7 & E8 (285 & 
278 m2) can be used instead of exchanger C (535.2m2). This type of re-using 
two or more existing exchangers for one new exchanger is practical although 
not considered in exchanger reassignment strategy (ERS-4) employed in the 
present work but will be addressed in our future work. If E1, E2, E7 & E8 are 
re-used in the retrofit solution instead of new exchangers A and C, then the 
investment cost and total annual cost will decrease to $4,764,455 (by 20%) and 
$19,041,942 (by 1.4%), respectively, compared to those in the last column of 
Table 4.6.  
For MOO of the case study, a smooth Pareto-optimal front is obtained 
depicting the trade-off between investment and utility costs (Figure. 4.6). MAT 
of 30 0C is maintained for fair comparison. The front starts with a steep decrease 
in the utility cost for a small change in investment cost (< $2 million), followed 
by a flat region where a small improvement in utility cost requires significant 
increase in investment cost. The Pareto-optimal front is continuous in most parts 
except for a few jumps. Considering one such gap, for two close points on the 
front (investment costs of $3,008,740 and $3,242,940 with corresponding utility 
costs of $18,723,700 and $18,715,000, circled in Figure. 4.6), a small 
improvement in utility cost (0.05%) is observed for ~8% increase in investment. 
For these two points, HEN structure is same and the total additional exchanger 
area is similar but the heat exchanger areas are different as follows: 1073.6 m2 
versus 776.4 m2 for one exchanger, 276.2 m2 versus 486.6 m2 for another 




solutions for assessment and selection by the process engineer considering the 
plant-specific situation. 
Pareto-optimal fronts for fixed structure and variable structure 
optimization are compared in Figure 4.6, to assess the additional benefit by 
structural modifications, which are difficult to implement in practice. For the 
fixed structure (network same as the existing scenario), area addition allowed 
in the current exchangers is ≤ 15% and no new exchangers are allowed. As 
expected, MOO considering variable structure provides a better front (Figure 
4.6), which can be divided into two regions based on differences in the Pareto-
optimal fronts for fixed and variable structures. For < $1 million investment, the 
fronts are quite similar/parallel, and the improvement in utility cost achieved by 
variable structure versus fixed structure is in the range of 2-4% compared to 
utility cost difference of 8-20% for > $ 1 million investment. This is because, 
as the investment cost increases, optimal solutions for the fixed structure 
reaches a plateau in terms of utility cost much before those for the variable 
structure.  
Three sets of solutions (with similar investment cost in each set) on the 
two Pareto-optimal fronts for fixed and variable structures (Figure 4.6), are 
compared in Table 4.7. A few trends can be seen in these solutions. For similar 
investment cost, the variable structure option can reduce the utility cost of that 
for the fixed structure option by 25% to 40% using lower total area added. But, 
the former involves a few more modifications (including number of exchangers 
with added area, new exchangers and number of reassignments) compared to 
the number of exchangers with added area in the fixed structure solution. Utility 




These comparative results emphasize that selection of a solution for 
implementation from the many optimal solutions should consider the 
modifications required and their implementation difficulties in the plant. They 
also imply that cost of area addition in existing exchangers, cost of new 
exchangers and cost of reassignments should be realistic and included in the 
investment cost used in the optimization.   
 
Figure 4.5 Retrofitted network of the case study, with temperatures (0C) 
above the line; numbers in circles are the existing heat exchangers, and A to F 







Table 4.5 Heat exchanger area distribution and reassignment for the reported 
(optimal) solution in Figure 3 










(Additional Area, m2) 
Heat Load 
(kW) 
E9 16 400.8 New (A) (400.8) 11174.3 
E13 273 596.4 New (B) (596.4) 12828.0 
E19 61 535.2 New (C) (535.2) 12527.8 
E20 116 1316.3 New (D) (1316.3) 20784.7 
E21 258 235.3 E21 (-) 6649.4 
E22 1054 714.7 New (E) (714.7) 17883.0 
E23 55 1469.8 New (F) (1469.8) 29675.4 
E24 85 69.5 E19 (8.5) 5196.1 
  233.8 E13 (-) 13638.7 
  821.1 E22 (-) 35337.2 
  55.4 E23 (0.4) 1321.1 
  116.6 E20 (0.6) 6185.2 
  93.4 E24 (8.4) 49121.9 





Unused existing heat exchangers (with areas in m2 in brackets) are: E1 (292), E2 (280), 
E3 (20), E4 (2), E5 (156), E6 (161), E7 (285), E8 (278), E10 (37), E11 (19), 
E12 (14), E14 (135), E15 (16), E16 (11), E17 (20) and E18 (24).   











(MAT = 30 
0C) 
Hot Utility (kW) 88,951 68,593 65,217 58,051 
Cold Utility (kW) 92,300 71,908 68,517 61,678 
Operating Cost ($/year) 27,774,741 21,418,400 20,368,291 18,133,846 
Additional Area (m2) - 1655 4372 5051 
Investment Cost ($) - 2,730,390 5,086,391 5,909,737 
Total Annual Cost 
($/year) 





Table 4.7 Comparison of selected solutions from the Pareto-optimal fronts for 
fixed and variable structures 
Quantity 















534,740 532,860 1,019,960 1,018,650 1,828,350 1,828,920 
Operating Cost 
Savings ($/year) 
2,572,441 3,278,216 3,626,641 5,404,341 5,054,541 7,184,941 
Total Area 
Added in 
Existing & New 
Exchangers (m2) 




4 5 11 7 13 6 
No. of New 
Exchangers 
0 1 0 2 0 4 
No. of 
Reassignments 
0 3 0 5 0 7 
 
 
Figure 4.6 Pareto-optimal fronts obtained for fixed and variable structure 





In this chapter, a methodology to solve HEN retrofit problems involving 
process streams with variable heat capacity is discussed. The methodology is 
tested for both SOO and MOO, on a large problem with 9 hot and 3 cold streams, 
and the obtained results are compared with those in the previous studies (Smith 
et al., 2010; Zhang and Rangaiah, 2013). SOO solution obtained in this work 
has about 10% lower total annual cost than that reported in the literature. The 
obtained Pareto-optimal front from MOO has many optimal solutions, one of 
which can be chosen as per the requirements (such as available investment, 
reassignments and complexity of the solution). HEN retrofitting with a fixed 
structure, where reassignments and new exchangers are not allowed, is 
optimized for two objectives, and the results are compared with those where 
structure and new exchangers are also optimized. This provides even more 
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5 HEN Retrofitting: Evaluation of Constraint 
Handling Techniques 
5.1 Introduction 
Heat exchanger networks (HEN) play an important role in the reduction 
of hot and cold utilities required in the process industries by re-using the energy 
available in hot (process) streams for heating cold (process) streams. Synthesis 
of HENs is given importance to make new plants energy efficient. In existing 
plants, where HENs have already been designed and are in operation, 
retrofitting can reduce utilities required thus improving the energy efficiency of 
the process. Retrofitting involves added constraints as the existing system needs 
to be considered and used as much as possible.  
In solving HEN retrofit problems, minimum approach temperature 
(MAT) needs to be ensured in every heat exchanger for a certain level of driving 
force for heat transfer. In SGO methods, these constraints can be handled by 
using either feasibility approach or penalty function method. In the former 
method (Deb et al., 2002), two solutions are compared for selection and one of 
them is chosen; if both solutions are feasible, then the solution with the better 
objective function is chosen; if one solution is feasible and other one infeasible, 
then the feasible solution is chosen; and if both solutions are infeasible then the 
solution with the least constraint violation is chosen. Thus, feasibility of the 
solution is given higher priority in the selection between two solutions. In the 
penalty function method (Edgar et al., 2001), the constrained optimization 




term, based on the constraint violation, to the objective function. This method 
of handling constraints involves a penalty parameter, which needs to be selected 
based on the order of the objective function value. As will be discussed further 
in this paper, penalty parameter value influences the optimization results. On 
the other hand, the feasibility approach has no parameter.  
In this work, the feasibility approach and penalty function method for 
constraint handling are tested in solving HEN retrofit problems by stochastic 
optimization methods, to establish their relative merits4. The methodology 
employed for this testing is described in the next section. Section 5.3 presents 
and discusses the results of applying the methodology to two case studies. 
Finally, conclusions of this work are given in Section 5.4. 
5.2 Methodology 
In this work, to solve HEN retrofit problems, nodal representation 
developed by Bochenek and Jezowski (2010) is used. In this representation, 
potential heat exchange spots called nodes are provided on each hot/cold stream. 
A heat exchanger, heater or cooler can be placed only on one of these nodes. 
This structural representation was used by Zhang and Rangaiah (2013), and 
Sreepathi and Rangaiah (2014a) successfully for solving HEN retrofit problems 
by SGO methods.  
                                                 
 
 
4 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Heat exchanger network 
retrofitting: constraint handling and multi-objective optimization, in proceedings of 




In solving a retrofit problem, the optimizer (SGO method) generates a 
structure or network, which is then tested for feasibility. A structure is 
considered infeasible if it has a heat exchanger on a node which is greater than 
the specified nodes (for each stream), or if there is a heat exchanger on the same 
node as a splitter/mixer, or if more than one heat exchanger is connected to the 
same node. Once a feasible structure is generated, the model calculations are 
performed to calculate nodal temperatures, exchanger areas, reassignments, 
investment and utility costs associated with the structure and heat exchanger 
duties and split ratios generated by the optimizer. The objective function, total 
annualized cost, TAC (= annual utility cost + annualized investment cost) needs 
to be minimized for obtaining the optimal solution. For details about the model 
calculations, refer to Zhang and Rangaiah (2013). This step is followed by 
constraint calculations, where the approach temperatures (AT) of each heat 
exchanger are calculated and compared with the specified minimum approach 
temperature (MAT).  
In the feasibility approach, if the calculated ATs are greater than MAT, 
the structure is deemed feasible and vice versa. This is then conveyed to 
optimizer, which then uses this information for the next generation and does the 
operations (mutation and crossover involved in the SGO method) based on the 
objective function and its feasibility. In the penalty function approach, if AT is 
less than MAT, then a penalty term is added to the objective function; else, the 
objective function is left untouched. This makes the solution with constraint 
violation less desirable since it is a minimization problem. Optimizer then 




carried out repeatedly until the stopping criterion (usually, maximum number 
of generations) is met.  
Integrated differential evolution (IDE) (Zhang and Rangaiah, 2013) is 
used for global optimization. This global search is followed by local 
optimization where the best solution found so far is taken and provided as the 
initial guess for the local optimizer, namely, ‘fmincon’ of MATLAB which is 
for solving nonlinear constrained optimization problems. Global optimization 
involves integer (corresponding to the HEN structure) and continuous variables 
(heat exchanger areas and split ratios). For local optimization, the HEN structure 
is not varied and only the heat exchanger areas and split ratios (i.e. continuous 
variables) are varied to further fine tune the solution. 
Feasibility approach for constraint handling requires no additional 
parameter other than those involved in the SGO, whereas penalty function 
method requires a penalty parameter, which varies with the optimization (HEN 
retrofit) problem. Hence, in this work, more than one penalty parameter is used 
for optimizing HEN retrofit problems. The penalty parameter is varied with 
respect to the order of the objective function; the values used are 1 time, 10 
times, 100 times, 1000 times and a million times of the objective function order 
(which is 10^5 and 10^7 respectively for case studies 1 and 2). One major 
difficulty of penalty function method is the selection of a suitable value for the 
penalty parameter, which may require experimenting with a few values. 
The penalty term added to the objective function is equal to the penalty 
parameter multiplied by the sum of constraint violations (i.e., MAT – AT for all 
ATs less than MAT). As the constraint violation increases, the penalty term 




problem). The penalty function method used in this work is similar to the ‘exact 
penalty function’ method described in Edgar et al. (2001). 
5.3 Results and Discussion 
The above methodology is applied to two case studies: a 6 hot and 1 cold 
stream process (medium size problem), and a 9 hot and 3 cold stream process 
(large size problem). An SGO method employs random numbers, and hence the 
results vary from one run to another. Hence, each case study is solved using 
feasibility approach or penalty function method 20 times (i.e., 20 runs are made) 
in order to obtain representative results for reliable comparison. The lowest, 
median and highest of minimum TAC values obtained from these 20 runs are 
summarized in respective tables. All these were run on a desktop computer 
having Intel Core i7-4770 CPU 3.4 GHz and 16 GB RAM. Using parallel 
processing capability of MATLAB, several runs (equal to the number of 
processors in the computer) can be completed within this time.  
5.3.1 Case Study 1 
The stream and cost data of case study 1 taken from (Sreepathi and 
Rangaiah, 2014b) are provided in Table 5.1, and the results obtained for this 
case study using the two constraint handling methods are summarized in Table 
5.2. Results of both global optimization (GO) and local optimization (LO) are 
also provided for comparison. Success rate of obtaining solutions satisfying the 
constraints is 100% in all the scenarios (using feasibility approach and various 
parameters in penalty function). A constraint is assumed satisfied if the AT is 




specified to be 15 K; thus, if the AT is above 14.99 K, then the constraint is 
assumed to be satisfied. The computational time for one run of all the scenarios 
is around 2,500 s. 
The median of TACs obtained by a constraint handling method is chosen 
for comparison since it is a better representative of the solutions obtained. Based 
on this, it can be said that, for case study 1, penalty function method works better 
for the range of the penalty parameter values tested (Table 5.2). For case study 
1, penalty parameter of 100 times the order of objective value provides slightly 
better results compared to other values tested. The GO solution obtained by 
using feasibility approach improved by ~1.2% after LO. Similarly, for penalty 
function method, TAC obtained by the GO decreases by ~0.5% after LO. Figure 
5.1 shows the HEN structure of the best solution obtained using various 
constraint handling techniques (TAC = 673,283 $/year). It also provides heat 
exchanger areas for use by interested readers. The TAC reported in the literature 
for the same MAT (= 15 K) is 666,078 $/year (Rezaei and Shafiei, 2009) and 
643,785 $/year (Sreepathi and Rangaiah, 2014b). These results were obtained 
with no limit on the area addition in the existing exchangers, which led to 
unrealistic scenarios with nearly 100% increase in area. In the present work, 
there is a cap of 15% on the amount of area addition in the existing heat 
exchangers. Hence, although the optimal solution in Figure 1 has a slightly 
higher TAC compared to the previous studies, it is feasible and attractive for 




Table 5.1 Stream and Cost data for case study 1 (Briones and Kokossis, 1999) 
Streams Tin (K) Tout (K) FCP (kW/K) 
Cost ($/kW-
year) 
H1 622 368 86  
H2 572 393 21.4  
H3 546 523 184.7  
H4 503 368 23.5  
H5 479 451 129.4  
H6 455 348 11.5  
C1 316 633 147.9  
Steam 773 772  60 
Water 293 313  5 
Note: U = 0.265 kW/(m2K) for all exchangers; capital cost ($) = 3460 + 300A 
for a new exchanger of area A m2; capital cost ($) = 300ΔA for additional area 
of ΔA m2 in an existing exchanger; capital cost ($) = 300 for reassignment of an 
existing exchanger; 5 years plant life and 0% interest rate are assumed for 
annualization of capital cost.  




Lowest of TACs 
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  1 680,727 679,094 711,308 705,975 702,868 699,832 
10 682,553 682,151 722,100 719,674 708,347 705,004 
100 688,560 687,659 708,749 705,766 702,639 698,023 
1000 696,027 673,283 722,643 721,134 703,019 700,400 






Figure 5.1 The best retrofitted HEN with TAC = 673,283 $/year of case study 
1; this is obtained using the penalty function approach with penalty parameter 
of 1000 times the objective value order 
5.3.2 Case Study 2 
The stream and cost data for case study 2 are provided in Table 5.3. The 
results obtained for this case study are summarized in Table 5.4, which contain 
the lowest, highest and median of 20 runs. The success rate of obtaining 
solutions satisfying the constraint is 100%. The MAT in this case study is 
assumed to be 30 K. The computational time for each of all scenarios is around 
12,000 s. Based on the median values of TAC, penalty function method provides 
lower TAC for the penalty parameter values tested compared to the feasibility 
approach, for case study 2 as well. Penalty parameter of 100 times provides 
slightly better results compared to other values tested. The median of feasibility 
approach is improved by ~0.4% from GO to LO. An improvement of around 
3% is observed from GO solution to LO solution for penalty function approach.  
HEN structure of the best solution obtained (TAC = 15,613,102 $/year) 




are no results available in the literature for similar MAT and using constant heat 
capacity to compare. The results obtained for variable heat capacity at the same 
MAT is 21,964,478 $/year from Smith et al. (2010), who performed retrofitting 
for a fixed structure with area addition in existing heat exchangers and inclusion 
of one new heat exchanger. Thus, it is difficult to make a comparison between 
these two results. 
In summary, the results obtained for the two case studies show that better 
retrofit solutions are obtained by the penalty function method for all the 
parameter values used, compared to the feasibility approach. However, the 
optimal solution obtained depends on penalty parameter value, which indicates 
the need for tuning the penalty parameter based on the objective function. 
Alternately, one needs to solve the retrofitting problem for various parameter 
values, thus increasing the computational time. Note that the CPU time for 













Table 5.3 Stream and cost data for case study 2 (Smith et al., 2010) 





H1 298 268 427.60  
H2 339 100 211.13  
H3 250 200 357.64  
H4 257 50 25.1  
H5 170 150 558.75  
H6 282 40 83.88  
H7 100 77 2081.09  
H8 77 40 35.70  
H9 189 40 41.52  
C1 25 365 454.39  
C2 271 282 798.45  
C3 182 189 946.43  
Flue gas 1500 800  306.8 
Water 10 40  5.25 
Note: U = 0.5 kW/(0C m2) for all exchangers; U = 0.667 kW/(0C m2) for heaters 
and U = 0.714 kW/(0C m2) for coolers; capital cost ($) = 94,093 + 1127A0.9887 
for each new exchanger of A m2; capital cost ($) = 9665ΔA0.68 for additional 
area of ΔA in an existing exchanger; plant life time of 5 years and interest rate 
of 0% for annualization of capital cost 









































































1 15,956,951 15,705,146 17,184,637 17,118,134 16,822,721 16,299,487 
10 16,075,111 15,613,102 17,340,519 17,106,914 17,010,660 16,377,059 
100 15,977,342 15,731,453 17,202,633 17,143,879 16,813,267 16,249,182 
1000 15,848,810 15,641,970 17,100,719 17,044,406 16,864,503 16,037,582 





Figure 5.2 The best retrofitted HEN with TAC = 15,613,102 $/year of case 
study 2; this is obtained using the penalty function approach with penalty 
parameter of 10 times the objective value order 
5.4 Conclusions 
This chapter compares two constraint handling methods for SGO 
methods, namely, penalty function and feasibility approach, for HEN 
retrofitting applications. The obtained results for two cases studies show that 
the relatively recent feasibility approach, though independent of parameters, 
provided inferior solutions compared to the conventional penalty function 
method for the wide range of penalty parameter values tested. Although penalty 
parameter tuning may be required, constraint handling by penalty function 
method is promising for HEN retrofitting problems. Further work on more case 
studies and penalty term is required to validate this observation and to develop 
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6 HEN Retrofitting: Alternate Solutions for 
Industrial Implementation 
6.1 Introduction 
Chemical processes involve reactions and separations for transforming 
raw materials into valuable products required by the society. These processes 
often occur at elevated temperatures whereas raw materials are mostly at 
ambient temperature and products are often stored at about room temperature. 
Hence, energy is required for heating the material streams before reaction and/or 
for separation, and then outlet streams have to be cooled using cold utilities such 
as water and air. There is potential to recover thermal energy from hot process 
streams and to reuse it for heating cold process streams. For this, heat exchanger 
networks (HEN) are employed in process plants; each network consists of more 
than one heat exchanger. Thus, energy integration and HEN help to improve the 
energy efficiency of chemical processes. In this chapter, we will study the 
potential of MOO for HEN retrofitting in three levels5. The first level deals with 
retrofitting by area addition in the existing heat exchangers to improve energy 
recovery and reuse. Area addition is relatively easy to implement, and so this 
level is referred to as simple retrofitting in this chapter. Second level of 
                                                 
 
 
5 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Heat exchanger network 
retrofitting: alternate solutions via multi-objective optimization for industrial implementation, 
in: G.P. Rangaiah (ed.), Chemical process retrofitting and revamping: techniques and 




retrofitting considers area addition in the existing heat exchangers and also 
installation of new heat exchangers; this level is referred to as moderate 
retrofitting. The third level involves structural modifications (i.e., relocation of 
existing heat exchangers) along with area addition in existing exchangers and 
installation of new heat exchangers. Since structural modifications are more 
difficult, the third level is referred to as complex retrofitting in this chapter. 
MOO provides many optimal solutions for each level of retrofitting, and it will 
be interesting to compare them and to analyze additional benefit from increased 
extent of retrofitting. 
The rest of this chapter is structured as follows. The next section 
provides a brief discussion on the improvement techniques that can be used to 
retrofit HENs. Section 6.3 describes the HEN model used and the case study 
solved by the methodology is also described in this section. Section 6.4 
discusses the results obtained for simple, moderate and complex retrofitting. 
Finally, conclusions of this study are presented in Section 6.5. 
6.2 HEN Improvements 
Consider the heat transfer rate equation and possible improvements that 
can be done for improving energy recovery in HEN. Heat transfer rate (Q) is the 
product of overall heat transfer coefficient (U), heat transfer area (A) and log-
mean temperature driving force (ΔTlmtd), i.e. Q = U A ΔTlmtd. Hence, the amount 
of heat transferred in the HEN can be improved by increasing U, A and/or 
ΔTlmtd. Since U depends mainly on the film heat transfer coefficient and fouling 
factor of hot and cold streams in the heat exchanger, U can improved by 




parameter, A is one of the common parameters varied in HEN retrofit. An 
existing exchanger achieves greater heat exchange between same streams, for 
an increment in the exchanger area. ΔTlmtd can be varied by changing the inlet 
temperatures of the streams via re-sequencing or re-location of the heat 
exchanger. All these potential improvements for increasing heat exchange in a 
heat exchanger and consequently in HEN are discussed in the rest of this 
section. 
Area Addition: HENs can be retrofitted by adding area in the existing 
exchangers, thus increasing the amount of heat transfer between the two streams 
(already matched). The amount of area that can be added to a heat exchanger 
depends on its type. For example, in a plate and frame heat exchanger, heat 
transfer area can be increased even by 100% based on the space available to add 
more plates. On the other hand, area of a shell and tube (ST) heat exchanger can 
be increased by only 10-20% without adding an extra shell; this is by inserting 
additional tubes within the space available in the existing tube bundle. Cost of 
area addition is generally of the form: a (ΔA)b where ΔA is the additional area. 
For example, in Shenoy (1995), capital cost for area addition is 750(ΔA)0.81. 
The change in pressure drop is negligible for area addition of 10-20%. In this 
chapter, area addition of up to 15% is considered to avoid the effects of pressure 
drop.  
Heat Transfer Enhancements: Heat transfer enhancements increase the film 
heat transfer coefficient, thus improving U and consequently heat transfer in the 
exchanger. In the case of the ubiquitous ST heat exchanger, heat transfer 
enhancement can be achieved on the shell and/or tube sides as required. Tube-




tube side, and are useful if the exchanger involved has lower film heat transfer 
coefficient on the tube side. Tube-side enhancements include but are not limited 
to twisted-tape inserts, coiled-wire inserts and internal fins. Similarly, shell-side 
enhancements are used to improve the heat transfer coefficient on the shell side. 
They include helical baffles, external fins and EM baffles. More details on heat 
transfer enhancements are available in Pan et al. (2013).  
Heat transfer enhancements can be implemented without much effect on 
the pressure drop in the exchanger, though this may involve slight modifications 
in the exchanger. In such cases, enhancements behave in a similar manner to 
area addition to an existing exchanger. Cost of enhancement has a fixed cost 
term and an area dependent term, i.e., a + bArea. The improvement achieved 
by enhancements in an exchanger may not be limited to 10-20%, as is the case 
with area addition to a ST exchanger; it can be up to 100% in film heat transfer 
coefficient using coiled-wire inserts and internal fins together (Pan et al., 2013), 
though pressure drop will increase a lot requiring retrofit of the associated 
pump. In this chapter, only area addition is considered in the application studied; 
if necessary, the corresponding increase in UA can be achieved by using heat 
transfer enhancements to improve U.  
Addition of New Exchangers: A new heat exchanger can be added to the 
existing HEN to increase the heat recovery and reuse. It can be in series or 
parallel to an existing exchanger. In series combination, a higher outlet 
temperature is expected for the same flow rate of hot/cold streams. The outlet 




more flow rate. Thus, in the case throughput increase, parallel combination is 
preferred to maintain same outlet temperature. Here, the case study considered  
has same throughput, and so only series addition of a new exchanger is 
considered. In Figure. 6.1(a), exchanger N is the new one added to HEN in 
Figure. 6.1(b). Note that addition of a new exchanger in series causes additional 
pressure drop, which may require retrofit of the associated pump. 
Re-sequencing of Exchangers: Re-sequencing of a heat exchanger refers to 
moving the heat exchanger on the same two streams, and so its inlet/outlet 
temperatures of hot/cold streams change (i.e. there is no change in the streams 
involved in the heat transfer). In Figure. 6.1(a), heat exchanger 3 is present 
between streams H1 and C2 before the split occurs on H1, whereas it is after the 
split merges in Figure. 6.1(b). This shifting of exchanger 3 is called re-
sequencing of a heat exchanger. 
Re-piping of Exchangers: Re-piping of a heat exchanger refers to shifting the 
heat exchanger to different streams, i.e. change of cold and/or hot streams in 
that exchanger. In Figure. 6.1(a), exchanger 2 is present on main stream of H1 




This retrofit move is called re-piping of a heat exchanger. Both re-piping and 
re-sequencing together are referred to as relocation of heat exchangers. 
 
 
Figure 6.1 Example to show re-sequencing (exchanger 3) and re-piping 
(exchanger 2); N is the new changer 
Pressure Drop Considerations: HEN modifications discussed above may 
increase the pressure drop in exchangers. Existing pumps and compressors may 
have been designed with some margin to handle increased pressure drop and/or 




transfer enhancement in an existing exchanger, or addition of a new exchanger 
is more than the design capacity of the pump/compressor, then a new 
pump/compressor may have to be installed. Usually, pumps in industries have 
allowance of 40-50% of their capacity to handle increased pressure drop. This 
assumption in the capacity of pumps is from the excerpts of a survey conducted 
among industrial practitioners. 
Also, increased pressure drop in an exchanger can be off-set by making simple 
modifications like control valve type and pipe size to reduce their pressure drop. 
Area addition within 10-20% causes a relatively small increase in pressure drop 
which can easily be handled by the design margin of pumps present.  For heat 
transfer enhancements in a ST exchanger, where the pressure drop can be large, 
some modifications such as increasing the number of tube passes and changing 
baffles on the shell side can be considered and implemented to manage with 
existing pumps.  
6.3 HEN Model 
In HEN retrofitting by MOO via NSGA-II, decision variables are HEN 
structure (i.e., elements in SM, discrete in nature), corresponding exchanger 
areas and split ratios of streams (all continuous in nature). The HEN structure, 
areas and split ratios are sent to HEN model (Figure. 6.3) for performing model 






Figure 6.2 Flowchart of NSGA-II for MOO; flowchart of HEN model is in 
Figure 6.3. 
Randomly initialize the population and evaluate objective 
functions and constraints of each individual in the population 
by calling ‘HEN model’.
Start
Set generation no., G = 1.
Set individual no., i = 1.
Select two individuals from the current 
population by binary tournament.
Generate two new individuals by performing 
crossover and mutation operations.
Check violation of decision variable bounds; 
randomly re-initialize the violated decision 
variables within the bounds.
Is i < NP/2?
Evaluate the objective function values and constraints of each 
of the new NP individuals by calling ‘HEN model’.
Combine the NP new individuals with the current/parent 
population. Rank the 2NP individuals using constrained 
dominance criteria.
Select NP individuals for the next generation, 
use crowding distance, if required.
Is G < Gmax?
i = i + 1










Figure 6.3 HEN model calculations used for solving retrofit problems. 
6.4 Case Study 
The case study employed in this chapter is a modified version of the pre-
heat train in the crude distillation unit, discussed in Nguyen et al. (2010). The 
HEN has 11 hot streams and 5 cold streams, and 21 exchangers including 
heaters and coolers. The existing network and exchanger areas are shown in Fig. 
6.4, and the stream and cost data of the problem are provided in Table 6.1; film 
heat transfer coefficients in this table include fouling factor. The minimum 
approach temperature of the network is 200C in the cooler numbered ‘11’ on 
H6. The utility/operating cost of the existing network is US$13,930,596 for hot 








Addition of heaters/coolers to meet target temperatures of 
streams and calculation of duties and heat transfer areas of 
all heaters and coolers
Exchanger reassignment strategy (described in Section 7.4) 
Modify 
structure
Evaluation of stream nodal temperatures using FCP values, 
heat exchanger areas and supply temperatures. This may 
involve few iterations, and converged nodal temperatures 
are used for further calculations. See Appendix.
Input Data on HEN structure, exchanger areas and split 
ratios from ‘NSGA-II’
Objective function and constraints are calculated and their 















H1 319.4 244.1 136.2 1.3 
H2 347.3 45 194.5 0.76 
H3 263.5 181.0 123 1.4 
H4 297.4 150 20.7 1.2 
H5 248 50 63.2 1.2 
H6 73.2 40 57.7 1.3 
H7 231.8 120 48.5 1.4 
H8 167.1 69.6 165.3 1.4 
H9 146.7 73.4 253.6 1.2 
H10 250 198 120.5 1.5 
C1 30 232.2 373.3 0.6 
C2 232.2 343.3 488.1 0.79 
C3 226.2 231.8 392.6 3.2 
C4 120 186 200.4 1.5 
C5 180 290 320.6 1.2 
Flue gas 1000 500  0.12 
Water 20 40  2.0 
Note: capital cost (US$) = 54672 + 622.6 A for each new exchanger of A m2; 
capital cost (US$) = 622.6 ΔA for additional area of ΔA m2 in an existing 






Figure 6.4 Existing heat exchanger network in the case study 
6.5 Results and Discussion 
In the following sub-sections, MOO results for simple, moderate and 
complex retrofitting of HEN in the case study are presented and discussed. The 
objectives used in MOO are cost of retrofit and utility cost, and approach 
temperature on each heat exchanger in HEN is constrained to be greater than 
150C for all retrofitting levels. For moderate and complex retrofitting, the user 
has to choose number of nodes on each stream. For the case study, number of 
nodes assumed is 10 on each stream; this is to provide enough locations for the 
optimizer to insert new exchangers and/or relocate exchangers within 


























































































6.5.1 Simple Retrofitting 
In simple retrofitting, the existing HEN structure is fixed and only area 
addition of up to 15% in the existing exchangers is allowed. The 8 decision 
variables in MOO of this retrofitting in the case study are the heat exchanger 
areas, which are continuous in nature. Areas of coolers and heaters are 
calculated based on the target temperatures during the HEN model calculations, 
and hence they are not included in the decision variables. This may sometimes 
require installation of a new heater/cooler in the network but it is unlikely since 
retrofitting is to reduce utilities. Simple retrofitting does not involve ERS as the 
existing HEN structure is not altered.  
The MOO was carried out with a population size of 100, and the non-
dominated solutions found at generations 100, 250, 500 and 1000 are presented 
in Figure. 6.5. As can be seen, there is significant improvement in the front from 
generation 100 to 250, and acceptable Pareto-optimal front is obtained at 
generation 250 in about 60 s. As expected, MOO results in Figure 6.5 confirm 
that the two objectives are conflicting in nature: a decrease in utility cost is 
accompanied by an increase in the investment cost. The optimal front has nearly 
constant slope and a few discontinuities. Investment cost of the front does not 
go beyond US$200,000, probably because of the 15% limit on area addition. To 
confirm, this limit is increased to 30% and the non-dominated solutions found 
after 1000 generations are shown as magenta points in Figure. 6.5. The front for 
30% area addition is similar to 15% front for retrofit cost below US$150,000, 




is available for heat recovery. However, utility cost does not decrease much for 
retrofit cost more than US$300,000.  
One solution (circled in Figure. 6.5) from the front is chosen, and the 
network is presented in Figure. 6.6. Cost of retrofitting is US$158,048, which 
results in annual utility cost of US$13,693,518 (1.7% decrease) and payback 
period of 0.67 years; hot and cold utilities used are respectively 93,778 kW and 
56,454 kW. Minimum approach temperature in the retrofitted network is 200C 
in the cooler numbered 11 on H6, as in the original HEN. In Fig. 6.6, additional 
area required or area reduction in each of the existing exchangers is provided in 
brackets. Many changes in areas are small, and may not be required in practice; 
only exchangers 4 and 8 require additional area, and exchangers 9 and 15 have 
more than the required area. The network requires a new exchanger (cooler) N 
with a small area of 1.6 m2 to meet the target temperature of hot stream H3. This 
cooler can be avoided by increasing the area in exchanger 6, subsequently 
reducing area in exchanger 1 and increasing the area in cooler 10. Hence, only 





Figure 6.5 Comparison of the fronts for simple retrofitting via 15% area 
addition at various generations with population size of 100; black diamonds, 
green circles, blue triangles and red crosses are the solutions at 100, 250, 500 
and 1000 generations, respectively. The solution selected for discussion is in 
the black oval. Magenta dots are the front for simple retrofitting via 30% area 
addition. 
6.5.2 Moderate Retrofitting 
In moderate retrofitting, new heat exchangers are added to the existing 
HEN structure along with area addition in the existing exchangers. The decision 
variables for MOO of moderate retrofitting are the discrete variables of HEN 
structure (new exchangers) and heat exchanger areas which are continuous in 
nature. For the case study, there are 16 discrete variables corresponding to HEN 
structure and 12 continuous variables for exchanger areas (8 for existing and 4 
for new heat exchangers, respectively). Areas of heaters/coolers are calculated 
based on the target temperatures during model calculations, and hence they are 




of a new heater/cooler in the network but it is unlikely since retrofitting is to 
reduce utilities. Moderate retrofitting also does not involve ERS. MOO for 
moderating retrofitting of HEN in the case study was carried out with a 
population size of 500 (compared to 100 for simple retrofitting because of 
increased number of decision variables). As can be seen from the non-
dominated solutions found at different generations (Figure. 6.7), there is 
significant improvement in the front from generations 100 to 500, and an 
acceptable front is obtained at generation 500 in about 850 s. The optimal front 
is smooth, and has a gradual change in the slope.  
 
Figure 6.6 HEN after simple retrofitting according to the selected optimal 
























Existing area of 
each exchanger in 
m2 with additional 
area (shown by +) 
and reduction in 
area (shown by -) 
in brackets
1 – 50.9 (+2.1)
2 – 855.7 (+0)
3 – 59.6 (+1)
4 – 985.1(+147)
5 – 59.4 (+0.5)
6 – 233 (-6.2)
7 – 194.9 (+0.9)
8 – 339.2 (+12.2)
9 – 625.6 (-21.9)
10 – 161.7 (-0.7)
11 – 93.6 (-0.4)
12 – 46.7 (+0)
13 – 237.6 (+0)
14 – 37.7 (+0.1)
15 – 501.5 (-23.5)
16 – 1009.3 (-5.0)



















































A solution from the circled region in the front in Figure. 6.7 is chosen 
for analysis. The retrofitted network for this solution is presented in Figure. 6.8 
along with existing exchanger areas and required area addition/reduction. 
Retrofitting cost is US$1,124,584, which reduces annual utility cost by 17% to 
US$11,530,232 for a payback period of 0.47 years. Hot and cold utilities used 
are 79,405 kW and 41,752 kW respectively, and minimum approach 
temperature of the network is 200C in the cooler 11 on H6, as in the original 
HEN. The retrofitted network has four new heat exchangers (A, B, C and D) 
and also two new coolers E and F, which are very small and can be eliminated 
by making slight changes in some connected exchangers. Among the existing 
exchangers/heaters/coolers, exchanger 7 requires additional area, and units 9, 
12-15 and 17 require area reduction. The notable one is cooler 14 with area 
requirement of only 0.2 m2 after retrofitting. As such, this cooler can be 
removed to coolers E and F. In summary, retrofitting according to the chosen 
optimal solution requires four new exchangers and also area changes in existing 
exchangers 7, 9, 12-15 and 17. Although these changes are more than those for 
the simple retrofitting solution discussed in the previous section, utility cost is 





Figure 6.7 Comparison of the fronts for moderating retrofitting at various 
generations with population size of 500; black crosses, green circles, blue 
pluses and red diamonds are the solutions at 100, 250, 500 and 1000 
generations, respectively. The solution selected for discussion is in the black 
oval. 
6.5.3 Complex Retrofitting 
In complex retrofitting, relocation of existing exchangers, area addition 
and use of new heat exchangers are all allowed. The decision variables in MOO 
of complex retrofitting are the discrete variables of HEN structure and heat 
exchanger areas, which are continuous in nature. For the case study, there are 
60 discrete variables corresponding to HEN structure and 15 continuous 
variables for heat exchanger areas. Areas of heaters/coolers are calculated based 
on the target temperatures during model calculations, and hence they are not 
included in the decision variables.  The MOO was run with a population size of 
2000, and the non-dominated solutions found at generations 500, 1000, 1500 
and 2000 are shown in Figure. 6.9. These results show that the non-dominated 




number of decision variables, around 2000 generations are required for 
convergence; computational time for 500 and 2000 generations is 6700 s and 
24800 s, respectively.  
 
Figure 6.8 HEN after moderate retrofitting according to the selected solution 
in Figure. 6.7 
The entire front obtained after 2000 generations in Figure. 6.9 can be 
divided into three regions based on their slopes. In region 1, utility cost reduces 
from 14 million to 12.9 million (by 8%) for a small investment US$0.25 million; 





















































































Existing area of each exchanger in m2 with additional area (shown by +) and 
reduction in area (shown by -) in brackets
1 – 50.9 (+0.2)  6 – 233 (-3.5)            
2 – 855.7 (+0)     7 – 194.9 (+29.2) 
3 – 59.6 (-0.3)     8 – 339.2 (+0)      
4 – 985.1 (+0.5)  9 – 625.6 (-16.4) 
5 – 59.4 (+0.5)    10 – 161.7 (+0) 
11 – 93.6 (-0.3)       16 – 1009.3 (+0)
12 – 46.7 (-21.4)     17 – 490.6 (-98.4)
13 – 237.6 (-59.9)     A – 489.1
14 – 37.7 (-37.5)       B – 295.2 
15 – 501.5 (-187.6)   C – 289.6
D – 168.8 
E – 4.3




region 3 with utility cost from 11 million to 10.2 million, require high 
investment than that in region 1. Closer analysis of optimal solutions at the 
discontinuity at the starting of the front (between regions 1 and 2) showed that 
it was because all the existing heat exchanger areas have been fully used (i.e. 
very small changes in their area) and a new heat exchanger was installed. Note 
that there are solutions in region 1, which have new heat exchangers but the 
existing exchangers are not completely exhausted (i.e. high amount of area 
reduction is involved).  
HEN corresponding to the non-dominated solution at the discontinuity 
in the front (circled in Figure. 6.9) is presented in Figure. 6.10. Cost of 
retrofitting is US$253,328, and utility cost of this network is 
US$12,238,781/year; payback period for this retrofitting is just 0.15 years. The 
hot and cold utilities used are 84,055 kW and 47,085 kW, respectively. 
Minimum approach temperature of the network is 18.90C (compared to the 
specified constraint of 150C) in exchanger 8 between streams H5 and C1; these 
are different from the original HEN. The retrofitted network has one new cooler 
‘N’, and used all the existing exchangers. Areas of existing heat exchangers 
used, areas added and reduced are provided in Figure. 6.10. In this figure, 
numbering of heat exchangers/cooler/heaters is based on the original network. 
Of all existing heat exchangers used, 8 units  numbered 1, 3, 5, 7, 8, 10, 14 and 
15 require re-piping (i.e., at least one stream in the heat exchanger is changed); 
and exchanger 4 is between streams H2 and C1 re-sequenced (i.e., it is present 
between the same streams but moved to a higher temperature range). As 
relocation is allowed in complex retrofitting, exchangers are used to their full 




the existing area. Additional area is required in existing exchangers 1, 2, 4, 8, 
14, 15, 16 and 17, and slight reduction is needed in existing exchangers 7 and 
9. 
 
Figure 6.9 Comparison of the fronts for complex retrofitting at various 
generations with a population size of 2000, blue pluses, green circles, black 
triangles and red diamonds are the solutions at 500, 1000, 1500 and 2000 





Figure 6.10 HEN after complex retrofitting according to the selected solution 
in Fig. 6.9 
6.6 Comparison and Discussion 
The non-dominated solutions obtained for simple retrofitting with 15% 
area addition, simple retrofitting with 30% area addition, moderate retrofitting 
and complex retrofitting are plotted together in Figure. 6.11. For a fair 
comparison, all these are obtained using population of 2000 and 2000 
generations. Simple retrofitting (with both 15% and 30% limit) and moderate 
retrofitting are similar in the retrofit cost range of US$50,000 to US$140,000, 
as they have fixed structure and no new heat exchangers were installed for low 
retrofit cost. From retrofit cost of US$140,000 to US$300,000, moderate 
























Existing area of 
each exchanger in 
m2 with additional 
area (shown by +) 
and reduction in 
area (shown by -) 
in brackets
1 – 50.9 (+4.8)
2 – 855.7 (+6.1)
3 – 59.6 (+0.4)
4 – 985.1(+9.8)
5 – 59.4 (-0.5)
6 – 233 (-0.5)
7 – 194.9 (-4.9)
8 – 339.2 (+3.2)
9 – 625.6 (-5.5)
10 – 161.7 (+1.2)
11 – 93.6 (-0.3)
12 – 46.7 (+0)
13 – 237.6 (+0)
14 – 37.7 (+1.9)
15 – 501.5 (+4.5)
16 –1009.3(+149)






















































of new heat exchangers. As expected, complex retrofitting outperforms simple 
and complex retrofitting the entire retrofit cost range, i.e., existing exchanger 
relocation helps to achieve lower utility costs for the same investment compared 
to retrofitting with fixed structure. Though relocating exchangers may not be 
easy to implement, it should be considered for some exchangers where possible.  
To have a fair comparison, economics of selected optimal solutions for 
various retrofitting levels are analyzed for the same retrofit cost. The results are 
compiled in Table 6.2. For retrofit cost of around US$100,000, simple 
retrofitting and moderate retrofitting have similar payback periods, whereas 
complex retrofitting has nearly one-third of this payback period. For simple 
retrofitting, 30% proves to be better in terms of both utility savings and payback 
period, mainly due to additional available area. Overall, complex retrofitting 
has better utility cost savings and payback period compared to other levels 
mainly due to relocation of heat exchangers. Also, for higher cost of retrofit, 
moderate and complex retrofitting have similar payback periods (Table 6.2), 
showing the increased influence of new heat exchangers over relocation of 
























Simple (15%) 13,820,320 110,276 0.91 
Simple (30%) 13,820,320 110,276 0.91 
Moderate 13,820,320 110,276 0.91 
Complex 13,602,450 328,146 0.31 
178,000 
Simple (15%) 13,685,420 245,176 0.73 
Simple (30%) 13,654,290 276,306 0.65 
Moderate 13,503,769 426,827 0.42 
Complex 13,230,456 700,140 0.25 
253,328 
Moderate 13,093,625 836,971 0.30 
Complex 12,238,781 1,691,815 0.15 
1,124,584 
Moderate 11,530,232 2,400,364 0.46 
Complex 11,092,478 2,838,118 0.40 
 
NSGA-II algorithm in NGPM is a stochastic optimization technique 
using random numbers for exploration and exploitation of the search space. 
Hence, its results may be affected by the random number initiator. To assess 
this, MOO problem for each of simple, moderate and complex retrofitting of the 
HEN in the case study was run 10 times (each time with a different random 
number initiator). The best front obtained for each case of retrofitting from all 
these runs is similar to that at the highest number of generations shown in Figs. 
6.5, 6.7 and 6.9. It is possible to improve slightly the final non-dominated 
solutions in these figures by local optimization with respect to continuous 




selected non-dominated solutions, and it may eliminate exchangers with small 
areas and/or small area addition/reduction.  
 
Figure 6.11 Comparison of the fronts for simple, moderating and complex 
retrofitting of HEN in the case study; red diamonds and blue pluses are the 
solutions for simple retrofitting with 15% and 30% area addition, respectively; 
and green circles and magenta pluses are the solutions for moderate and 
complex retrofitting, respectively. 
6.7 Conclusions 
In this work, three HEN retrofitting levels, namely, simple, moderate 
and complex, and MOO for them are described and tested on a case study 
involving 10 hot streams, 5 cold streams and 17 heat exchangers including 
heaters and coolers. Potential benefits of area addition, relocation of existing 
exchangers and addition of new heat exchangers are explored and discussed. 
Simple retrofitting with 15% and 30% limit on area addition in existing 




Results in the case study show that simple retrofitting can decrease utility cost 
by ~ 1.7% for a retrofit cost of ~US$190,000. Although this is economically 
attractive, utility consumption may not decrease much. Addition of new heat 
exchangers without any existing exchanger relocation, as in moderate 
retrofitting, provides better and more options in terms of both wider spread of 
non-dominated solutions and lower retrofit cost for similar utility cost, 
compared to fixed structure solutions from simple retrofitting. In the case study, 
moderate retrofitting can decrease utility cost by ~23% for a retrofit cost of 
~US$2,250,000. Complex retrofitting involving relocation of existing 
exchangers besides new heat exchangers and area addition in existing 
exchangers, gives even better solutions with lower payback period. In the case 
study, complex retrofitting can decrease utility cost by ~28% for a retrofit cost 
of ~US$2,750,000.  
As the level of retrofitting increases, computational time for MOO 
increases. However, this is not a serious concern since MOO of HEN retrofitting 
can be performed on ubiquitous desk/laptop computers. Different levels of HEN 
retrofitting and MOO together can provide numerous optimal solutions for 
quantitative understanding of trade-offs in the chosen objectives, analysis and 
selection of a suitable solution for implementation. The optimal solutions, as 
seen in the case study, will require low to large investment for retrofitting and 
result in utility cost savings accordingly. Payback period in the case study is 
very attractive with less than one year. Obviously, retrofit results from 
optimization are case-specific, and hence each application needs to be 
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7 HEN Retrofitting Considering Multiple Split 
Branches 
7.1 Introduction 
HEN retrofitting may involve some process streams with high energy 
change because of a high FCP and/or temperature range. These streams may 
have to be involved in heat exchange with multiple (hot/cold) streams to 
maximize the energy savings. This is commonly achieved by splitting a stream 
into branch streams, each with a smaller FCP. Refer to Smith (2005) and Kemp 
(2007) for further details on stream splitting and reasons for stream splitting in 
the context of HEN design. In many studies on HEN synthesis, process streams 
are split into three or more sub-streams, but studies on retrofitting are limited to 
splitting a process stream into two sub-streams only. In this chapter, a 
representation to handle splitting into more than two sub-streams is proposed 
and tested for HEN retrofitting. The modifications involved in the 
representation are described in the next section. Section 7.3 presents and 
discusses results obtained by applying these modifications to a case study. 
Finally, conclusions of this work are presented in Section 7.4. 
7.2 HEN Structural Representation 
The structural representation used in this chapter is adapted from 
Bochenek and Jezowski (2010). A detailed explanation of this representation is 
provided in Chapter 3 of this thesis. This representation is modified to handle 
multiple split branches instead of just one split branch. Generally, a two-way 




is interpreted as splitting the stream into one main branch and one split branch. 
Thus, if a process stream is divided into three sub-streams (three-way splitting), 
then it has one main branch of the process stream and two split branches. This 
is depicted in Figure 7.1, hot stream H1 is split into three sub streams, meaning, 
the original stream continues as the main branch of H1 (having the same 
numbering), and there are two split branches namely H2 and H3.  
 
Figure 7.1 Grid diagram representing the main and split branches of process 
streams. Split ratios of branches are also provided. 
The two matrices representing possible splits, namely, SPLH and SPLC 
are modified by adding a fourth column, corresponding to the number of branch 
streams present on each stream. For example, in Figure 7.1, 𝐒𝐏𝐋𝐇 =
 [1 2 6 2] signifying ‘2’ split branches on hot stream 1 starting from its 
H1
Main Branch of H1
H2, Split Branch 1 on H1








C5, Split Branch 1 on C1
C6, Split Branch 2 on C1
C7, Split Branch 3 on C1
Main Branch of C1
Main Branch of C4










2nd node and ending at its 6th node. 𝐒𝐏𝐋𝐂 =  [
1 3 7 3
4 2 8 1
], in which the first 
row means that there are 3 split branches starting at 3rd node and ending at 7th 
node on stream 1. The second row means that there is 1 split branch starting at 
2nd node and ending at 8th node on cold stream 4 (Figure 7.1). 
Having represented multiple split branches in the HEN model, it is then 
necessary to assign split ratios to the main and split branches in a way that would 
satisfy the mass balance. Previously, the split ratio (SR) value for a split branch 
would be either a value between 0 and 0.9 (the upper bound set in the model) if 
a split branch is present on the stream or 0 if no split exists. With the possibility 
of multiple split branches, each main stream now has NB split ratios (to be 
provided by optimizer), where NB is the number of split branches present on the 
main stream. The exception is when no split branches exist on the main stream 
and NB = 0. 
As each SRi (where subscript i is the index of the split branches 
numbered from 1 to NB) will be assigned a value between 0 and 0.9 by the 
optimization algorithm, it is necessary to manipulate these values such that mass 




) + SRm = 1                                                                                      (7.1) 
The value of SRm, where m denotes the main stream, is derived from the 
manipulated values of SRi and using Eq. 7.1. Consider three split branches with 
split ratios SR1, SR2 and SR3; as these are assigned a value between 0 and 0.9 
by the optimizer, many combinations of split ratios like 0.5, 0.4 and 0.3 




negative value, which is physically infeasible. To tackle such situations, the split 
ratios assigned are manipulated. This can be done by relating the SR of a split 
branch with the SR of the previous split branches. For example, SR2 is 
manipulated to be SR2*(1–SR1) and SR3 is changed to SR3*(1–SR1–SR2), i.e. 
the new SR2 = 0.4*(1–0.5) = 0.2, SR3 = 0.3*(1–0.5–0.2) = 0.09; then, based on 
Eq. 7.1, SRm = 1–(0.5) – (0.2) – (0.09) = 0.21. HEN model is updated with the 
above changes; note that this procedure is repeated for each process stream that 
has split branches. Thus, number of SRi will be equal to the number of streams 
with (potential) split branches. 
7.3 Case Study 
The modifications proposed in the previous section are tested on a 
medium scale retrofit problem. The case study is from Liu et al. (2014) for a 
petrochemical process section that includes an exothermic reactor and a 
distillation column. It has seven hot and three cold streams, whose data are in 
Table 7.1 along with cost data. The existing HEN along with the heat exchanger 
areas is provided in Figure 7.2. For more details, readers are referred to Liu et 
al. (2014). The utility cost of the existing HEN is $6,330,000 per year. The 
thermodynamic limit, i.e. the minimum utility cost possible is $4,932,638 per 
year for a minimum driving force of 9K in the existing HEN.  
Cold stream 1 has a high enthalpy change coupled with a high FCP, thus 
it can be split into two or three sub-streams. In this work, three scenarios of ‘no 
split branch’, ‘one split branch’ and ‘two split branches’ are studied. For each 
scenario, the HEN retrofit problem is solved 5 times with a population of 200 




comparison are for only the non-dominated solutions from the 5 runs; for 
example, the front of ‘no split branch’ (after 1000 generations) is obtained by 
mixing all the solutions of the 5 runs and then selecting the non-dominated 
solutions from the set. NGPM is used as the MOO algorithm for testing the case 
study. All computations are coded in MATLAB and executed on an Intel core 
i7-4770 desktop computer (3.4 GHz and 16 GB RAM) using the ‘parallel-
computing’ toolbox. 
 
Figure 7.2 Existing structure of HEN for the case study; temperatures of 












































































H1 140 40 470 0.8 
H2 160 120 825 0.8 
H3 210 45 42.42 0.8 
H4 260 60 100 0.8 
H5 280 210 357.14 0.8 
H6 350 170 50 0.8 
H7 380 160 136.36 0.8 
C1 270 385 826.09 0.8 
C2 130 270 500 0.8 
C3 20 130 363.64 0.8 
HU 500 499  0.8 
CU 20 40  0.8 
Note: capital cost ($) = 300 A for each new exchanger of A m2; capital cost ($) 
= 300 ΔA for additional area of ΔA m2 in an existing exchanger; cost of moving 
an existing heat exchanger is US$300, cost of re-piping a single stream is $50; 
and cost of HU and CU is $60/kW.year and $5/kW.year respectively 
7.4 Results and Discussion 
The problem involves 60 structural (integer) variables and 15 
(continuous) variables corresponding to heat exchanger areas. The variables 
related to split ratios change based on the scenario; ‘no split branch’ has no extra 
decision variable corresponding to split ratio, ‘one split branch’ has one decision 
variable corresponding to its split ratio and ‘two split branches’ has two decision 
variables corresponding to their split ratios. The ERS used in this problem 
assumes a maximum limit of 25% area addition in the existing heat 
exchangers/heaters/coolers. 
The Pareto-optimal fronts obtained for ‘no split branch’, ‘one split 
branch’ and ‘two split branches’ are compared in Figure 7.3. MAT is not 




problem is run with no constraints. All the fronts start with a steep decrease in 
the utility cost for a small change in investment cost (< $0.3 million). Here the 
three fronts diverge, the fronts of ‘no split branch’ and ‘one split branch’ 
become flat where a small improvement in utility cost requires significant 
increase in investment cost. On the other hand, the front of ‘two split branches’, 
improves further with a different slope compared to the first region. All the 
fronts are almost continuous over the entire range of investment cost. 
Liu et al. (2014) reported utility cost of $5,790,000 per year for an 
investment of $337,000, represented as the black dot in Figure 7.3. For the same 
utility cost and similar scenario of having two split branches, the investment 
cost found in the present study is $201,310, thus investment cost saving of ~40% 
is achieved in this work. Figure 7.4 compares the payback period, utility cost 
and investment cost of the ‘two split branches’ scenario. The payback period 
gradually increases as the investment cost increases, and the maximum payback 
period is ~16 months (for investment of ~1.2 million). Hence, optimal retrofit 
solutions in Figure 7.4 are very good for investment. 
Three sets of solutions (with similar investment cost in each set) on the 
three Pareto-optimal fronts for different split scenarios are compared in Table 
7.2. For similar investment cost, the ‘two split branches’ can reduce the utility 
cost better than the other two options, resulting in higher energy savings up to 
7%. Also, the plateauing of the fronts of ‘no split branch’ and ‘one split branch’ 
can be seen by the minimal change in the utility cost (~0.8%) corresponding to 





Figure 7.3 Comparison of Pareto-optimal fronts obtained for ‘no split branch’, 
‘one split branch’ and ‘two split branches’; the black dot represents the result 
from Liu et al. (2014) 
 
Figure 7.4 Comparison of Pareto-optimal fronts of Investment Cost, Payback 
Period and Utility Costs for ‘two split branches’. Blue circles use axes of 
Utility Cost and Investment Cost, whereas orange rectangles use Payback 






























































Table 7.2 Comparison of selected solutions from the Pareto-optimal fronts for 










% Decrease in 
OC compared 




None 201,267 5,934,870 - 395,130 
One 201,266 5,858,810 1.28 471,190 
Two 201,310 5,788,880 2.46 541,120 
2 
None 402,609 5,790,730 - 539,270 
One 400,573 5,762,620 0.49 567,380 
Two 405,123 5,635,120 2.69 694,880 
3 
None 803,536 5,741,130 - 588,870 
One 809,699 5,715,920 0.44 614,080 
Two 808,633 5,484,650 4.47 845,350 
7.5 Conclusions 
In this work, representational changes to handle multiple split branches 
to solve HEN retrofit problems are discussed. This methodology is tested on a 
medium scale problem with 7 hot and 3 cold streams and the obtained results 
for different scenarios, namely, ‘no split branch’, ‘one split branch’ and ‘two 
split branches’, are compared. The obtained Pareto-optimal front from MOO 
has many optimal solutions, one of which can be chosen as per the requirements 
(such as available investment and number of split streams desired). This 
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8 HEN Retrofitting: Comparison of two Multi-
Objective Optimization Techniques 
8.1 Introduction 
Heat exchanger networks (HEN) play an important role in the reduction 
of hot and cold utilities required in process industries by re-using the energy 
available in hot process streams for heating cold process streams. Energy 
efficiency is important while designing process plants, and HEN synthesis plays 
a critical role in achieving it. For existing plants, exchanger networks are 
already designed and are in operation. As process technologies continue to 
improve, and utility costs and environmental concerns increase, operating plants 
have to retrofit their existing HENs to improve energy efficiency of the process. 
HEN retrofitting can be by area addition and heat transfer enhancements in the 
existing exchangers, relocation of existing exchangers and installation of new 
heat exchangers. 
HEN retrofitting is gaining popularity in recent times and more studies 
have been published in the past 5 years compared to the previous decade. A 
comprehensive review of research papers in HEN retrofitting is available in 
Sreepathi and Rangaiah (2014a). HEN retrofitting methods can be broadly 
classified into two categories, pinch analysis based methods and mathematical 
programming based methods. The present paper focuses on HEN retrofitting 
using the latter methods, which can be further divided into two sub-groups based 
on the optimization technique used, namely, deterministic and stochastic 
methods. HEN retrofitting using stochastic optimization methods has been 
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increasing in the recent past. Some papers using stochastic optimization 
methods are Rezaei and Shafiei (2009), Bochenek and Jezowski (2010), Zhang 
and Rangaiah (2013), Liu et al. (2014), Sreepathi and Rangaiah (2014b), 
Bonhivers et al. (2015), Piacentino (2011), Peng and Cui (2015) and Sreepathi 
and Rangaiah (2015).  
Multi-objective optimization (MOO) provides a Pareto-optimal front 
with many optimal solutions having trade-off between objectives and helps 
experienced engineers to select one of them based on other/practical constraints. 
Although there have been many applications of MOO in chemical engineering 
Rangaiah and Bonilla-Petriciolet (2013), there are only three recent studies on 
HEN retrofitting by MOO; these were using the readily available MATLAB 
program: NGPM based on the elitist non-dominated sorting genetic algorithm 
(NSGA-II). On the other hand, our group has developed multi-objective 
differential evolution (MODE) and applied to chemical processes (Sharma and 
Rangaiah, 2012 and 2013). Hence, in this work, NGPM and MODE are 
evaluated for MOO of HEN retrofitting. For this, MODE is coded in R, a 
freeware so that the new program is accessible to a wider range of readers6. Note 
that R is widely used in bioinformatics for data mining through gene expression 
(Lin et al., 2004; Mohamed et al., 2014), and has potential for greater use in 
chemical engineering. To the best of our knowledge, this is the first study to 
                                                 
 
 
6 This chapter is based on B.K. Sreepathi and G.P. Rangaiah, Heat exchanger network 
retrofitting: Comparison of two multi-objective optimization techniques (submitted) 
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apply and compare two stochastic algorithms for optimizing HEN retrofitting 
for two objectives. The remainder of this paper is organized as follows. The 
methodology used in this study is briefly described in Section 8.2. It is then 
applied to four HEN retrofitting case studies described in Section 8.3. MOO 
results obtained are then discussed in Section 8.4. Finally, conclusions of this 
study are provided in Section 8.5. 
8.2 Methodology 
Methodology for solving HEN retrofitting problems can be divided into 
two main parts, representation/model and optimization. Nodal representation of 
Bochenek and Jezowski (2010) is used in this work. In this, ‘nodes’ or potential 
sites for heat exchange, stream splitting or mixing are placed on both hot and 
cold process streams and are used to represent/develop the HEN structure. For 
example, a heat exchanger between 4th node of hot stream 2 and 6th node of cold 
stream 1 is represented as one row: (2 4 1 6) in the structural matrix. The entire 
HEN is represented in this way and then supplied to the optimizer. This 
representation has provision for user interaction, whereby user can give 
preferences utilizing heuristics and existing HEN topology.  
HEN model calculations employ the following equations for each heat 
exchanger in the network, to calculate nodal temperatures. These calculations 
are applicable for counter-current heat exchange; if the heat exchange is multi-
pass type, a correction factor (F) for log mean temperature difference should be 
incorporated. 
















                   (8.2) 
By combining Eqs. (8.1) & (8.2), exchanger model can be represented as 
follows to calculate stream outlet temperatures:  
Tout
hot =  (αhot)Tin
hot + (1 − αcold)Tin
cold              (8.3a) 
Tout
cold =  (1 − αhot)Tin
hot + (αcold)Tin























  and  γcold =
UA
FCPcold
                       (8.4c) 
Equations (8.3) and (8.4) are used to solve problems involving streams 
with constant heat capacity. For handling variable heat capacity problems, 
Sreepathi and Rangaiah (2015) have developed an approach based on the 
following cubic equation and fixed point iteration.  
H =  H0 + aT + bT
2 + cT3                                                                                   (8.5) 
The present paper considers both constant and variable heat capacity 
problems, and the respective approaches from the literature (Sreepathi and 
Rangaiah, 2014b and 2015) are used for solving them. 
MOO for HEN retrofitting is performed using two evolutionary 
algorithms, NSGA-II (Deb et al., 2002) as implemented in the MATLAB 
program: NGPM (Lin, 2011) and MODE coded in R, a freeware as part of this 
study. MODE is an adaptation of differential evolution for MOO; it includes 
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taboo list/check, self-adaptation of parameters and termination criterion. For 
this study, it is coded in R with the common termination criterion, namely, 
maximum number of generations; this program (whose flowchart is given in 
Figure 8.1) is referred to as MODE-R hereafter. Both MODE-R and NGPM 
programs use binary tournament selection, also known as feasibility approach, 
to handle constraints. In this, a solution (member of population) is feasible if it 
satisfies all the given constraints. For a selection between two feasible members, 
then the member with the better objective values is chosen. If one member is 
feasible and another is infeasible, then the feasible member is chosen. If both 
members are infeasible, then the member with less violation of constraints is 
chosen. In HEN retrofit problems, constraints are that the minimum approach 






Figure 8.1 Flowchart of Multi-Objective Differential Evolution Program in R 
(MODE-R) 
For each case study, MOO is run 5 times with a population size of 200 
and maximum number of generations (MNG) of 1000 for both MODE-R and 
NGPM. The graphs presented in this paper consider only the non-dominated 
solutions at each generation; for example, front after 200 generations of MODE-
R for a case study is obtained by mixing all the solutions of the 5 runs of MODE-
R (after 200 generations) and then selecting the non-dominated solutions from 
the set. For comparison of results at different generations, the best front for each 
case study is obtained by selecting the non-dominated solutions from all the 
solutions from the following four runs/trials: two runs of NGPM with a 
population of 2000 and MNG of 2000, two runs of MODE-R with a population 
of 1000 and MNG of 1000. 
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Three performance metrics are used in this work to compare the non-
dominated solutions obtained by MODE-R and NSGA-II. They are 
convergence metric (CM), spread extreme (SPe) and spread distribution (SPd). 
CM is calculated between the non-dominated solutions obtained in the current 
generation and best front for the case study (Gong and Cai, 2009).  





                                                                                                         (8.6) 
Here, NDS is the number of non-dominated solutions in the current 
generation, and di is the Euclidean distance of each of these solutions to its 
nearest non-dominated solution in the best front. CM represents the progression 
of the Pareto front over generations, and its ideal value is zero when the front 
overlaps the best front. 
SPe is the sum of the Euclidean distance between the extreme solution 
(of an objective function) of the current generation and its corresponding 
extreme solution of the best front.  
 SPe =   ∑ d(em, S)
M
m=1
                                                                                              (8.7) 
Here, M is the number of objective functions (2 for all case studies in 
this work), and d(em, S) is the Euclidean distance between the extreme solution 
of mth objective function in the current generation and that in the best front. SPe 
measures how well the extreme points of the best front are found by MOO 
technique. It’s ideal value is zero when the extreme points of the current 
generation coincide with those of the best front. 
 182 
 
SPd is the sum of absolute difference between the Euclidean distance of 
two neighboring points and the average of such distances for all non-dominated 
solutions of the current generation.  
   SPd =  ∑|dj − d̅|
NDS
j=1
                                                                                             (8.8)   
Here, dj is the Euclidean distance of jth solution to its closest 
solution/neighbor, and d̅ is the average of dj for all NDS non-dominated 
solutions of the current generation. SPd captures how evenly the solutions are 
distributed on the Pareto front, and its ideal value is zero when all dj are equal. 
Performance metric, ‘Spread’ in the literature (Deb, 2001) includes both SPd 
and SPe in its definition; our experience showed that a lower value of ‘Spread’ 
does not necessarily mean that the obtained non-dominated solutions are closer 
to the extreme points in the best front and have a wider range of objective 
function values. Hence, both these terms are individually calculated and 
compared to provide a better understanding of the obtained front.  
8.3 HEN Retrofit Case Studies 
MODE-R and NGPM are evaluated for MOO of four HEN retrofit case 
studies. Details of these cases are given in this section. Case study 1 has 6 hot 
streams and one cold stream, whose data is provided in Table 8.1 along with the 
cost data of utilities and heat exchangers. The existing network has eight heat 
exchangers, one heater and four coolers, and its annual operating cost is $ 
822,100. More details of the existing network are available in (1999). The 
optimization problem for this HEN retrofitting has 40 integer variables 
corresponding to structural matrix (for nodal representation) and 10 continuous 
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variables corresponding to exchanger areas. Case study 1 has no split on any 
process stream, and MAT for this case study is 10 K.  
Objective functions used for all case studies are utility cost (after 
retrofitting) and investment cost (for retrofitting). Utility cost is given by: 
Utility cost = (∑ Q𝑗Chot)
𝑁heater
𝑗=1 + (∑ Q𝑘Ccold)
𝑁cooler
𝑘=1                     (8.9) 
Here, Chot and Ccold are the unit cost of hot and cold utilities respectively; 
Nheater and Ncooler are respectively the number of heaters and coolers in the HEN; 
and Qj and Qk are respectively the amount of hot and cold utilities required by 
jth heater and kth cooler. The investment cost is given by: 
Investment cost =   (∑ A𝑙
𝑁ex
𝑙=1 C𝑎𝑑𝑑) + (∑ A𝑚
𝑁new
𝑚=1 C𝑛𝑒𝑤)                  (8.10) 
Here, Al is the additional area required for lth existing heat exchanger 
and Cadd is the unit cost of additional area; Nex is the number of exchangers 
requiring area addition, and Nnew is the number of new heat exchangers 
installed; Am and Cnew are respectively the area of mth new heat exchanger and 
its cost, respectively. 
 
 
Table 8.1 Stream and cost data for the case study 1 
Streams Supply T (K) Target T (K) FCP (kW/K) Cost ($/kW-year) 
H1 622 368 86  
H2 572 393 21.4  
H3 546 523 184.7  
H4 503 368 23.5  
H5 479 451 129.4  
H6 455 348 11.5  
C1 316 633 147.9  
Steam 773 772  60 
Water 293 313  5 
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Note: U = 0.265 kW/(m2K) for all exchangers; capital cost ($) = 3460 + 300A 
for a new exchanger of area A m2; capital cost ($) = 300ΔA for additional area 
of ΔA m2 in an existing exchanger; capital cost ($) = 300 for reassignment of an 
existing exchanger; 5 years plant life and 0% interest rate are assumed for 
annualization of capital cost.  
Case study 2 has 9 hot streams and 3 cold streams, whose data is 
provided in Table 8.2 along with the cost data of the utilities and the heat 
exchangers. The existing network has thirteen heat exchangers, three heaters 
and eight coolers. It also has splitting on four hot streams, H1, H2, H3 and H9 
along with a stream split on C1. The operating cost of the existing network is $ 
27,770,300 per year. For more details of the existing network, refer to  Smith er 
al. (2010). This retrofitting problem has 60 integer variables corresponding to 
structural matrix variables, 15 continuous variables corresponding to heat 
exchanger areas and 5 continuous variables for split fractions. MAT in case 
study 2 is 30 K. 
 
 




Target T (0C) FCP (kW/0C) 
Cost ($/kW 
year) 
H1 298 268 427.60  
H2 339 100 211.13  
H3 250 200 357.64  
H4 257 50 25.1  
H5 170 150 558.75  
H6 282 40 83.88  
H7 100 77 2081.09  
H8 77 40 35.70  
H9 189 40 41.52  
C1 25 365 454.39  
C2 271 282 798.45  
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C3 182 189 946.43  
Flue gas 1500 800  306.8 
Water 10 40  5.25 
Note: U = 0.5 kW/(0C m2) for all exchangers; U = 0.667 kW/(0C m2) for all 
heaters and U = 0.714 kW/(0C m2) for all coolers; capital cost ($) = 94,093 + 
1127A0.9887 for each new exchanger of A m2; capital cost ($) = 9665ΔA0.68 for 
additional area of ΔA in an existing exchanger; plant life time of 5 years and 
interest rate of 0% are assumed for annualization of capital cost. 
Case study 3 is similar to case study 2, but the variable heat capacity is 
considered in the former unlike the constant heat capacity in case study 2. 
Details of enthalpy of various streams are provided in Table 8.3. The parameters 
used by Eq. 8.11 are provided in Table 8.4. These values are used to calculate 
heat capacity as a function of temperature, which can be written as follows using 
Eq. 8.5. See (Sreepathi and Rangaiah, 2015) for more details about handling 
variable heat capacity. 
CP =  
dH
dT
;  CP = a + 2bT + 3cT2                                                               (8.11)   
 
 














Change (MW)  
H1 298 268 12.828 H7 100 77 47.865 
H2 339 299 9.604 H8 77 40 1.321 
 299 259 9.164 H9 189 149 1.852 
 259 219 8.705  149 109 1.707 
 219 179 8.228  109 69 1.568 
 179 139 7.735  69 40 1.059 
 139 100 7.024 C1 25 65 12.465 
H3 250 210 14.416  65 105 13.572 
 210 200 3.467  105 145 14.660 
H4 257 217 1.142  145 166 8.044 
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 217 177 1.077  166 185 9.197 
 177 137 1.011  185 225 20.107 
 137 97 0.943  225 265 21.076 
 97 57 0.874  265 305 21.782 
 57 50 0.148  305 345 22.310 
H5 170 150 11.175  345 365 11.282 
H6 282 242 3.949 C2 271 282 8.783 
 242 202 3.705 C3 182 189 6.625 
 202 162 3.471     
 162 122 3.238     
 122 82 3.004     
 82 42 2.768     
 42 40 0.164     
Note: U = 0.5, 0.667 and 0.714 kW/(0C-m2) for all exchangers, heaters and 
coolers respectively; capital cost ($) = 94,093 + 1127A0.9887 for each new 
exchanger of A m2; capital cost ($) = 9665ΔA0.68 for additional area of ΔA in an 
existing exchanger; and plant life of 5 years and interest rate of 0% are assumed 
for annualization of capital cost. Hot utility (flue gas) temperature is from 1500 
to 8000C, and its cost is $306.8/kW-year. Cold utility (water) temperature is 





Table 8.4 Values of parameters in Eq. (5) with temperature in K, for enthalpy 
of process streams in the case study 
Stream H0 (MW) a (MW/K) b (MW/K2) c (MW/K3) 
H2 -15.616 0.138 1.87E-04 -5.70E-08 
H3 -57.832 0.234 2.74E-04 0 
H4 -980.149 18.524 2.21E-02 -2.54E-06 
H6 -2.536 0.061 6.75E-05 1.12E-08 
H9 -1.358 0.0326 3.39E-05 2.67E-08 
C1 -4.803 0.196 9.27E-04 -7.26E-07 
 
Case study 4 is the pre-heat train of a crude distillation unit; it has 10 hot 
streams and 5 cold streams, whose data is provided in Table 5 along with the 
cost data of the utilities and the heat exchangers. The existing network has eight 
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heat exchangers, three heater and six coolers, and no splitting on its streams. 
The operating cost of the existing network is $ 13,930,596 per year. For more 
details of the existing network, refer to book chapter (Sreepathi and Rangaiah, 
2015). This retrofitting problem has 60 integer variables corresponding to 
structural matrix variables, and 15 continuous variables for heat exchanger 













Flow rate  heat 
capacity (kW/0C) 
h (kW/m2K) 
H1 319.4 244.1 136.2 1.3 
H2 347.3 45 194.5 0.76 
H3 263.5 181.0 123 1.4 
H4 297.4 150 20.7 1.2 
H5 248 50 63.2 1.2 
H6 73.2 40 57.7 1.3 
H7 231.8 120 48.5 1.4 
H8 167.1 69.6 165.3 1.4 
H9 146.7 73.4 253.6 1.2 
H10 250 198 120.5 1.5 
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C1 30 232.2 373.3 0.6 
C2 232.2 343.3 488.1 0.79 
C3 226.2 231.8 392.6 3.2 
C4 120 186 200.4 1.5 
C5 180 290 320.6 1.2 
Flue 
gas 
1000 500  
0.12 
Water 20 40  2.0 
Note: capital cost ($) = 54672 + 622.6 A for each new exchanger of A m2; capital 
cost ($) = 622.6 ΔA for additional area of ΔA m2 in an existing exchanger; and 
cost of flue gas and water is $140/kW.year and $10/kW.year respectively. 
 
8.4 Results and Discussion 
The MOO results of case studies 1 to 4 are presented in Figures 8.2 to 
8.5 respectively. In each of these figures, the first 5 subplots compare non-
dominated solutions by MODE-R and NGPM at various generations. From 
these plots, it is evident that MODE-R performs better in all case studies and at 
all generations shown except for case studies 2 and 3 where NGPM performs 
better at generation 200. The non-dominated solutions at 1000 generations of 
MODE-R have lower utility cost than those by NGPM for the same investment 
cost; utility cost reduction is ~5% for case studies 1 to 3 and ~15% for case 
study 4. Note that these case studies are solved in our earlier studies using 
NGPM (Sreepathi and Rangaiah, 2014a, 2014b and 2015).The 6th subplot in 
Figures 2 to 5 captures the progression of MODE-R over various generations 
and also shows the comparison with the best front for the respective case study. 
It can be seen that the non-dominated solutions found by MODE-R are very 
close to the best front.  
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All the performance metrics calculated and NDS are summarized in 
Table 8.6. CM of both MODE-R and NGPM for all the four case studies 
decreases with increase in number of generations, meaning that non-dominated 
solutions are approaching the best front. Of the two, MODE-R and NGPM, 
MODE-R converges faster towards a lower CM value, i.e. if given sufficient 
generations, MODE-R will reach the best front faster than NGPM. In case 
studies 2 and 3, NGPM has a lower CM than MODE-R after generation 200, 
but it loses this advantage to MODE-R after generation 400. This is in line with 
the plots in Figures 8.2 to 8.5. 
SPe of solutions found by both MODE-R and NGPM for all the four case 
studies improves over generations, which means that the fronts are closer to the 
extreme points over generations (Table 8.6). Similar to CM, for SPe too, MODE-
R converges faster than NGPM except for case study 3 where SPe of NGPM is 
lower at generations 200 and 400 but it was trumped by MODE-R by generation 
600. The metric quantifying distribution of non-dominated solutions, SPd is 
better for NGPM in the initial generations but for MODE-R it is gradually 
improving over generations. NDS found by MODE-R starts from a relatively 
low value and then improves over generations, whereas that by NGPM remains 
almost constant over generations. NGPM generally gives slightly more NDS in 




Figure 8.2 Comparison of Pareto-fronts of MODE-R and NGPM for various 




Table 8.6 Comparison of performance metrics for MODE-R and NGPM for 













 200 0.2658 1.1023 0.8725 38 0.3989 1.6751 0.2361 197 
400 0.0883 0.8021 0.5729 146 0.4221 1.5889 0.5195 298 
600 0.0464 0.5787 0.4286 166 0.1096 1.2539 0.5462 180 
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800 0.0199 0.6631 0.4153 203 0.0915 0.9274 0.2165 220 










200 0.4176 1.4731 0.9039 30 0.1848 1.4828 0.6226 176 
400 0.0561 0.5171 0.5959 91 0.1455 0.9163 0.7626 167 
600 0.0333 0.4103 0.6552 215 0.0855 0.8337 0.3176 206 
800 0.0202 0.4073 0.4635 261 0.0953 0.7351 0.3998 221 










200 0.4257 1.4541 1.4421 64 0.1665 0.8826 0.4074 200 
400 0.1117 0.7918 0.8080 103 0.1546 0.7101 0.5464 162 
600 0.0692 0.5088 0.6542 187 0.1477 0.6887 0.2766 198 
800 0.0562 0.3622 0.5105 220 0.1255 0.6092 0.3169 204 










200 0.3774 1.8723 0.9543 40 0.6653 2.5272 0.3435 194 
400 0.1932 0.7492 0.7215 207 0.3833 2.1331 0.2626 203 
600 0.0714 0.6939 0.4832 176 0.3872 1.8921 0.3001 219 
800 0.0533 0.5683 0.3668 208 0.3979 1.8917 0.2497 227 







Figure 8.3 Comparison of Pareto-fronts of MODE-R and NGPM for various 







Figure 8.4 Comparison of Pareto-fronts of MODE-R and NGPM for various 







Figure 8.5 Comparison of Pareto-fronts of MODE-R and NGPM for various 
generations of case study 4 
As stated earlier, to find the best front (shown in Figures 8.2 to 8.5) for 
each HEN retrofitting problem, NGPM is run twice with 2000 population size 
and 2000 MNG, and MODE-R is run twice with population size of 1000 and 
MNG of 1000. To measure the performance of MODE-R and NGPM over larger 
number of generations and population size (than those used for the first 5 plots 
in Figures 8.2 to 8.5), non-dominated solutions obtained at MNG of 2000 and 
1000 in these two runs of NGPM and MODE-R, respectively, are compared in 
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Figure 8.6. It is evident that MODE-R gives non-dominated solutions, which 
are better and/or cover wider range of objective values compared to NGPM 
although the former is run with half the population and for half MNG.  
The performance metrics of the best solutions found by NGPM and 
MODE-R are compared in Table 8.7. Since the best solutions found by MODE-
R form the best front for each of the case studies 2 to 4, as evident in Figure 8.6, 
CM and SPe have the best values for these case studies; SPd of these solutions 
can be improved by using larger MNG and/or population size. In Table 8.7, SPd 
of solutions found by NGPM is lower than that of solutions given by MODE-
R; this is due to relatively more NDS and shorter range of non-dominated 
solutions found by NGPM. Hence, CM, SPe and SPd should all be considered 
together for comprehensive assessment of non-dominated solutions found by a 
method. 




Figure 8.6 Comparison of non-dominated solutions found by MODE-R (with 
1000 population and MNG of 1000) and NGPM (with 2000 population and 
MNG of 2000) for the 4 case studies 
Table 8.7 Performance metrics of non-dominated solutions found by MODE-
R (with 1000 population and MNG of 1000) and NGPM (with 2000 




CM SPe SPd NDS CM SPe SPd NDS 
1 0.0211 0.1395 0.6187 327 0.0009 0.5241 0.3911 1997 
2 0 0 0.8750 420 0.0673 0.6272 0.5266 242 
3 0 0 1.0472 394 0.1235 0.6056 0.2703 202 





In this study, MODE-R is developed and applied to MOO of four 
medium to large HEN retrofit problems. Its performance is compared with that 
of NGPM at different generations using several metrics and also graphically. 
For the HEN retrofit case studies tested, MODE-R outperformed NGPM in 
almost all the performance metrics and gave better non-dominated solutions at 
various generations. The former can provide optimal solutions having lower 
utility cost (by 5% or more) for the same cost of HEN retrofitting, using the 




9 Conclusions and Recommendations 
9.1 Conclusions of the Present Study 
In this thesis, optimization of HEN retrofitting problems is studied 
extensively. Both SOO and MOO techniques are used for the optimization of 
HEN retrofitting. Four exchanger reassignment strategies were proposed to 
improve use of the existing heat exchangers. A new methodology to handle 
streams with variable heat capacity is developed and tested. Penalty function 
and feasibility approach for constraint handling are evaluated for the 
optimization of HEN retrofitting problems. To facilitate retrofitting in 
industries, three levels of HEN retrofitting are explored. Representation changes 
to handle multiple split branches are proposed and tested. Two MOO algorithms 
are compared to find the better one for HEN retrofitting problems. Major 
contributions and findings of this thesis are summarized below. 
1. A thorough review of HEN retrofitting methods is provided in this thesis. 
Further, application problems used in many HEN retrofitting studies are 
presented and discussed. In this work, mathematical programming methods 
are used to solve retrofit problems, and the results obtained are compared 
with those in literature. This is the first study in the past two decades to 
provide an extensive literature review of HEN retrofitting. 
2. Effect of exchanger reassignment involved in HEN retrofitting is studied, 
and four exchanger reassignment strategies were developed. This also 
includes a practical strategy which has a limit on area addition and helps in 
achieving industrially feasible solutions. This provided better and practical 
solutions compared to the ones reported in the literature. 
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3. In this work, a continuous approach is employed to tackle variable heat 
capacity of streams, where the enthalpy of a stream is expressed as a cubic 
polynomial of temperature. It provides a smoother variation compared to an 
interval approach used in the literature. This is the first work employing 
continuous approach for variable heat capacity in HEN retrofit problems.  
4. In this work, two commonly used constraint handling techniques, namely, 
penalty function method and feasibility approach are tested, for the first 
time, in solving HEN retrofit problems to establish their relative merits. It 
is found that penalty function method, if tuned well, better optimal solutions 
than feasibility approach on the two case studies tested.  
5. Three levels of HEN retrofitting, based on ease of implementation, are 
investigated. It is found that, as the complexity of retrofitting increases, the 
solutions obtained were better (in terms of both utility cost and investment 
cost). These quantitative results are useful in deciding on the level of 
retrofitting acceptable for implementation. This is the first work to consider 
various levels of retrofitting systematically, thus providing a variety of 
solutions that can be industrially implemented. 
6. Very few studies on HEN retrofitting use more than a single split branch on 
each stream. However, more split branches, are useful when the network has 
process streams with very large energy changes. In this work, a 
representation to handle multiple split branches is developed and tested. It 
is found that having two split branches instead of a single split branch has 
better Pareto-fronts despite the slightly increased complexity in splitting. 
7. In this work, two stochastic MOO algorithms/programs, NGPM and 
MODE-R are tested and evaluated for HEN retrofitting. To the best of our 
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knowledge, this is the first study to apply and compare two stochastic 
algorithms for optimizing HEN retrofitting for two objectives. It is found 
that MODE-R outperforms NGPM in solving HEN retrofitting problems. 
Suitable approaches/techniques from the above can be chosen as 
required and used for HEN retrofitting in different scenarios. For example, HEN 
retrofitting using variable heat capacity can be combined with the appropriate 
levels of retrofitting. Moderate retrofitting can be employed along with multiple 
split branches to develop another level of retrofitting, which is easier to 
implement compared to complex retrofitting.  
9.2 Recommendation for Future Studies 
HEN retrofitting is an active area, and there is scope for further research. 
Some possible topics for future work are identified below. 
1. Decision variables in optimizing HEN retrofitting: In this work, HEN 
retrofitting is performed using heat transfer areas as decision variables along 
with structural changes and split ratios. Duties of exchanger are then calculated 
by iterative calculations for nodal temperatures. Optimization of HEN 
retrofitting can also be performed employing exchanger duties as decision 
variables. Recently, Ochoa-Estopier et al. (2015) used heat loads as decision 
variables in HEN retrofitting optimization. This option needs to be studied and 
analyzed for reducing computational time for HEN retrofitting. 
2. HEN retrofitting considering additional streams: HEN retrofitting 
improves the energy savings among the available process streams in the plant. 
With recent developments and improvements, there is a possibility of a new 
process added to the existing plant. This leads to new process streams to be 
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included in HEN retrofitting. This scenario, not studied in the literature, is 
important and should be investigated. 
3. HEN retrofitting considering process operations: HEN retrofitting 
generally deals with the given process stream data. It optimizes the heat transfer 
between the streams based on their flow rates, temperature range and thermal 
properties but it does not change the related processes from which the process 
streams originate. HEN retrofitting considering the related process operation 
will provide a holistic improvement, and is worthy of investigation. A few 
works on simultaneous retrofit using the process changes are Zhang and Zhu 
(2000), Ponce-Ortega et al. (2008), Ochoa-Estopier et al. (2014). 
4. HEN Retrofitting considering fouling: Fouling is an important issue that 
can affect the operation of a heat exchanger (i.e., decreases heat transfer in the 
exchanger, thus decreasing the energy recovery and savings achieved). It 
depends on the physical properties of the process streams. HEN retrofitting 
considering fouling has attracted research in recent times (Pan et al., 2012; 
Wang et al., 2013). There is a potential to improve HEN retrofitting considering 
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