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SUMMARY
Accounting for lateral heterogeneities in the 3-D velocity structure of the crust is known to
improve earthquake source inversion, compared to results based on 1-D velocity models which
are routinely assumed to derive finite-fault slip models. The conventional approach to include
known 3-D heterogeneity in source inversion involves pre-computing 3-D Green’s functions,
which requires a number of 3-D wave propagation simulations proportional to the number
of stations or to the number of fault cells. The computational cost of such an approach is
prohibitive for the dense data sets that could be provided by future earthquake observation
systems. Here, we propose an adjoint-based optimization technique to invert for the spatio-
temporal evolution of slip velocity. The approach does not require pre-computed Green’s
functions. The adjoint method provides the gradient of the cost function, which is used to
improve the model iteratively employing an iterative gradient-based minimization method. The
adjoint approach is shown to be computationally more efficient than the conventional approach
based on pre-computed Green’s functions in a broad range of situations. We consider data
up to 1 Hz from a Haskell source scenario (a steady pulse-like rupture) on a vertical strike-
slip fault embedded in an elastic 3-D heterogeneous velocity model. The velocity model
comprises a uniform background and a 3-D stochastic perturbation with the von Karman
correlation function. Source inversions based on the 3-D velocity model are performed for two
different station configurations, a dense and a sparse network with 1 and 20 km station spacing,
respectively. These reference inversions show that our inversion scheme adequately retrieves
the rise time when the velocity model is exactly known, and illustrates how dense coverage
improves the inference of peak-slip velocities. We investigate the effects of uncertainties in
the velocity model by performing source inversions based on an incorrect, homogeneous
velocity model. We find that, for velocity uncertainties that have standard deviation and
correlation length typical of available 3-D crustal models, the inverted sources can be severely
contaminated by spurious features even if the station density is high. When data from thousand
or more receivers is used in source inversions in 3-D heterogeneous media, the computational
cost of the method proposed in this work is at least two orders of magnitude lower than source
inversion based on pre-computed Green’s functions.
Key words: Inverse theory; Numerical modelling; 3D Waveform inversion; Computational
seismology; 3D Wave propagation.
1 INTRODUCTION
Earthquake source inversion is the process of inferring the spatio-
temporal distribution of slip rate on an assumed fault surface from
a combination of seismological, geodetic, remote sensing, tsunami
and field observations (Ide et al. 2005). The inferred source param-
eters inform fundamental studies in earthquake physics and applied
studies in earthquake engineering. Valuable constraints on earth-
quake rupture processes can in principle be derived from ground-
motion recordings. In particular, seismological data provide a win-
dow into the time-dependency of the rupture process.
The reliability of earthquake source inversion can depend, among
other factors, on the quality of the assumed velocity model, that is,
the spatial distribution of seismic wave velocities in the medium.
Earthquake source inversion is typically performed with Green’s
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functions computed under the assumption of a horizontally layered
crust. Lateral heterogeneity is accounted for only approximately,
for instance through station correction factors (Shao et al. 2012)
or through station-specific layered models (Liu et al. 2006; Asano
& Iwata 2009). Graves & Wald (2001) showed that incorporat-
ing well-calibrated 3-D Green’s functions provides a better recon-
struction of the source. The development of 3-D crustal velocity
models is in steady progress. In southern California, wave propaga-
tion simulations based on the SCEC CVM-H model are consistent
with observed waveforms down to periods of a few seconds (Tape
et al. 2009). However, for dense seismic networks and fine resolu-
tion source parametrizations, the computation and storage of 3-D
Green’s functions can be prohibitively demanding, and an alterna-
tive approach for source inversion is desirable.
Inversions for earthquakes with few recordings are found to be
inconsistent across source inversion modelling groups (Beresnev
2003; Mai et al. 2016). An example of poorly recorded earthquake
where different groups produced widely different source models is
the 1999 Izmit earthquake in Turkey. Beresnev (2003) found little
resemblance among five published source models of this earthquake
(Bouchon et al. 2002; Delouis et al. 2002; Gu¨len et al. 2002; Li
et al. 2002; Sekiguchi & Iwata 2002) in terms of asperity locations
and slip distribution. The 1999 Chi-Chi earthquake in Taiwan was
recorded by several hundreds of stations (Lee et al. 2001). Ide et al.
(2005) compared four published source models of this event (Chi
et al. 2001; Ma et al. 2001; Yu et al. 2001; Zeng & Chen 2001)
and found that they are very similar in terms of rupture length,
width, duration and propagation velocity. Despite the differences
in the assumed velocity structure and modelling approaches, the
dense distribution of the Chi-Chi earthquake data set enabled robust
constraints on the source parameters.
Densifying seismic networks is an important path towards more
reliable source imaging. Denser coverage allows capturing better
the spatio-temporal complexity of the Green’s functions. Block-by-
block networks of low-cost sensors (Clayton et al. 2012) could soon
provide ground-motion recordings every few hundreds of meters
in urban areas. Emergent concepts for space-based earthquake ob-
servation systems (Michel et al. 2013) could expand such dense
coverage to remote areas. A systematic assessment of the effect of
network density on the quality of the source recovery requires a
scalable source inversion approach that can handle efficiently very
large numbers of stations.
Additional constraints are typically imposed on source inver-
sions, including total seismic moment, minimum norm, minimum
roughness, positivity or bounds on rupture speed and rise time.
Some of these constraints have a strong physical basis. For in-
stance, constraining the rupture speed to be slower than the P wave
speed naturally enforces the causality principle if the hypocentre
location is assumed. In contrast, constraints on the rise time are
usually motivated by a desire to reduce the number of unknowns in
order to mitigate the non-uniqueness of the inverse problem, rather
than by known physical bounds on the rise time. Dynamic rupture
simulations can produce a wide variety of behaviours depending
on initial conditions and friction parameters. One example of such
complexity is the occurrence of rupture reversals, that is, rupture
propagation in the direction opposite to that of the ongoing rup-
ture, as was suggested for the 2010 El Mayor–Cucapah earthquake
(http://www.scec.org/meetings/2011am/emc.html) and for the 1984
Morgan Hill earthquake (Beroza & Spudich 1988). Another exam-
ple is the occurrence of multiple pulses (repeated slip) during the
2011 Tohoku earthquake inferred by Lee et al. (2011) and discussed
through dynamic rupture models by Gabriel et al. (2012) and Galvez
et al. (2016). Capturing such complex rupture processes requires a
flexible parametrization with minimal constraints.
Here, we address the following question: How does one efficiently
perform seismic source inversion based on dense seismological data
sets and minimal prior assumptions on the source while taking into
account the lateral heterogeneity of the medium? To address this, we
introduce a scalable adjoint-based method for finite source inversion
that accounts for known 3-D heterogeneities of the crustal velocity
model without pre-computed Green’s functions.
Adjoint methods (Tarantola 1984) have been in use in seismology
for tomography (Tromp et al. 2005; Askan & Bielak 2008; Liu &
Tromp 2008; Fichtner et al. 2010; Tape et al. 2010) and point-source
moment-tensor inversion (Hjo¨rleifsdo´ttir et al. 2007; Kim et al.
2011). The adjoint fields are related to time-reversal wave propaga-
tion modelling, and time-reversal source imaging can be seen as the
first iteration in a source inversion problem solved by an iterative
method (Kawakatsu & Montagner 2008). Attempts to achieve finite-
fault source imaging through time-reversal have been unsuccessful
in resolving rupture details (Kremers et al. 2011). Here, we present
a method for source inversion based on adjoint methods, iteratively
updating the source model through time-reversal simulations. We
show that the gradient of the cost function with respect to slip rate
is given by the tractions on the fault plane in the adjoint problem.
This is different from the moment-tensor (density) source inversion
(Kremers et al. 2011; Hjo¨rleifsdo´ttir et al. 2007) for which the ad-
joint fields are strains. Our formulation is related to that of Gallovicˇ
et al. (2009), although they did not provide an interpretation of
the adjoint field and they used pre-computed response functions
which, as we will show, are suitable for situations with few source
parameters and few stations.
The remainder of this paper is organized as follows. In Section 2,
we introduce a method for finite source inversion that accounts for
a 3-D velocity model and does not require pre-computed Green’s
functions. In Section 3, we compare its computational cost to the
prevailing approach based on pre-computed Green’s functions. In
Section 4, we apply our method to simulated scenarios that illustrate
the impact of insufficient knowledge of the velocity model on finite
source inversion. The method and results are further discussed in
Section 5. Section 6 summarizes our findings.
2 THEORY AND METHODOLOGY
2.1 Problem statement
We aim at inferring the spatio-temporal distribution of slip velocity
on an assumed fault surface from ground-motion data recorded at
(or near) the Earth’s surface. We focus here on seismological data,
the primary data set to constrain the time-dependency of the rupture
process. Other data sets like GPS or teleseismic waveforms could
be included in our source inversion formulation, at the expense of
additional complexity in determining the optimal weighting for the
different data sets (Sekiguchi et al. 2000; Ide et al. 2005).
The data comprise three-component ground velocity time-series
d˙(xr, t) recorded at a set of Nsta receiver locations xr between the
initiation of rupture at t = 0 and the final recording time t = T.
The model comprises the two-component slip velocity time-series
m(x, t) at all points x on the assumed fault surface  (we leave the
rake unconstrained). We use the term ‘synthetics’ and the notation
s˙(xr, t,m) to denote ground velocities computed at the receiver lo-
cation xr based on the source model m. The synthetic time-series
and model parameters are linearly related by a partial differential
Downloaded from https://academic.oup.com/gji/article-abstract/214/1/402/4969689
by California Institute of Technology user
on 17 May 2018
404 S. N. Somala, J.-P. Ampuero and N. Lapusta
equation, the seismic wave equation, or equivalently by a repre-
sentation theorem (e.g. section 3.2 of Aki & Richards 2002). We
concisely write this relation as
s˙ = Gm, (1)
where G is a linear operator from the model space to the data space.
We seek a model that reproduces the observed wavefield, s˙(m) ≈ d˙,
in a sense that will be made precise now.
Waveform data are usually low-pass filtered prior to earthquake
source inversion in order to down weight those high-frequency com-
ponents of the wavefield that cannot be well predicted due to the
coarseness of the available crustal velocity models. Depending on
the sensor type, high-pass filter is often applied too, to down weight
frequencies with low signal-to-noise level. We denote by h(t) the
impulse time response of the filter and by ∗ the convolution op-
eration between two time-series. We define a cost function χ that
quantifies the misfit between the filtered data and synthetics:
χ (m) = 1
2
T∫
0
Nsta∑
r=1
Wr
∥∥h(t) ∗ (s˙(xr, t,m) − d˙(xr, t))∥∥2 dt, (2)
where Wr is a data weight for the receiver located at xr and ‖ · ‖
is the 3-D Euclidian norm. Our goal is to find the source model m
that minimizes the cost function χ , subject to eq. (1). The optimal
model in this classical least squares problem is the solution of the
so-called normal equations (Tarantola 2005)
G† F† WF (Gm − d) = 0, (3)
where W is the spatial data-weighting operator, F the temporal data-
filter operator (in frequency domain it is simply a multiplicative
weighting operator), F† is its adjoint, and G† is the adjoint operator
of G. G† is defined as the linear operator from the data space to the
model space that satisfies the relation (Tarantola 2005)
〈d′,Gm′〉 = 〈G† d′,m′〉 (4)
for any arbitrary data d′ and model m′, where 〈 ·, ·〉 denotes the
natural dot product in the data space on the left-hand side or in the
model space on the right-hand side.
Upon discretizating the space and time dimensions, and repre-
senting the model m by a discrete set of space–time basis functions,
we obtain the classical linear formulation of the source inversion
problem (e.g. Hartzell & Heaton 1983; Lee 2012) in which the un-
knowns are the slip rates at each fault cell and on multiple time
windows. In standard practice, the slip-velocity unknowns are re-
stricted to time intervals much shorter than the whole rupture dura-
tion (Olson & Anderson 1988; Das & Suhadolc 1996; Gallovicˇ &
Zahradnı´k 2012). At each fault location, these intervals are dictated
by assumed higher bounds on the rupture speed and rise time (Olson
& Anderson 1988; Das & Suhadolc 1996; Gallovicˇ & Zahradnı´k
2012). In contrast to standard practice, we consider the values of slip
velocity at every instant as unknowns. That is, we do not enforce any
prior information on hypocentre location, rupture speed, rise time
and total rupture duration, although these may be incorporated in
our formulation when warranted. This allows for any fault location
to rupture multiple times and for the inversion to capture complex
rupture histories that are physically admissible, for example, sec-
ondary rupture fronts running in the opposite direction as the main
front.
2.2 Overview of the iterative procedure for source
inversion
A discrete version of eq. (1) is obtained by restricting the model
search to the model subspace spanned by a finite set of basis func-
tions. Moreover, the data space is also discretized by temporal sam-
pling of the seismograms. In the conventional approach, G is a
matrix containing Green’s functions, that is, discretely sampled
seismograms computed in response to excitation of sources given
by each slip basis function, computed and stored once before the
inversion starts. The matrix G has as many rows as the dimension of
the data space and as many columns as the dimension of the model
space. Its general form is given in, for example, Olson & Apsel
(1982). We refer to this approach as the pre-computed Green’s
function approach, or for short ‘the GF approach’. In contrast, the
adjoint approach proposed here does not require computing and
storing a matrix G, it only requires a procedure to compute the
products Gm′ and G†d′ for any model m′ and data d′. Gm′ is sim-
ply the result of a wave propagation simulation with source m′. The
procedure to obtain G†d′ will be developed in the next section. In
the GF approach, G† is simply the transpose matrix of G.
We solve the normal eq (3) by applying a standard iterative al-
gorithm, the conjugate gradient (CG) method (Hestenes & Stiefel
1952; Polak & Ribie`re 1969). The algorithm applies to both the GF
approach and adjoint approach. A similar CG-based approach to
line-source retrieval from regional data was developed by Gallovicˇ
et al. (2009) for the 2008 Movri Mountain earthquake. The algo-
rithm is shown pictorially in Fig. 1 and its step-by-step description
is as follows:
(1) Initialize the iteration counter, k = 0. Filter the data, Fd,
where F is a matrix containing filter coefficients.
(2) Assume an initial model, m0, and compute the corresponding
synthetics, s0 = Gm0.
(3) Compute residuals by subtracting the synthetics from the
data, r0 = F s0 − Fd.
(4) Compute the gradient of the cost function with respect to the
model parameters, γ 0 = G† F† r0.
(5) Set the search direction, p0 = −γ 0.
(6) Compute new synthetics, sk = Gpk .
(7) Update the model so that the cost function is mini-
mized along the search direction, mk+1 = mk + αpk , where α =
〈rk,F sk〉/〈F sk,F sk〉.
(8) Update the residuals, rk+1 = rk + αF sk .
(9) Compute the new gradient, γ k+1 = G† F† rk+1.
(10) Update the search direction applying the Polak–
Ribiere formula, pk+1 = −γ k+1 + βpk , where β = 〈γ k+1 −
γ k, γ k+1〉/〈γ k, γ k〉.
(11) If the norm of the new search directionpk+1 is less than a pre-
scribed tolerance, stop. Otherwise, increment the iteration counter,
k → k + 1, and go to step 6.
The particular solution to which the CG algorithm converges de-
pends on the choice of the initial guess. Here we set m0 = 0. With
this choice, the CG algorithm converges to the minimum-norm solu-
tion. This choice is not motivated by physical considerations on the
rupture process, but rather by the insight it provides on the intrinsic
uncertainties of the source inversion problem. The inverse problem
of earthquake source retrieval from ground motions recorded over
a limited region of the Earth’s surface and with a limited frequency
band generally suffers from non-uniqueness. The minimum-norm
solution is orthogonal to the null space of the inverse problem,
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Figure 1. Sketch of the adjoint method illustrating the iterative procedure to update the source model using forward and backward (adjoint) wave propagation
simulations. If only the first adjoint simulation is carried out, then the procedure is equivalent to time-reversal source imaging. Each back propagation retrieves
the gradient of the misfit function represented by tractions recorded on the fault. The forward wave propagation at each iteration other than the initial one uses
the current model and gives the synthetics of the current iteration.
hence it isolates the part of the earthquake rupture that is ‘visi-
ble’ by a given data set. The relation between the visible model
space and the complete model space may be complicated enough
that physical interpretation of the minimum-norm solution is not
straightforward. For this reason, caution should be exercised to not
overly interpret the minimum-norm solution. Gallovicˇ & Zahradnı´k
(2011) gave an example of a spurious asperity in a minimum-norm
solution, a feature in the visible portions of the source that seems
physically plausible but is not real. The real source is made of its
visible part plus other ‘invisible’ parts that lie in the null space of
the inverse problem. Enforcing additional constraints in the source
inversion allows to populate the invisible components of the source,
but whether this approach takes us closer to the true source depends
on the degree of certainty of the constraints. In particular, if the
constraints are artificial (regularization) or derived from uncertain
or restrictive physical considerations, they can bias source recovery
despite reducing model covariance.
In the adjoint approach, steps 2 and 6 involve a wave propagation
simulation with prescribed kinematic source. In the next section, we
show that steps 4 and 9 are accomplished by a wave propagation sim-
ulation with the time-reversed ground-motion residuals applied as
point forces at the receiver locations. Hence, each CG iteration in the
adjoint approach requires one forward-propagation simulation (dur-
ing the model update, step 6) and one back-propagation simulation
(during the gradient update, step 9). In contrast, the GF approach
involves temporal convolution with the Green’s functions and spa-
tial summation over all subfaults in step 6, and cross-correlation
with the Green’s functions and spatial summation over all stations
at step 9.
For the source inversion with the GF approach using the CG
algorithm, Somala et al. (2014) found, by comparing the inverted
models at various iterations, that convergence is obtained in about
250 iterations when the velocity model is perfectly known. In prac-
tice, the velocity model has uncertainties and continuing the CG
iterations will eventually map structural uncertainties into spurious
features of the source model. The number of CG iterations, Niter,
plays the role of regularization because the features of the source
that are less robust to uncertainties in the data and in the velocity
model are associated with smaller eigenvalues of G†G and converge
slower. Although a general-purpose iteration arrest criterion for CG
is not available, the number of iterations in practice should certainly
be significantly smaller than in the ideal case considered by Somala
et al. (2014), Niter 
 250.
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2.3 Lagrangian formulation of the adjoint problem
Here we compute the gradient of the cost function with respect
to the source model by solving an adjoint problem. We use a La-
grangian formulation modified from that presented by Liu & Tromp
(2006) and pose it as a boundary control problem. We formulate the
Lagrangian based on filtered and weighted residuals. Simulations
are done on a bounded domain , the boundary of which comprises
a free surface ∂1 and an absorbing boundary ∂2. We denote by
ρ the density and C the fourth-order elastic stiffness tensor of the
crust. These material properties can be spatially non uniform. The
Lagrangian is given by
L (s˙,m,μ,λ, ν) = 1
2
T∫
0
Nsta∑
r=1
Wr
[
h(t) ∗ (s˙(xr, t,m) − d˙(xr, t))]2 dt
−
∫ T
0
∫

λ ·
(
ρ∂2t s˙ − ∇ · (C : ∇ s˙)
)
d3xdt
+
∫ T
0
∫

μ · (s˙+ − s˙− − m)d2xdt
+
∫ T
0
∫

ν · (T+ + T−)d2xdt, (5)
where λ, μ and ν are Lagrange multipliers that depend on space and
time, s˙+ and s˙− are the velocity fields on each side of the fault and
m is slip velocity on the fault plane . T+ and T− are the tractions
on each side of the fault given by T± = [nˆ.(C : ∇s)]±, nˆ± is the
normal vector of the respective side of a fault interface, Wr is the
weight assigned to the data at the rth station, h(t) is a low-pass filter
that downweights the data at frequencies that cannot be modelled
accurately with the available crustal velocity model, or that have
low signal-to-noise ratio, and T is the total duration of seismograms
relative to the earthquake origin time.
We seek s˙,m,λ, μ and ν such that the LagrangianL is minimized.
A necessary condition is stationarity of the Lagrangian with respect
to its five arguments:
dL (s˙,m,μ,λ, ν) = 0 = ∂L
∂ s˙
δs˙ + ∂L
∂m
δm + ∂L
∂λ
δλ + ∂L
∂μ
δμ
+∂L
∂ν
δν, ∀ δs˙, δm, δλ, δμ, δν. (6)
This implies
0 = ∂L
∂ s˙ δs˙ ∀ δs˙, (7)
0 = ∂L
∂m δm ∀ δm, (8)
0 = ∂L
∂λ
δλ ∀ δλ, (9)
0 = ∂L
∂μ
δμ ∀ δμ, (10)
0 = ∂L
∂ν
δν ∀ δν. (11)
We now examine these four conditions sequentially. The first sta-
tionarity condition (7) is
0 = ∂L
∂ s˙
δs˙ =
∫ T
0
∫

∑
r
Wr δ(x − xr)
[
h(t) ∗ (s˙(x, t,m) − d˙(x, t))]
×h(t) ∗ δs˙ d3x dt
−
∫ T
0
∫

λ · [ρ∂2t δs˙ − ∇ · (C : ∇δs˙)]d3xdt (12)
+
∫ T
0
∫

μ · (δs˙+ − δs˙−)d2xdt
+
∫ T
0
∫

ν · ([nˆ · (C : ∇δs˙)]+ + [nˆ · (C : ∇δs˙)]−)d2xdt.
Integrating by parts we obtain, after some algebra,
0 = ∂L
∂ s˙
δs˙ =
∫ T
0
∫

∑
r
Wr δ(x − xr)
[
h ∗ (s˙ − d˙)] · h ∗ δs˙ d3x dt
−
∫ T
0
∫

[ρ∂2t λ − ∇ · (C : ∇λ)] · δs˙d3x dt (13)
−
∫

[ρ(λ · ∂t (δs˙) − ∂tλ · δs˙)]T0 d3x
+
∫ T
0
∫
∂1
λ · [nˆ · (C : ∇δs˙)] − nˆ · (C : ∇λ) · δs˙d2x dt
+
∫ T
0
∫
∂2
λ · [nˆ · (C : ∇δs˙)] − nˆ · (C : ∇λ) · δs˙d2x dt
+
∫ T
0
∫
+
λ · [nˆ · (C : ∇δs˙)] − nˆ · (C : ∇λ) · δs˙d2x dt
+
∫ T
0
∫
−
λ · [nˆ · (C : ∇δs˙)] − nˆ · (C : ∇λ) · δs˙d2x dt
+
∫ T
0
∫

μ · (δs˙+ − δs˙−)d2xdt
+
∫ T
0
∫

ν · ([nˆ · (C : ∇δs˙)]+ + [nˆ · (C : ∇δs˙)]−)d2xdt,
where [ f ]T0 = f (T ) − f (0) for any function f. We can simplify
this expression by considering the perturbed field which is initially
at rest, δs˙(x, 0) = 0 and ∂tδs˙(x, 0) = 0, and satisfies the free sur-
face boundary condition, nˆ · (C : ∇δs˙) = 0 on ∂1. The absorbing
boundary condition can be written as nˆ · (C : ∇δs˙) = Cabsδs¨ on
∂2, the contribution of which we further integrate by parts. The
continuity of tractions on the fault surface gives [nˆ · (C : ∇δs˙)]+ =
−[nˆ · (C : ∇δs˙)]−, noting in addition that nˆ+ = −nˆ−. We then ob-
tain:
0 = ∂L
∂ s˙
δs˙ =
∫ T
0
∫

∑
r
Wr δ(x − xr)
[
h ∗ (s˙ − d˙)] · h ∗ δs˙ d3xdt
−
∫ T
0
∫

[ρ∂2t λ − ∇ · (C : ∇λ)] · δs˙ d3xdt (14)
−
∫

[ρ(λ · ∂t (δs˙) − ∂tλ · δs˙)](T )d3x
−
∫ T
0
∫
∂1
nˆ · (C : ∇λ) · δs˙ d2xdt
+
∫
∂2
[Cabsλ · δs˙](T )d2x
−
∫ T
0
∫
∂2
(
Cabsλ˙ + nˆ · (C : ∇λ)
) · δs˙ d2xdt
+
∫ T
0
∫

[(λ+ − λ−) · [nˆ · (C : ∇δs˙)]
−[nˆ · (C : ∇λ) · δs˙]+ − [nˆ · (C : ∇λ) · δs˙]−
+ μ · (δs˙+ − δs˙−)] d2xdt.
We note that the adjoint of convolution is cross-correlation, which
we denote by 
:∫
a(t)[h ∗ b](t) dt =
∫
[h 
 a](t)b(t) dt (15)
for any pair of functions a(t) and b(t). The first term in eq. (14) can
then be written as∫ T
0
∫

∑
r
Wrδ(x − xr)
[
h 
 h ∗ (s˙ − d˙)] · δs˙ d3xdt.
Since the stationarity condition should be valid for all δs˙, we get :
ρ∂2t λ − ∇ · (C : ∇λ) =
∑
r
Wrδ(x − xr) h 
 h ∗
(
s˙ − d˙) , (16)
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subjected to the following boundary and terminal conditions:
nˆ · (C : ∇λ) = 0 on ∂1
nˆ · (C : ∇λ) = −Cabsλ˙ on ∂2 (17)
λ(x, T ) = 0
∂tλ(x, T ) = 0
λ+ = λ− on 
[nˆ · (C : ∇λ)]+ = − [nˆ · (C : ∇λ)]− on 
and to the following requirement:
μ = [nˆ · (C : ∇λ)]+. (18)
We define the adjoint wavefield as
s†(x, t) = λ(x, T − t). (19)
It satisfies the following adjoint wave equation:
ρ∂2t s
† − ∇ · (C : ∇s†) = f† (x, t) (20)
subject to the following adjoint source:
f† (x, t) =
Nsta∑
r=1
Wr δ(x − xr)
[
h 
 h ∗ (s˙ − d˙)] (T − t), (21)
and to the following boundary and initial conditions:
nˆ · (C : ∇s†) = 0 on ∂1,
nˆ · (C : ∇s†) = Cabss˙† on ∂2, (22)
s†(x, 0) = 0,
∂ts
†(x, 0) = 0,
s†+ = s†− on ,[
nˆ · (C : ∇s†)]+ = − [nˆ · (C : ∇s†)]− on .
In the adjoint problem, the boundary condition is a locked fault (no
slip): the last two equations express the continuity of displacements
and tractions of the adjoint field across the fault surface . We
define the adjoint tractions on the ‘+’ side of the fault, +, by
T†(x, t) = (C(x) : ∇s†(x, t)) · nˆ(x). (23)
Eq. (18) then gives, for any x ∈ ,
μ = T†(x, t). (24)
The second stationarity condition (8) is
0 = ∂L
∂m
δm = ∂χ
∂m
δm −
∫ T
0
∫

μ · δm d2xdt. (25)
Considering eq. (24), we obtain a useful expression for the gradient
of the cost function:
∂χ
∂m
δm =
∫ T
0
∫

T† (x, T − t) · δm d2xdt. (26)
The third stationarity condition (9) is
0 = ∂L
∂λ
δλ =
∫ T
0
∫

δλ · [ρ∂2t s˙ − ∇ · (C : ∇ s˙)]d3xdt. (27)
Since the above equation should be valid for all δλ, we obtain
ρ∂2t s˙ − ∇ · (C : ∇ s˙) = 0, (28)
which is the forward wave equation.
Similarly, the fourth (10) and fifth (11) stationarity conditions
yield the slip and traction boundary conditions on the fault for the
forward problem; for any x ∈ ,
m(x, t) = s˙+(x, t) − s˙−(x, t), (29)
Figure 2. Root-mean-squared (RMS) difference between the data and syn-
thetics as a function of the time step tm of the temporal basis functions that
discretize the slip velocity. The data are computed based on a very finely
discretized source to represent a continuum source. A time step of 0.1 s
explains 99% of the data. In all these simulations, the data are filtered using
a low-pass fourth-order Butterworth filter with the corner frequency at 1 Hz.
T+ = − T−. (30)
In common practice, seismograms are band-pass filtered prior
to source inversion. In previous adjoint point source inversion im-
plementations (Kremers et al. 2011; Hjo¨rleifsdo´ttir et al. 2007;
Kim et al. 2011) based on pre-filtered data, the model actually
represents a filtered version of the complete source model. The ap-
proach described here handles the temporal filter in a novel way:
the forcing term (eq. 21) for the adjoint wave equation involves a
cross-correlation of the filter and the filtered residuals. This is the
result of the Lagrangian based on the filtered waveform residuals
(eq. 5). In eq. (21), the cross-correlation operation is introduced in
the data space. Alternatively, one can introduce the cross-correlation
in the model space, in which case the integrand of eq. (26) will be
a cross-correlation of the filter and adjoint tractions. Whether the
cross-correlation is introduced in the data space or the model space,
our formulation allows to retrieve the filtered version of the source.
2.4 Discrete formulation and model parametrization
The simplest possible parametrization of the model is adopted
here. The fault surface is decomposed into a mesh of Nfault non-
overlapping fault elements of size xm. The time axis is decom-
posed into Nt regular time intervals of size tm. The slip rate is
represented by a piecewise constant distribution in space and time,
that is, slip rate is constant inside each fault element and each time
interval. This implies that the unknowns in our inverse problem
are essentially the average slip rates within spatio-temporal cells of
dimensions x2m × tm .
We set the temporal resolution of the model parametrization,
tm, such that, in a representative earthquake scenario simulation,
an RMS misfit lower than 1% is achieved between low-pass filtered
ground motions computed from a continuum source and from its
temporally discrete version. In practice, the continuum source is
also discrete, but described with a time step much smaller than tm.
For a specific source scenario described in a later section, we find
that the RMS criterion is achieved with tm = 0.1/fc, where fc is the
upper cut-off frequency of the data filter (Fig. 2).
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We set the spatial resolution of the model parametrization, xm,
to be much smaller than the minimum wavelength at the cut-off
frequency, λ = cS/fc (Liu & Archuleta 2004), where cS is the shear
wave speed. We carry out the wave propagation simulations us-
ing the spectral element method (SEM) code SPECFEM3D (Ko-
matitsch et al. 2010). Adequate accuracy is obtained by setting a
spectral element size comparable to the minimum wavelength λ and
a polynomial order of four, that is, the number of Gauss–Lobatto–
Legendre nodes per spectral element edge is NGLL = 5. The slip
velocity model is represented at all the spectral nodes, so the aver-
age spatial resolution of the model is xm ≈ λ/(NGLL − 1).
2.5 Verification of the adjoint field computation
Any 3-D wave propagation code may be used in our source inversion
method, if the adjoint simulation capabilities are implemented. In
particular, it is important to verify that the wave propagation code
passes the dot-product test (Claerbout & Fomel 2008) to guarantee
that the computation of the adjoint field is implemented correctly.
The test amounts to verifying that eq. (4) holds for arbitrary m′ and
d′. The test involves two inner products, one in the data space and
one in the model space. The inner product in the data space is the
one emerging from the definition of the cost function (eq. 2). The
inner product in the model space is
〈G† d′,m′〉 = tm
Nt∑
p=0
∫

m
′
p(x)τ
′
p(x)d
2x = τ ′†Wmm ′ , (31)
where τ
′
p is the discrete version of the adjoint field, G
† d′, at the pth
time step and Wm is the weighting matrix introduced by the spectral
element quadrature. We verified the implementation of our adjoint
in the spectral element code by computing the inner product in the
model space and finding it to be the same as that in the data space.
3 COMPUTATIONAL COST OF ADJOINT
METHOD COMPARED TO
PRE -COMPUTED GREEN ’ S FUNCTIONS
APPROACH
Here we compare the computational cost of our adjoint source
inversion method to that of the prevailing GF approach. The com-
putational cost is defined here as the computational complexity
quantified by the total number of floating-point operations. The ac-
tual performance on modern-day computers depends also on other
factors including cache or CPU pipeline optimization, I/O density
and interprocessor communication. However, closed-form relations
can be conveniently derived with a metric based on arithmetic op-
erations which, as we have found in practice, allow an adequate
comparison between two methods implemented on the same com-
puter across a wide range of application scenarios.
In Appendix A, we develop formulas relating the cost ratio of
the two methods, GF/adj, to algorithmic parameters such as the
number of fault cells Nfault, the number of CG iterations Niter, the
number of stations Nsta, etc. The cost ratio is made of two con-
tributions, the ratio of number of operations per CG iteration and
the relative overhead of pre-computing Green’s functions in the GF
approach:
GF
adj
= Cconv
CSEM
+ 
oh
GF
adj
, (32)
where GF is the total computational cost of an inversion with the GF
approach, adj is the total computational cost of an inversion with the
adjoint approach, Cconv is the computational cost for convolutions
between the Green’s functions and the slip rate time-series, CSEM is
the computational cost of a single 3-D SEM wave propagation sim-
ulation and ohGF is the overhead cost of pre-computing the Green’s
functions. We develop the following order-of-magnitude estimates
of these two contributions as a function of three non-dimensional
parameters that encapsulate information about the fault geometry,
network geometry and maximum frequency:
Cconv
CSEM
= O(1) λW
x2s
(33)
and
ohGF
adj
= O(10−1) min
(
WL
λ2
,
(
L
xs
)2)
. (34)
whereλ is the shortest wavelength, inversely proportional to the high
frequency cut-off fc considered in the inversion; xs is the average
spacing between stations; and L and W are the rupture length and
width, respectively.
Eqs (32)–(34) provide a useful guideline to determine which
approach is the most efficient for a given earthquake size, net-
work density, and target frequency. In particular, if the wave field is
recorded without aliasing on a dense seismic network with xs ≈
λ, then
Cconv
CSEM
= O(1) W
λ
(35)
and
ohGF
adj
= O(10−1) WL
λ2
. (36)
We first compare the cost per iteration of both approaches. In the
source inversion of large, Mw ≥ 7 earthquakes, the cut-off frequency
is typically lower than 1 Hz, and the corresponding wavelength λ
is comparable to or somewhat smaller than the average spacing of
current seismic networks (which is typically larger than 10 km):
λ/xs  1. Moreover, W/xs  1. Considering these numbers and
eq. (33), we get Cconv/CSEM < 1: in the currently typical source
inversion scenarios, the GF approach has a significantly smaller cost
per iteration than the adjoint approach based on SEM. However, as
progress continues to be made in earthquake seismology to exploit
higher frequencies of the wave field (W/λ  1), recorded without
aliasing on dense seismic networks, eq. (35) shows that the full
advantage of the adjoint approach, in terms of a lower cost per
iteration, will eventually be realized.
Even in situations in which the cost per iteration is lower in the
GF approach, the adjoint approach can have a relative advantage
due to the overhead of pre-computing Green’s functions. Typically,
rupture aspect ratios are in the range W/L = 0.1–1 and the cut-off
wavelength is a small to moderate fraction of the rupture length,
L/λ = O(10); hence LW/λ2 = O(10–100). For station spacings typ-
ical of existing seismic networks, L/xs = O(1–10). Considering
these numbers, eq. (34) gives ohGF/adj = O(0.1–10), which shows
that, even in coarse networks, the adjoint approach can be more
efficient than the GF approach in some situations. Such situations
include ruptures that are very long compared to the average station
spacing, for instance Mw > 7 earthquakes recorded on networks
with 20 km average spacing. For a very dense network with xs ≈
λ, for frequencies up to 1 Hz or higher (λ < 3.6 km) and Mw > 6.2,
typically LW/λ2 > 10 and eq. (36) shows that the adjoint approach
is more advantageous, especially for large ruptures and high fre-
quencies.
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Figure 3. Comparison of the computational cost of the adjoint method
based on the spectral element method (SEM) and the method with pre-
computed Green’s functions for a typical Mw 7.0 earthquake scenario with
the 40 km × 15 km rupture area, a 3-D velocity model, data low-pass
filtered below 1 Hz, a fixed domain size extending up to approximately
2 fault lengths away from the source, and regular station spacing. The
cost is normalized by the computational cost of SEM. The cost of the
adjoint method does not depend on the number of stations, while the cost
of the GF approach increases drastically until it is no longer advantageous
to exploit reciprocity to compute the Green’s functions. Note that several
inversions may be performed with the same pre-computed Green’s functions,
in which case the cost per inversion will be decreased accordingly. Still, SEM
approach will become beneficial for a large enough number of stations.
As a concrete example of how eqs (A7) and (A8) in Appendix A
can be used to decide which approach to use, Fig. 3 shows the cost
ratio as a function of the number of stations for a specific earthquake
scenario considered in a later section. The rupture dimensions are
40 km along-strike and 15 km along-dip, typical of a Mw7.0 strike-
slip earthquake. Ground motions up to approximately two fault
lengths away from the source are included, low-passed filtered below
1 Hz. In this example, the GF approach is more expensive than the
adjoint approach if more than a few tens of stations are considered.
Also, in all examples with heterogeneous media shown in Section 4,
the adjoint approach is more advantageous than the GF approach.
When the overhead of the GF approach dominates its cost, it is
advantageous to use the adjoint approach if
min
(
Nfault,
3
2
Nsta
)
> Niter = O(10 ∼ 100). (37)
4 IMPACT OF CRUSTAL STRUCTURE
UNCERTAINT IES ON THE SOURCE
INVERS ION
4.1 Reference inversions with known 3-D velocity model
We show here that our source inversion procedure works, in the
sense that it reconstructs well the source in the ideal case in which
the 3-D velocity model is perfectly known. We do not add any noise
to the data. We refer to these inversions as ‘reference inversions’.
Let us consider as an earthquake scenario a Haskell source, which
is a steady slip pulse with a square slip-rate time function on a ver-
tical strike-slip fault. The rise time is 1 s and the rupture speed is
2.9 km s−1. The fault dimensions are 40 km × 15 km. The stations
extend about two fault lengths away on each side of the fault, giving a
coverage of 200 km × 160 km. A fourth-order low-pass Butterworth
Table 1. Parameters of the three random velocity models (A, B and C) with
the von Karman correlation function.
Correlation Length (Rc) in
km
Standard deviation
(σ )
Hurst exponent
(ν)
Model A 5 5 % 0.0
Model B 0.5 5 % 0.0
Model C 5 1 % 0.0
filter with a corner frequency of 1 Hz is applied to the data. The fault
is embedded in a 3-D velocity model with lateral heterogeneities
superimposed on a homogeneous half-space. The average P-wave
velocity is 5.6 km s−1, S-wave velocity is 3.2 km s−1 and density is
2670 kg m3. The velocity heterogeneities have the Gaussian proba-
bility distribution and von Karman spatial correlation function with
correlation length Rc, standard deviation σ , and Hurst exponent H
given as ‘model A’ in Table 1 (Fig. 4). We assume Vs = Vp/
√
3.
The parameters for model A are representative of the velocity het-
erogeneity found in the San Francisco Bay Area by Hartzell et al.
(2010).
We consider two different station densities: a ‘dense network’
with station spacing of 1 km and a ‘coarse network’ with station
spacing of 20 km (Fig. 5). For the fault dimensions and discretiza-
tion considered here, slip inversion using the coarse network is an
underdetermined problem, whereas the dense network yields an
overdetermined problem. The dense network setup is motivated by
emergent concepts for space-based earthquake observation systems
(Michel et al. 2013) and the block-by-block measurements using
low cost MEMS sensors (Clayton et al. 2012) that could provide
ground-motion recordings at every few hundreds of meters. The
coarse network is representative of the average station spacing of
the current Japanese seismic networks (Okada 2013). Performing
an inversion for the dense network would be quite challenging for
the currently available source inversion codes.
Fig. 6 shows the results of the inversions based on the coarse and
dense networks, after 50 iterations (fixed based on Somala et al.
2014). We only show here the strike-component of slip rate as the
input model does not have any dip-component of slip rate. As our
model contains both components of slip rate without any constraint
on the rake angle, we do observe (not shown here) some leakage of
slip into the dip-component but its amplitude was an order of mag-
nitude smaller than the actual slip in this case. The quality of the
recovered source is comparable to that found with a similar inver-
sion approach but in homogeneous media by Somala et al. (2014).
In particular, the recovery of the first-order source properties, such
as rise time, peak slip velocity and rupture speed, is adequate. The
spatial distribution of slip rate is sharper in the source model in-
ferred from the dense data set. This illustrates the intuitive idea
that source recovery improves with the increased number of sen-
sors. Such an inversion including 3-D heterogeneity of the velocity
model from recordings of a dense network (∼32 000 stations) may
not be practically feasible with the pre-computed Green’s function
approach.
4.2 Effect of uncertainties in the 3-D velocity model on
source recovery
We discuss here the effects of ignoring the heterogeneity of the
crustal velocity model by comparing the reference inversions to
inversions that adopt the background homogeneous velocity model.
In this comparison we use the same number of CG iterations as in
the reference inversions. The goal is to determine whether or not
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Figure 4. Spatial distribution of the P-wave velocity (Vp), normalized by its mean (5.6 km s−1), on a cross-section parallel to the fault plane, for three velocity
models A, B and C (from top to bottom) with random heterogeneity described in Table 1. Histograms for each model are shown at the bottom.
one can invert for the slip rate adequately given the typical level of
uncertainty in currently available velocity models.
Assuming the heterogeneities in model A are unknown, inver-
sions are carried out in a homogeneous half-space corresponding to
the mean velocity of model A. The results for the coarse and dense
networks are shown in Fig. 7(a). The main aspects of the source are
adequately recovered, such as the overall rupture speed. However,
compared to the results of the reference inversions (Fig. 6), there is
more significant distortion of the rupture front and smearing of the
pulse leading to overestimation of the rise time, especially in the
Downloaded from https://academic.oup.com/gji/article-abstract/214/1/402/4969689
by California Institute of Technology user
on 17 May 2018
Adjoint finite source inversion 411
Figure 5. Fault and station geometry for an Mw 7 earthquake scenario and two hypothetical networks with (a) 20 km and (b) 1 km station spacing. The numbers
of stations for the networks are 88 and 32 160, respectively. The fault (40 km × 15 km) is in the XZ plane. The domain is symmetric with respect to the
XZ-plane. Stars indicate station locations. The inset shows a zoomed portion of a 10 km × 10 km area. The number of stations in the inset is larger than the
total number of stations in the 20 km network.
Figure 6. Results from the reference inversions. The data are generated in the 3-D heterogeneous velocity model A and source inversion is performed assuming
the same heterogeneous velocity model. The left column shows snapshots of the input slip rate at three different times. The middle and right columns show
the inverted slip rate from the data of the 20 km network and the 1 km network, respectively. Note that the dense network allows for a better source recovery. It
would be challenging for current source inversion codes and methodologies to do this inversion for the dense network with 32 160 stations.
coarse network inversion. The denser network still resolves the rise
time better than the coarse network, but it has a stronger tendency
to bias the distribution of slip rate towards the shallowest portions
of the fault at early times. This indicates that a denser network may
not improve all aspects of a source inversion if the uncertainties of
the velocity structure have the statistical properties assumed here
(standard deviation of 5% and von Karman correlation function
with Hurst exponent near zero and correlation length of 5 km).
We repeat this exercise for two other 3-D heterogeneous velocity
models: one with a much shorter correlation length (model B) and
one with a smaller standard deviation (model C). The average P-
wave velocity and S-wave velocity are the same for all models. The
main parameters of the three models are summarized in Table 1.
Typical cross-sections and histograms of the velocity models are
shown in Fig. 4. For the earthquake scenarios generated in models
B and C, the inversions assuming the same heterogeneous velocity
model as the forward scenario yield slip rates qualitatively similar
(not shown) to those obtained in the reference inversions (Fig. 6). In
both cases, the dense network enables a better recovery of slip rate
than the coarse network. However, the results of the inversions car-
ried out using the background homogeneous velocity model (Figs 7b
and c, respectively) have visible imperfections compared to the ref-
erence inversion (Fig. 6). In the inversion based on the coarse net-
work data, comparing the second columns of Figs 7(a)–(c) shows
that ignoring heterogeneities widens the slip rate pulse when both
the standard deviation and correlation length of the heterogeneity
are relatively high. A factor of 5 reduction in either of those pa-
rameters characterizing heterogeneity allows for better resolution
of the pulse width, even at depth, but the amplitude of the slip rate
is underestimated. In the inversion based on the dense network data,
when the heterogeneity of the velocity model is unknown, curving
or bending of the recovered pulse is observed below a certain depth.
Such curving seems to swing from one side to the other (Figs 7a and
c) depending on the amount of the standard deviation for a particu-
lar correlation length of the unknown heterogeneity of the medium.
The comparison between target seismograms and synthetic wave-
forms from coarse and dense networks, for all inversions considered
in this study, is presented in Appendix B.
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Figure 7. (a) Inversion results similar to Fig. 6, with the data generated in velocity model A but the source inversion based on the background homogeneous
velocity model. The inverted slip pulses are distorted (bending in the dense network and widening of the pulse in the sparse network) compared to the reference
inversions shown in Fig. 6. (b) Inversion results but with data generated in velocity model B (the source inversion still assumes the homogeneous background
velocity model). The pulses recovered with the dense network are distorted while those of the sparse network are qualitatively similar to results of an inversion
based on the true velocity model (not shown). The slip rates are better recovered for the dense network. (c) Inversion results with data generated in model C.
For both networks, the inverted pulses are qualitatively similar to the results of inversions based on the true velocity model (not shown). Again, the slip rates
are better recovered for the dense network.
Fig. 8(a) shows the normalized RMS error between the inverted
model and the true model as a function of iteration number for the
inversion where the synthetic data are generated using the hetero-
geneous velocity model A and the inversion is performed using the
background velocity model. As the iterations proceed, the RMS er-
ror in model space first decreases and then increases. This increase
is faster for the dense network than for the coarse network. A com-
parison of the sliprate at a particular instance of time after different
numbers of iterations (Fig. 8b) shows that despite the increasing
RMS model error, the recovery of sliprate continues to improve in
the deeper portions of the fault. However, sliprate is increasingly
mapped to adjacent fault regions (described earlier as ‘curving or
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Figure 8. (a) Normalized RMS error in model space, (b) normalized variance in data space and (c) evolution of inverted model with CG iterations, for the
worst case in this study. As the iterations progress, the RMS error in model space first decreases and then increases. This increase is faster for the dense
network than for the coarse network. Despite the increasing RMS model error, the recovery of slip rate continues to improve in the deeper portions of the fault.
Nevertheless, the normalized variance in data space continuously decreases for both networks.
bending of the recovered pulse’), which increases the overall model
error. Irrespective of the behaviour of the model space error, the data
space error (the variance of the data residuals) decreases monoton-
ically as a function iteration number for both the dense and coarse
networks (Fig. 8c).
An explanation for the differences in the effect of velocity model
uncertainties on source inversion across the different velocity mod-
els considered here could be obtained by examining their power
spectra (Fig. 9). The normalized power spectral density of a von
Karman distribution is given by
P(k) ∼ σ
2(4πR2c )
3/2
(1 + (kRc)2)3/2
, (38)
where k is the wavenumber. We map the wavenumber into frequency
(Frankel & Clayton 1986) using 2π f = k Vs, where Vs is the shear
wave speed. The heterogeneities in models B and C have low spectral
amplitude in the frequency band of inversion (f< 1 Hz), at least one
order of magnitude lower than that of model A, and hence they have
less impact on the quality of the source inversion.
Our formulation of the inverse problem assumes implicitly that
the noise is Gaussian and uncorrelated. In a source inversion based
on an incorrect velocity model, the major source of noise is the
wavefield scattered by the unknown heterogeneities. This noise can
be correlated over length scales comparable to the correlation length
of the heterogeneities. One might hypothesize that the spatial cor-
relation of the scattered wavefield affects source inversions that
assume uncorrelated noise if its correlation length is larger than the
station spacing, and our results support this intuition. In model B,
in which the effective correlation length is 2πRc ∼ 3.14 km, the
coarse network (20 km spacing) may not see this noise correlation,
but the dense network (1 km spacing) might (Fig. 7b). For model
A, however, both networks sense this correlation, because their sta-
tion spacing is shorter than the effective correlation length of the
medium, 2πRc ∼ 31.4 km (Fig. 7a). Yagi & Fukahata (2008), Hallo
& Gallovicˇ (2016) and Duputel et al. (2015) have discussed how to
better handle the noise correlation induced by uncertainties in the
velocity model.
The heterogeneities have the same correlation length in model
C as in model A, but lower amplitudes. The slip pulses inferred in
model C (Fig. 7c) have closer resemblance to the reference inversion
(Fig. 6) than those inferred in model A (Fig. 7a). This is consistent
with the expectation that the effects of the noise correlation can
be mitigated by reducing the amplitude of the uncertainties in the
velocity model, even if the noise correlation is not accounted for
in the inversion technique. Similar work for the layered velocity
model was done by Gallovicˇ et al. (2015) in the context of L’Aquila
earthquake, where the authors examined the influence of smoothing
parameter and emphasized the usage of exact Greens functions with
weak smoothing. When the velocity structure is poorly known and
dense data sets are available, one may consider a joint inversion of
the source and structure (Akcelik et al. 2003).
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Figure 9. Power spectrum of the three heterogeneous velocity models considered, normalized by the peak value of model A.
4.3 Validity of our study for other rise times
Although we consider only one scenario with rise time of 1 s, we
expect our findings to be valid for other rise times longer than 1 s.
This is confirmed in Fig. 10, which shows the results of source
inversions based on rupture scenarios with rise times of 2, 4 and
8 s. Scenarios are computed in the heterogeneous model A, while
inversions are carried out with the homogenous background velocity
model. The amplification and distortion of the slip pulse in the
inversions based on data from the dense network is also observed in
these cases, as found for the rise time of 1 s (Fig. 6), suggesting that
our observations are independent of the rise time if it is longer than
1 s. Resolving rise times shorter than 1 s requires a finer temporal
discretization of the source and, more importantly, higher-frequency
data.
5 D ISCUSS ION
With the increasing density of ground-motion data sets, the pre-
computed Green’s function approach for source inversion becomes
too computationally demanding. Standard matrix decomposition
techniques are impractical on very large systems and the need arises
for Krylov subspace iteration methods, like the conjugate gradient
method. Particularly when the storage of the G matrix is not a
feasible option, adjoint approaches provide alternative means of
obtaining the gradient of an objective function. As long as 1-D
Green’s functions represent the local Earth structure adequately,
the pre-computed Green’s function approach for source inversion
is advantageous even for the most densely recorded earthquakes
to date. However, with the improvement of crustal velocity models
at regional and local scales and with the need to push earthquake
source studies to higher frequencies, the demand and motivation
for using 3-D Green’s functions in source inversions will increase.
In such cases, the adjoint approach proposed here has an edge
over the pre-computed Green’s functions approach, especially with
increasing station density and increasing data frequency.
Generally speaking, the linear slip inversion is an underdeter-
mined inverse problem. As such, it is subject to many biases when
regularization is used. The biases are most severe when the station
coverage is not regular (Zahradnı´k & Gallovicˇ 2010; Gallovicˇ &
Zahradnı´k 2011), which is not the case of the present study. Here,
regularization is implicitly achieved by stopping the CG after a fixed
number of iterations (in this case fifty based on Somala et al. 2014).
Better understanding of biases such as the bending of the slip pulse
in Fig. 7(b) would be gained by Singular Value Decomposition anal-
ysis, for example, Gallovicˇ & Ampuero (2015). Unfortunately, for
very dense networks such approach is impractical due to the large
size of the G matrix.
Underdetermined inverse problems, such as finite earthquake
source inversion, tend to bias the solution towards rough models,
making it hard to resolve smooth models (Das & Suhadolc 1996;
Das et al. 1996). Moreover, the homogeneous half-space model
considered in our inversions is an unfavourable case in which the
Green’s functions from deeper sources are very similar to each
other, carry redundant information, and cause a large null-space of
the inverse problem. If the crustal model were more complex, pro-
viding more variable Green’s functions due to reflected, refracted
and scattered phases, the inversion would be better constrained.
Uncertainties of the velocity model get mapped into the model by
the source inversion. This correlative noise, unlike additive noise,
introduces spurious features in the retrieved model, like bending of
the rupture front, bias of large slip rate values towards the surface,
and widening of the rupture pulse. These issues occur in addition
to the issues that appear in inversions based on known velocity
models, like the loss of resolution with depth. The widening of a
rupture pulse is accompanied by a reduction in slip rate amplitude.
Distortion of the recovered source in the along-dip direction is
manifested by an enhanced slip rate close to free surface and reduced
slip rate amplitude at depth. The bending of pulses along depth
can be to either side corresponding to either advanced or delayed
rupture speed, depending on the properties of the medium and on the
station density. The patterns of the pulse bending appears to be less
susceptible to the characteristics of the medium in the coarse station
network than in the dense network considered here. Irrespective
of network density, the rupture velocity at shallow depth is well
recovered even when data contain correlative noise.
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Figure 10. Effect of the rise time on source inversions. The data are generated in model A and inversion assumes the homogeneous background velocity
model. The description of the three columns is the same as that given in Fig. 6. Each row shows a representative snapshot of slip rate for rise times 1, 2, 4 and
8 s, respectively, from top to bottom. The slip pulse is distorted in the dense network irrespective of the rise time.
Constraints like regularization, positivity and smoothing can be
implemented in adjoint methods, although at the expense of ad-
ditional computational cost. For example, one can add to the cost
function a regularization parameter multiplying the square of the
gradient of the model. The resultant gradient of the cost function
will have an additional term which is the regularization param-
eter times the model Laplacian. Similarly, Laplacian smoothing
can also be incorporated in the cost function. Adding a positiv-
ity constraint deprives the inverse problem of its linearity. Linear
slip inversion gives flexibility to resolve more realistic ruptures like
multiple pulses and slip reversals, an idea previously identified by
Somala et al. (2014) and later considered by Gallovicˇ et al. (2015)
as well as Song & Dalguer (2017). Solving the nonlinear conjugate
gradient requires a line search that involves three wave propagation
simulations per iteration (Tape et al. 2007), instead of two simula-
tions in linear case. A constraint on rake angle could also have been
imposed to minimize the leakage of slip into components that had
no slip in the target model, but such leakage was not a significant
issue in our examples.
The choice of basis functions to represent slip rate should be
based on the constraints imposed. For instance, the projection of a
non-negative slip rate on high-order basis functions (linear, splines,
etc.) can yield negative values (see Appendix C), which complicates
the enforcement of non-negativity constraints on slip rate. Other ba-
sis functions widely used, such as wavelets (Ji et al. 2002), may also
introduce such negative values; end users need to be cautious when
imposing positivity constraints. A straightforward implementation
of the positivity constraint for this purpose is by formulating the
inversion in terms of the logarithm of slip rate as suggested by
Tarantola (2005) and as performed in Gallovicˇ et al. (2009). To
avoid a number of free parameters in the inversion that is too large,
the duration of the temporal basis functions in the pre-computed
Green’s function approach needs to be larger than the time step of
the wave propagation simulations (dictated by a stability criterion).
However, it should be small enough to explain most (say 99%) of
the data, as discussed in Section 2.4 and Fig. 2.
Regularly sampled seismic networks like those considered in
this study are futuristic and have not yet been deployed to record
large earthquakes. The recent development of dense arrays of nodal
seismic sensors, the so-called Large-N arrays, demonstrates how
unaliased sampling of the wave field enables imaging seismicity at
depth (Inbal et al. 2015, 2016). In our study, we set the spacing
between stations and the closest distance between stations and the
fault to be the same. Stations too close to the fault tend to emphasize
the resolution of slip at shallow depth and farthest stations contribute
little to the inversion. A non-uniform station density, decreasing
with distance from the fault up to a certain extent and then increasing
gradually, may be a desirable network geometry to better constrain
source parameters. The optimization of a seismic network geometry
for finite source inversions is an interesting and challenging topic
in the experiment design.
6 CONCLUS ION
A method for earthquake source inversion accounting for 3-D het-
erogeneities of the crustal velocity model is presented. The method
is based on an adjoint linear formulation and it is implemented here
using wave propagation simulated with a spectral element method.
The adjoint approach is more computationally advantageous than
the conventional approach based on pre-computed Green’s func-
tions, for dense enough sensor networks. The adjoint inversion ade-
quately retrieves spatio-temporal details of the rupture process when
the 3-D velocity structure is known. We find that typical uncertain-
ties in crustal velocity models, represented here as a random field
with 5 km correlation length and 5% standard deviation, signifi-
cantly degrade the quality of the source inversions based on data
low-pass filtered below 1 Hz. However, if the velocity uncertainties
have a shorter correlation length of 0.5 km or can be reduced to
a standard deviation of 1%, then source inversion has an adequate
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quality. These conclusions are independent of the rise time, if it is
longer than 1 s for the assumed 1 Hz upper frequency limit and ve-
locity distributions. The method presented here is an efficient way to
incorporate information about lateral heterogeneity into earthquake
source inversions, and to take full advantage of the increasing avail-
ability of 3-D tomography models at regional and local scales. The
method is also an essential tool to exploit future recordings of large
earthquakes by very dense networks, which can enable the extension
of source inversion to higher frequencies, as well as joint inversions
of the source and structure, in order to advance the resolution of
earthquake rupture processes.
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APPENDIX A : EST IMATES OF
COMPUTATIONAL COST OF
PRE -COMPUTED GREEN ’ S FUNCTION
AND ADJOINT METHODS
Our adjoint method requires two simulations per iteration of the CG
algorithm, one forward and one adjoint simulation. For source inver-
sions incorporating 3-D crustal velocity models, both simulations
are done with a 3-D wave propagation code, here SPECFEM3D.
The total computational cost, adj, of an inversion with the adjoint
approach is
adj = 2 Niter CSEM (A1)
where Niter is the number of CG iterations and CSEM is the computa-
tional cost of a single 3-D SEM wave propagation simulation. The
latter is quantified here by the number of floating point multiplica-
tions, which we evaluated by inspection of the SPECFEM3D code,
mainly in the routines corresponding to the elastic force computa-
tion and the Newmark time stepping:
CSEM = N SEMt Ne × 9 (2 NGLL + 9) N 3GLL, (A2)
where N SEMt is the number of time steps of the SEM simulation and
Ne the number of spectral elements.
The total cost of the GF approach, GF, comprises the cost per
CG iteration plus the overhead cost of pre-computing the Green’s
functions, ohGF:
GF = 2 Niter Cconv + ohGF. (A3)
The number of CG iterations is the same as in the adjoint approach,
Niter. The cost per iteration is dominated by the cost, 2Cconv, of
convolutions between the Green’s functions and the slip rate time-
series in step 6 of the CG algorithm, and cross-correlations between
Green’s functions and residual ground velocity time-series in step
9. We assume the convolutions and cross-correlations are done em-
ploying the fast Fourier transform (FFT). This approach is more
efficient than direct time-domain evaluation because the seismo-
grams and the slip-rate functions have comparable durations, due to
our unrestricted parametrization of the source. Each of these oper-
ations involves essentially two FFTs per data channel (Nsta stations
with three components of ground motion) and per model channel
(Nfault fault cells with two components of slip rate). The time-series
contain Ndatat samples and the FFTs include zero-padding to twice
this length. The number of floating point operations per FFT is
O(10) 2N datat log2(2N
data
t ). Hence,
Cconv = 2 Nfault × 3 Nsta × O(10) 4N datat log2(2N datat ). (A4)
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The overhead involves 2Nfault SPECFEM3D wave propagation sim-
ulations. If reciprocity is exploited, 3Nsta simulations are needed.
Hence,
ohGF = min (2Nfault, 3Nsta) × CSEM. (A5)
Eqs (A1)–(A5) are combined to obtain the ratio of computational
cost between the GF and adjoint approaches
GF
adj
= Cconv
CSEM
+ 
oh
GF
adj
(A6)
with
Cconv
CSEM
= O(10) 24
9
Nfault NstaN datat log2(2N
data
t )
Ne N SEMt N
3
GLL(2NGLL + 9)
(A7)
and
ohGF
adj
= min (Nfault, 3/2 Nsta)
Niter
. (A8)
To develop the order-of-magnitude estimates given in eqs (33)
and (34) for all the terms involved in eqs (A6)–(A8), we adopt the
following considerations and assumptions:
(1) In a spectral element simulation with polynomial order
NGLL − 1 ≈ 4 and minimum resolution wavelength λ, the spectral
element size is ≈λ and the fault cell size is xm ≈ λ/(NGLL − 1).
(2) The number of fault cells on a rupture area of length L and
width W is Nfault = LW/x2m .
(3) The number of time steps N datat for the GF approach is the
total duration of the seismograms, T, divided by the source time
step, tm ≈ 0.1/fc where fc = cS/λ is the upper cut-off frequency
of the data (Section 2.4): N datat ≈ 10Tλ/cS . For Tfc = 102 ∼ 104, a
range covering most practical situations, log2(2N
data
t ) = O(10).
(4) The number of spectral elements, Ne, is the domain volume
(a semi-sphere of radius a couple of fault lengths) divided by the
volume of a spectral element: Ne = 23π (2L/λ)3.
(5) The SEM time step is tSEM ≈ 2λ/(cpN 2GLL). The total num-
ber of SEM time steps is N SEMt = T/tSEM ≈ 12 cpN 2GLLT/λ.
(6) The number of stations with spacing xs on a disk of radius
equal to a couple of fault lengths is Nsta = π (2L/xs)2.
(7) cP/cS =
√
3
(8) In our experience so far, Niter = O(100) or less.
APPENDIX B : WAVEFORM FITS
The three-component target velocities together with synthetic ve-
locity waveforms based on coarse and dense networks, in the fre-
quency band of inversion, at five stations common to both networks
(Fig. B1) are shown in Figs B2–B5, for all four inversions per-
formed in this study. Fig. B2 corresponds to the only 3-D inversion
where data are generated using heterogeneous velocity model and
inversion also uses heterogeneous velocity model. Figs B3–B5 cor-
respond to data generated using 3-D heterogeneous velocity models
A, B and C respectively but inversion uses the background velocity
model. Fig. B2 conveys that the synthetics from the inverted model
for coarse and dense networks are almost overlapping with the raw
data, within the frequency band of inversion, for the inversion where
the heterogeneity is well known. Even in cases where heterogeneity
is not well known (Figs B3–B5), if the unknown heterogeneity is
within certain limits, the waveform fit appears to be near perfect.
Figure B1. Map view of stations for which waveform comparison is shown
in Figs B2–B5.
APPENDIX C : H IGHER ORDER
REPRESENTATIONS DO NOT PRESERVE
POS IT IV ITY
Through an example we show that the representation of a non-
negative function by linear basis functions might introduce negative
values. Consider a representation m(t) of a continuous slip rate
function v(t) in terms of orthonormal linear temporal basis functions
bq(t):
v(t) ≈ m(t) =
Nt∑
p=0
mp bp(t) (C1)
where
bq (t) =
⎧⎪⎨
⎪⎩
t−tq−1
tq−tq−1 if t ∈ [tq−1, tq ]
tq+1−t
tq+1−tq if t ∈ [tq , tq+1]
0 otherwise
. (C2)
The coefficients mp are found by solving∫ T
0
(m(t) − v(t)) bp(t)dt = 0 ∀p ∈ {0, ..., Nt }. (C3)
This leads to the following algebraic problem:
Bm = v˜ (C4)
where B is a tridiagonal matrix with components
Bpq =
∫ T
0
bp(t)bq (t)dt (C5)
and v˜ is a vector with components
v˜p =
∫ T
0
v(t)bp(t)dt. (C6)
Consider a continuous slip rate function v(t) discretized by four
linear basis functions with unit width. Consider the following non-
negative vector of projected slip rates
v˜ =
⎡
⎢⎢⎣
2
1
4
3
⎤
⎥⎥⎦ . (C7)
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Figure B2. Data are generated using heterogeneous velocity model A. Inversion also uses the 3-D heterogeneous velocity model A.
Figure B3. Data are generated using heterogeneous velocity model A. Inversion uses background velocity model.
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Figure B4. Data is generated using heterogeneous velocity model B. Inversion uses background velocity model.
Solving eq. (C4) with
B = 1
3
⎡
⎢⎢⎣
1 0.5 0 0
0.5 2 0.5 0
0 0.5 2 0.5
0 0 0.5 1
⎤
⎥⎥⎦ (C8)
we obtain the model coefficients
m = 1
3
⎡
⎢⎢⎣
20
−4
14
20
⎤
⎥⎥⎦ . (C9)
A negative value in the model coefficients appears even though all
the projected values are non-negative.
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Figure B5. Data are generated using heterogeneous velocity model C. Inversion uses background velocity model.
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