The kth projection function k (K, ⋅ ) of a convex body K ⊂ ℝ d , d ≥ 3, is a function on the Grassmannian G(d, k) which measures the k-dimensional volume of the projection of K onto members of G (d, k). For k = 1 and k = d − 1, simple formulas for the projection functions exist. In particular, d−1 (K, ⋅ ) can be written as a spherical integral with respect to the surface area measure of K. Here, we generalize this result and prove two integral representations for k (K, ⋅ ), k = 1, . . . , d − 1, over flag manifolds. Whereas the first representation generalizes a result of Ambartzumian (1987) , but uses a flag measure which is not continuous in K, the second representation is related to a recent flag formula for mixed volumes by Hug, Rataj and Weil (2013) and depends continuously on K.
Introduction
Let K be the space of convex bodies (non-empty compact convex sets) in ℝ d , d ≥ 3, supplied with the Hausdorff metric. For K ∈ K and k ∈ {0, . . . , d}, the kth projection function k (K, ⋅ ) of K is a continuous function on G (d, k) , the Grassmannian of k-dimensional subspaces in ℝ d , and is defined by
Here K|E is the orthogonal projection of K onto E and V k denotes the kth intrinsic volume which, for a body in the k-dimensional space E, equals the (k-dimensional) volume in E. The projection functions 0 (K, ⋅ ) = 1 and d (K, ⋅ ) = V d (K) are trivial. For k = 1, V 1 (K|E) is the width of K in direction of the line E, hence 1 
(K, E) = h(K, u) + h(K, −u),
where h(K, ⋅ ) denotes the support function of K and u is in the direction of the line E.
For k = d − 1, we have a simple and well-known integral representation, namely
projection functions is known. This involves the projection generating measure ρ k (K, ⋅ ) of K, a (signed) measure on G(d, k), and reads
where |⟨E, F⟩| is the absolute determinant of the projection of E onto F. (1.2) holds more generally for generalized zonoids K, but it is also known that a corresponding formula for all centrally symmetric bodies K cannot hold, for k ∈ {1, . . . , d − 2}, at least not with a (signed) measure ρ k (K, ⋅ ) on G(d, k); see [6] and the remarks on p. 635 of [13] . Let P ⊂ K be the dense subset of convex polytopes. For k = 1, d = 3 and P ∈ P, Ambartzumian [2; 3] introduced a new concept by showing that the width function 1 (P, ⋅ ) of P has an integral representation with a certain measure on a flag manifold. It is a first goal of this paper to generalize this result to arbitrary dimensions d and k. To be more precise, we introduce, for 1 ≤ q ≤ d, the flag manifold
With the usual topology, F(d, q) is a compact space. For a polytope P and k ∈ {1, . . . , d − 1}, we define a Borel measure τ k (P, ⋅ ) on
Here F k (P) is the collection of k-faces of P, n(P, F) is the intersection of the normal cone N(P, F) of P at F with the unit sphere Theorem 1.1. For 1 ≤ k ≤ d − 2 and P ∈ P, we have
(u, U)), E ∈ G(d, k). (1.4)
Here ω n denotes the surface area of the n-dimensional unit ball and the integrand is defined as 0 for u ∈ E. This result remains true for k = d − 1 and reproduces in the special case of polytopes equation (1.1) , if the integrand is properly interpreted as ‖u|E ⊥ ‖ = |⟨u, ⟩| for a unit vector ∈ E ⊥ .
For d = 3 and k = 1, Ambartzumian extended this integral formula for projection functions to arbitrary convex bodies K ⊂ ℝ 3 by using polytopal approximation. Now let d ≥ 3 and 1 ≤ k ≤ d − 2. With a given convex body K ∈ K we can associate an approximating sequence of polytopes P i → K, P i ∈ P. Since we have τ k ( 
, we can choose a weakly convergent subsequence of the measures τ k (P i , ⋅ ), i ∈ ℕ, to obtain a limit measure τ k (K, ⋅ ). However, it is important to notice that even for d = 3 and k = 1, the integrand in (1.4) is not a continuous function. This indicates that the extension of Theorem 1.1 to arbitrary convex bodies K by a limit procedure requires further arguments (see Proposition 3.2). Moreover, as was shown by an example in [11] , the limit measure τ k (K, ⋅ ) depends on the approximating sequence (P i ) i∈ℕ and hence there is no continuous extension of τ k to K.
The second and major goal of this work is therefore concerned with an integral representation of k (K, ⋅ ), in the spirit of (1.4), but with a flag measure ψ k (K, ⋅ ) on F(d, d − k), which depends continuously on K ∈ K.
To be more precise, let ψ k (P, ⋅ ), for P ∈ P, be the measure on
Here G(⟨u⟩, d − k) denotes the Grassmannian of (d − k)-flats containing the line ⟨u⟩ generated by u and ν ⟨u⟩ d−k is the corresponding invariant probability measure. As follows from results in [10; 11] , ψ k (P, ⋅ ) satisfies a local Steiner formula for P and therefore has a continuous extension to all K ∈ K. Our main result is the following.
holds for all K ∈ K, and almost all E ∈ G(d, k).
Here 'almost all' refers to the invariant probability measure ν d k on G(d, k) and the 'exceptional set' may depend on K. The function g is not unique, in general, but it is unique if chosen from a suitable finitedimensional subspace of functions (see the discussion in Section 6).
The setup of the paper is as follows. In the next section, we introduce the necessary notation and we collect some background information. In Section 3, we give the proof of Theorem 1.1. The subsequent two sections are concerned with the proof of Theorem 1.2. The final section discusses some functional analytic aspects concerning an integral equation which connects the two representations (1.4) and (1.6). In the Appendix we prove an auxiliary lemma and a combinatorial identity, both of which are used in the solution of this integral equation.
Preliminaries
In the following, we work in Euclidean space ℝ d , d ≥ 3, with scalar product ⟨ ⋅ , ⋅ ⟩ and norm ‖ ⋅ ‖. We denote the unit ball and the unit sphere by B d and S d−1 , respectively, and let H j be the j-dimensional Hausdorff measure. We use the abbreviations
is the topological boundary and linA is the linear hull. For real numbers a, b, we denote the minimum by a ∧ b. We also use the symbol ∧ for the exterior product of vectors; the usage will always be clear from the context. We have already introduced the classes K and P of convex bodies and convex polytopes. For P ∈ P, F k (P) is the set of k-dimensional faces of P, k ∈ {0, . . . , d − 1}. For P ∈ P and a face F ∈ ⋃ d−1 k=0 F k (P) of P, N(P, F) is the normal cone of P at F and n(P,
The Grassmann manifold G(d, k) is the set of k-dimensional linear subspaces of ℝ d , supplied with its usual topology and with the invariant (probability) measure ν d k . For subspaces A, B ∈ G(d, k), |⟨A, B⟩| is the (absolute value of the) determinant of the orthogonal projection of A onto B (or vice versa) and ⟨A, B⟩ 2 is the corresponding square value. We shall repeatedly use that |⟨A, B⟩| = |⟨A ⊥ , B ⊥ ⟩| for A, B ∈ G(d, k). More generally, we need the ith product ⟨A, B⟩ i , i = 0, . . . , k ∧ (d − k), for which we refer the reader to [13] , for a detailed description. It makes use of the representation of subspaces by multivectors. Roughly speaking, ⟨A, B⟩ i is the length of the orthogonal projection of a simple unit k-vector representing the subspace B onto the space of exterior products of simple unit (k − i)-vectors in A with corresponding i-vectors in the orthogonal complement A ⊥ (for the definition of simple multivectors, see [4, Section 1.6]). We mention that ⟨A, B⟩ i = ⟨B, A⟩ i and emphasize the special case ⟨A,
Measures on flag manifolds have been investigated in recent years for convex bodies and more general sets (for example, sets of positive reach). Since we are interested in projection properties, the concentration on convex sets seems natural. For convex bodies K, flag measures can be introduced in various ways, as projection means of support measures, by direct representations on the normal bundle, or by a local Steiner formula, generalizing the classical two local descriptors of convex sets, the area and curvature measures. A survey on flag measures with further historical remarks and references is given in [15] . Here, we only need area-type flag measures, as they were studied and used in [13] and [11] . For 1 ≤ q ≤ d, we consider the flag manifold F(d, q), defined in the introduction and consisting of pairs (u, U) of a subspace U ∈ G(d, q) and a unit vector u in U. For p ∈ {0, . . . , d − 1}, we shall also use the manifold
The two (series of) flag measures which we introduced in the previous section are defined on
, is given, for polytopes P, by (1.3) and leads to the projection formula in Theorem 1.1. Although this flag measure and the projection formula can be extended to arbitrary bodies K ∈ K by a compactness argument, the extended measure is not unique and thus is not continuous in K. Details will be given in the next section. It therefore seems that this flag measure is less interesting for applications in convex geometry. The second measure, ψ k (K, ⋅), was also defined for polytopes in a direct way, by (1.5), but it has a (weakly) continuous extension to all convex bodies K ∈ K, as follows from the subsequent local Steiner formula (see [11; 15] ). For K ∈ K, j ∈ {0, . . . , d−1}, ρ > 0, and a Borel set η ⊂ F ⊥ (d, j), we consider the local parallel set
Here A(d, j) is the affine Grassmannian, d(K, E) the (Euclidean) distance between K and E, u(K, E) the direction from K to E in which the distance is attained, and
Notice that the direction u(K, E) is unique, although it may be realized in more than one pair (x, y)
with coefficients S 
For a survey on the various flag measures and their interrelations see [15] . The measure ψ k (K, ⋅ ), defined for polytopes by (1.5), is closely related to the measure S
. In fact, in [11, p. 21] it is shown that
for all measurable functions f :
shows that ψ k (K, ⋅ ) has a continuous extension to all convex bodies K and that
Moreover, (2.1) then holds for general bodies K ∈ K. For our proof of Theorem 1.2 we use measure geometric representations of the intrinsic volumes and the flag measures, described in more detail in [13] . Namely, for a convex body K ∈ K, let
be its unit normal bundle. It is known that at
. . , d − 1, and we put
or if I = 0, cf. [13] ). Then the kth intrinsic volume of K can be written as the integral
where the sum is taken over all subsets I of {1, . . . , d −1} of given cardinality, cf. [13, p. 637] . Moreover, in [13] ,
were introduced and it was proved, for measurable functions g :
It follows from [15, (12) and (25)] and [13, p. 639 ] that the two measures S
and Ω k (K; ⋅ ) are proportional (they both are averages of the same area measure of projections). Since
(this follows from [13, p. 641]) and
we therefore get
which yields a corresponding measure geometric formula for ψ k (K, ⋅ ).
Proposition 2.1. We have
Proof. From (2.1), (2.3) and (2.4) we obtain
which proves the assertion.
Proof of Theorem 1.1
We start with a slightly different representation of projection functions of polytopes. The following Proposition is a special case of Proposition 4.1 in [12] . For completeness, we include a proof.
see Formula (39) in [17, p. 292] . Integration with respect to
where * is defined by { * } = E + ∩ N(P, F). Introducing polar coordinates, we obtain
Equation (3.1) now follows from (3.2) and (3.3).
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In order to transform (3.1) into equation (1.4), we choose u ∈ n(P, F) and extend it to an orthonormal basis
since ‖u|E ⊥ ‖ ̸ = 0 by assumption. Taking into account the definition (1.3), Proposition 3.1 thus yields Theorem 1.1.
As we mentioned in the introduction, Theorem 1.1 can be extended to arbitrary convex bodies K using approximation by polytopes and a weak compactness argument to define the flag measure τ k (K, ⋅ ) as a weak limit. In view of (3.4), the same is true (with the same measure) for the representation in Proposition 3.1. More precisely, we get the following result. Here, and subsequently, we use the convention 0 ⋅ ∞ := 0 for the integrand.
Proof. As we have already explained, we may assume that there is a sequence (P i ) of polytopes converging to K, and such that the measures τ k (P i , ⋅ ) converge weakly, as i → ∞. Let τ k (K, ⋅ ) be the limit measure.
In the following, we fix E ∈ G(d, k) and define, for ε > 0, the function
This function is continuous on F(d, d
− k) and increases, as ε decreases. The (monotone) limit f := lim ε→0+ f ε is finite for all u ∉ E and is given by the integrand in (3.5) (multiplied by ω
Combining monotone convergence and weak convergence, we thus get
For the reverse inequality, we use the functionf ε given bỹ
Again by weak convergence, using [20, Theorem 9.1.5 (v)], we obtain
To show this, we notice that
As in the proof of Proposition 3.1, we conclude from (3.3) that
The argument in [17, p. 292] shows that the projections F|E of the faces occurring in the sum have pairwise disjoint relative interiors for
where the final inequality is a consequence of the following lemma.
where D(K) is the diameter of K and B L is the unit ball in L.
Proof. Let x ∈ bdK with an exterior unit normal u such that ‖u|L‖ ≥ √ 1 − ε 2 . We may assume that x = 0. Then := (u|L)/‖u|L‖ satisfies ⟨u, ⟩ ≥ √ 1 − ε 2 . Choose some y ∈ bdK with exterior unit normal and put g := lin{ }. Hence g ⊂ L, x = x|g = x|L ∈ K|L and y|g ∉ relint(K|L). Thus there is some z ∈ [x|g, y|g] ∩ relbd(K|L), and therefore ‖x|L − z‖ ≤ ‖x|g − y|g‖.
Define E := lin{u, }. Then x|E and y|E are points in the relative boundary of K|E with exterior unit normals u and , respectively. The convexity of K|E and ⟨u, ⟩ ≥ √ 1 − ε 2 then imply that ‖x|g − y|g‖ ≤ ε‖x|E − y|E‖ ≤ ε‖x − y‖, which yields the assertion.
, which may be unbounded, is integrable with respect to τ k (K, ⋅ ). Using (3.4) in (3.5), we obtain an extension of Theorem 1.1 to arbitrary bodies K.
Proof of Theorem 1.2
In this section we present a proof of Theorem 1.2 (in a slightly more general version) using two substantial ingredients. The first is an integral formula for the projection function (Lemma 4.1) proved in [12] ; we present the proof here for completeness. The second is an integral formula on the Grassmannian (Lemma 4.2), which we derive by using a technique from [13] . This approach is different from the one presented in [10] , but we will use some techniques from [10] in the next section to produce an explicit solution of the relevant integral equation.
The following lemma gives the analog of (2.2) for projection functions.
Proof. The projection function can be expressed as a mixed volume of K with the unit ball B E ⊥ in E ⊥ and therefore as a mixed functional from translative integral geometry, 
where
The proof is finished by applying Equation (4.1) in [16] showing that
The second ingredient we need is the following integral geometric lemma on the Grassmannian.
Proof. In [13, Lemma 4] , it is shown that there exist real constants d
for some constants α p which will be specified below. Using (4.1), we obtain and obtain ∫
completing the proof.
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We can now proceed with the proof of Theorem 1.2. The idea is to apply the integral representation (2.5) for the flag measure ψ k (K, ⋅ ) with a function g = g(E, ⋅ ) arising from Lemma 4.2. To be more precise, let
In particular, for B = A I c with |I| = k (we omit the argument and identify the Grassmannian and the oriented Grassmannian), we get
Then we have, using equations (2.5), (4.3), (4.2), (3.4) and Lemma 4.1,
where we applied the identity ⟨E,
in the second to last step and Lemma 4.1 in the final step. Note that we can omit the indicator function 1{u ∉ E}, since u ∈ E implies that ⟨E, A I ⟩ 2 = 0 and 0 ⋅ ∞ = 0. Thus we obtain (1.6) provided the integrals exist. For k ∈ {d − 1, d − 2} this is the case, since then the function g is continuous.
For k < d − 2, the continuous function φ d k;A in Lemma 4.2 will have negative parts, in general (see Theorem 5.1 for an explicit formula for the coefficients α p ). Since the projection factor in g is not bounded, for k < d − 2 the function g is measurable but not continuous, in general, and the integrals in the above calculation need not exist (an example of this kind is constructed in [13] , in the related case of mixed volumes). The following theorem collects the cases where we have a positive result. Theorem 1.2 follows from Part (b).
Theorem 4.3. The assertion of Theorem 1.2 holds for all K and E, if k ∈ {d − 1, d − 2}. For the other values of k and given K ∈ K, formula (1.6) is valid (a) for ρK and E ∈ G(d, k), for ν-almost all ρ ∈ O(d), (b) for K and ν d k -almost all E, (c) for K and all E if S k (K, ⋅ ) ≪ H d−1 with bounded density, (d) for K ∈ P and E ∈ G(d, k), if K and E are in general relative position, i.e. L(F)
Proof. The cases k = d − 1 and k = d − 2 are covered by the argument given before the theorem. Hence we now assume that k < d − 2.
For ε > 0, we define an ε-approximation , u) ).
Then monotone convergence implies that
Hence we have to show that
in each of the Cases (a)-(d), with g(E, u, U) given by (4.3). Obviously, the function |φ
k;E | can be bounded by a constant c > 0.
(a) In order to apply the dominated convergence theorem in (4.4) we show that
To see the latter, note that
where we used the covariance properties of ψ k and φ
Replacing ρE by E , we obtain the assertion for ν
(c) follows from the argument used in the proof of (a).
(d) For a polytope K we have
Hence the support of
A compactness argument then shows that there is some ε > 0 such that ‖u|E ⊥ ‖ ≥ ε for all u in the support of S k (K, ⋅ ).
2

Determination of a concrete solution
The proof of Theorem 1.2 given in the previous section shows that a measurable function g exists which yields the integral representation (1.6). In the following, we give an explicit expression for this function. This will follow from the proof of Lemma 4. 
For small values of k and d, a solution of (5.1) can be found with computer assistance. This suggested the formula given in the following theorem. The proof is based on a complicated combinatorial identity which was conjectured in [10] and is established in the Appendix.
Theorem 5.1. An explicit solution α of (5.1) is given by
In order to prepare the proof of Theorem 5.1, we recall from [13, p. 649 
and where the constants c 
depends only on the dimensions d, k, j (and not on the particular choice of the bases), as follows from [13, Lemma 3] and the explanation on p. 647 of [13] . In the next two lemmas it is convenient to use calculations in the Grassmann algebra ⋀ ℝ d of ℝ d . As in [13] , we introduce scalar product (and a norm) on ⋀ k ℝ d , which are induced by the scalar product of ℝ d , and we also use the same notation. 
Proof. Let E, F be defined as above and let V be another k-subspace. If V is not orthogonal to e 1 , then V has an orthonormal basis 1 , . . . , k such that 1 , . . . , k−1 are orthogonal to e := e 1 and k is the normalized orthogonal projection of e 1 to V. Then we have
and a similar relation for F. Since
the above identity yields
We now apply a special case of Lemma 4.1 in [14] (see also [19, Theorem 7.2 .6]) which yields
3) whenever h is an integrable function on G(d, k). For our choice of h we obtain
yielding the assertion. Here, we have used the first equality from Lemma 7.1 in the last but one step. 
.
Proof. Let E, F be the subspaces as defined above. Let V be another k-subspace which is not orthogonal to e = e 1 , let 1 , . . . , k be the orthogonal basis of V as in the proof of Lemma 5.2, and let u be a unit vector from
and choose a unit vector a orthogonal to the vectors involved in the definition of w. Then
Since ⟨F ∩ e ⊥ j , V ∩ e ⊥ ⟩ 2 = ‖w ∧ e j ‖ 2 , we obtain
The second equality from Lemma 7.1 yields
, hence we have 
We replace m by k − m and j by k − j. Then we get from Theorem 7.2
which is 1 for i = 0 and 0 otherwise. This completes the proof of Theorem 5.1.
We add a few remarks concerning the functional analytic aspects of the two integral representations which we obtained for the projection functions. Let C (F(d, d − k) ) denote the Banach space of continuous functions on
The transform T k is obviously continuous and self-adjoint, therefore it can be extended to a weakly continuous linear map on the dual space of finite signed measures on F(d, d − k) . It follows from the definitions (1.3) and (1.5) that, for a polytope P, the measure ψ k (P, ⋅ ) is the image of τ k (P, ⋅ ) under T k . This also holds for convex bodies K ∈ K, if we choose τ k (K, ⋅ ) as the limit of a converging sequence τ k (P i , ⋅ ), as we did in Section 3. The non-uniqueness of this limit implies that the linear map T k is not injective, as was already remarked in [11] . Using this mapping, we could deduce Theorem 1.2 for polytopes P from Theorem 1.1 (up to a constant), if we find a function g satisfying the integral equation
and u⊥F. For a discussion of the latter, we may fix u ∈ S d−1 and replace
holds for all E, F ∈ G(n, n − k). As we have seen in Lemma 4.2, (6.1) has a solution for each E ∈ G(n, n − k), given by a continuous function f E on G(n, n − k). Since E here is an arbitrary subspace, we may choose E to be the linear hull of the vectors e 1 , . . . , e n−k in the standard basis e 1 , . . . , e n of ℝ n and consider the integral operator
The mapping S k is a slight variant of the mapping T k mentioned above. Again, S k is self-adjoint, but not injective. However, if we consider the subspace L ⊂ C(G(n, n − k)) considered in [13] , then S k maps L to L and, when restricted to L, it is a bijection by [13, Corollary 1] . To recall the definition of L, let E I := lin{e i : i ∈ I} where I ⊂ {1, . . . , n}. Then L is the ( n n−k )-dimensional linear space of continuous functions on G(n, n − k) spanned by the functions ⟨E I , ⋅⟩ 2 with |I| = n − k. Since for the above choice of E, we trivially have ⟨E, ⋅⟩ 2 ∈ L, the function f E can be defined as the inverse image of ⟨E, ⋅⟩ 2 in L. Actually, this is the approach we used in the proof of Theorem 1.2. The operator S k is the special case α = 2 of the α-cosine transform, which has gained recent attention (see e.g. [1] and the literature cited there).
We also add some comments on the flag formula (1.6) for the projection function k (K, ⋅). First, the special case k = d−1 yields (1.1) again. Namely, (2.1) shows that ψ d−1 (K, ⋅) = S 
is not uniquely determined if k ∈ {2, . . . , d − 2}; see [5] . Using (2.1), we can formulate the projection formula (1.6) also with ψ k (K, ⋅ ) replaced by S
Then we have
for K ∈ K and almost all E ∈ G(d, k). Formula (6.2) can easily be generalized to lower order projection functions
. . , k, and to mixed projection functions
, since both sides of (6.2) allow a polynomial expansion for K + rB d , r ≥ 0, respectively a multinomial expansion for
Here for the right-hand side, Proposition 2 and Theorem 6 in [15] can be used, the latter introducing mixed flag measures. Explicit formulas are given in [10] and [21] .
Since projection functions in general do not determine the shape of a non-symmetric convex body, one may also ask for flag representations of directed projection functions, as they were introduced and studied in [7; 8] . We leave this as a question for further investigations.
Appendix
The following lemma was used in Section 5. 
If further q > −1 and w is another unit vector perpendicular to u, then we have
Proof. We apply the coarea formula for the mapping g : → ⟨u, ⟩ 2 defined on the unit sphere. Since
and since for 0 < r < 1, g −1 {r} consists of two spheres of dimension d − 2 and radius √ 1 − r, we get
and the first assertion follows.
For the second formula we again use the coarea formula with the mapping g and get
The two mappings
map S d−2 injectively onto g −1 {r}, and the area formula yields
by the first (already proved) equality. The final result follows now from the standard integral
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Next, we give a proof of the combinatorial identity which was used in Section 5. As usual we define, for a ∈ ℤ and z ∈ ℂ,
Proof. The proof is divided into several steps.
(1) For fixed d, k ∈ ℕ 0 and d ≥ k − 1, both sides of (7.1) are polynomials in i of degree at most k. Therefore it is sufficient to verify (7.1) for i = 0, . . . , k. Thus the following has to be shown:
(2) Let k ∈ ℕ 0 and i ∈ {0, . . . , k} be fixed. Then the left-hand side of (7.2) is a rational function q in d of degree less or equal 0 with possible poles at −2, . . . , k − 3 (the singularity at d = k − 2 is removable). All poles are simple. Hence it is sufficient to check that
whenever u ∈ ℤ and m ∈ {0, . . . , k}, Condition (7.3) is equivalent to
Moreover, (7.4) follows as soon as
has been verified. (3) First we establish (7.6). For the left-hand side of (7.6), we obtain
where we used that, in case i ≥ j, the second sum is extended from 0 to k − i effectively. Now (7.6) clearly follows if i < k. If i = k, then (7.7) equals
was used (this can be proved by induction with respect to k). (4) We turn to the proof of (7.5). Let k ∈ ℕ 0 , i ∈ {0, . . . , k} and u ∈ {−2, . . . , k − 3}. Replacing m − ℓ by m, we see that (7.5) is equivalent to (5) The preceding discussion demonstrates that (7.8) follows from the stronger assertion: For k ∈ ℕ 0 , i ∈ {0, . . . , k}, u ∈ {−2, . . . , k − 3} and w ∈ {0, . . . , u + 2},
(7.9)
Using the relation (Vandermonde convolution)
we conclude that 
The left-hand side of (7.9) now simplifies to
We show that β = 0. Using the relation
we get
The last equality follows from the fact that for j > k − w 1 − w 2 , we also have
so that the third binomial coefficient is zero. The denominator of γ has simple zeros at k + 2 − w 2 , k + 1 − w 2 . Moreover, the numerator of γ has zeros at 2k − u − w 2 − 1, . . . , k − w 2 − w 1 + 1 and
Hence γ is a polynomial in j of degree at most k − u + w 1 − 3. The degree of γ can be estimated by 
