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Throttling positive semidefinite zero forcing propagation
time on graphs
Joshua Carlson∗ Leslie Hogben∗† Jürgen Kritschgau∗
Kate Lorenzen∗ Michael S. Ross∗ Seth Selken∗
Vicente Valle Martinez∗
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Abstract
Zero forcing is a process on a graph that colors vertices blue by starting with some
of the vertices blue and applying a color change rule. Throttling minimizes the sum of
the size of the initial blue vertex set and the number of the time steps needed to color
the graph. We study throttling for positive semidefinite zero forcing. We establish a
tight lower bound on the positive semidefinite throttling number as a function of the
order, maximum degree, and positive semidefinite zero forcing number of the graph, and
determine the positive semidefinite throttling numbers of paths, cycles, and full binary
trees. We characterize the graphs that have extreme positive semidefinite throttling
numbers.
Keywords Zero forcing, propagation time, throttling, positive semidefinite
AMS subject classification 05C57, 05C15, 05C50
1 Introduction
Consider a process on a graph wherein the vertices are colored either blue or white, and we
repeatedly apply a color change rule that can change the color of a white vertex to blue but
not vice versa. Natural questions arise such as the final state of the graph after this process
and the time needed for this process to end. Butler and Young [5] studied the relationship
between the size of the initial set colored blue and the number of time steps taken to color
the entire graph. Motivating applications include studying the spread of information on a
graph [5], graph searching [9], and control of quantum systems [3, 7].
Throughout this paper we consider only simple (no loops or multiple edges) undirected
finite graphs G = (V (G), E(G)). The standard color change rule consists of changing the
color of a white vertex w to blue when w is the only white neighbor of a blue vertex v. We
∗Department of Mathematics, Iowa State University, Ames, IA 50011, USA, (jmsdg7, hogben, jkritsch,
lorenkj, msross, sselken, vvalle)@iastate.edu.
†American Institute of Mathematics, 600 E. Brokaw Road, San Jose, CA 95112, USA, hog-
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then say that v forces w. A subset S of the vertices initially colored blue that can eventually
force all vertices of G is called a standard zero forcing set. The minimum cardinality of
a standard zero forcing set for G is the standard zero forcing number of G and is denoted
by Z(G) [1]. The number of time steps required for this process to color all vertices blue
(performing all possible forces at each step) is the standard propagation time of a set S,
denoted by pt(G, S) [6]. Whenever S is not a standard zero forcing set we let pt(G, S) = ∞.
Note that each vertex forces at most one of its neighbors under the standard color change
rule. Starting at a blue vertex v1, a sequence of forces vi → vi+1 for i = 1, . . . , k − 1 implies
the path (v1, . . . , vk) is an induced path in G. Such a path is called a forcing chain; whenever
we refer to a forcing chain, we assume it is maximal.
We study positive semidefinite (PSD) throttling using positive semidefinite zero forcing,
introduced in [4]. Let W1, ...,Wk be the sets of white vertices corresponding to the connected
components of G−S, where S is a set of blue vertices (it is possible that k = 1). The positive
semidefinite color change rule consists of coloring wi ∈ Wi blue when wi is the only white
neighbor of v in G[Wi ∪S], the subgraph of G induced by Wi ∪S. We then say that v forces
w and write v → w. A subset S of the vertices initially colored blue that can eventually
force all vertices of G under the positive semidefinite color change rule is called a positive
semidefinite zero forcing set. The minimum cardinality of a positive semidefinite zero forcing
set for G is the positive semidefinite zero forcing number of G and is denoted by Z+(G). The
number of time steps required for this process to color all vertices is the positive semidefinite
propagation time of set S, denoted by pt+(G;S); if S is not a positive semidefinite zero
forcing set, then pt+(G;S) = ∞. The positive semidefinite propagation time of graph G is
pt+(G) = min{pt+(G;S) :G is a minimum PDS zero forcing set of G} [8]. Given a graph G,
a positive semidefinite zero forcing set S, a list of forces F , and a vertex x ∈ S, define Vx to
be the set of vertices w such that there is a sequence of forces x = v1 → v2 → · · · → vk = w
in F (the empty sequence of forces is permitted, i.e., x ∈ Vx). The forcing tree Tx is the
induced subgraph Tx = G[Vx]. Note that for a given positive semidefinite zero forcing set S,
there are usually choices to be made in selecting F , and these choices affect the forcing tree
Tx. Whenever we refer to a forcing tree, we assume it is maximal.
In [5] Butler and Young define th(G, S) = |S| + pt(G, S) for S ⊆ V (G). The throttling
number of G is th(G) = min{th(G, S) :S is a zero forcing set}. At the AIM workshop Zero
forcing and its applications [2], one of the problems posed was to study throttling numbers of
variants of standard zero forcing. We address this question for positive definite zero forcing
by defining th+(G;S) = |S|+pt+(G;S) and the positive semidefinite throttling number of a
graph G as
th+(G) = min {th+(G;S) : S is a PSD zero forcing set}.
We develop positive semidefinite analogs of many of the results in [5], although in many
case the results are strikingly different. In Section 2 we obtain a lower bound on the positive
semidefinite throttling number. Unlike the case of standard throttling, where th(G) ≥
2
√
n− 1 for a graph G of order n [5], the maximum degree plays a critical role in the lower
bound for positive semidefinite throttling. Positive semidefinite throttling on a graph having
maximum degree two behaves like standard throttling (with the lower bound smaller by a
factor of
√
2, see Proposition 2.5), whereas for a graph having maximum degree at least three
the lower bound is logarithmic in the order (see Theorem 2.6). The positive semidefinite
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throttling numbers of paths and cycles are determined in Section 3. Section 4 contains results
on positive semidefinite throttling numbers of trees, and we present a family of trees that
shows the lower bound in Theorem 2.6 is tight. In Section 5 we characterize the graphs that
have extreme (very low and very high) positive semidefinite throttling numbers. In Section
6 we discuss weighted positive semidefinite throttling, where a linear combination of |S|
and pt+(G;S) is minimized. In some cases where we obtain results for which the standard
throttling analog has not been done, we establish the standard throttling analogs in Section
7. This includes the determination of throttling numbers of cycles and some results for trees.
The remainder of this introduction contains additional definitions and notation.
For W ⊆ V (G), define the complement W = V (G) \W. Vertices v and u are adjacent (or
are neighbors) if {u, v} ∈ E(G); this relationship can be denoted by v ∼ u. The neighborhood
of u is NG(u) = {v ∈ V (G) : v ∼ u}; when the graph G is clear we write N(v). A set W
of vertices of G is independent if no vertex in W is adjacent to any other vertex of W. The
size of the largest independent set is called the independence number of G and is denoted by
α(G). The maximum and minimum degree of vertices in G are denoted by ∆(G) and δ(G),
respectively. A path (respectively, cycle, complete graph, complete bipartite graph) of order
n is denoted by Pn (respectively, Cn, Kn, Kp,q). The length of a path is the number of edges
in the path.
The distance between vertices u and v, denoted by dist(u, v), is the length of the shortest
path between u and v. The distance from a set U ⊆ V (G) to a vertex v is defined as
dist(U, v) = min{dist(u, v) : u ∈ U}. For U,W ⊆ V (G), the distance from U to W is
dist(U → W ) = max{dist(U,w) : w ∈ W}. The definition of the distance from U to
W is for use with zero forcing and follows [8], although we have changed the notation to
emphasize that in general dist(U → W ) 6= dist(W → U). The eccentricity of vertex u is
ecc(u) = max{dist(u, v) :v ∈ V (G)}. The diameter of a graph G is diam (G) = max{ecc(v) :
v ∈ V (G)}. The center of a graph is the set of all vertices u such that ecc(u) ≤ ecc(v) for
all v ∈ V (G). We say a vertex is a center vertex if it belongs to the center of the graph.
Given a starting set of blue vertices S = S0, St denotes the set of blue vertices after time
step t, and S(t) denotes the set of vertices that turn blue at time step t.
2 Positive semidefinite throttling bounds
In [5], Butler and Young constructed a zero forcing set S on a path Pn such that pt(Pn, S)+
|S| = ⌈2√n− 1⌉. They showed th(Pn) = ⌈2
√
n− 1⌉ by using the lower bound
th(G) ≥ 2
√
n− 1
for all graphs G of order n. The lower bound was obtained by minimizing pt(G, S) + |S|
subject to the constraint
|S| · (pt(G, S) + 1) ≥ n, (1)
which follows from the facts that there are |S| forcing chains and at each time step at most
one force can take place in each forcing chain.
We develop a related lower bound. However, (1) does not hold for positive semidefinite
throttling, because for positive semidefinite zero forcing we have forcing trees rather than
forcing chains, and forcing trees can grow by more than one vertex in one time step. For
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example, consider the star on four vertices, K1,3, and let v be the center. Then S := {v}
is a positive semidefinite zero forcing set with propagation time equal to one. So |S| ·
(pt+(K1,3;S) + 1) = 1 · (1 + 1) = 2 < 4 = n.
Observation 2.1. For every graph G, th+(G) ≤ th(G).
Observation 2.2. If ∆(G) = 0, then the only positive semidefinite zero forcing set is V (G),
so th+(G) = n.
Proposition 2.3. Suppose G is a graph of order n with k isolated vertices and ∆(G) = 1.
Then
th+(G) =
n− k
2
+ k + 1.
Proof. For any set S ⊆ V (G), necessarily pt+(G;S) ∈ {0, 1,∞}. If pt+(G;S) = 0, then
|S| = n and |S| + pt+(G;S) = n. If pt+(G;S) = 1, then |S| ≥ n−k2 + k. Define Ŝ to
be the set of all isolated vertices together with one vertex from each copy of K2. Then
|Ŝ|+ pt+(G; Ŝ) = n−k2 + k + 1.
Lemma 2.4. Suppose G is a graph of order n and S is a positive semidefinite zero forcing
set of G. Then
n ≤
{
|S| (1 + 2 pt+(G;S)) if ∆(G) = 2
|S|
(
1 + ∆(G)(∆(G)−1)
pt+(G;S)−∆(G)
∆(G)−2
)
if ∆(G) > 2
.
Proof. We start with |S| vertices colored blue. To determine the maximum possible number
of blue vertices after t time steps, we assume a vertex that turns blue at time t − 1 forces
all its neighbors at time t. Of course, forcing will not generally proceed in this manner, but
this count produces a valid upper bound on the number of blue vertices after t time steps.
At the first time step, the positive semidefinite color change rule allows at most |S|∆(G)
additional vertices to become blue, so |S(1)| ≤ |S|∆(G). For 2 ≤ t ≤ pt+(G;S), we have
|S(t)| ≤ |S(t−1)|(∆(G)− 1). Thus, |S(t)| ≤ |S(1)|(∆(G) − 1)t−1 ≤ |S|∆(G)(∆(G)− 1)t−1 for
2 ≤ t ≤ pt+(G;S). Since S is a positive semidefinite zero forcing set,
n = |S|+ |S(1)|+
pt+(G;S)
∑
t=2
|S(t)|
≤ |S|+ |S|∆(G) +
pt+(G;S)
∑
t=2
|S|∆(G)(∆(G)− 1)t−1
= |S|+
pt+(G;S)
∑
t=1
|S|∆(G)(∆(G)− 1)t−1
= |S| ·

1 + ∆(G)
pt+(G;S)−1
∑
t=0
(∆(G)− 1)t


=



|S|(1 + 2 pt+(G;S)) if ∆(G) = 2
|S|
(
1 +
∆(G)((∆(G)−1)pt+(G;S)−1)
(∆(G)−1)−1
)
if ∆(G) > 2
.
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Proposition 2.5. Let ∆(G) = 2. Then
th+(G) ≥
⌈√
2n− 1
2
⌉
.
Proof. For a positive semidefinite zero forcing set S, let s = |S| and p = pt+(G;S). We
want to minimize the value of s + p subject to n ≤ s(1 + 2p), by Lemma 2.4. If we allow s
and p to be nonnegative real numbers, then for a fixed s we have p ≥ 1
2
(
n
s
− 1
)
. Thus, the
minimum value of s + p is s + 1
2
(
n
s
− 1
)
, achieved by using p(s) := 1
2
(
n
s
− 1
)
as the value
for p. For each s ≥ 0 define g(s) = s+ 1
2
(
n
s
− 1
)
. Then g′(s) = 1− n
2s2
. Thus, g′(s) = 0 and
s ≥ 0 imply s =
√
n
2
, and therefore,
s+ p =
√
n
2
+
1
2
(
n
√
2
n
− 1
)
=
√
2n− 1
2
.
Since
√
2n− 1
2
is the minimum value of s+ p for 0 ≤ s, p ∈ R and n ≤ s(1 + 2p), adding the
constraint that s and p are integers with p ≥ 0 and s ≥ 1 still gives the bound g(s) ≥
√
2n− 1
2
,
and thus, g(s) ≥
⌈√
2n− 1
2
⌉
.
The bound in Proposition 2.5 is tight. This is easy to verify for some small order paths
and cycles and is proved more generally in Theorems 3.2 and 3.3 for all paths and for cycles
of order at least four.
Theorem 2.6. Let G be a graph of order n with ∆(G) ≥ 3. Then
th+(G) ≥
⌈
1 + log(∆(G)−1)
(
(∆(G)− 2)n+ 2
∆(G)
)⌉
.
Furthermore, if Z+(G) = s0, then
th+(G) ≥
⌈
s0 + log(∆(G)−1)
(
(∆(G)− 2)n+ 2s0
∆(G)s0
)⌉
.
Proof. Let s, p, and ∆ denote |S|, pt+(G;S), and ∆(G) respectively. By Lemma 2.4,
n ≤ s
(
1 +
∆(∆− 1)p −∆
∆− 2
)
⇔ n
s
− 1 ≤ ∆((∆− 1)
p − 1)
∆− 2
⇔ (∆− 2)
∆
(n
s
− 1
)
+ 1 ≤ (∆− 1)p
⇔ log(∆−1)
(
(∆− 2)
∆
(n
s
− 1
)
+ 1
)
≤ p
⇔
ln
(
(∆−2)n+2s
∆s
)
ln(∆− 1) ≤ p. (2)
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Define p(s) =
ln
(
(∆−2)n+2s
∆s
)
ln(∆− 1) . For fixed s ≥ 1, the minimum of s + p subject to (2) is
s+ p(s). Note that
d
ds
(s+ p(s)) =
d
ds

s+
ln
(
(∆−2)n+2s
∆s
)
ln(∆− 1)


= 1 +
1
ln(∆− 1)
d
ds
[
ln
(
(∆− 2)n
∆
· 1
s
+
2
∆
)]
= 1 +
1
ln(∆− 1)
(−(∆− 2)n
∆s2
)(
∆s
(∆− 2)n+ 2s
)
= 1− 1
ln(∆− 1)
(
(∆− 2)n
s(∆− 2)n+ 2s2
)
. (3)
Since s ≥ 1, we can observe that d
ds
(s + p(s)) > 0 when ∆ ≥ 4 by (3). So if ∆ ≥ 4, then
s+ p(s) is an increasing function, and the minimum occurs at the lowest possible value of s.
Now suppose ∆ = 3 and s ≥ 2. Then (3) becomes
d
ds
(s+ p(s)) = 1− 1
ln 2
(
n
sn+ 2s2
)
.
For all n ≥ 1,
n
n + 4
<
4
3
⇒ n
2n+ 8
<
2
3
< ln 2
⇒ n
sn+ 2s2
< ln 2
⇒ 1
ln 2
(
n
sn+ 2s2
)
< 1
⇒ 0 < 1− 1
ln 2
(
n
sn + 2s2
)
⇒ 0 < d
ds
(s+ p(s)).
So when ∆ = 3, s + p(s) is increasing for all s ≥ 2. Thus, min
s≥1
{s + p(s)} occurs at s = 1 or
s = 2. Note that
min{1 + p(1), 2 + p(2)} = min
{
1 + log2
(
n + 2
3
)
, 2 + log2
(
n + 4
6
)}
= min
{
log2(2) + log2
(
n+ 2
3
)
, log2(4) + log2
(
n+ 4
6
)}
= min
{
log2
(
2n + 4
3
)
, log2
(
4n+ 16
6
)}
= log2
(
2n+ 4
3
)
= 1 + p(1).
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This means that for ∆ ≥ 3, the minimum value of s + p(s) occurs at the minimum value of
s. Thus, the minimum value of s+ p subject to (2) is
1 + p(1) = 1 + log(∆(G)−1)
(
(∆(G)− 2)n+ 2
∆(G)
)
.
Observe that s0 = Z+(G) ≤ |S| for any positive semidefinite zero forcing set S. So when
this value is known, the minimum value of s + p subject to (2) and s ≥ s0 occurs when
s = s0.
We show that the bound in Theorem 2.6 is tight by constructing an infinite family of
trees that attain the bound in Proposition 4.8. The lower bound for th+(G) in Theorem 2.6
is attained only by choosing a minimum zero forcing set. However, that does not imply that
th+(G) can be attained by choosing a minimum zero forcing set, as seen in Example 2.8.
First we give a lower bound on positive definite propagation time.
Remark 2.7. As noted in [8], for any S ⊆ V (G), pt+(G;S) ≥ dist(S → S). Thus
th+(G) ≥ min{|S|+ dist(S → S) : S is a PSD zero forcing set}.
Example 2.8. Consider the graph P10P2 shown in Figure 1 with the set S0 of four blue
vertices. Observe that Z+(P10 P2) = 2 and for any positive semidefinite zero forcing set S
of cardinality two, dist(S → S) ≥ 5. Thus, pt+(P10P2;S) ≥ 5 and th+(P10P2;S) ≥ 7
for such S. However, pt+(P10P2;S0) = 2 and th+(P10P2;S0) = 6.
Figure 1: The graph P10P2 with blue vertices in set S0 that realizes th+(P10P2) = 6
Next we give some easy upper bounds.
Proposition 2.9. Suppose G is a connected graph on n vertices. Then
th+(G) ≤ n− α(G) + 1.
Proof. Let A ⊆ V (G) be a set of independent vertices with |A| = α(G). Let S = A. Then
each component of G[A] = G− S is an isolated vertex, so pt+(G;S) = 1. Thus,
th+(G) ≤ |S|+ pt+(G;S) = (n− α(G)) + 1.
The family G (see Definition 5.7) of graphsG that have α(G) = 2 and th+(G) = |V (G)|−1
shows that the bound in Proposition 2.9 is tight.
Proposition 2.10. Let G be a graph of order n and H be an induced subgraph of G of order
k. Then th+(G) ≤ n− k + th+(H).
7
Proof. Choose a set S ⊆ V (H) such that th+(H ;S) = th+(H). Define S ′ = (V (G)\V (H))∪
S. Then th+(G;S
′) ≤ n− k + th+(H).
In [5, Theorem 1], Butler and Young established an upper bound on standard throttling
number in terms of the standard zero forcing number Z(G) = k and the number of vertices
n: th(G) ≤ (2k+1) ⌈√n⌉+k. Since th+(G) ≤ th(G), this gives an upper bound for th+(G).
This bound could be improved slightly for paths and cycles (∆(G) = 2), but we determine
the positive semidefinite throttling numbers of these graphs in the next section, so we do
not pursue modification of this upper bound further.
3 Paths and cycles
In this section we provide constructions to show that the bound in Proposition 2.5 for ∆ = 2
is tight and is attained by paths and cycles. We begin with a preliminary lemma.
Lemma 3.1. Let n ≥ 1. Define k to be the largest even natural number such that k2
2
≤ n,
and r = n− k2
2
. Then
⌈√
2n− 1
2
⌉
=









k if 0 ≤ r < k
2
+ 1
k + 1 if k
2
+ 1 ≤ r < 3
2
k + 2
k + 2 if 3
2
k + 2 ≤ r < 2k + 2
Proof. For every n ≥ 1, note that
⌈√
2n− 1
2
⌉
=
⌈
√
2(k
2
2
+ r)− 1
2
⌉
=
⌈√
k2 + 2r − 1
2
⌉
. For
r = 0,
⌈√
2n− 1
2
⌉
= ⌈k − 1/2⌉ = k.
Observe that
⌈√
k2 + 2r − 1
2
⌉
> k ⇔
√
k2 + 2r − 1
2
> k
⇔ k2 + 2r > k2 + k + 1
4
⇔ r > k
2
+
1
8
⇔ r ≥ k
2
+ 1
since k is even and r is an integer. This implies that
⌈√
k2 + 2r − 1
2
⌉
> k if and only if
r ≥ k
2
+ 1. Therefore,
⌈√
k2 + 2r − 1
2
⌉
= k for 0 ≤ r < k
2
+ 1.
By a similar argument
⌈√
k2 + 2r − 1
2
⌉
> k + 1 if and only if r ≥ 3k
2
+ 2. Therefore,
⌈√
k2 + 2r − 1
2
⌉
= k + 1 for k
2
+ 1 ≤ r < 3k
2
+ 2.
Finally, another similar argument shows that
⌈√
k2 + 2r − 1
2
⌉
> k + 2 if and only if
r ≥ 5k
2
+ 4. Therefore,
⌈√
k2 + 2r − 1
2
⌉
= k + 2 for 3k
2
+ 2 ≤ r < 5k
2
+ 4. However, notice
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that if r ≥ 2k + 2, then n = k2
2
+ r ≥ k2
2
+ 4k
2
+ 4
2
= (k+2)
2
2
. This implies that we did not
pick the largest even natural number k such that k
2
2
≤ n. Thus,
⌈√
k2 + 2r − 1
2
⌉
= k + 2 for
3k
2
+ 2 ≤ r < 2k + 2.
Theorem 3.2 (PSD throttling for paths). Let n ≥ 1. Then
th+(Pn) =
⌈√
2n− 1
2
⌉
.
Proof. By Proposition 2.5, it suffices to construct a positive semidefinite zero forcing set S
that gives th+(Pn;S) equal to the value in Lemma 3.1.
Label the vertices v1, v2, . . . , vn in path order. It may help to visualize the path in a snake
pattern using rows of length k as in Figure 2. There are at least k
2
rows and r is the number
of extra vertices outside the k
2
× k rectangle.
Let B = {v k2
2
−i(k+1)
: i = 0, . . . , k
2
− 1}; clearly, |B| = k
2
. In other words, we obtain
B by choosing the (k
2
2
)th vertex and then working backwards, choosing every (k + 1)th
vertex. Therefore, there is a subpath of k white vertices between two blue vertices in the
rectangle. Thus, there is only one blue vertex in every row. Note that the last vertex
chosen is v k
2
+1. If 0 ≤ r < k2 , then each vertex is within distance k2 of a vertex in B. So
|B| + pt+(Pn;B) ≤ k2 + k2 = k. If k2 + 1 ≤ r < 32k + 2, then let q = min(n, k
2
2
+ k + 1) and
let S = B ∪ {vq}. Note that since r < 32k + 2, every vertex in Pn is at distance at most k2
from a vertex in S. So |S|+ pt+(Pn;S) ≤ k2 + 1 + k2 = k + 1. If 32k + 2 ≤ r < 2k + 2, then
let S = B ∪ {vq} ∪ {vn}. Since r < 2k + 2, every vertex in Pn is at distance at most k2 from
a vertex in S. So in this case |S|+ pt+(Pn;S) ≤ k2 + 2 + k2 = k + 2.
Figure 2: The construction for P22 with k = 6 and r = 4.
Theorem 3.3 (PSD throttling for cycles). For n ≥ 4, th+(Cn) =
⌈√
2n− 1
2
⌉
.
Proof. For each value given in Lemma 3.1, we will construct a positive semidefinite zero
forcing set S that gives th+(Cn;S) equal to the value. By Proposition 2.5, this is sufficient.
Label the vertices of the cycle v1, . . . , vn in cycle order. Let S =
{
v1+i(k+1) : i = 0, . . . ,
⌊
n−1
k+1
⌋}
where k is the largest even integer such that n ≥ k2
2
. So S is obtained by choosing v1 and
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then every k + 1 vertex around the cycle. The cycle is cut into paths because n ≥ 4 im-
plies |S| =
⌊
n−1
k+1
⌋
+ 1 ≥ 2. Every vertex is within a distance of k
2
of a vertex in S, so
pt+(Cn;S) =
k
2
.
Let us visualize the cycle snaking in a rectangle that is k + 1 vertices long as in Figure
3. So there is exactly one colored vertex in every row, alternating between the leftmost and
rightmost columns. Thus, determining the number of vertices in S is the same as determining
the number of rows needed to enclose all of our vertices in this snake pattern.
Suppose our rectangle has k
2
rows. Then it encloses up to k
2
(k + 1) = k
2
2
+ k
2
vertices. If
0 ≤ r ≤ k
2
, then there are k
2
rows. Therefore, |S|+ pt+(Cn;S) ≤ k2 + k2 = k.
Now suppose our rectangle has k
2
+1 rows. Then it encloses up to (k
2
+1)(k+1) = k
2
2
+ 3k
2
+1
vertices. So, if k
2
+ 1 ≤ r ≤ 3k
2
+ 1, then there are k
2
+ 1 rows. Thus, |S| + pt+(Cn;S) ≤
k
2
+ 1 + k
2
= k + 1.
Finally, suppose our rectangle has k
2
+ 2 rows. Then it encloses up to (k
2
+ 2)(k + 1) =
k2
2
+ 5k
2
+ 2 vertices. So, if 3k
2
+ 2 ≤ r < 2k + 2, then there are k
2
+ 2 rows. Thus,
|S|+ p(Cn;S) ≤ k2 + 2 + k2 = k + 2.
Figure 3: The construction for C22 with k = 6 and r = 4.
Observe that C3 = K3 and th+(C3) = 3 > 2 =
⌈√
2n− 1
2
⌉
, so this case is not covered by
Theorem 3.3.
4 Trees
In this section we explore the behavior of positive semidefinite zero forcing and positive
semidefinite throttling on trees. In particular, we demonstrate that positive semidefinite
throttling is subtree monotone for trees and exhibit a family of trees that shows that the
bound in Theorem 2.6 is tight.
Lemma 4.1. Let T be a tree on n ≥ 3 vertices. Then there exists a set S ⊆ V (T ) that
contains no leaves such that th+(T ) = th+(T ;S).
Proof. Let S ′ be a set of vertices such that th+(T ) = |S ′| + pt+(T ;S ′). Suppose v ∈ S ′
is a leaf. Then N(v) = {u} for some u ∈ V (T ). If u ∈ S ′, then S = S ′ \ {v} must also
realize th+(T ), as it has one fewer vertex and pt+(T ;S) ≤ pt+(T ;S ′) + 1. Suppose u 6∈ S ′.
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Define S = (S ′ \ {v}) ∪ {u} and note that pt+(T ;S ′) ≥ 1. Since |S| = |S ′| and v is colored
blue in the first time step, S must also realize th+(T ). Repeat this leaf removal process as
needed.
Lemma 4.2. Suppose T is a tree of order n ≥ 3, and v ∈ V (T ) is a leaf. Then
th+(T − v) ≤ th+(T ).
Proof. By Lemma 4.1, there is a set S ⊆ V (T ) that realizes th+(T ) and contains no leaves.
Then S ⊆ V (T − v), and pt+(T − v;S) ≤ pt+(T ;S). Thus, th+(T − v) ≤ th+(T ).
Theorem 4.3. If T is a tree with subtree T ′, then
th+(T
′) ≤ th+(T ).
That is, positive semidefinite throttling is subtree monotone for trees.
Proof. If |V (T ′)| = 1, th+(T ′) = 1 ≤ th+(T ). Suppose |V (T ′)| ≥ 2 and |V (T )| ≥ 3.
By Lemma 4.2, removing a leaf from T cannot increase the positive semidefinite throttling
number. Since any subtree T ′ ≤ T can be attained by repeated removal of leaves from T ,
th+(T
′) ≤ th+(T ).
Although positive semidefinite throttling is subtree monotone for trees, it is not forest
monotone (disconnected subgraph monotone) for trees. For example, consider the path P22.
As proved in Theorem 3.2 and illustrated in Figure 2, th+(P22) = 7. But the induced
subgraph H consisting of every other vertex has th+(H) = 11 because H consists of 11
isolated vertices. Positive semidefinite throttling is also not connected induced subgraph
monotone for graphs that are not trees as seen in the next example.
G G′
Figure 4: Graph G with th+(G) = 4 and subgraph G
′ with th+(G
′) = 5.
Example 4.4. Let G and G′ be the graphs in Figure 4. The set Ŝ of blue vertices has
pt+(G; Ŝ) = 2, so th+(G) ≤ 4. Since G is not a tree, Z+(G) ≥ 2. Since dist(S → S) ≥ 2 for
all minimum positive semidefinite zero forcing sets S, it follows that th+(G) ≥ 4.
The set Ŝ ′ of blue vertices of G′ in Figure 4 has pt+(G
′; Ŝ ′) = 3 so th+(G
′) ≤ 5. Again,
since G′ is not a tree, it follows that Z+(G) ≥ 2. For all positive semidefinite zero forcing
sets S, |S| = 2 implies dist(S → S) ≥ 3, and |S| = 3 implies dist(S → S) ≥ 2. Thus,
th+(G
′) ≥ 5.
Corollary 4.5. If T is a tree with diameter d, then
⌈
√
2(d+ 1)− 1
2
⌉
≤ th+(T ) ≤
⌈
d
2
⌉
+ 1.
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Proof. Since T has diameter d, it contains a path of length d. Thus, Pd+1 is a subtree of T ,
and the lower bound follows from Theorem 4.3 and Proposition 2.5. In [8], Warnberg shows
that for any tree, pt+(T ) =
⌈
d
2
⌉
, which establishes the upper bound.
A full binary tree of height h is a tree with root vertex r ∈ V (T ) such that
1. deg(r) = 2,
2. For all v ∈ V (T ), dist(v, r) ≤ h,
3. For all v ∈ V (T ) with v 6= r, deg(v) =
{
3 dist(v, r) < h
1 dist(v, r) = h.
A vertex u is called a parent of vertex v if v ∼ u and dist(u, r) = dist(v, r)− 1. In this case,
v can be referred to as a child vertex of u. Further, v is a sibling of w if w and v share a
parent vertex.
Proposition 4.6. If T is a full binary tree of height h, then th+(T ) = h + 1.
Proof. Let r ∈ V (T ) be the root of T . Note that by Corollary 4.5, th+(T ) ≤ h + 1, and
that this bound is realized by choosing S = {r}. Further, for all vertices v 6= r, there exists
v′ ∈ V (T ) such that dist(v, v′) > h, and th+(T, {v}) > h+ 1.
Let S ⊆ V (T ) be a choice of starting vertices such that th+(T ;S) = th+(T ), and suppose
|S| ≥ 2. We show there is a set S ′ such that |S ′| < |S| and th+(G, S ′) ≤ th+(G, S), which
allows us to reduce to the previous case where S is a single vertex. Let v ∈ S be such that
dist(v, r) ≥ dist(v′, r) for all v′ ∈ S, let u be the parent vertex of v, and let w be the sibling
vertex of v. Consider the following cases.
Case 1: If u ∈ S, define S ′ = S \ {v}. Then th+(T ;S ′) ≤ th+(T ;S) because you reduce the
size of S by one and increase propagation time by at most one.
Case 2: If u /∈ S, but w in S, define S ′ = (S \ {v, w}) ∪ {u}. Then th+(T ;S ′) ≤ th+(T ;S)
for the same reason as in Case 1.
Case 3: If u, w /∈ S, then th+(T ; (S \ {v}) ∪ {u}) ≤ th+(T ;S). Since v was of maximum
distance from the root in S, forcing would have to travel through the parent u to w (and
possibly beyond). Locally, taking the parent vertex then reduces the propagation time by
one. Globally, propagation time either does not change, or is reduced by one. Applying this
strategy to all vertices at maximum distance would reduce the positive semidefinite throttling
time, contradicting the minimality of th+(T ;S). So in this process we must encounter one
of Case 1 or Case 2.
Remark 4.7. Note that Proposition 4.6, in conjunction with Theorem 4.3, determines the
throttling number for a large family of trees. Specifically, for any tree T that has a full
binary subtree of height h and diameter 2h, th+(T ) = h+ 1.
We will now construct a family of graphs for which the bound given in Theorem 2.6 is
tight. Define the tree T (∆, h) as follows: Every vertex in the tree has degree ∆ or one,
and all leaves are distance h from the (unique) center of the tree. Essentially, this is a full
(∆− 1)-ary tree of height h, where the root (center) has an extra branch. See Figure 5.
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Figure 5: The tree T (∆, h)
Proposition 4.8. For all ∆ ≥ 3 and h ≥ 2, th+(T (∆, h)) = h+ 1. Furthermore, the bound
given in Theorem 2.6 is tight for T (∆, h).
Proof. Note that T (∆, h) has a full binary tree of height h as a subtree, and has diameter
2h. As per Remark 4.7, th+(T (∆, h)) = h+ 1. Furthermore,
n = |V (T (∆, h))| = 1 +∆
h−1
∑
k=0
(∆− 1)k = ∆(∆− 1)
h − 2
∆− 2 .
Thus, Theorem 2.6 gives the bound
th+(T (∆, h)) ≥ 1 + log∆−1


(∆− 2)
(
∆(∆−1)h−2
∆−2
)
+ 2
∆

 = h+ 1.
5 Extreme positive semidefinite throttling
In this section, we investigate graphs with extreme positive semidefinite throttling numbers.
Specifically, we classify graphs with th+(G) ∈ {1, 2, 3} and connected graphs with th+(G) ∈
{n− 1, n}.
5.1 Low positive semidefinite throttling number
Observation 5.1. th+(G) = 1 if and only if G is a single vertex.
Proposition 5.2. For a graph G of order at least 2, th+(G) = 2 if and only if G = K1,n−1
or G = 2K1.
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Proof. If G = 2K1, then Z+(G) = 2 and pt+(G;V (G)) = 0. If G = K1,n−1, then choose
the center vertex of G to be S and pt+(G;S) = 1. Now suppose th+(G;S) = 2 for some S.
Then |S| ∈ {1, 2}. If |S| = 1, then the propagation time is one. This means v /∈ S implies
v ∈ N(S), and v is its own component in G−S. So G = K1,n−1. If |S| = 2, then propagation
time is zero, so |V (G)| = 2.
Remark 5.3. We note that Proposition 5.2 is in stark contrast to th(K1,n−1): For standard
zero forcing, K1,n−1 requires that at least n− 2 of the leaves be in the zero forcing set. After
coloring these leaves, the remaining two vertices can be forced in two steps, another vertex
can be colored blue initially to obtain propagation time one, or all vertices can be colored
blue initially. All of these zero forcing sets result in a standard throttling number of n.
Theorem 5.4. For a graph G, th+(G) = 3 if and only if
(1) G is disconnected and
a) G is 3K1, or
b) G has two components, each component is a copy of K1,n−1 or K1, and at least one
component has order greater than one.
(2) G is a tree with diameter three or four, or
(3) G is connected and there exist v, u ∈ V (G) such that:
a) G has a cycle, or G is a tree with diam (G) = 5,
b) N(u) ∪N(v) = V (G),
c) deg(w) ≤ 2 for all w 6∈ {v, u}, and
d) if w1, w2 ∈ N(u) or w1, w2 ∈ N(v), then w1 is not adjacent to w2.
Proof. First, we show that every graph G satisfying one of conditions (1) – (3) has th+(G) =
3. Clearly th+(3K1) = 3, and the two-component graphs in (1) have positive semidefinite
propagation time equal to one. Let G be a tree of diameter three or four and v be a
center vertex, so every vertex in the tree is a distance at most two away from v. Thus,
pt+(G; {v}) ≤ 2 and th+(G) ≤ 3. Since G has diameter three or four, G 6= K1,n−1. Therefore,
th+(G) 6= 2 by Proposition 5.2. Thus, th+(G) = 3.
Suppose G is a graph satisfying (3) and let S be the set of the designated vertices v
and u. The induced subgraph G − S has isolated vertices and copies of P2 as components.
In each P2 component, one end is adjacent to u and the other is adjacent to v, because
N(u) ∪ N(v) = V (G). Thus, pt+(G;S) = 1 and th+(G;S) ≤ 3. Since G has a cycle or
diam (G) = 5, th+(G;S) 6= 2 by Proposition 5.2, so th+(G;S) = 3.
Now suppose G is a graph such that th+(G) = 3. Let n denote the order of G, d =
diam (G), and S ⊆ V (G) such that th+(G;S) = 3. If G is disconnected and has three
components, then Z+(G) = 3, pt+(G) = 0, and G = 3K1. If G has two components, then
Z+(G) = 2 = |S| and pt+(G) = 1, so each component is K1 or K1,n−1 (with at least one
K1,n−1), or |S| = 3; the latter was already discussed. Thus G is disconnected implies G is of
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the form (1). So we assume G is connected. If |S| = 3, then G = K3, which is of the form
(3). So we assume n ≥ 4 and |S| ≤ 2. If G is a tree, then 3 ≤ diam (G) ≤ 5 by Corollary
4.5. The cases of diameter three and four are covered by (2).
Now we have the following information: G is connected, n ≥ 4, |S| ≤ 2, and G is not a
tree of diameter less than five. This implies |S| = 2, because Z+(G) ≥ 2 for any graph that
is not a tree, and if G is a tree with d = 5, then any one vertex is at a distance at least three
from some vertex. Let S = {v, u}. Then all other vertices are adjacent to at least one of
v, u (and there is a vertex w 6= u, v). Every component of the subgraph G−S is an isolated
vertex or a copy of P2 with one end adjacent to u and the other adjacent to v, since both
are forced in the first time step. Therefore, deg(w) ≤ 2 for all w ∈ S. If w1, w2 are both
adjacent to v, then they cannot be adjacent in order to have propagation time equal to one;
the case w1, w2 both adjacent to u is similar. Thus, G is of the form (3).
5.2 High positive semidefinite throttling number
In this section, we classify the families of connected graphs of order n with positive semidef-
inite throttling number equal to n or n− 1.
Proposition 5.5. Let G be a connected graph. Then th+(G) = n if and only if G = Kn.
Proof. Assume th+(G) = n. Then by Proposition 2.9, α(G) = 1 and G is complete. Any
positive semidefinite zero forcing set of Kn contains at least n − 1 vertices, so th+(Kn) =
n.
Remark 5.6. Since n = th+(G) ≤ th(Kn) ≤ n, th(Kn) = n (this is also easy to see directly).
However, there are other graphs G of order n, such as K1,n−1, that have th(G) = n.
In order to classify the connected graphs of order n with positive semidefinite throttling
number equal to n− 1, we define a family G of graphs.
Definition 5.7. The set G consists of all graphs G such that α(G) = 2 and G does not have
an induced C5, house, or double diamond subgraph (see Figure 6).
C5 house double diamond
Figure 6: Graphs forbidden as induced subgraphs of G.
The next proposition shows that every connected graph of order n with positive semidef-
inite throttling number equal to n− 1 is in G.
Proposition 5.8. Let G be a connected graph on n vertices. If G /∈ G, then th+(G) 6= n−1.
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Proof. First, we show α(G) 6= 2 implies th+(G) 6= n − 1. If α(G) = 1, then G is complete,
so th+(G) = n by Proposition 5.5. If α(G) > 2, then th+(G) ≤ n − α(G) + 1 ≤ n − 2 by
Proposition 2.9.
Positive semidefinite zero forcing sets S that attain th+(H ;S) = |V (H)| − 2 where H is
one of C5, the house, or the double diamond are shown as blue vertices in Figure 6. Then
by Proposition 2.10, th+(G) ≤ n− |V (H)|+ (|V (H)| − 2) = n− 2.
The next three lemmas will be used together to show that any connected order n graph
in G has positive semidefinite throttling number equal to n− 1.
Lemma 5.9. Suppose G ∈ G and W is a set of white vertices such that G[W ] consists of
two disjoint cliques, at least one of which is trivial. Then pt+(G;W ) ≥ |W | − 1.
Proof. Let k = |W |, S = W , and v be the vertex of a trivial clique of G[W ]. For the sake
of contradiction, assume that W ′ := W \ {v} is forced in less than k − 1 time steps by S.
This implies that two vertices of W ′ are forced simultaneously; that is, there exist vertices
u1, u2 ∈ W ′ such that u1, u2 ∈ S(t). Therefore, there exist u′1, u′2 ∈ St−1 such that u′i → ui
at time t. Thus, u′iuj 6∈ E(G) for i 6= j. Since α(G) = 2, we also have that u′iv ∈ E(G) for
i = 1, 2. There are two cases: either u′1u
′
2 ∈ E(G), or u′1u′2 /∈ E(G). The first case implies
that there exists an induced house subgraph, and the second case implies there exists an
induced C5 (with u1, u
′
1, v, u
′
2, u2 clockwise around the 5-cycle from lower left in Figure 6 for
both graphs). Either case is a contradiction, and therefore at least k − 1 steps are required
to force W ′.
Lemma 5.10. Suppose G ∈ G and W is a set of white vertices such that W induces two
nontrivial disjoint cliques. Then W will not force W.
Proof. For the sake of contradiction, assume that W forces W. Let W1 and W2 denote the
vertices of the two cliques induced by W. Let x, y ∈ W1 and w, z ∈ W2. Since W forces W,
there exists x′ such that x′ will force x in the first time step. This implies that x′y /∈ E(G),
and so x′z, x′w ∈ E(G) because α(G) = 2. Similarly, there exists z′ ∈ W such that z′ will
force z in the first time step and z′w /∈ E(G), z′x, z′y ∈ E(G). Notice that x′xz′z is a C4
subgraph. Now there are two cases: either z′x′ ∈ E(G), or x′z′ /∈ E(G). In the first case,
G[{x, x′, w, y, z′, z}] is a double diamond with x, x′, w in the top row left to right and y, z′, z
in the bottom row as shown in Figure 6. In the second case, G[{x′, x, y, z, z′}] is a house
with x′, x, y, z, z′ clockwise around the 5-cycle from lower left in Figure 6. In both cases
G /∈ G.
Lemma 5.11. Suppose G ∈ G and W is a set of white vertices such that |W | ≥ 3 and G[W ]
is connected. Then pt+(G;W ) ≥ |W | − 1.
Proof. Let W = {u1, . . . , uk} with k ≥ 3. First we show that it is not possible to have
two vertices forced at the first time step. For the sake of contradiction, assume first that
u1, u2 are simultaneously forced in the first time step. Then there exist blue vertices u
′
1, u
′
2
such that u′iuj ∈ E(G) if and only if i = j. Notice that {u3, u′1}, {u1, u′2}, {u2, u′1} form
independent sets. Since α(G) = 2, u′1u
′
2, u1u3, u2u3 ∈ E(G). Now there are two cases, either
u1u2 6∈ E(G) or u1u2 ∈ E(G). In the first case, we have an induced C5, and in the second
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case we have an induced house subgraph (with u′1, u1, u3, u2, u
′
2 clockwise around the 5-cycle
from lower left in Figure 6). Both cases lead to a contradiction.
Now the proof proceeds by induction on k = |W |. The fact that two forces cannot be
performed in the first time step implies that for k = 3 we have pt+(G;W ) ≥ 2 = |W | − 1.
We assume that pt+(G;W ) ≥ |W | − 1 for |W | ≤ k − 1, and show pt+(G;W ) ≥ |W | − 1 for
|W | = k. Exactly one vertex is forced in the first time step; without loss of generality assume
the vertex forced first is u1. Let u
′
1 be the blue vertex that forces u1. In order to apply the
induction hypothesis, we must show that W \ {u1} induces a connected subgraph. For the
sake of contradiction, suppose that W \ {u1} induces at least two components. This implies
that there exist vertices u2, u3 ∈ W \ {u1}, each in a different component. Notice that u′1
is not adjacent to u2, u3 by positive semidefinite zero forcing rules. Therefore, {u′1, u2, u3}
is an independent set. This is a contradiction. Therefore, W \ {u1} induces a connected
component of white vertices. By the induction hypothesis, it will take at least |W | − 2 time
steps to force W \ {u1}. Therefore, it takes at least |W | − 1 time steps to force W .
Theorem 5.12. Let G be a connected graph on n vertices. Then G ∈ G if and only if
th+(G) ≥ n− 1.
Proof. Assume G ∈ G and S is a positive semidefinite zero forcing set. If G − S is discon-
nected, then there are at most two components and each is a clique because α(G) = 2. If
G−S is disconnected, then Lemma 5.10 implies at least one component must be trivial, and
Lemma 5.9 implies th+(G;S) ≥ n− 1. If G− S is connected and |S| ≥ 3, then Lemma 5.11
implies th+(G;S) ≥ n− 1. Clearly th+(G;S) ≥ n− 1 for |S| ≤ 2. The converse was proved
in Proposition 5.8.
6 Weighted positive semidefinite throttling
In [5], Butler and Young also considered the effect of minimizing a weighted sum a|S| +
b pt(G, S) over S ⊆ V (G) for fixed a, b > 0. In this section we discuss the effect of weighting
on some of our previous results. We observe that minimizing a|S|+ b pt+(G;S) is equivalent
to considering the fixed multiple b times the weighted sum ω|S|+ pt+(G;S) for ω := ab > 0.
Minimizing ω|S| + pt+(G;S) determines the same optimizing sets S as minimizing a|S| +
b pt+(G;S), and we minimize this version because it is notationally more convenient. For
ω > 0, define
th+
ω(G) = min
S
{ω|S|+ pt+(G;S)}.
The proof of the next result is analogous to the proof of Proposition 2.5, and is omitted.
Proposition 6.1. Suppose G is a graph with ∆(G) = 2. Then
th+
ω(G) ≥
⌈√
2ωn− 1
2
⌉
.
Theorem 6.2. Let G be a graph of order n, ∆ := ∆(G) ≥ 3, and s0 := Z+(G). For
ω ≥ 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
,
th+
ω(G) ≥
⌈
ωs0 + log(∆−1)
(
(∆− 2)n + 2s0
∆s0
)⌉
.
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The hypothesis ω ≥ 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
is satisfied for ω ≥ 1 and for ω ≥ 1
s0 ln(∆−1)
.
If ω < 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
, then
th+
ω(G) = min



ωs+
ln
(
(∆−2)n+2s
∆s
)
ln(∆− 1) : s = s0, s0 + 1, . . . ,
⌈
1
ω ln(∆− 1)
⌉



.
Proof. We follow the proof of Theorem 2.6 and let s and p denote |S| and pt+(G;S), re-
spectively. Then the constraint in Lemma 2.4 gives p ≥ p(s) := log(∆−1)
(
(∆− 2)n+ 2s
∆s
)
.
Taking the derivative with respect to s gives d
ds
(ωs+p(s)) = ω− 1
ln(∆−1)
(
(∆−2)n
s(∆−2)n+2s2
)
. Since
ω ≥ 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
implies d
ds
(ωs+ p(s)) ≥ 0, in this case ωs+ p(s) is increasing for
s ≥ s0, and
th+
ω(G) ≥
⌈
ωs0 + log(∆−1)
(
(∆− 2)n + 2s0
∆s0
)⌉
.
As shown in Theorem 2.6, ω ≥ 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
is true for all ω ≥ 1. More generally,
1
ln(∆− 1)
(
(∆− 2)n
s0(∆− 2)n+ 2s20
)
≤ 1
ln(∆− 1)
(
(∆− 2)n
s0(∆− 2)n
)
=
1
s0 ln(∆− 1)
,
so ω ≥ 1
ln(∆−1)
(
(∆−2)n
s0(∆−2)n+2s20
)
is true whenever ω ≥ 1
s0 ln(∆−1)
. Finally, when ω < 1
s0 ln(∆−1)
, it
suffices to minimize over all s between s0 and
⌈
1
s0 ln(∆−1)
⌉
.
Remark 6.3. We note that ω < 1 favors larger positive semidefinite zero forcing sets,
whereas ω > 1 favors smaller positive semidefinite zero forcing sets, but we cannot go below
Z+(G). Thus, whenever ω ≥ 1 and the positive semidefinite throttling number is achieved
by a set S with |S| = Z+(G),
th+
ω(G) = ω Z+(G) + pt+(G).
Weighted versions of the results for paths and cycles presented in Section 3 can be
obtained from Proposition 6.1 together with modified snaking.
7 Throttling for standard zero forcing
In [5], the standard throttling number of a path is constructed by snaking the path in a
rectangle with height |S| and width pt(G, S) + 1 and then minimizing throttling subject
to the constraint (1). We will show that the standard throttling number for a cycle on n
vertices is the same as the standard throttling number for a path on n vertices except in the
case n = m2 and m is odd, by adapting the construction for the path.
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Theorem 7.1 (Standard throttling for cycles). Let Cn be a cycle on n vertices. Define m
to be the largest integer such that m2 ≤ n and n = m2 + r. Then
th(Cn) =





2m− 1 if r = 0 and m is even
2m if 0 < r ≤ m or (r = 0 and m is odd)
2m+ 1 if m < r < 2m+ 1
.
Proof. We begin by snaking a path on n vertices in a rectangle with one endpoint in the
upper left and the snake layout as in Figure 2, but with different dimensions and coloring;
the set S consists of the rightmost vertex in each row (this is the construction in [5] reversed
vertically to match our figure).
If no endpoints of the path are in S, then adding the edge between the endpoints does
not change the propagation time, and we define S ′ = S. This occurs precisely when there
are an even number of rows. This is sufficient to show th(Cn) = th(Pn) in this case because
it was shown in [5] that Pn realizes the minimum possible throttling number for a graph of
order n.
So assume S contains exactly one endpoint of the path, and let s = |S| and p = pt(Pn, S)
(so the rectangle has s rows and p+1 columns). Suppose s > p+1 (respectively, s < p+1).
We re-snake so that there is one more column and one less row in the rectangle (respectively,
one less column and one more row). Since the new rectangle has room for at least as many
vertices, the vertices of Pn fit inside the new rectangle. The new standard zero forcing set S
′
consists of the vertices in the right column. This re-snake increases (respectively, decreases)
the standard propagation time by one and decreases (respectively, increases) the cardinality
of the standard zero forcing set by one, so it does not change standard throttling. Now,
there are no endpoints in S ′ because |S ′| is even, so we can add an edge without changing
the propagation time.
Since s and p+1 can be chosen to differ by at most one, performing an analogous re-snake
in the case s = p+ 1 will still allow the vertices of Pn to fit in the rectangle unless n = m
2.
If we add the other endpoint of Pm2 to S to obtain S
′, then th(Cm2) ≤ th(Cm2 , S ′) = 2m =
th(Pm2) + 1. The only way to realize th(Cm2 , S) = 2m− 1 subject to (1) would be to have
|S| = m, pt(G, S) = m − 1, and at each time step every vertex that turned blue at the
previous time step performs a force. It is not possible to arrange an odd number of vertices
on a cycle in such a way that every blue vertex performs a force at the first time step.
We will now prove some results similar to Lemma 4.2 and Theorem 4.3 for regular zero
forcing on trees.
Lemma 7.2. Let T be a tree and v ∈ V (T ) be a leaf. Then
th(T − v) ≤ th(T ).
Proof. Let S be a standard zero forcing set of T that realizes th(T ). If v /∈ S, then v is
forced in some time step. Let S ′ = S. Then pt(T − v, S ′) ≤ pt(T, S). If v ∈ S, consider the
vertex u ∈ N(v). If u ∈ S, then S ′ = S \ {v} is a standard zero forcing set of T − v and
pt(T − v, S ′) = pt(T, S). If u /∈ S, then S ′ = (S \ {v}) ∪ {u} is a standard zero forcing set
of T − v and pt(T − v, S ′) ≤ pt(T, S). In all cases, |S ′| ≤ |S| and pt(T − v, S ′) ≤ pt(T, S).
Thus, th(T − v) ≤ th(T ).
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The proof of the next theorem is similar to the proof of Theorem 4.3, replacing Lemma
4.2 by Lemma 7.2, and is omitted.
Theorem 7.3. If T is a tree with subtree T ′, then
th(T ′) ≤ th(T ).
That is, standard throttling is subtree monotone for trees.
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