We propose a new fully Bayesian method to efficiently obtain the spectral representation of a spatial random field, which can conduct spatial-stochastic basis selection and evaluation of generalized Polynomial Chaos (gPC) expansions when the number of the available basis functions is significantly larger than the size of the training data-set. We develop a fully Bayesian stochastic procedure, called mixed shrinkage prior (MSP), which performs both basis selection and coefficient evaluation simultaneously. MSP involves assigning a prior probability to the gPC structure and assigning conjugate priors to the expansion coefficients that can be thought of as mixtures of Ridge-LASSO shrinkage priors, in augmented form. The method offers a number of advantages over existing compressive sensing methods in gPC literature, such that it recovers possible sparse structures in both stochastic and spatial domains while the resulting expansion can be re-used directly to economically obtain results at any spatial input values. Yet, it inherits all the advantages of Bayesian model uncertainty methods, e.g. accounts for uncertainty about basis significance and provides interval estimation through posterior distributions. A unique highlight of the MSP procedure is that it can address heterogeneous sparsity in the spatial domain for different random dimensions. Furthermore, it yields a compromise between Ridge and LASSO regressions, and hence combines a weak (l 2 -norm) and strong (l 1 -norm) shrinkage, in an adaptive, data-driven manner. We demonstrate the good performance of the proposed method, and compare it against other existing compressive sensing ones on elliptic stochastic partial differential equations.
Introduction
Uncertainty quantification (UQ) provides a quantitative characterization of uncertainties in stochastic systems and the efficient propagation of them for model prediction given available data. In physical systems, for example, the mathematical models may be governed by stochastic partial differential equations (SPDEs) that include random and spatial input variables. A mathematical representation of the stochastic solution with respect to the input variables is usually of interest. In many cases, such a mapping does not have an explicit analytical form. This requires the construction and use of a surrogate model, which is a tractable but approximated mathematical expression of this mapping.
Monte Carlo (MC) methods [40, 45] have been extensively used in UQ. MC methods allow for the evaluation of solution statistics from a sample of solutions collected after several system realizations. Each system realization is performed by drawing a random input value from a given distribution and running a solver for the system. Because they require many system realizations (MC samples) [58] , MC methods are generally impractical for large-scale systems if the solver is computationally expensive to run.
The generalized Polynomial Chaos (gPC) methods [58, 60, 19, 55, 56] have been successively applied to a variety of UQ problems as they can provide satisfactory surrogate models. Briefly, in the gPC context, the stochastic solution, taking as arguments random and spatial input variables, is expanded as a convergent series of PC bases and PC coefficients which include the random and spatial input dimensions correspondingly. The toolbox of traditional computational approaches includes the stochastic Galerkin projection methods [19, 16, 3] and stochastic collocation methods [39, 2, 59] . Although these computational approaches require less system evaluations than MC, they suffer from the curse of dimensionality.
Curse of dimensionality: When the dimension of the random input variables increases, the number of unknown PC coefficients increases dramatically due to the tensor product involved in the design of the multivariate PC bases. In practice, only a small number of training data may be available, perhaps even smaller than the number of the unknown PC coefficients. Hence, the evaluation problem may become under-determined, causing traditional computational approaches to give unstable and inaccurate results due to over-fitting [17, 62] . Furthermore, in this context, the consideration of the PC coefficients as functions over the whole spatial input -not just at a fixed spatial input value -makes the evaluation of the gPC expansion even more challenging.
In elliptic PDEs with high-dimensional random diffusion coefficients, the stochastic solution can be sparse in the stochastic domain [2, 17, 62, 54, 7, 6 ] when expanded as a gPC; namely only a very small fraction of available PC bases are dominant and able to recover the stochastic solution without any significant lose in accuracy. We will refer to these PC bases as significant. Here, the curse of dimensionality occurs as a problem because the deterministic solver is expensive to run. Thus, the number of available training data is limited. One remedy is to reduce the number of the PC bases -and hence, the number of the unknown PC coefficients -by omitting those whose absence does not cause unreliable results [17] .
To address the curse of dimensionality issue, dimension reduction techniques, such as compressive sensing, have been proposed in the literature [17, 62] . These techniques aim to approximate the solution economically, given a small MC sample and without sacrificing accuracy, by shrinking the values of the PC coefficients towards zero in order to retain only the significant PC bases. In particular, Doostan and Owhadi [17] suggested the use of compressive sensing techniques based on l 1 -minimization algorithm, while Yang and Karniadakis [62] improved this idea computationally by employing a re-weighted l 1 -minimization algorithm. These methods are non-adaptive, provably convergent and well suited for high-dimensional cases with a limited number of MC samples. The use of the Bayesian compressive sensing algorithm [31, 30] as an alternative approach was suggested by Sargsyan et al. [48] . These methods strictly require the solution to be sparse. Other approaches include, ANOVA decomposition [61, 37, 34, 57] , sparse decomposition for the stochastic Galerkin technique [6] , and adaptive sparse grids for the stochastic collocation [36, 41] , however they are out of the scope of this article. Until now, these compressive sensing methods only could recover the gPC expansion at a particular fixed spatial input value, making them impractical if gPC expansion is needed for repeated use to obtain results at different new spatial points since these methods require one to repeat MC sampling and the compressive sensing to re-evaluate the expansion at each spatial input individually.
In this paper, we provide a fully Bayesian methodology for gPC that can evaluate the expansion as a function over both the random and spatial input domains, when the curse of dimensionality occurs. In the first instance, we provide an approximating gPC formulation where the gPC expansion is defined upon an unknown combination of significant PC bases from an available set of bases, while each PC coefficient is modeled as a series of an unknown combination of significant basis functions from another available set of bases. In the second instance, we develop a fully Bayesian procedure called mixed shrinkage priors (MSP) that addresses the problem of specifying the composition of significant bases (gPC configuration) and evaluating the coefficients in the Bayesian model uncertainty context. We propose a Bayesian hierarchical model that involves assigning a prior probability to each gPC configuration in order to express uncertainty about significant bases, and assigning conjugate priors to the coefficients that can be thought of as mixtures of Ridge-LASSO shrinkage priors, in augmented form, able to group the bases in a desired way. We design a Gibbs sampler to address the computations in a stochastic manner. We explain how the output of the MSP procedure can be used to perform estimation, inference and prediction, in the gPC context, based on Bayesian model averaging [38, 26] that presents optimal predictive ability, and median probability model [4] that performs dimension reduction.
The main contributions of the paper include:
• The gPC expansion can be evaluated over the whole spatial (and stochastic) domain at once even when the aforementioned curse of dimensionality issue occurs. As such, it can be re-used to obtain results at any new spatial input values without repeating MC sampling or any compressive sensing algorithm to re-evaluate the expansion at those new spatial input values.
• The proposed gPC formulation encourages the recovery of possible sparse structures in both stochastic and spatial domains.
• gPC is introduced in the Bayesian model uncertainty framework where uncertainty about the unknowns (e.g. significance of bases and associated coefficients) is expressed from the posterior distributions, allowing interval estimation, while prediction of the solution at different input values is performed via predictive posterior distributions.
• We developed the MSP procedure that accomplices both basis selection and coefficient shrinkage simultaneously in a stochastic way, without the need of any ad hoc techniques or pilot runs.
• MSP is a fully Bayesian procedure that compromises between Bayesian Ridge and LASSO regressions (applying l 2 -norm and l 1 -norm shrinkage correspondingly) in an adaptive, data-driven manner. Combining l 2 -norm and l 1 -norm shrinkages is advantageous in estimating small but nonzero coefficients.
• MSP can consider heterogeneous sparsity in the spatial domain for different random input dimensions (or different PC coefficients), because it allows shrinkage with different combinations of l 1 -norm and l 2 -norm on different PC coefficients.
• Bayesian elastic net (BEN) [25] is another procedure that combines l 1 -norm and l 2 -norm shrinkages in the Bayesian framework by using a different prior specification than that of MSP. In the context of gPC, unlike BEN, MSP allows different combinations of l 1 -norm and l 2 -norm shrinkage to be applied on different PC coefficients, and hence can consider heterogeneous sparsity in the spatial domain.
This paper is organized as follows. In Section 2, we briefly review the main concepts of the gPC and describe the problem setup of the elliptic stochastic PDEs. In Section 3, we describe the proposed methodology that involves the suggested gPC formulation, and the proposed MSP procedure. In Section 4, we demonstrate the good performance of the proposed method on numerical examples with elliptic stochastic PDEs. In Section 5, we conclude and discuss further extensions and possible improvements of this work.
Preliminary
Briefly, we review the main concepts of the gPC expansion and set-up the problem of the elliptic SPDEs. The notation we adopt for defining vectors is based on the list comprehension syntax. For instance, v := (a
2 ), where the former index evolves slower.
Generalized polynomial chaos
We consider a stochastic system with solution u(x; ξ) that depends on a d x -dimensional vector of spatial input variables x ∈ X and a d ξ -dimensional vector of random input variables ξ ∈ Ξ that admits distribution f (d·).
The stochastic solution u(x; ξ) can be represented by an infinite series of PC bases {ψ α (·)} and PC coefficients {g α (·)} in the tensor form:
for ξ ∼ f (d·) and x ∈ X [58] . We denote multi-indices α : 
Here, δ A (B) denotes the indicator function, where δ A (B) = 1 if A = B, and δ A (B) = 0 otherwise. It is common in practice, but not a panacea, for the family of PC bases {ψ α (·)} to be pre-defined so that they are orthogonal with respect to the distribution f (d·). In this way, many common distributions can be associated with a specific family of polynomials, e.g. the Askey family [60] . Otherwise, it is possible for suitable polynomial bases to be numerically generated according to [56] . The PC coefficients {g α ( [58] , however often they are not available in closed form because the integral in the expectation is intractable.
For computational purposes, a truncated version of (1) is used by considering a finite set of available PC bases. Traditionally, the total truncated rule is used, which results in the expansion form:
that accounts for only a finite set of multi-indices A such that A = {α ∈ N d ξ :
Other truncation rules can be adopted [9, 48] .
Theoretical results show that, for a large enough PC degree p ξ , the truncated u p ξ (x; ξ) converges to u(x; ξ) under mild conditions [58, 3] . Following standard approximation theory and provided that u(x; ξ) is square integrable with respect to f (d·), the gPC expansion (3) converges to u(x; ξ) as:
and the rate of the convergence depends on the regularity of u(x; ξ) [58] . It is possible to describe the uncertainty of u(x; ξ) with respect to ξ by computing the statistics of the gPC expansion. For instance, the solution mean μ(
In practice, the evaluation of the gPC expansion (7) is challenging in high-dimensional scenarios if a high degree of accuracy is required. The number of unknown PC coefficients is of order d p ξ ξ and grows rapidly with the dimension d ξ and PC degree p ξ . This can give rise to the aforesaid curse of dimensionality and related computational problems when the training data-set is limited. Reduction of the PC degree or careless omission of PC bases in order to reduce the number of the unknowns may lead to a significant increase of bias and a poor approximation of the solution. Therefore, for the selection of significant bases, intuitive methods able to trade off efficiently between the bias (caused by omitting bases) and the over-fitting are required.
Elliptic SPDEs with sparse solution
As discussed by Doostan and Owhadi [17, 62] , elliptic SPDEs with random coefficients provide a suitable scenario for stochastic systems where the researcher can afford only a small number of system realizations due to the computationally expensive solver while the solution is sparse when expanded as a gPC.
Let (Ω, F , P) be a complete probability space where P is a probability measure on the σ -field F . We consider the elliptic SPDE:
The diffusion coefficient a(x; ω) is an unknown stochastic function defined on (Ω, F , P) and the source of uncertainty in (4) . We model a(x; ω) as a truncated Karhunen-Loéve (K-L) expansion 
is the mean of a(x; ω) and σ a is the standard deviation that controls the variability of a(x; ω). Given that the diffusion coefficient is modeled as in (5), the solution u(x; ω) and the diffusion coefficient a(
Similar to [17, 62] , we assume that a(x; ξ) satisfies the following conditions (C-1, C-2, C-3):
C-1:
For all x ∈ X , constants a min and a max exist, such that 0 < a min ≤ a(x; ξ) ≤ a max < ∞, a.s.
C-2:
The covariance function K aa (x 1 , x 2 ) is piecewise analytic on X × X [7, 49] , implying that constants c 1 ,
where a ∈ N is a multi-index.
C-3:
The random variables {ξ j ; j = 1 : d ξ } are independently and identically distributed according to the uniform distribu-
SPDE (4) can be solved by expanding the solution u(x; ξ) as a gPC (3) using Legendre polynomials, where ξ is the random input variable and x is the spatial input variable. Conditions C-1, C-2 and C-3 guarantee that the solution is sparse in the stochastic domain and the gPC approximation converges exponentially fast in the mean-square sense as the PC degree increases [3, 2, 7] . Condition C-3 can be relaxed [62] .
Our interest lies in the representation of the stochastic solution u(x; ξ), with respect to x and ξ , as a gPC expansion. This task can be challenging since the curse of dimensionality can occur because (i) a training data-set, with small number of training samples, is often available due to the expensive solver (ii) a huge number of unknown PC coefficients exist when ξ is large in dimension.
Bayesian inference of a sparse gPC expansion
We reformulate the gPC expansion defined in Section 2.1 by modeling the PC coefficients as series of basis functions. We present the proposed mixed shrinkage prior (MSP) procedure; a fully Bayesian procedure that evaluates the gPC expansion in the Bayesian model uncertainty framework and uses a Gibbs sampler to address the computations. In the Bayesian model uncertainty framework, we suggest suitable approaches to make inference and prediction with the gPC expansion, by using the output of the proposed MSP procedure.
The gPC formulation of the expansion
We consider the gPC expansion as defined in Section 2.1. In practice, the PC coefficients {g α (x)} are not available in closed form. We propose to model each PC coefficient g a (x) as an expansion of basis functions (herein referred to as spatial bases). We consider truncated polynomial expansions of degree p x , in the form: (6) where {θ b (x); b ∈ B} are polynomial bases and {c a,b ; a ∈ A, b ∈ B} are the associated unknown coefficients c a,b ∈ R, here called scalar coefficients. Note that B may depend on index a; however to simplify the presentation of the method, we suppress this indexing. Without loss of generality, when d x > 1, the spatial bases can be defined as tensor products of univariate bases
, similarly to (2) and according to the total truncated rule. Therefore, by plugging (6) in (3), we obtain u(
and ε p ξ ,p x (x; ξ) is the total truncation error. Here,
denotes the vector of basis functions
denotes the vector of scalar coefficients. Standard polynomial and tensor product theories [11, 53] suggest that g a,p x (x) converges to g a (x) as p x → ∞ under mild conditions that g a (·) is smooth. It is worth noting that the spatial bases can be standard polynomial bases, e.g. Legendre, Chebyshev and Hermite [58] , or more sophisticated ones, e.g. B-splines bases [14, 51, 27] . Here, modeling the PC coefficients as series of bases aims to facilitate the global approximation of the gPC expansion and the recovery of possible sparse structure of the solution in both the stochastic and the spatial domains.
We assume there is available an MC sample
, acting as a training data-set, where n ξ is the number of system realizations, n 
x , (8) where i, j ∈ R is a residual term, associated to the (i, j)-th datum of D, that refers to the discrepancy between the exact system solution and the truncated gPC expansion (7) given that the training data-set has been obtained. Therefore, residual term i, j is considered to be the discrepancy for a given known-fixed input value (x
As such, once the training data-set is obtained, given the (i, j)-th datum of D, possible randomness of i, j may be subject to nuisance factors; for example, related to the training data-set collection mechanism (see Section 3.2). Eq. (8) can be written as a linear system: u = Xc + , (9) where
Reformulating (3) into (9) extends the scope of existing compressive sensing methods [17, 62, 48] which, until now, were able to evaluate the gPC expansion only at a fixed spatial point. By applying these compressive sensing methods to (9) , one can evaluate the expansion in both stochastic and spatial domains at once and under a limited number of MC samples. In the following, we propose a new fully Bayesian procedure performing stochastic basis selection and evaluation of the gPC expansion simultaneously.
The Bayesian mixed shrinkage prior (MSP) procedure
We introduce a fully Bayesian procedure able to perform both stochastic basis selection and evaluation of the gPC expansion simultaneously. According to the standard Bayesian practice [43] , inference about the unknown quantities of a statistical model is performed based on the associated posterior distribution that is computed according to the Bayes' theorem [5, 15] . This requires the specification of the likelihood function, and the prior model that can incorporate any available information about the unknowns before obtaining training data-set. In what follows, we consider that the gPC expansion is formulated as in (7), and that an MC sample (10) where N(·|μ, σ
2 ) denotes the Normal density with mean μ and variance σ 2 . The choice of the likelihood is merely a modeling choice. Here, the likelihood function can be considered as a measure of goodness-of-fit of the truncated gPC expansion to the training data-set, where the statistical discrepancy between the real model and the gPC expansion, for a given training data-set, is quantified by the residual term { i, j }. The rational is that, in the sense of maximum entropy principle [28] , the residual term could be modeled approximately as a Gaussian noise, with a 'vanishing' mean and a variance σ 2 that represents the tolerance to the fitting error [48, 13] . It is worth mentioning that although the MC samples are usually generated by deterministic solvers with no random error, [52, 23] observed that treating { i, j } as random leads to surrogate models with better statistical properties, possibly because it can "smooth out" several accumulated errors from: the deterministic solver, truncation of the expansion and others [23] .
We define a binary vector of inclusion parameters γ : To account for uncertainty about significant basis functions, we assign independent priors γ a,b ∼ Bernoulli(ρ) with ρ ∈ (0, 1). Regarding the scalar coefficients c a,b , we assign priors
where η a is a binary shrinkage label, such that η a = 1 indicates the Normal component (applying l 2 -norm shrinkage), while η a = 0 indicates the Double Exponential component (applying l 1 -norm shrinkage) and λ a ∈ (0, ∞) is the shrinkage parameter for a ∈ A. Here, larger values of λ a force {c a,b , b ∈ B} closer to zero. The rational is that in order to encourage further shrinkage of small but non-zero scalar coefficients c a,b , we assign to each c a,b (associated to γ a,b = 1) shrinkage priors:
a Normal prior that applies l 2 -norm shrinkage according to Ridge regression [29] , or a Double Exponential prior that applies l 1 -norm shrinkage according to LASSO regression [24, 44] . These two shrinkage priors encourage different penalization and shrinkage for scalar coefficients associated to different PC coefficients by grouping them according to the PC coefficients they belong; here l 1 -norm applies a stronger shrinkage than l 2 -norm. The advantage of using two types of different shrinkage priors is that different shrinkage can be applied to different PC coefficients in order to express different levels of sparsity in spatial domain for different random input dimensions. 
for a ∈ A, b ∈ B. Here, X −(a,b) and c −(a,b) denotes the sub-matrix of X and sub-vector of c that result after removing the (a, b) column and element correspondingly. The conditional probability of γ a,b on the right-hand side of (11) is
) with acceptance probability:
and
for a ∈ A, b ∈ B. The full conditional posterior distribution of c a,b in (11) admits density:
where [43] . Weakly informative priors can be considered by letting a σ → 0 and b σ → 0. The resulting full conditional posterior distribution is not of a standard form and has density known up to a normalizing constant as:
where c a := (c a,b ; a ∈ A). However, it can be sampled exactly by using adaptive rejection sampling (ARS) [21, 22] since (20) is log-concave. Alternatively, one can employ a random walk Metropolis (RWM) update [40, 46] where the scale of the proposal is properly calibrated by an adaptation scheme [1] that forces the expected acceptance probability to be close to its optimal value 0.5 [47] .
To account for uncertainty about the shrinkage norm, controlled by the vector of shrinkage labels η := (η a ; a ∈ A), and shrinkage parameter λ := (λ a ; a ∈ A), we assign priors η a | ∼ Bernoulli( ) with hyper-parameter ∈ (0, 1) and λ a ∼ G(a λ , b λ ) with parameters a λ > 0 and b λ > 0 for a ∈ A. Gamma distribution is a convenient choice of priors for the shrinkage parameters mainly because they are conjugate and there are theoretical guidelines on how to choose the associated hyper-parameters [35] . It is worth noting that marginalizing the conditional prior π (c a,b , η a |γ a,b = 1, , λ 
2 ) Pr(η a | ) over the shrinkage labels η a results a mixture of Normal-Double Exponential shrinkage
, that apply a combination of l 2 -norm and l 1 -norm shrinkages. As noticed by Hans [25] , combining l 2 -norm and l 1 -norm shrinkages is advantageous in estimating small but nonzero coefficients. Direct sampling from the full conditional posterior of (η a , λ a ) is possible for a ∈ A, as: according to (13) , (14), (15), (16) 
where the conditional posterior probability of η a on the right-hand side is a Bernoulli(P (η) a ) with acceptance probability
where , λ a ) ; a ∈ A} are a posteriori conditionally independent. Effectively, integrating over {(η a , λ a )}, the procedure creates a posteriori a mixture of Ridge-LASSO regression models, allowing for adaptive, data-based shrinkage of the scalar coefficients. Compared to other non-Bayesian approaches, the proposed procedure avoids the need for ad hoc techniques, such as Cross-Validation, or pilot runs and allows the data to determine suitable values for the shrinkage quantities. The pseudo-code of the Gibbs sweep is summarized in Algorithm 1. The updates within Blocks III and IV can be performed in parallel to reduce the execution time of the code. We refer to the proposed procedure as mixed shrinkage prior (MSP), highlighting a main ingredient of the method.
Remark 1.
The proposed method admits, as limiting cases, the Bayesian LASSO [24] using a strong l 1 -norm shrinkage via Double Exponential priors for → 0 and the Ridge regression [29] using a strong l 2 -norm shrinkage via Normal distribution prior for → 1. By treating as unknown, the procedure can adjust the shrinkage method between l 1 -and l 2 -norms for each PC coefficient in an adaptive, data-based manner.
Remark 2.
Increasing the size of the training data-set (n x , n ξ and n) does not increase the computational cost of running Algorithm 1, significantly. The reason is because the quantities u u, X X and X u, whose computational cost increases with n x , n ξ and n, can be computed offline and before the execution of the algorithm. Therefore, in practice, one need to compute the quantities u u, X X and X u only once before the execution of Algorithm 1, so that large values of n x , n ξ and n cannot increase significantly the computational cost.
Evaluation
Given the likelihood model in (10), we can consider an estimator for the stochastic solution as:
Consequently, 1 the solution mean, μ(x), is evaluated as: (23) the solution variance, σ 2 (x), is evaluated as: (24) and the solution covariance, C (x, x ), is evaluated as:
where u = χ (x; ξ) + and u = χ (x ; ξ) + according to the formalism in (8) The proposed method is fully Bayesian. As such, inference about all the unknown quantities of the gPC expansion can be performed via the associated posterior distributions while prediction about solutions at new input values given the training data-set is performed via the predictive distribution. In what follows, we describe how the output of the MSP procedure can be used to perform estimation, inference and prediction with the truncated gPC expansion in the Bayesian framework. We consider two fully Bayesian approaches: the Bayesian model averaging [26] and the median probability model [4] .
The Bayesian model average based evaluation
The evaluation of the expansion can be performed by Bayesian model averaging (BMA) [26] if the predictive ability of the gPC expansion is of main interest. In the gPC context, BMA accounts for uncertainty about the significant basis functions by combining inferences from different gPC configurations and weighting them according to the associated posterior inclusion probabilities. Compared to other methods that assume a single gPC configuration by selecting a fixed subset of possibly significant basis functions, BMA presents optimal predictive performance [26, 38] . 
We consider a Gibbs sample {(γ (t) , c (t) , σ 2,(t) , . . .)}
It is worth noting that estimates for μ (gPC) (x) , g a (x) and u (gPC) (x; ξ) can be computed equivalently by using the sufficient statistics ĉ := (ĉ a,b ; a ∈ A, b ∈ B) in Eqs. (23), (6) and (22) 
Median probability model based evaluation
The gPC expansion may need to be evaluated based on a single combination of significant basis functions if there is interest in recovering a sparse (or parsimonious) representation of the stochastic solution. A suitable probabilistic basis selection mechanism is that of the median probability model (MPM) [4] , which is mostly used for variable selection in Bayesian regression models. Barbieri and Berger [4] provide theoretical results showing that MPM leads to optimal Bayesian predictive model selection (namely close to BMA) under conditions, and suggest that MPM may be successful even when these conditions are not met. In the gPC context, MPM refers to the gPC that includes only the basis functions associated with marginal inclusion posterior probabilities greater than 0.5. . According to the MPM rule, the inclusion parameters are estimated as γ
It is reasonable to consider that significant scalar coefficients {c a,b } are those that correspond to non-zero inclusion parameters {γ a,b }, significant PC coefficients {g a (·)} are those that have at least one significant scalar coefficient {c a,b } and thus significant PC bases {ψ a (·)} are those that correspond to significant PC coefficients {g a (·)}. This allows the recovery of possible sparse structures in both stochastic and spatial domains, without loosing in accuracy.
For a chosen gPC configuration according to the MPM rule, inference about the unknown quantities of interest can be performed using the part of Gibbs sample which corresponds to the significant subset of basis functions, namely {t = 
Numerical examples
We assume that interest lies in the representation of the solution u(x; ξ) of the 1D elliptic SPDE:
where The proposed Bayesian method is demonstrated on a tractable 1-dimensional scenario, while its performance is tested on two intractable high-dimensional scenarios with 14 and 40 dimensions in random input. Under the proposed gPC formulation, we compare the MSP procedure with the Bayesian compressive sensing (BCS) [31] , l 1 -minimization (l 1 -min) [17] and Bayesian elastic net (BEN) [25] by applying them on the linear system (9). BCS and l 1 -min have been recently proposed in the gPC context by Sargsyan et al. [48] and Doostan and Owhadi [17] ; Yang and Karniadakis [62] for evaluating the gPC expansion at only a fixed spatial point, while BEN, another Bayesian procedure, is used for the first time in the gPC context here.
As measures of performance, we use the relative error of the solution mean (μ; x) := |1 −μ σ (x) |, following Doostan and Owhadi [17] ; Yang and Karniadakis [62] . Given a test data-set
, for n x = 101 and n ξ = 200, the performance is measured globally by the total relative error of
One-dimensional example: case [1D]
The diffusion coefficient in SPDE (26) is assumed to be a(x; ξ) = a(ξ ) = 1 + 0.5ξ , where ξ is distributed according to U(−1, 1) and d x = 1. This leads to a tractable exact solution u(x; ξ) =
We wish to represent the solution of the SPDE as a gPC expansion with PC degree p ξ = 80 and p x = 15. However, an MC sample of only n x = 5 and n ξ = 20 system realizations is assumed to be available. Here, the solution is sparse in stochastic domain because C-I, C-II & C-III are satisfied, and in spatial domain because the solution is a 2nd order polynomial with respect to x. We apply the MSP procedure where the Gibbs sampler (Algorithm 1) runs for 2 · 10 5 iterations, of which the first 10 5 are discarded as burn-in.
The inclusion posterior probabilities are presented in Fig. 1(a) and the significant scalar coefficients, selected according to the MPM rule, are presented in Fig. 1(d) . We observe that the proposed method has recovered a sparse representation both in stochastic and spatial domains. According to the MPM rule, 6 significant PC coefficients were selected. For each significant PC coefficient, 2 spatial bases, the 0th and the 2nd, were selected as significant. These two spatial bases can recover the solution completely in the spatial domain because the solution is a 2nd degree polynomial with respect to x. Therefore, in this case, the proposed method -based on the MPM rule -managed to select a minimal subset of significant spatial bases. In Fig. 1(d) , we observe that the absolute values of the scalar coefficients reduce with the order of the associated PC bases.
The estimation of the solution u(x; ξ) as functions of x and ξ , and the associated standard error, are represented in Figs. 2(a) and 2(b) . We observe that the stochastic solution is satisfactorily recovered with standard error small in value (< 2e-6) and smooth over the input domain. The proposed method is able to produce 'interval' estimates and predictions.
The predictive distribution of the solution u := u(x = 0.5; ξ = ξ ) at given new random input values of interest in the range ξ ∈ (−1, 1) and spatial input value at x = 0.5, is presented in Fig. 2(c) in log scale. We observe that the predictive density of the solution is quite narrow (Fig. 2(c) ) indicating small predictive error at given input values (x = 0.5; ξ = ξ ) of interest. Figs. 3(a) , 3(j), 3(g) and 3(d) plot the estimates and associated 95%-CI for the solution statistics and PC coefficients as functions of x. So, the proposed Bayesian method can quantify uncertainty about the expansion itself as well, compared to existing compressive sensing methods in gPC [17, 62] . No visual difference regarding the estimates is observed between the results obtained by MSP-BMA and MSP-MPM since the corresponding lines are very close to each other.
Figs. 4(a) and 4(b) offer a comparison of the proposed MSP procedure against BEN, l 1 -min and BCS with respect to the relative errors of the solution mean and standard deviation as functions of x. We observe that the relative errors of MSP and BEN are smooth and constant with x while those of l 1 -min and BCS present some bumps. This shows that the former methods, which perform a probabilistic basis selection, have selected more suitable spatial bases (0th and 2nd), as significant, and more accurately estimated the coefficients than the latter ones, which mainly shrink all of the coefficients toward zero. In this example, we observe that under the proposed gPC formulation, MSP and BEN provide results with similar relative errors uniformly over the spatial domain. Figs. 5(a), 5(d) and 5(g) present the total relative errors of the solution statistics and mspe. The basis selection approaches (MSP, BEN) presented better performance than the compressive sensing approaches l 1 -min and BCS, regarding the (μ). We observe that the (σ ) of MSP is slightly smaller than that of BCS. In this simple problem, the total relative errors of MSP and BEN are be close in value. We observe that, in the gPC context, the MSP-MPM results in small relative errors and mspe that are close in value to those of MSP-BMA. This indicates that the MPM-based evaluation is suitable for recovering a sparse representation of the solution in both stochastic and spatial domains without a significant loss in accuracy. 
High-dimensional example: cases [14D] & [40D]
We assume that the diffusion coefficient α(x; ξ) is not available in closed form but modeled by a K-L expansion that uses the d ξ largest eigenvalues and eigenfunctions of covariance kernel
the correlation length that dictates the decay of the spectrum of α(x; ξ).
We collect an MC sample by performing system realizations of the SPDE (26) that use the deterministic solver in [62] . worth noting that, in the [40D] case, the PC bases associated to random dimensions between 23rd and 40th were found to be statistically non-significant and so those random dimensions are statistically not important ( Fig. 1(f) ). The proposed gPC formulation in the Bayesian framework can provide detailed information regarding the sparsity of the solution in both stochastic and spatial domains. For instance, in Figs. 1(e) and 1(f) we observe that the sparsity in the spatial domain among different PC coefficients (or random input dimensions) varies. In fact, higher-order PC coefficients appear to be more sparse than the lower-order ones. Moreover, we observe that higher-order PC coefficients (associated with random input interactions) tend to be adequately modeled by lower-degree polynomials. Given that PC coefficients reflect the effect of the associated PC bases (or random input dimensions) on the solution as functions of the spatial input, we observe that smaller-scale variation with respect to ξ , captured by higher-order PC bases, changes in a smooth manner over the spatial domain. This indicates that the solution is relatively smooth regarding x and ξ .
Interval estimation for the solution statistics and the PC coefficients can be performed. For representation purposes, the estimates and associated 95%-CI for the solution mean, standard deviation, covariance and PC coefficients are plotted over the spatial input domain in Figs. 3(b [62, 17] , which is that the PC coefficients and statistics of the gPC expansion can be recovered over the whole spatial domain at once, allowing results to be obtained at any spatial input value without the need to repeat the MC case. MSP appears to present better performance than BEN due to its ability to directly address non-homogeneous group sparsity for different PC coefficients (or random input dimensions). We observe that MSP (both BMA and MPM) outperforms l 1 -min and BCS possibly because different PC coefficients present different sparsity in the spatial domain (as displayed in Figs. 1(e) and 1(f)) and so different penalization shrinkage is required for each. Moreover, the probabilistic basis selection procedures (MSP, BEN) seem to outperform the standard compressive sensing (l 1 -min, BCS) algorithms. Thus, we observe empirically that the probabilistic basis selection approach provides a preferable mechanism for choosing significant basis functions compared to those of standard compressive sensing algorithms that mainly shrink all of the coefficients to zero. Although outperformed by MSP-BMA that accounts for uncertainty about bases significance, MSP-MPM results in mspe and relative errors that are small in value and close to those of MSP-BMA in spite of the omission of basis functions.
The relative errors for the solution mean and standard deviation, in log scale, are reported as functions of spatial input variable in Figs We study the performance of the proposed method, in [40D] cases: (i) for an increasing number of MC samples n ξ ∈ (200, 800) but a fixed number of spatial points n x = 11 and (ii) for an increasing number of spatial points n x ∈ (10, 50) but a fixed number of MC samples n ξ = 300 (Fig. 6) . We compare the proposed methodology that involves modeling the PC coefficients as a series of Legendre bases and using (MSP, BEN, l 1 -min, BCS) against a 2-stage MC approach that involves evaluating the solution statistics at each spatial point individually and interpolating them over the spatial domain. Figs. 6(a), 6(b), 6(d) and 6(e) show that the proposed Bayesian method outperforms the 2-stage MC approach in terms of the total relative errors of the solution mean and standard deviation. When the gPC expansion is evaluated under the proposed gPC formulation (7), we observe that the accuracy of the expansion and its statistics improve as n ξ and n x increase with respect to the measures of performance considered (Fig. 6 ). This behavior is even more striking in Figs. 6(b), 6 (e), 6(c) and 6(f) that show the decrease of (σ ) and mspe as n ξ and n x increase. Given the proposed gPC formulation (7), Fig. 6 shows that MSP produces better results for the evaluation of the expansion and its statistics than BEN, BCS and l 1 -min as n ξ and n x increase. Possibly, this is due to the MSP procedure's ability to consider heterogeneous sparsity in the spatial domain among different PC coefficients which are included in the estimator. In Figs. 6(c) and 6(f), we observe that MSP outperforms the other algorithms under comparison in terms of mspe. Moreover, the mspe from MSP decreases quicker than those from the other algorithms under comparison as n ξ and n x increases.
Conclusions and future work
For the first time, in the gPC context, we proposed a new fully Bayesian method to efficiently obtain the spectral representation of a spatial random field, which can conduct spatial-stochastic basis selection and evaluation of gPC expansions when the number of the available basis functions is significantly larger than the size of the training data-set. Hence, the gPC expansion is suitable for repeated use to obtain results economically at any new spatial input values without repeating the MC sampling or the algorithm to evaluate the expansion that existing compressive sensing methods in gPC require. We developed a fully Bayesian stochastic procedure, called mixed shrinkage prior (MSP) able to perform both basis selection and coefficient evaluation simultaneously. In general lines, the proposed methodology, we suggested, involves reformulating the traditional gPC expansion by modeling the PC coefficients as a series of basis functions and performing stochastic basis selection and evaluation of the coefficients by using our newly developed Bayesian MSP procedure. The method allows the recovery of possible sparse structures of the solution in stochastic and spatial domains. Due to its Bayesian nature, it is more informative than traditional l 1 -min approaches since it quantifies the uncertainty about significant bases and provides interval estimation via the associated posterior distributions. In addition, the MSP procedure developed can address heterogeneous sparsity in the spatial domain for different random input dimensions by compromising between LASSO and Ridge regressions suitably.
The good performance of our method was exploited through applications to elliptic SPDEs with high-dimensional random diffusion coefficients, where the sparsity of the solution in the stochastic domain was guaranteed. We observed that the proposed method recovered a sparse representation of the solution in both stochastic and spatial domains adequately. Compared to a 2-stage MC method that performs evaluation of the solution statistics at several locations and interpolation of them over the spatial domain, the proposed Bayesian method presented more accurate results. Our empirical comparison showed that the proposed Bayesian MSP procedure is preferable to other existing algorithms under comparison, with respect to the measures of performance considered, especially in scenarios where PC coefficients present heterogeneous sparsity in the spatial domain for different random input dimensions.
Future work can focus on whether it is possible to reduce the number of available basis functions {θ b (·)ψ a (·); (a, b) ∈ A × B} for the gPC expansion (7) by applying a truncation rule before performing the MSP procedure and without increasing the truncation error significantly. In fact, our examples imply that higher-order PC coefficients may be sparser in the spatial domain and adequately approximated by lower-degree polynomial series. The proposed method can be possibly extended to consider discontinuity by using binary tree partitioning [12, 33] or capture smaller-scale variations, unexplained by the gPC part, by modeling the total truncation error term as a Gaussian process [42, 8] . We believe that the former can lead to simpler gPC expansions while the latter can improve the estimates. This is ongoing work and the results will be presented in future publications. where the calculations for (13) , (14), (15), (16), (17) , and (12) are straightforward, and the same as those of the standard Bayesian Ridge and LASSO regressions using slap-and-spike priors [20, 24] . This is because the case (η a = 1, & γ a,b = 1) leads to the standard Bayesian Ridge regression using slap-and-spike priors, while (η a = 0, & γ a,b = 1) leads to the standard LASSO regressions using slap-and-spike priors.
