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Abstract
In this work, we introduce interactive struc-
ture search, a generic framework that encom-
passes many interactive learning settings, both
explored and unexplored. We show that a
recently developed active learning algorithm
of Tosh & Dasgupta (2017) can be adapted for
interactive structure search, that it can be made
noise-tolerant, and that it enjoys favorable con-
vergence rates.
1. Introduction
The standard approaches to learning structures from data
generally do not incorporate human interaction into the
learning process. Typically, a data set is collected and la-
beled, if appropriate, and an algorithm is run to find the
structure that best fits the data. Interactive structure learn-
ing, by contrast, adaptively solicits feedback from a human
(or other information source) during the structure learning
process. The hope is that by incorporating interaction into
the learning process, we can learn higher quality structures
with potentially less data or lower computational costs.
Recently, there has been interest in designing algo-
rithms for interactive structure learning. Some works
have attacked this problem in broad generality, design-
ing algorithms that are capable of interactively learn-
ing a broad class of structures (Tosh & Dasgupta, 2018;
Emamjomeh-Zadeh & Kempe, 2017). Others have de-
signed structure-specific interactive learning algorithms
in a variety of settings, including flat and hierarchical
clustering (Wagstaff & Cardie, 2000; Awasthi et al., 2014;
Ashtiani et al., 2016; Vikram & Dasgupta, 2016), topic
modeling (Hu et al., 2014; Lund et al., 2017), and matrix
completion (Krishnamurthy & Singh, 2014). In all of these
works, the ultimate goal is to find the structure that a user
has in mind, and the algorithms are designed around this
objective.
However, it is not always the case that users of interactive
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learning algorithms are primarily interested in obtaining
high-quality estimates of a particular structure. Consider
the setting of drug discovery, where there are n cell lines
and p drugs under consideration, along with some low-rank
matrix A ∈ Rn×p, where the entry Aij corresponds to the
survival rate of the ith cell line when exposed to drug i. Ini-
tially, all the entries of A are unknown, and an experiment
must be run to observe an entry. The goal in the drug dis-
covery setting is to find the columnAj that best meets some
criteria, measured by a score function s : Rp → R, while
running as few experiments as possible. In this setting, al-
though the drug that we select may depend on our estimate
of A, our primary interest is not in obtaining a high-quality
estimate of A, rather we only care about finding a good
drug.
In this work, we introduce interactive structure search, a
general framework that encompasses both traditional in-
teractive structure learning as well as other scenarios that,
like the drug discovery setting, have objectives that devi-
ate from the estimation problem. We also demonstrate that
there is a natural, general-purpose interactive search algo-
rithm, and we give guarantees on its consistency and con-
vergence rates, even in the presence of noise.
2. Interactive structure search
In this section we define the interactive structure search
task.
2.1. Structure decompositions
Denote by G the space of structures under consideration,
these could be, for example, binary classifiers, or cluster-
ings of some fixed data set, or low rank n× p matrices. As
in previous work of Tosh & Dasgupta (2018), we will view
each structure in G as a function from a set of fixed atomic
questionsA to a set of potential responses Y . Consider the
following examples.
• Binary classifiers. When G is a collection of classi-
fiers, each atom a ∈ A corresponds to a data point and
Y = {0, 1} is the set of labels.
• Clusterings. If G is a set of clusterings of a collection
of n items, then we may view g ∈ G as the function
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from A =
(
[n]
2
)
to Y = {0, 1}, where g((i, j)) is 1 if
i, j belong to the same cluster in g and 0 otherwise.
• Binary hierarchical clusterings. If G is a set of bi-
nary hierarchies over n items, then we may view g ∈
G as the function from A =
(
[n]
3
)
to Y = {0, 1, 2},
where
g((i, j, k)) =

0 if i, j are clustered before k in g
1 if i, k are clustered before j in g
2 otherwise
• Matrices. If G is a set of n × p matrices, then A =
[n]× [p] and Y = R, and g((i, j)) is the (i, j)-th entry
of the matrix corresponding to g.
• Metrics. If G is a set of metrics over n items, then
A = [n] × [n] and Y = R≥0, and g((i, j)) is the
distance between items i and j in metric G.
We will also assume that there is some distribution D over
A. In the case of classifiers, D is the data distribution. For
clusterings over a fixed collection of items or matrices of a
fixed size, a reasonable choice for D would be the uniform
distribution overA.
2.2. Structure distances
We are interested in settings where the goal is not to recover
a particular structure but rather to recover some aspect of
that structure. We capture this objective in the form of a
structure distance d : G × G → R≥0. If g
∗ ∈ G is some
ground-truth structure, then our objective is to find a struc-
ture g ∈ G such that d(g∗, g) is small. To see the flexibility
of this approach, consider the following examples.
• Low-error classifiers. If our objective is to find a
classifier with low error, then we make take our dis-
tance to be
d(g, g′) = Pra∼D(g(a) 6= g
′(a)).
This is the standard classification distance used in ac-
tive learning. More generally, this is the distance used
for interactive structure learning in (Tosh & Dasgupta,
2018).
• Cluster identification. In some clustering situations,
there is some particular node of interest i∗, and our
goal is to find the cluster to which i∗ belongs. In this
case, we can take our distance function as
d(g, g′) =
|C(g, i∗)∆C(g′, i∗)|
|C(g, i∗) ∪ C(g′, i∗)|
where ∆ denotes symmetric difference between sets
and C(g, i) = {j ∈ [n] : g((i, j)) = 1}.
• Column selection. If our goal is to find the best col-
umn of an n × p matrix as measured by some score
function s : Rn → R, then we might define our dis-
tance as
d(g, g′) = max{s(g(·, jg))− s(g(·, jg′)),
s(g′(·, jg′))− s(g
′(·, jg))}
where g(·, j) denotes the jth column of g and jg =
argmax
j
s(g(·, j)).
• Exact structure identification. If G is finite and our
goal is to exactly identify a structure g∗, then we might
take
d(g, g′) = 1[g 6= g′]
where 1[·] is the indicator function.
Thus, the structure distance is a flexible way to encode ob-
jectives into the structure search problem. Through the re-
mainder of the paper, we assume that we have such a dis-
tance d(·, ·), that our objective is to find a g ∈ G satisfying
d(g, g∗) < ǫ for some ǫ > 0, and that we can efficiently
compute d(g, g′) for any two structures g, g′ ∈ G. We will
also assume that d(g, g′) ≤ 1, which can be achieved with
an appropriate normalization.
2.3. The average splitting index
Given a set of structures G and a suitable distance func-
tion, how should we go about finding a structure with
low distance to the ground truth? One approach, which
Tosh & Dasgupta (2017) proposed for the realizable binary
classification setting, is to try to find a distribution over G
such that the structures are close to g∗ on average. We take
up their approach again here in our more general and po-
tentially noisy setting.
Let π be some probability measure over G. Define the av-
erage diameter of π as
avg-diam(π) = Eg,g′∼π[d(g, g
′)].
The following result shows that if one can find a distribu-
tion π with low average diameter that puts sufficient mass
on a target structure g∗, then one can readily find a structure
with small distance to g∗ by random sampling.
Lemma 1 (Lemma 1 of Tosh & Dasgupta (2017)). Pick
g∗ ∈ G and let π be a distribution over G, then
Eg∼π [d(g, g
∗)] ≤
avg-diam(π)
π(g∗)
.
Lemma 1 reduces the problem of finding a structure close
to g∗ to that of finding a low average diameter distribution
π, provided we can sample from it. Thus, we are interested
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in atomic questions whose answers help us find distribu-
tions with low average diameter. This motivates the con-
cept of average splitting. For a given subset V ⊂ G, let
π|V denote the restriction of π to V , that is
π|V (g) =
π(g)1[g ∈ V ]
π(V )
.
For a given atomic question a ∈ A and possible response
y ∈ Y , let Gya = {g ∈ G : g(a) = y}. For any a ∈ A, we
say that a ρ-average splits π if
max
y
π(Gya )
2avg-diam(π|Gya ) ≤ (1−ρ)avg-diam(π). (1)
Additionally, we say that π is (ρ, τ)-average splittable if
Pra∼D (a ρ-average splits π) ≥ τ.
Finally, we say that G has average splitting index (ρ, ǫ, τ)
if any distribution π over G satisfying avg-diam(π) > ǫ is
(ρ, τ)-average splittable.
Given an efficient sampler for π, we can estimate all of
the relevant quantities in equation (1) via Monte Carlo
approximations. For a sequence of structure pairs E =
({g1, g
′
1}, . . . , {gn, g
′
n}) ∈ G
2×n, define
ψ(E) =
n∑
i=1
d(gi, g
′
i).
When the structure pairs gi, g
′
i are drawn i.i.d. from π, the
following identities hold for any a ∈ A and y ∈ Y .
1
n
E[ψ(E)] = avg-diam(π)
1
n
E[ψ(Eya )] = π(G
y
a )
2avg-diam(π|Gya )
Where we define Eya = {(g, g
′) ∈ E : g(a) = y =
g′(a)}.
In the case where G is a binary hypothesis class with
average splitting index (ρ, ǫ, τ), Tosh & Dasgupta (2017)
gave a simple algorithm that can efficiently find a query
to O(ρ)-average split any distribution π with average di-
ameter ǫ while sampling O˜(1/(ǫρ2) + 1/avg-diam(π)2)
structures from π. In Algorithm 2, we present an algo-
rithm based on inverse sampling (Haldane, 1945) that en-
joys the same guarantees in our more general setting while
sampling fewer structures.
Lemma 2. Pick α > 0. If SELECT is run with atoms
a1, . . . , am, one of which ρ-average splits π, then with
probability 1−δ, SELECT returns a data point that (1−α)ρ-
average splits π while drawing no more than
12
α2(1 − α)ρ avg-diam(π)
log
m+ |Y|
δ
pairs of hypotheses in total.
The proof of Lemma 2 is deferred to the appendix.
3. Diameter-based structure search
The approach of Tosh & Dasgupta (2017) in the noiseless
and realizable binary classification setting was to maintain
a distribution πt over all structures that are consistent with
the feedback observed so far. In our setting, this corre-
sponds to updating the distribution as
πt(g) ∝ πt−1(g)1[g(at) = yt] (2)
after querying at and receiving label yt.
In this work, we want to be able to handle settings where
our measurements or responses are noisy or inconsistent
with a ground-truth structure. Thus, we consider a ‘softer’
posterior update:
πt(g) ∝ πt−1(g) exp(−β1[g(at) 6= yt]) (3)
where β > 0 is some parameter corresponding roughly to
our confidence in the accuracy of the responses. Note that
by taking β →∞, we recover the update in equation (2).
The update in equation (3) has been shown to enjoy favor-
able guarantees for active learning strategies that attempt
to shrink π-mass (Nowak, 2011; Tosh & Dasgupta, 2018).
We will show that it also works well for our algorithm, ND-
BAL, which attempts to shrink the average diameter. The
full algorithm for NDBAL is displayed in Algorithm 1.
3.1. Consistency
In what follows, we will make the simplifying assumption
that A is some large, but finite space. Since structures in
G are identifiable by their responses to elements of A, this
implies that G is also finite. This assumptionwill be relaxed
later when we study fast rates of convergence.
Our goal in this section is to demonstrate consistency of
NDBAL. In our context, we will take this to mean
lim
t→∞
Eg∼πt [d(g, g
∗)] = 0
almost surely, where g∗ ∈ G is some ground truth structure.
Notice that at each time t, the random outcomes consist of
the atom at presented to the user as well as the response yt
to at. Let Ft denote the sigma-field of all outcomes up to
and including time t.
In order to demonstrate consistency, we will need to make
a few assumptions on our problem set up. Our first as-
sumption will be that any two structures with positive dis-
tance ought to be distinguished with positive probability by
a random atom.
Assumption 1. For any g, g′ ∈ G such that d(g, g′) > 0,
we have Pra∼D(g(a) 6= g
′(a)) > 0.
We will also need to make an assumption on the typical re-
sponses provided by a user. Let η(y | a) denote the condi-
tional probability that a user provides response y to atomic
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Algorithm 1 NDBAL
Input: Prior distribution over G, β > 0
Initialize πo = π
for t = 1, 2, . . . do
Drawm atomic questions a = (a1, . . . , am)
Query a = SELECT(π, a) and receive label y
πt(g) ∝ πt−1(g) exp (−β1[g(a) 6= y)])
end for
return Posterior πt
Algorithm 2 SELECT
Input: Distribution π, atoms a1, . . . , am, and ǫ, δ ∈ (0, 1)
Set N = 6(2+ǫ)ǫ2 ln
m+|Y|
δ , T = 0, S
ai,y
0 = 0
for T = 1, 2, . . . do
Draw g, g′ ∼ π and compute for all ai, y:
Sai,yT = S
ai,y
T−1 + d(h, h
′)(1− 1[g(ai) = y = g
′(ai)])
If ∃ai s.t. S
xi,y
T ≥ N for all y ∈ Y , halt and return ai.
end for
question a. We will require that when we query an atomic
question, the most likely response we observe is the true
label.
Assumption 2. There exists g∗ ∈ G and λ > 0 such that
η(g∗(a) | a) ≥ η(y | a) + λ for any a ∈ A and y 6= g∗(a).
In the setting where G is a collection of binary classifiers,
Assumption 2 is equivalent to Massart’s bounded noise
condition (Awasthi et al., 2015).
Our analysis will focus on the behavior of the potential
function avg-diam(πt)/πt(g
∗). Note that by Lemma 1, this
potential function has the lower bound
Eg∼πt [d(g, g
∗)] ≤
avg-diam(πt)
πt(g∗)
.
Thus, demonstrating that this potential function goes to 0
almost surely implies consistency. The following lemma,
whose proof is deferred to the appendix, demonstrates that
under Assumption 2, a related potential function is guaran-
teed to decrease in expectation.
Lemma 3. Pick k ≥ 2. Suppose Assumption 2 holds and
β ≤ λ/(2 + 2k2). If we query an atom at that ρ-average
splits πt−1, then in expectation over the randomness of the
user’s response, we have
E
[
avg-diam(πt)
πt(g∗)k
∣∣∣∣Ft−1, at] = (1−∆) avg-diam(πt−1)πt−1(g∗)k
where ∆ ≥ ρλβ/2.
Lemma 3 tells us that at each round, our potential func-
tion decreases in expectation, for an appropriate choice of
β. However, this does not tell us how avg-diam(πt) and
πt(g
∗) behave individually. The following lemma, whose
proof appears in the appendix, shows that 1/πt(g
∗) is well-
behaved.
Lemma 4. Pick k ≥ 1. Suppose Assumption 2 holds and
β ≤ λ/k. Then for any query at, we have
E
[
1
πt(g∗)k
| Ft−1, at
]
≤
1
πt−1(g∗)k
.
The following lemma, whose proof appears in the ap-
pendix, demonstrates that we can lower bound the expected
splitting of the data points chosen by DBAL.
Lemma 5. If Assumption 1 holds, then there is a con-
stant c > 0 such that for every round t, DBAL chooses
a point that ρt-average split πt satisfying E[ρt | Ft−1] ≥
c
log 1
avg-diam(pit)
.
We are now ready to prove consistency of DBAL.
Theorem 6. If Assumption 2 holds, β ≤ λ/10, and
π1(g
∗) > 0, then Eg∼πt [d(g, g
∗)]→ 0 almost surely.
Proof. LetXt = avg-diam(πt) and Yt = 1/πt(g
∗)2. Since
β ≤ λ/10, Lemmas 3 and 5, together with the inequality
x/ log(1/x) ≥ x2 for x ∈ (0, 1), imply
E[XtYt | Ft−1] ≤ Xt−1Yt−1 − cX
2
t−1Yt−1 (4)
for some constant c > 0. Since XtYt and Yt are positive
supermartingales, we have that XtYt → Z and Yt → Y
for some random variables Z , Y almost surely. Moreover,
since Yt, Y ≥ 1 almost surely, we have X
2
t Yt → W for
some random variableW almost surely.
Iterating expectations in equation (4) and using the fact that
XtYt ≥ 0, we have
0 ≤ E[XtYt] ≤
avg-diam(π1)
π1(g∗)2
− c
t−1∑
i=1
E[X2i Yi].
In particular, we know limt→∞ E[X
2
t Yt] = 0. By Fatou’s
lemma, this implies
0 ≤ E
[
lim
t→∞
X2t Yt
]
≤ lim
t→∞
E[X2t Yt] = 0.
Thus, we have
lim
t→∞
avg-diam(πt)
2
πt(g∗)2
= lim
t→∞
X2t Yt = 0
almost surely. By the Continuous Mapping Theorem, this
implies
avg-diam(πt)
πt(g∗)
→ 0 almost surely. Since
0 ≤ Eg∼πt [d(g, g
∗)] ≤
avg-diam(πt)
πt(g∗)
,
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we have the theorem statement.
3.2. Convergence rates
We now turn to a setting where there is some fixed error
threshold ǫ > 0, and our goal is to find a distribution πt sat-
isfying Eg∼πt [d(g, g
∗)] < ǫ. The following theorem pro-
vides a bound on the resources that NDBAL requires to find
such a distribution.
Theorem 7. Let ǫ, δ > 0 and ǫo = ǫδπ(g
∗)/4. Suppose
that the user’s feedback satisfies Assumption 2 and G has
average splitting index (ρ, ǫo, τ). If NDBAL is run with β ≤
λ/10, then with probability 1− δ, DBAL encounters a pos-
terior distribution πt satisfying avg-diam(πt)/πt(g
∗)2 ≤ ǫ
before using the following resources:
• T ≤ 8ρλβ(1−β) max
(
ln 1ǫπ(g∗)2 ,
8e2β
ρλβ(1−β) ln
1
δ
)
rounds, with one label requested per round,
• m ≤ 1τ log
2T
δ unlabeled data points drawn per
round, and
• n ≤ O
(
1
ρǫo
log (m+|Y|)Tδ
)
structures sampled per
round.
Proof. From Lemma 4, we know that 1/πt(g
∗) is a positive
supermartingale when β ≤ λ/2. From standard martingale
theory (Resnick, 2013), we have πt(g
∗)2 ≥ δπ(g∗)2/4
with probability at least 1− δ/4.
Conditioned on this event, we have by a union bound
that if we sample m = 1τ log
4T
δ data points at every
round, then with probability 1 − δ/4, one of those data
points will ρ-average split πt for every round in which
avg-diam(πt)/πt(g
∗)2 > ǫ. Conditioned on drawing such
points, Lemma 2 tells us that SELECT terminates with
a data point that ρ/8-average splits πt with probability
1−δ/4 after drawing n hypotheses, for the value of n given
in the statement.
Let us condition on all of these events happening. For
round t define the random variable
∆t = 1−
avg-diam(πt)
πt(g∗)2
·
πt−1(g
∗)2
avg-diam(πt−1)
.
If πt−1 satisfies avg-diam(πt)/πt(g
∗)2 > ǫ, then the query
xt ρ/8-average splits πt−1. By Lemma 3,
E[∆t | Ft−1] ≥
1
8
ρλβ(1 − β).
Now suppose by contradiction that
avg-diam(πt)/πt(g
∗)2 > ǫ for t = 1, . . . , T . Then
we have E[∆1 + . . . + ∆T ] ≥
T
8 ρλβ(1 − β). To see that
this sum is concentrated about its expectation, we notice
that∆t ∈ [1− e
2β , 1] since
e−βπt−1(g) ≤ πt(g) ≤ e
βπt−1(g)
for all g ∈ G which implies
e−2β ≤
avg-diam(πt)
πt(g∗)2
·
πt−1(g
∗)2
avg-diam(πt−1)
≤ e2β .
By the Azuma-Hoeffding inequality (Azuma, 1967;
Hoeffding, 1963), if T achieves the value in the theorem
statement, then with probability 1− δ,
∆1 + · · ·+∆T >
1
2
E[∆1 + · · ·+∆T ]
≥
T
8
ρλβ(1 − β) ≥ ln
1
ǫπ(g∗)2
.
However, this is a contradiction since
ǫ <
avg-diam(πT )
πT (g∗)2
= (1−∆1) · · · (1−∆T )
avg-diam(π)
π(g∗)2
≤ exp (−(∆1 + · · ·+∆T ))
1
π(g∗)2
.
Thus, with probability 1 − δ, we must have encountered
a distribution πt in some round t = 1, . . . , T satisfying
avg-diam(πt)/πt(g
∗)2 ≤ ǫ.
While Theorem 7 does provide rates of convergence, it has
several issues.
(i) The number of structures that we need to sample in
each round depends polynomially on 1/π(g∗). Not
only can this quantity be very large, but we do not a
priori know its value.
(ii) Theorem 7 only guarantees that some posterior we
encounter will satisfy avg-diam(πt)/πt(g
∗)2 < ǫ; in
particular, it does not tell us how to detect which pos-
terior satisfies this property.
(iii) The average splitting index (ρ, ǫo, τ) depends on
π(g∗). In settings where the average splitting index
has been bounded (Dasgupta, 2005; Tosh & Dasgupta,
2017), ρ and τ depend on ǫo, meaning that both the la-
bel and unlabeled complexity grow as π(g∗) shrinks.
Without any further assumptions, issues (i) and (iii) are un-
avoidable even in the noiseless setting. To see why, con-
sider a setting in which our prior only puts mass on two
structures g and g∗ where d(g, g∗) ≈ 1. With access only
to a sampling oracle, detecting that there are two structures
with positive probability mass requires Ω(1/π(g∗)) sam-
ples. Moreover, in this scenario we have
avg-diam(π)/π(g∗) > ǫ/2 → Eg′∼π[d(g
′, g∗)] > ǫ.
Thus, with no further assumptions, we need to incur com-
putational and data complexity costs that depend on π(g∗).
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3.3. Faster convergence rates
As discussed above, when g∗ is completely independent
of our prior π, NDBAL incurs high computational and data
complexity costs. To avoid this, we make an assumption on
the distribution of g∗.
Assumption 3. There exists a λ ≥ 1 and distribution ν
over G such that the true structure g∗ is drawn from ν and
1/λ ≤ ν(g)/π(g) ≤ λ for every g ∈ G.
Assumption 3 is a slight relaxation of the traditional
Bayesian assumption. Here we do not require g∗ to be
drawn from π itself, but rather only that it is drawn from
some distribution that is close to π. This relaxed Bayesian
assumption can be found in the label complexity analysis
of the query-by-committee algorithm (Freund et al., 1997).
Assumption 3 immediately adds more structure to the
problem. In particular, if we receive query/label pairs
(a1, y1), . . . , (at, yt) where the noise level at ai is qi, then
there is a true posterior distribution which takes the form
νt(g) =
1
Ẑt
ν(g) exp
(
−
t∑
i=1
1[g(ai) 6= yi] ln
1− qi
qi
)
where Ẑt is the normalizing constant to make the above
sum to one. Without access to ν and the noise levels qi,
there is no way to compute νt directly. However, we may
still hope that a random draw from our distribution πt is
close to a random draw from νt, i.e. that the quantity
D(πt, νt) = Eg∼πt,g′∼νt [d(h, h
′)]
is small. Thus, our new objective is to show πt satisfies
D(πt, νt) ≤ ǫ after relatively few rounds t.
Unfortunately, Assumption 3 alone is not capable of ensur-
ing that we can run NDBAL efficiently. To see why, suppose
that β is set to some conservatively small value but the true
noise rates of the points we query are very small, say expo-
nentially small. Then after a few queries, our distribution
πt will remain relatively close to π, but the true posterior
νt will differ wildly from ν. Indeed, it may be concentrated
on values that have low probability under πt, which brings
up the same issues from above that we had hoped to avoid.
To avoid this issue, we will consider the noiseless setting.
In this case, we will run NDBAL with β = ∞ and get the
posterior update in equation (2). Within this noiseless and
Bayesian setting, we can relax the requirement that G is
finite. Instead, we will require that G has bounded graph
dimension.
Definition 8. Let S = {a1, . . . , am} be a set of atomic
questions. We say G G-shatters S if there exists f : S → Y
such that for all T ⊂ S, there exists gT ∈ G satisfying
gT (x)
{
= f(x) for all x ∈ T
6= f(x) for all x ∈ S \ T
.
The graph dimension of G is the size of the largest S such
that G G-shatters S.
Given the above, we have the following theorem on the per-
formance of NDBAL.
Theorem 9. Suppose G has average splitting index
(ρ, ǫ/(2λ2), τ) and graph dimension dG. If Assumption 3
holds and the noise rate is zero then with probability
1 − δ, NDBAL terminates with a distribution πt satisfying
D(πt, νt) ≤ ǫ while using the following resources:
(a) T ≤ O
(
dG
ρ log
|Y|λ
ǫτδ
)
rounds with one label per
round,
(b) mt ≤
1
τ log
t2π2
3δ unlabeled data points drawn per
round, and
(c) n ≤ O
(
1
ǫρ log
(m+|Y|)T
δ
)
structures sampled per
round.
The proof of Theorem 9 is deferred to the appendix.
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A. Proofs from Section 2
A.1. Proof of Lemma 2
To prove Lemma 2, we will appeal to the following multiplicative Chernoff-Hoeffding bound due to Angluin & Valiant
(1977).
Lemma 10. LetX1, . . . , Xn be i.i.d. random variables taking values in [0, 1] and letX =
∑
Xi and µ = E[X ]. Then for
0 < β < 1,
(i) Pr(X ≤ (1 − β)µ) ≤ exp
(
−β
2µ
2
)
and
(ii) Pr(X ≥ (1 + β)µ) ≤ exp
(
−β
2µ
3
)
.
The key observation to proving Lemma 2 is that if a ρ-average splits π, then for all y ∈ Y we have
avg-diam(π)− π(Gya )
2avg-diam(π|Gya ) ≥ ρ avg-diam(π).
On the other hand, if a does not ρ-average split π, then there is some y ∈ Y such that
avg-diam(π)− π(Gya )
2avg-diam(π|Gya ) < ρ avg-diam(π).
Moreover, if g, g′ ∼ π, then
E[d(g, g′)(1− 1[g(a) = y = h′(a)]] = avg-diam(π) − π(Gya )
2avg-diam(π|Gya ).
Using these facts, along with Lemma 10, we have the following result.
Lemma 2. Pick α > 0. If SELECT is run with atoms a1, . . . , am, one of which ρ-average splits π, then with probability
1− δ, SELECT returns a data point that (1− α)ρ-average splits π while drawing no more than
12
α2(1 − α)ρ avg-diam(π)
log
m+ |Y|
δ
pairs of hypotheses in total.
Proof. Define T a,yN = inf{n : S
a,y
T ≥ N}. Recalling that S
a,y
n =
∑n
i=1 d(gi, g
′
i)(1−1[gi(a) = y = g
′
i(a)]), we have the
following relationship between T a,yN and S
a,y
n .
Pr(T a,yN ≤ n) = Pr(S
a,y
no ≥ N for some no ≤ n) ≤ Pr(S
a,y
n ≥ N)
Pr(T a,yN > n) = Pr(S
a,y
no < N for all no ≤ n) = Pr(S
a,y
n < N)
Now let a∗ be the atom that ρ-average splits π. Then for all y ∈ Y , we have
Pr
(
T
(a∗,y)
N >
N
(1 + ǫ/2)(1− ǫ)ρ avg-diam(π)
)
≤ exp
(
−
Nǫ2(1 + ǫ)2
8(1− ǫ(1 + ǫ)/2)
)
.
On the other hand we know for any data point a that does not (1− ǫ)ρ-average split π, there is some y ∈ Y such that
Pr
(
T
(a,y)
N ≤
N
(1 + ǫ/2)(1− ǫ)ρ avg-diam(π)
)
≤ exp
(
−
Nǫ2
12(1− ǫ/2)
)
.
Taking a union bound over Y and all the a’s, we have
Pr (we choose ai that does not (1− ǫ)ρ-average split π) ≤ |Y| exp
(
−
Nǫ2
4(2− ǫ)
)
+m exp
(
−
Nǫ2
6(2 + ǫ)
)
.
By our choice ofN , this is less than δ.
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B. Proofs from Section 3
B.1. Proof of Lemma 3
Lemma 3. Pick k ≥ 2. Suppose Assumption 2 holds and β ≤ λ/(2 + 2k2). If we query an atom at that ρ-average splits
πt−1, then in expectation over the randomness of the user’s response, we have
E
[
avg-diam(πt)
πt(g∗)k
∣∣∣∣Ft−1, at] = (1−∆) avg-diam(πt−1)πt−1(g∗)k
where ∆ ≥ ρλβ/2.
Proof. To simplify notation, take π = πt−1. Suppose that we query a ∈ A. Enumerate the potential responses as
Y = {y1, y2, . . . , ym}. The definition of average splitting implies that there exists a symmetric matrix R ∈ [0, 1]
m×m
satisfying
• Rii ≤ 1− ρ for all i,
•
∑
i,j Rij = 1, and
• Rij avg-diam(π) =
∑
g∈G
yi
a ,g′∈G
yj
a
π(g)π(g′)d(g, g′).
Let us assume w.l.o.g. that g∗(a) = y1. Define the quantity
Qia := π(G
yi
a ) + e
−β
∑
j 6=i
π(Gyja ) = π(G
yi
a ) + e
−β(1− π(Gyia )) ≤ 1.
We now derive the form of avg-diam(πt). In the event that yt = i, we have
avg-diam(πt) =
∑
h,h′∈H
πt(h)πt(h
′)d(h, h′)
=
(
1
Qia
)2 ∑
g,g′∈G
yi
a
π(g)π(g′)d(g, g′) + 2e−β
∑
j 6=i
∑
g∈G
y1
a ,g′∈G
yj
a
π(g)π(g′)d(g, g′)
+e−2β
∑
j 6=i,k 6=i
∑
g∈G
yj
a ,g′∈G
yk
a
π(g)π(g′)d(g, g′)

=
(
1
Qia
)2Rii + 2e−β∑
j 6=i
Rij + e
−2β
∑
j 6=i,k 6=i
Rjk
 avg-diam(π)
=
(
1
Qia
)2Rii + 2e−β∑
j 6=i
Rij + e
−2β
1−Rii − 2∑
j 6=i
Rij
 avg-diam(π)
=
(
1
Qia
)2e−2β + (1− e−2β)Rii + 2(e−β − e−2β)∑
j 6=i
Rij
 avg-diam(π)
We can also derive the form of 1
πt(g∗)k
.
1
πt(g∗)k
=

(
Q1a
π(g∗)
)k
if yt = y1(
Qia
e−βπ(g∗)
)k
if yt = yi 6= y1
Diameter-based interactive structure search
Denoting η(yi|a) = γi and assuming w.l.o.g. that γ1 > γ2 ≥ γ3 ≥ · · · , we have
∆t :=
π(g∗)k
avg-diam(π)
· E
[
avg-diam(πt)
πt(g∗)k
]
= γ1(Q
1
a)
k−2
e−2β + (1− e−2β)R11 + 2(e−β − e−2β)∑
j 6=1
R1j

+
∑
i≥2
γi(Q
1
a)
k−2ekβ
e−2β + (1− e−2β)Rii + 2(e−β − e−2β)∑
j 6=i
Rij

≤ (1− γ1)e
(k−2)β + γ1
e−2β + (1− e−2β)R11 + 2(e−β − e−2β)∑
j 6=1
R1j

+ γ2
(ekβ − e(k−2)β)∑
i≥2
Rii + 2(e
(k−1)β − e(k−2)β)
∑
i≥2
∑
j 6=i
Rij

≤ (1− γ1)e
(k−2)β + γ1(1 − e
−2β)R11 + γ2(e
kβ − e(k−2)β)
∑
i≥2
Rii
+
(
γ1(e
−β − e−2β) + γ2(e
(k−1)β − e(k−2)β)
)1−∑
i≥1
Rii

Using the inequalities 1+x ≤ ex ≤ 1+x+x2 for |x| ≤ 1 and Assumption 2, we can verify that the following inequalities
hold for our choice of β:
γ2(e
kβ − e(k−2)β) ≤ γ1(e
−β − e−2β) + γ2(e
(k−1)β − e(k−2)β) ≤ γ1(1− e
−2β)
(1− γ1)e
(k−2)β + γ1(1 − e
−2β) ≤ 1
γ1(1− e
−β) + γ2(e
(k−1)β − e(k−2)β) ≤ −βλ/2
Using our restrictions on the structure of R, the above inequalities imply
∆t ≤ (1− γ1)e
(k−2)β + (1− ρ)γ1(1− e
−2β) + ρ
(
γ1(e
−β − e−2β) + γ2(e
(k−1)β − e(k−2)β)
)
= (1− γ1)e
(k−2)β + γ1(1− e
−2β) + ρ
(
γ1(1− e
−β) + γ2(e
(k−1)β − e(k−2)β)
)
≤ 1 + ρ
(
γ1(1− e
−β) + γ2(e
(k−1)β − e(k−2)β)
)
≤ 1− ρλβ/2
B.2. Proof of Lemma 4
Lemma 4. Pick k ≥ 1. Suppose Assumption 2 holds and β ≤ λ/k. Then for any query at, we have
E
[
1
πt(g∗)k
| Ft−1, at
]
≤
1
πt−1(g∗)k
.
Proof. Suppose we query a at step t. Denote by γi = η(yi | a) and πi = πt−1(G
yi
a ), and assume w.l.o.g that g
∗(a) = y1
and γ1 > γ2 ≥ γ3 ≥ · · · . Then we have
E
[
1
πt(g∗)k
| πt−1(g
∗)
]
=
γ1(π1 + e
−β(1− π1))
k
πt−1(g∗)k
+
∑
i≥2
γi(e
βπi + 1− πi)
k
πt−1(g∗)k
=
1
πt−1(g∗)k
γ1(π1 + e−β(1 − π1))k +∑
i≥2
γi(e
βπi + 1− πi)
k

Diameter-based interactive structure search
Denote the term in parenthesis by∆t. Using the inequalities 1 + x ≤ e
x ≤ 1 + x+ x2 for |x| ≤ 1, for our choice of β we
have
∆t ≤ γ1(π1 + (1− β + β
2)(1− π1))
k +
∑
i≥2
γi((1 + β + β
2)πi + 1− πi)
k
= γ1(1− β(1 − β)(1 − π1))
k +
∑
i≥2
γi(1 + πiβ(1 + β))
k
≤ γ1 exp(−kβ(1 − β)(1 − π1)) +
∑
i≥2
γi exp(kπiβ(1 + β))
≤ γ1(1− kβ(1 − β)(1− π1) + (kβ(1− β)(1 − π1))
2) +
∑
i≥2
γi(1 + kπiβ(1 + β) + (kπiβ(1 + β))
2)
= 1 + kβ
(1 + β)∑
i≥2
γiπi − γ1(1− β)(1 − π1)
+ k2β2
(1 + β)2∑
i≥2
γiπ
2
i + γ1(1− β)
2(1− π1)
2

≤ 1 + kβ(1− π1) (γ2(1 + β) − γ1(1− β)) + k
2β2(1− π1)
2
(
γ2(1 + β)
2 + γ1(1 − β)
2
)
= 1 + kβ(1− π1)
(
β (γ1 + γ2)
(
1 + k(1− π1) + β
2k(1− π1)
)
− (γ1 − γ2)(1 + 2β
2k(1− π1)
)
≤ 1 + kβ(1− π1) (βk − λ) ≤ 1.
B.3. Proof of Theorem 9
For a round t, let Vt denote the version space, i.e. the set of structures consistent with the responses seen so far. Then we
may write
πt(g) =
π(g)1[g ∈ Vt]
π(Vt)
and νt(g) =
ν(g)1[g ∈ Vt]
ν(Vt)
.
Assumption 3 tells us that we have the following upper bound.
D(πt, νt) ≤ λ
2avg-diam(πt).
Thus, the average diameter of avg-diam(πt) is a meaningful surrogate for the objectiveD(πt, νt) in this setting. Moreover,
as the following lemma shows, we can estimate avg-diam(πt) using samples from πt, allowing us to decide when to stop.
Lemma 11. Pick ǫ, δ > 0 and let nt =
48
ǫ log
π2t2
6δ . If at the beginning of each round t, we draw E =
({h1, h
′
1}, . . . , {hnt , h
′
nt}) ∼ πt, then with probability 1− δ
1
nt
ψ(E) >
3ǫ
4
if avg-diam(πt) > ǫ
1
nt
ψ(E) ≤
3ǫ
4
if avg-diam(πt) ≤ ǫ/2
for all rounds t ≥ 1.
The proof of Lemma 11 follows from applying a union bound to Lemma 7 of (Tosh & Dasgupta, 2017).
Recalling the definition of average splitting, we know that if we always query points that ρ-average the current posterior,
then after t rounds we will have
π(Vt)
2avg-diam(πt) ≤ (1− ρ)
tπ(V0)
2avg-diam(π) ≤ e−ρt.
While this demonstrates that the potential function π(Vt)
2avg-diam(πt) is decreasing exponentially quickly, it does not by
itself guarantee that avg-diam(πt) is itself decreasing. What is needed is a lower bound on the factor π(Vt). The following
lemma, which is a generalization of a result due to Freund et al. (1997), provides us with just that, provided that G has
bounded graph dimension.
Lemma 12. Suppose g∗ ∼ ν where ν is a prior distribution over a hypothesis class G with graph dimension dG, and say
|Y| ≤ k. Let c > 0 and a1, . . . , am be any atomic questions, and let V
∗ = {g ∈ G : g(ai) = g
∗(ai) for all i}, then
Pr
(
log
(
1
ν(V ∗)
)
≥ c+ dG log
em(k + 1)
dG
)
≤ e−c.
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To prove this, we need the following generalization of Sauer’s lemma.
Lemma 13 (Corollary 3 of (Haussler & Long, 1995)). Let d,m, k be s.t. d ≤ m. Let F ⊂ {1, . . . , k}m s.t. F has graph
dimension less than d. Then,
|F | ≤
d∑
i=0
(
m
i
)
(k + 1)i ≤
(
em(k + 1)
d
)d
.
Proof of Lemma 12. Let V1, . . . , VN ⊂ G denote the partition of G induced by our atomic questions. Note that if g
∗ ∼ ν,
then the probability V ∗ = Vi is exactly ν(Vi). Let S ⊂ {1, . . .N} consist of all indices i satisfying log
1
ν(Vi)
≥ c+ logN .
Rearranging, we have ∑
i∈S
ν(Vi) ≤ 2
−c ·
|S|
N
≤ 2−c.
From Lemma 13, we have logN ≤ dG log
em(k+1)
dG
, which finishes the proof.
Given the above, we are now ready to prove Theorem 9.
Theorem 9. Suppose G has average splitting index (ρ, ǫ/(2λ2), τ) and graph dimension dG. If Assumption 3 holds and
the noise rate is zero then with probability 1 − δ, NDBAL terminates with a distribution πt satisfying D(πt, νt) ≤ ǫ while
using the following resources:
(a) T ≤ O
(
dG
ρ log
|Y|λ
ǫτδ
)
rounds with one label per round,
(b) mt ≤
1
τ log
t2π2
3δ unlabeled data points drawn per round, and
(c) n ≤ O
(
1
ǫρ log
(m+|Y|)T
δ
)
structures sampled per round.
Proof. If we use the stopping criterion from Lemma 11 with the threshold 3ǫ/4λ2, then at the expense of drawing an extra
O
(
λ2
ǫ log
t2
δ
)
hypotheses per round t, we are guaranteed that with high probability if we ever encounter a round t in which
avg-diam(πt) ≤ ǫ/(2λ
2) then we terminate and we also never terminate whenever avg-diam(πK) > ǫ. Thus if we do ever
terminate at some round t, then with high probability
D(πt, νt) ≤ λ
2avg-diam(πt) ≤ ǫ.
Thus, it remains to be shown that we will encounter such a posterior. Note that if we draw mt ≥
1
τ log
t2π2
3δ unlabeled
points per round, then with high probability one of them will ρ-average split πt if avg-diam(πt) > ǫ/(2λ
2). Conditioned
on this happening, Lemma 2 guarantees that that with high probability SELECT finds a point that ρ/8-average splits πt.
If after T rounds we still have not terminated, then avg-diam(πT ) > ǫ/(2λ
2). However, we also know
π(VT )
2avg-diam(πT ) ≤ e
−ρT/8.
Now suppose that in each round t, we have seen mt unlabeled data points x
(t)
1 , . . . , x
(t)
mt , and define VT∗ = {h ∈ H :
h(x
(t)
i ) = h
∗(x
(t)
i ) for t = 1, . . . , T, i = 1, . . . ,mt}. Then clearly, VT∗ ⊂ VT . By Lemma 12, we have with probability
1− δ/2,
π(VT ) ≥ π(VT∗) ≥
1
λ
ν(VT∗) ≥
1
λ
·
3δ
π2T 2
(
dG
em(k + 1)
)dG
for all rounds T ≥ 1.
Plugging this in with the above, we have
avg-diam(πT ) ≤
e−ρT/8
π(VT )2
≤ λ2 exp
(
2dG log
em(k + 1)
dG
+ 2 log
π2T 2
3δ
−
ρT
8
)
.
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Note that we can upper boundm as
m ≤
T∑
t=1
mt ≤
T
τ
log
T 2π2
3δ
.
Putting everything together, we have
ǫ
λ2
≤ avg-diam(πT ) ≤ λ
2 exp
(
2 log
π2T 2
3δ
+ 2dG log
(
e(k + 1)
dG
·
T
τ
log
T 2π2
3δ
)
−
ρT
8
)
.
Letting C = 2dG log
e(k+1)
dτ and b =
π2
3δ , the right-hand side is less than ǫ/(2λ
2), whenever
T ≥
8
ρ
max
{
C + log
2λ4
ǫ
+ 6(d+ 1) logT,C + log
2λ4
ǫ
+ log b+ 2d log (3b log(b))
}
.
Additionally, note that T ≤ 8ρ
(
C + log 1ǫ + 6(d+ 1) logT
)
, whenever
T ≥
16
ρ
max
{
C + log
2λ4
ǫ
, 24(d+ 1) log2
(
96(dG + 1)
ρ
)}
.
The value of T provided in the theorem statement, satisfies all of these inequalities. Thus, with high probability, we must
have encountered a round in which avg-diam(πt) < ǫ/(2λ
2) and terminated.
