Frequency-dependent third and fourth moments of the Barkhausen signal from a soft amorphous ferromagnet are measured. The data indicate strong coupling between the power in different frequency bands. The sign of the time asymmetry of a third-order voltage correlation indicates that the high-frequency Barkhausen events, on average, systematically precede the low-frequency Barkhausen events. The results are inconsistent with several commonly employed models.
INTRODUCTION
Since its discovery, the Barkhausen effect has proven useful in the study of domain wall dynamics in soft ferromagnetic materials. The simplest early models described Barkhausen jumps as individual events of the same magnitude, duration, and shape, Poisson distributed in time ͓1͔. More plausible models ͓2,3͔ allow for distributions of pulse durations and heights. In such models it is often simply assumed that the spectral density S 1 ͓ f 1 ͔ comes primarily from pulses whose width is about 1/f 1 ͓2-4͔, giving simple mathematical relations among scaling laws for the pulse duration, frequency of occurrence, height, and S 1 ͓ f 1 ͔ ͓5͔. In contrast, the model of Alessandro et al. ͑designated ABBM͒ ͓6͔ describes the motion of a domain wall characterized by a single position moving over a spatially varying coercive field. There have long been suggestions ͓7͔ that the domain wall motions are self-organized, meaning that the noise statistics would be determined by self-consistent properties of many interacting domain-wall segments, rather than directly by the statistics of separately pinned domains or of the underlying coercive field. Recently some papers, e.g., ͓8͔, have claimed evidence for self-organized criticality.
So far, the most detailed successful experimental predictions have come from the ABBM model ͓9,10͔, applied to soft magnetic metals, but in its original formulation, that model invoked physically unrealistic extended spatial correlations in the coercive field ͓11͔. Recent experiments indicate that a correct physical picture of domain wall dynamics must include coupling between neighboring segments of domain wall and/or other domains ͓11,12͔. Progress has now been made toward constructing a model of a flexible domain wall including long-range magnetic dipole interactions ͓12,13͔, with the ABBM picture emerging in some limits as an effective theory for the net magnetization changes rather than as a direct picture of a single domain-wall position ͓14͔. No model has yet been able to clarify the variability of the highfrequency power spectrum exponent, which experimentally ranges between 1.5 and 2 ͓15͔.
In this paper we explore several relevant questions using frequency-dependent third and fourth moments of the Barkhausen signal. How the spectral shape ͑and exponent, if one exists͒ is to be determined from any model depends on whether the high-frequency noise power comes primarily from short pulses or from fine structure on long pulses, i.e., whether the common analysis in terms of distributions of parameters of elementary events is applicable. Our key test of the hypothesis that the form of S 1 ͓ f 1 ͔ is determined by the distribution of the pulse widths will be whether the timedependent spectral power at high frequencies fluctuates independently of the spectral power and of the voltage at much lower frequencies. We also look for time-asymmetric higherorder voltage correlations, to specifically check a prediction ͑derivable from the ABBM model or from any model that is strictly mathematically equivalent to it͒ that all such moments are symmetrical ͓16͔. In the models invoking interacting parts of a domain wall, the statistical properties ͑includ-ing any semblance of self-organized criticality͒ depend strongly on the demagnetizing effect ͓12-14͔, which in turn depends strongly on the geometry of the sample. We investigate the dependence of the connection of events on different time scales on these long-range effects by altering the overall permeability of the sample with a magnetic yoke.
STATISTICAL TOOLS
It is useful to define some statistical tools used to analyze a time series ͕v͓t i ͔, 0рiр2 m Ϫ1͖, where t i Ϫt iϪ1 ϭ1/f s , with f s being the sampling frequency. We use a running time average of the voltage over different time scales:
v͑ t i ͒ for 0рnϽm and 0р jр2 mϪn Ϫ1. ͑1͒
In other words, we average 2 n points to get a sequence of voltages with an effective sampling rate of f s /2 n . This running average then is useful in generating a Haar transform. The Haar transform has an advantage over the Fourier transform F(v) ͓used to generate the ordinary power spectrum S 1 ( f 1 )͔ in that the Haar transform gives up unused frequency resolution in exchange for improved time resolution, allowing one to keep better track of how the power in some frequency range varies ͓16͔. We define the Haar power:
In order to express this Haar power in ordinary timefrequency units, we define:
This Haar spectrum resembles the Fourier spectrum, except that each point contains Fourier components distributed over a range of a few octaves. Following previous work ͓17͔, we define a normalized second spectrum ͑involving a fourth moment of v͒ by
Although it is often convenient to subtract the S 2 ( f 2 , f 1 ) that would be produced by Gaussian noise, that procedure was unnecessary here due to the highly non-Gaussian nature of the noise. We define another spectrum, involving a third moment of v, useful for showing the connection between pulses on one time scale and power on higher-frequency scales:
Several qualitative features of these statistical characterizations directly correspond to properties of the underlying model. In any model in which each pulse has a narrow distribution ͑on a logarithmic scale͒ of characteristic rates and the pulses occur independently of each other, S 2 ( f 2 , f 1 ) will be nearly independent of f 2 , since the pulses contributing to the noise at frequencies f 1 will not have any characteristic rates f 2 Ӷ f 1 . Likewise, if the high-frequency tail of H( f 1 ) primarily comes from distinct short-duration Barkhausen pulses, the correlation coefficient between low-frequency voltage fluctuations and low-frequency fluctuations in highfrequency noise power, i.e., S 1.5 (
, will be a strongly decreasing function of f 1 / f 2 , since the rapid pulses ͑duration about 1/f 1 ͒ will be uncorrelated with the longer pulses ͑duration about 1/f 2 ͒. Thus we will have several tests of the proposition that the power in different frequency ranges comes from separate events.
The ABBM model ͓6͔ also makes a simple qualitative prediction. The fundamental differential equation on which it is based can be converted by change of variables ͑solving for the time derivative of the square root of the domain wall velocity, rather than for that of the velocity itself͒ into an equation formally identical to that for a massless particle with friction diffusing in thermal equilibrium in a potential well, albeit one with a peculiar shape ͓16͔. All correlation functions involving an even number of time derivatives for any such system must obey time reversal symmetry. In particular, the imaginary part of S 1.5 must have zero expectation value in any such model.
EXPERIMENTS
The experiments were performed on the as-quenched amorphous alloy Fe 21 Co 64 B 15 . Details of Fe 85Ϫx Co x B 15 sample preparation and characteristics can be found in prior work ͓15͔. The dimensions of the sample ribbon were 20 cmϫ0.9 cmϫ35 m. This sample geometry helps to reduce the effects of the demagnetizing field. The sample has domain walls aligned parallel to the length of the ribbon, with a total of about 50 domain walls. A small pickup coil of 50 turns wrapped around the center of the sample over a 1-mm section detects the Barkhausen noise, while a counterwound air core coil of 50 turns connected in series with the pickup coil offsets the induced voltage from the applied magnetic field. Domain wall motion in the region of the pickup coil induces a voltage in the coil proportional to the sum of the velocities of the domain walls. A 16 cm long solenoid applies the external driving field along the length of the sample. Usually a triangular wave form is used to keep the magnetization rate constant during the data-taking intervals. An adjustable magnetic yoke allows changes in the sample's effective permeability. The entire setup was placed in a mumetal box in a shielded room. Figure 1 shows three hysteresis loops, collected by integrating over the Barkhausen signal, corresponding to three effective permeabilities obtained with different yoke positions.
Driving frequencies for these experiments ranged from 0.01 to 1 Hz, giving values of c ͑a standard dimensionless parameter describing the magnetization rate, with cϭ1 at the crossover from a voltage distribution peaked at zero to one peaked at a finite value ͓6͔͒ ranging from 0.2 to 1. A 12 bit Hewlett Packard analog to digital converter collected 4096-FIG. 1. Fe 21 Co 64 B 15 hysteresis loops for three effective permeabilities, changed by varying the separation between the magnetic yoke and the sample, with the lowest permeability corresponding to no yoke. The maximum applied field in the hysteresis loops corresponds to the maximum applied field during the data acquisition sweeps. Data were acquired only in the linear region of the hysteresis loop. point voltage time series, which were then Fourier or Haar transformed and squared to give the power spectrum ͓16͔. All of the data in this article, except for the hysteresis loops, have been averaged over 350 sweeps, corresponding roughly to 85 000 Barkhausen events. The odd-order statistics (S 1.5 ) are averaged only over one sign of field sweep. The raw data from S 1.5 and S 2 were smoothed using a Stineman function ͓18͔.
RESULTS
It is convenient to characterize the magnetization rate using the parameter c, which can be determined by comparing the experimental probability density function for the Barkhausen voltage with the predictions of the ABBM model ͓6͔, as illustrated in Fig. 2. Figure 3 contains power spectra at three different values of c for ϭ0.085. These power spectra and voltage distributions closely resemble those measured previously on similar materials ͓15͔. The dependence of the low-frequency cutoff on c is consistent with predictions of the ABBM model ͓6͔. Figure 4 shows a time series collected for cϭ0.7 and ϭ0.063. Qualitatively, the data do not seem to separate cleanly into simple pulses with a single characteristic time associated with each pulse. Our statistical analysis is mainly used to quantify this impression. Figure 5 shows S 2 for five different f 1 . The data were collected at cϭ0.2 with a permeability of 0.063. For fixed f 1 , S 2 ( f 2 , f 1 ) peaks near f 2 ϭ15 Hz, just as S 1 ( f 1 ) peaks near f 1 ϭ15 Hz. At higher frequencies, S 2 ( f 2 , f 1 ) falls off approximately as f 1 Ϫ0.35 and f 2 Ϫ0.35 . This means that the variance in the high-frequency power does not come from independent short-duration pulses ͑which would give S 2 independent of f 2 ͒ but rather from events on time scales much longer than 1/f 1 .
The question of how much of the power in high frequencies comes from distinct high-frequency pulses rather than from high-frequency structure on low-frequency pulses is not settled by determining that the variance comes from such structure. This question can be addressed using S 1.5 ( f 2 , f 1 ), shown in Fig. 6 for the same set of data as used in Fig. 5 . S 1.5 ( f 2 , f 1 ) depends only weakly on f 1 , indicating that the noise power at high frequencies contains a large tail from pulses with duration much longer than 1/f 1 . For example, a pulse at 40 Hz contributes almost as much fractional variance to the power at 5 kHz as at 1 kHz, so that it must also contribute nearly as high a fraction of the power at 5 kHz. In order to account for the near independence of S 1.5 ( f 2 , f 1 ) on f 1 , the fraction of the H( f 1 ) that comes from that tail cannot fall off faster than f 1 Ϫ0.13 in this regime. Given the form of
.8 in this range, that requires that the lowfrequency pulses have high-frequency tails that fall off as about f 1 Ϫ1.8 to f 1 Ϫ1.9 . As a function of f 2 , S 1.5 ( f 2 , f 1 ) falls off approximately as f 2 Ϫ0.85 near 100 Hz and as f 2 Ϫ1.5 above about 1 kHz, a more dramatic break from simple power-law dependence than found in H( f 1 ) or S 1 (f 1 ).
The higher-order spectra are altered by changes in the driving frequency. Figure 7 shows S 2 ( f 2 , f 1 ) for three values of c. An increase in the driving frequency results in the sampling of more pulses, reducing the magnitude of S 2 , since S 2 is normalized to represent fractional fluctuations in power. As c is varied, the low-frequency cutoff of S 2 ( f 2 ) changes in just the same way as the low-frequency ( f 1 ) cutoff in H( f 1 ) or S 1 ( f 1 ), as expected if S 2 ( f 2 , f 1 ) results from structure on 1/f 1 time scales in pulses of duration 1/f 2 .
By altering the separation distance between the sample and the yoke it is possible to change the effective permeability of the sample. Figure 8 shows S 2 ( f 2 , f 1 ) for three permeabilities at cϭ0.45. The low-frequency cutoff frequency decreases with increasing , as does the cutoff frequency of S 1 ( f 1 ). Figure 9 shows the real part of S 1.5 ( f 2 , f 1 ) taken from the same data in Fig. 8, again showing the same lowfrequency dependence on .
Time asymmetries are easily found by examining the imaginary part of S 1.5 ( f 2 , f 1 ). Figure 10 shows Im"S 1.5 ( f 2 , f 1 )…/Re"S 1.5 ( f 2 , f 1 )… is generally positive, which indicates ͑given the sign convention in our program͒ that, on average, any spurt of low-frequency noise power is preceded by one of high-frequency noise power. Im"S 1.5 ( f 2 , f 1 )…/ Re"S 1.5 ( f 2 , f 1 )… is an increasing function of f 2 up to frequencies a bit less than f 1 , which means that the time asymmetries arise mostly from asymmetrical structure on individual pulses, rather than from distinct precursor events separated on time scales longer than the pulses themselves. Inspection of Fig. 4 shows some apparent asymmetry of this type, although it is hard to judge reliably by eye without taking the average of the higher-order statistics. Im"S 1.5 ( f 2 , f 1 )…/ Re"S 1.5 ( f 2 , f 1 )… is nearly independent of the effective permeabilities over the range used in this experiment.
DISCUSSION
Models employing distributions of independent pulses, with the spectral shape determined by the distributions of pulse widths and heights, fail qualitatively to describe the higher-order spectra. The weak dependence of S 1.5 ( f 2 , f 1 ) on f 1 shows that most of the power in the high end of our observed frequency range actually comes from fine structure on the same long pulses giving the low-frequency part of the spectrum. If one nevertheless attempted to formally analyze the data in terms of a distribution of pulse widths and heights, the magnitude of S 2 provides an extra constraint not present when analyzing S 1 alone. The resulting distributions would be unrealistic, e.g., pulse heights that are decreasing functions of width in the 1 kHz regime. Thus a successful model must predict not only the distribution of the pulse widths but also the distribution of frequency components within single pulses.
There are also deviations from the more interesting and generally more successful ABBM model. V(t) in that model is self-affine, i.e., a change of time scale produces a scaling change in voltage scale, above the low-frequency cutoff. The failure of S 1 ( f 1 ) to have a single high-frequency scaling exponent already indicates some deviation from that picture, as FIG. 8 . Normalized second spectra for three different values of all collected at cϭ0.45. Spectra for f 1 ϭ10 kHz and f 2 ϭ5 kHz are plotted on separate scales for clarity. The low-frequency portion of the spectra and the cutoff frequency are clearly dependent on . FIG. 9 . ͑a͒ Normalized 1.5 spectra for three different values of taken from the same time series used to calculate the second spectrum in Fig. 8 . Spectra for f 1 ϭ10 kHz and f 2 ϭ5 kHz are plotted on separate scales for clarity. Again, the low-frequency portion of the spectra and the cutoff frequency are clearly dependent on . ͑b͒ Im"S 1.5 ( f 2 , f 1 )…/Re"S 1.5 ( f 2 , f 1 )… for f 1 ϭ10 kHz from the same data used in Fig. 8 . The positive sign indicates that, on average, low-frequency pulses are preceded by higher frequency pulses. The Im"S 1.5 ( f 2 , f 1 )…/Re"S 1.5 ( f 2 , f 1 )… spectra are nearly independent of . has been noted generally for amorphous materials ͓15͔. The existence of strongly time-asymmetric correlation functions ͑i.e., the imaginary component of S 1.5 ͒ is another qualitative violation of the ABBM picture. Such asymmetries can arise if the effective pinning field is non-Gaussian ͓16͔, rather than the Gaussian field assumed in the ABBM picture. It would be interesting to check simulations of interacting domainwall-segment pictures to see if similar asymmetries appeared in them.
Time-asymmetric higher-order correlations are known to turn up in some self-organized dynamical systems, such as earthquake models with nonlinear local friction ͓19͔ or slowly driven sandpiles ͓20͔. The general physical picture of the asymmetries in such models is that small, rapid events smooth the strain distribution, setting the scale for larger, slower events involving more sites. Our results share a general property with many such slowly driven dynamical systems, in that the events on different time scales are closely linked. It would not be correct, however, to describe our results as exhibiting ''self-organized criticality,'' since there is no extended critical scaling regime of any type in these data.
The correlation coefficient between the low-frequency fluctuations in V(t) and the envelope of high-frequency fluctuations in V(t), i.e., S 1.5 ( f 2 , f 1 )/"S 1 ( f 2 )S 2 ( f 2 , f 1 )… 0.5 , shows a particularly sharp deviation from any simple scaling law. This deviation suggests a qualitative interpretation. Most of the noise power in this regime of experimental parameters comes from pulses whose lowest characteristic frequencies range from about 10 Hz to about 1 kHz. In that frequency range, the distribution of pulse widths apparently plays a role in determining the spectral shape, since there is high, nearly constant correlation exhibited in the normalized S 1.5 , as shown in Fig. 10 . However, above 800 Hz the correlation coefficient between fluctuations in V(t) and the envelope of higher-frequency fluctuations rapidly falls off.
The apparent meaning is that the noise power at frequencies above a few kHz does not arise from pulses whose lowest characteristic frequency is over 800 Hz. Since there is a break in the scaling of S 1 ( f 1 ) near 800 Hz, the most obvious interpretation would be that the spectral shape above that frequency reflects the distribution of Fourier components within the longer pulses, rather than the distribution of pulse widths. Although the frequency power law of S 1 ( f 1 ) is steeper above 800 Hz than below, extrapolation to the lowfrequency cutoff would still indicate that even at 800 Hz more than 30% of the power comes from pulses with lowest characteristic frequency near the low-frequency cuttoff.
We conclude that under the conditions of a typical Barkhausen experiment in a soft amorphous metallic ferromagnet, a simple distributed-pulse parameter model does not even approximately capture the relation between events at different frequency scales. The ABBM equations describing a moving domain wall also are inconsistent with some of the statistical features. It remains to be seen what features ͑e.g., a realistic geometry͒ are needed in a model of interacting domain wall segments to capture the actual behavior observed, including time asymmetries and strong deviations from scaling.
In contrast to these results, data on single-crystal 3 wt.% Si-Fe ͑which has a less nearly rectangular hysteresis loop͒ are much more nearly compatible with an independent-pulse model ͓21͔. Among the factors that might account for this difference are effects connected with the shape of the hysteresis loop ͓22͔ and the effect of the lower density of moving domain walls in the FeSi.
