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Abstract
Let U(n, q) be the group consisting of those invertible matrices A =
(ai,j)1≤i,j≤n whose inverse is the conjugate transpose with respect to the
involution c 7→ cq of the finite field Fq2 . In other words, the i, j’th en-
try of A−1 is aqj,i. Let µn =
1
|U(n,q)|
∑
A∈U(n,q)
Order(A) be the average of
the orders of the elements in this finite group. We prove the following
conjecture of Fulman: for any fixed q, as n→∞,
log µn = n log(q)− log n+ oq(log n).
Keywords and phrases: Unitary group, finite field, cycle index
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1 Introduction
This paper concerns the finite unitary group U(n, q), so we begin by reviewing
some basic notation and definitions relating to this group. Let q = pℓ for
some prime number p and some positive integer ℓ. The involution c 7→ cq
is an automorphism of the finite field Fq2 that fixes the subfield Fq. If A =
(ai,j)1≤i,j≤n is an n× n matrix with entries in Fq2 , let A
∗ be the matrix whose
i, j’th entry is aqj,i (for 1 ≤ i, j ≤ n). Define the unitary group U(n, q) to be the
group consisting of those n×n matrices A for which A−1 = A∗. It is well known
(e.g.[5], page 109) that, under matrix multiplication, this set of matrices forms
a group of order
|U(n, q)| = qn
2
n∏
j=1
(1−
(−1)j
qj
). (1)
For any prime power r, let GL(n, r) be the group of invertible n×n matrices
with entries in Fr. It is well known that GL(n, r) has order
|GL(n, r)| = rn
2
n∏
j=1
(1−
1
rj
). (2)
Note that U(n, q) is a subgroup of GL(n, q2), not GL(n, q).
For any finite group G, let µ(G) = 1|G|
∑
g∈GV(g), where V(g) is the order
of g. Stong [9]proved that, for any prime power r,
logµ(GL(n, r)) = n log r − log n+ or(logn). (3)
as n→∞. Fulman proposed the analogous problem estimating µ(U(n, q)). He
proved that logµ(U(n, q)) ≥ 12n log q
2 − logn+ oq(logn), and conjectured that
this lower bound is sharp insofar as the “≥”can be replaced with “=”. The goal
of this paper is to prove Fulman’s conjecture.
The rest of this section contains additional definitions and symbols that are
listed in quasi-alphabetical order, and then used globally without comment.
• |f |: the degree of the polynomial f .
• f˜ : if f(x) = xd+
d−1∑
j=0
ajx
j is a monic polynomial of degree d with non-zero
constant term a0, then f˜(x) = x
d +
d−1∑
j=0
a−q0 a
q
d−jx
j .
• [[zn]]F (z): coefficient of zn in F (z).
• ci(π): number ofparts of size i that the partition π has.
• C∞ =
∞∏
j=1
(1− 12j ) ≈ .289
• En: expected value with respect to Pn, i.e. for any real valued function
Y that is defined on characteristic polynomials of matrices in U(n, q),
En(Y) =
1
|U(n,q)|
∑
A∈U(n,q)
Y(char.poly.(A)).
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• Id,r =set of all monic polynomials of degree d in Fr[x] that are irreducible
over Fr (except for φ(x) = x, which is excluded from I1.).
• Id = Id,q2
• I =
∞⋃
d=1
Id,q2 .
• Jd =monic, irreducible polynomials φ of degree d in Fq2 [x] that satisfy
φ = φ˜
• J =
∞⋃
d=1
Jd.
• Kd = Id,q2 − Jd = monic, irreducible polynomials φ of degree d in Fq2 [x]
that satisfy φ 6= φ˜
• K =
∞⋃
n=1
Kd
• K+,K− : disjoint subsets of K such that φ ∈ K+iff φ˜ ∈ K−.
• mφ = mφ(f) = the multiplicity of φ in f : for φ ∈ I and f ∈ Fq2 [x], φ
mφ(f)
divides f but φmφ(f)+1 does not divide f .
• mφ(A) = mφ(characteristic polynomial of A).
• M = max
φ∈I
mφ.
• Qb:set of all partitions of b into distinct odd parts.
• Ωn= all characteristic polynomials of matrices in U(n, q)= monic, degree
n, polynomials f ∈ Fq2 [x] satisfying mφ(f) = mφ˜(f) for all φ ∈ I.
• Pn = the probability measure on Ωn that is induced by the uniform distri-
bution on U(n, q), i.e. Pn(S) =
|
{
A∈U(n,q):char.poly(A)∈S
}
|
|U(n,q)| for all S ⊆ Ωn.
• Qn = set of all partitions of n into distinct parts.
• τφ=order of the roots of the irreducible polynomial φ (as multiplicative
units in in the splitting field for φ.)
• T(f) = LCM{τφ : φ is an in irreducible factor of f}
• X1(f) = LCM(
{
q|φ| + 1 : mφ(f) > 0, φ ∈ J
}
).
• X2(f) = LCM(
{
q2|φ| − 1 : mφ(f) > 0, φ ∈ K+
}
).
• X1(π) = LCM(
{
qd + 1 : π has a part of size d
}
).
• X2(λ) = LCM(
{
q2d − 1 : λ has a part of size d
}
).
• X(f) = least common multiple of X1(f) and X2(f).
• X(A) = X( characteristic polynomial of A).
• V(A) =order of A = min
{
e : Ae = I
}
}.
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2 Reduction from V to X
There is a close relationship between the order of a matrix A ∈ GL(n, q2) and
the orders of its eigenvalues (as multiplicative units in a splitting field for the
characterstic polynomial). Hence we begin this section with a simple lemma
about the orders of the roots of irreducible polynomials. We also state, for
future reference, Fulman’s formula for the number of unitary matrices with a
given characteristic polynomial. These facts are used to bound the maximum
order, and to prove that most matrices in U(n, q) do not have eigenvalues of
large algebraic multiplicity. This in turn enables us to reduce the problem of
estimating En(V) to the easier problem of estimating En(X).
Recall that, if φ(x) = xd +
d−1∑
j=0
ajx
j is a monic polynomial of degree d with
non-zero constant term a0, then φ˜(x) = x
d +
d−1∑
j=0
a−q0 a
q
d−jx
j .
Lemma 1 Suppose φ ∈ Id, and suppose τφ and τφ˜ are respectively the orders
of the roots of φ and φ˜ (as multiplicative units in Fq2d). Then
• τφ = τφ˜
• If φ = φ˜, then τφ is a divisor of q
d + 1.
Proof: Observe that ρ is a root of φ if and only if ρ−q is a root of φ˜:
φ˜(ρ−q) = a−q0 ρ
−dq
d∑
k=0
aqkρ
kq (4)
= a−q0 ρ
−dq
(
d∑
k=0
akρ
k
)q
. (5)
As an element of F∗q2d , the order of ρ
−q is equal to the order of its inverse ρq ,
which is in turn equal to the order of ρ (since q and q2d− 1 are coprime.). This
proves the first part: τφ = τφ˜.
Let ρ be one of the roots of φ, assume that φ = φ˜. Then ρ−q must be
one of the roots of φ. But the roots of φ are ρq
2
, ρq
4
, . . . , ρq
2d−2
, ρq
2d
= ρ.
Hence, for some positive integer j ≤ d, we have ρq
2j
= ρ−q, and consequently
ρq(q
2j−1+1) = 1. This proves that τφ divides q(q
2j−1 + 1). But τφ also divides
q2d − 1, and g.c.d.(q, q2d − 1) = 1. Therefore τφ divides q
2j−1 +1. Let m be the
smallest positive integer such that τφ divides q
m + 1. If τφ = 2, then it is clear
that τφ divides q
d+1 since τφ divides q
2d−1 = (qd+1)(qd−1) and both factors
are even. We may therefore assume that τφ > 2. Using Proposition 1 of [11]
(with s = 2d), and the fact that τφ|q
2d − 1, we get 2d = 2ℓm for some positive
integer ℓ. We know d is odd (Fulman [2], Theorem 9), therefore ℓ must also be
odd. Again using Proposition 1 of [11] (this time with s = d), we get τφ|q
d + 1.
✷
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Let Ωn be the set of polynomials that are characteristic polynomials of ma-
trices in U(n, q). A beautiful characterization of these polynomials is known. A
monic polynomial f is in Ωn if and only if mφ(f) = mφ˜(f) for all φ ∈ I; the
multiplicity of φ is the same as the multiplicty of φ˜ for all irreducible polyno-
mials φ. In fact, with the notational convention that |U(0, r)| = |GL(0, r)| = 1
for all prime powers r, we can state the following theorem of Fulman[2]:
Theorem 2 (Fulman) If f ∈ Ωn, then
Pn({f}) =
∏
φ∈J
q|φ|(m
2
φ−mφ)
|U(mφ, q|φ|)|
·
∏
θ∈K+
q2|θ|(m
2
θ−mθ)
|GL(mθ, q2|θ|)|
Theorem 2 was just one application of powerful generating function techniques
that Fulman developed for U(n, q) and other finite classical groups. Related
work can be found in Kung[6], Stong[10], and recent work of Fulman, Neumann,
and Praeger, e.g. [3].
If the eigenvalues are all distinct, then the order of a matrix is just the least
common multiple of the orders of the eigenvalues. The general case is a bit more
complicated because the Jordan form includes off-diagonal elements. This leads
to Theorem 3 below. This convenient inequality is an immediate consequence
of the slightly stronger inequality in the introduction of Stong’s paper [9]. (See
also Lidl and Niederreiter[7], page 80):
Theorem 3 For all A ∈ GL(n, q2), V ≤ pMT.
An immediate consequence of Theorem 3 is a bound on the maximum order:
Corollary 4 For all A ∈ GL(n, q2), V < pnq2n.
However a stronger inequality holds for U(n, q).
Corollary 5 For all A ∈ U(n, q), V ≤ 3pMqn.
Proof: By Theorem 3, it suffices to prove that T ≤ 3qn. Suppose the charac-
teristic polynomial of A is
r∏
i=1
φ
mφi
i
s∏
j=1
(φr+j φ˜r+j)
mφr+j
where φi ∈ J for i ≤ r and φr+j ∈ K+ for j ≤ s. To simplify notation, let
di = |φi|, and τi = τφi . Then by Lemma 1, τi divides (q
di + 1) for i ≤ r and τi
divides q2di − 1 for r < i ≤ r + s. Hence
T(A) = LCM(τ1, τ2 . . . τr+s) ≤ (6)
≤ ·LCM(qd1 + 1, qd2 + 1) . . . , qdr + 1)LCM(q2dr+1 − 1, . . . , q2dr+s − 1) (7)
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Without loss of generality, assume di 6= dj for 1 ≤ i < j ≤ r. (If two degrees are
equal, then we can remove one of the arguments to the least common multiple
function without changing its value.) Then
T(A) ≤
r∏
i=1
(qdi + 1) ·
s∏
j=1
q2dr+j (8)
= qn
r∏
i=1
(1 +
1
qdi
) (9)
≤ qn
r∏
i=1
(1 +
1
2i
) ≤ 3qn. (10)
✷
We have a bound on the maximum order, but we still need to prove that
the maximum multiplicity M is usually small. If ξ = ξ(n)→∞, then with high
probability, no irreducible factor has multiplicity larger than ξ.
Lemma 6 For all positive integers n, and all ξ > 2, Pn(M > ξ) ≤ 40q
1−ξ.
Proof: Suppose d is a positive integer ≤ n and ψ = ψ˜ ∈ Jd. Note that, for
f ∈ Ωn, we have mψ(f) = ℓ if and only if f = ψ
ℓg for some g ∈ Ωn−dℓ such
that mψ(g) = 0. Hence, by Theorem 2,
Pn(mψ = ℓ) =
qdℓ
2−dℓ
|U(ℓ, qd)|
Pn−dℓ(mψ = 0) ≤
qdℓ
2−dℓ
|U(ℓ, qd)|
. (11)
(12)
Using (1), we get
qdℓ
2
|U(ℓ, qd)|
=
1
ℓ∏
j=1
(1 − (−1)
j
qdj
)
(13)
<
1
ℓ∏
j=1
(1− 1
qdj
)
<
1
C∞
< 4. (14)
(15)
Putting this back into the right side of (11), and summing on ℓ, we get
Pn(mψ ≥ ξ) =
∑
ℓ≥ξ
Pn(mψ = ℓ) ≤ 4
∑
ℓ≥ξ
q−ℓd ≤ 8q−dξ. (16)
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Similarly, for any ψ ∈ Kd, we have
Pn(mψ = ℓ) =
q2d(ℓ
2−ℓ)
|GL(ℓ, q2d)|
Pn−2dℓ(mψ = 0) (17)
≤
q2d(ℓ
2−ℓ)
|GL(ℓ, q2d)|
=
q−2dℓ
ℓ∏
j=1
(1 − 1
q2dj
)
(18)
<
q−2dℓ
∞∏
j=1
(1− 122j )
< 2q−2dℓ, (19)
(20)
and consequently
Pn(mψ ≥ ξ) ≤ 4q
−2dξ. (21)
Now, given a real number ξ > 2, let Nξ be the number of irreducible factors
having multiplicity greater than ξ. Then M > ξ if and only if Nξ > 0, and it
suffices to show that Pn(Nξ > 0) ≤ 40q
1−ξ.
Combining (16) and (21), we get
Pn(Nξ > 0) ≤ E(Nξ) =
⌊n/dξ⌋∑
d=1
∑
φ∈I
d,q2
Pn(mφ > ξ) (22)
=
⌊n/dξ⌋∑
d=1

∑
φ∈Jd
Pn(mφ > ξ) +
∑
φ∈Kd
Pn(mφ > ξ)

 (23)
≤
∞∑
d=1
(
|Jd|8q
−dξ + |Kd|4q
−2dξ
)
. (24)
It is well known (e.g. [1], page 80) that, for any prime power r,
|Id,r| =
1
d
∑
k|d
µ(k)rd/k ≤
rd
d
(25)
Since Kd ⊆ Id,q2 , we follows that
|Kd| ≤
q2d
d
. (26)
We need a similar estimate for |Jd|. Fulman proved that
|Jd| =


0 if d is even,
1
d
∑
k|d
µ(k)(qd/k + 1) else. (27)
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It is well known that, for all d > 1,
∑
k|d
µ(k) = 0. Therefore, for all odd d > 1,
|Jd| =
1
d
∑
k|d
µ(k)qd/k = |Id,q| ≤
qd
d
. (28)
(It is interesting that |Jd| is exactly equal to |Id,q| , even though the two sets
are not equal.) For d = 1 we have |Jd| = q+1 ≤ 2q, so for all d ≥ 1 we crudely
have
|Jd| ≤
2qd
d
. (29)
For 0 < x < 12 , we have − log(1 − x) < 2x, and for ξ > 2, we have q
1−ξ < 12 .
Therefore, by putting (29) and (26) into (24), we get
Pn(Nξ > 0) ≤
∞∑
d=1
(
16qd−dξ
d
+
4q2d−2dξ
d
)
(30)
≤ −20 log(1− q1−ξ) ≤ 40q1−ξ. (31)
✷
Now that Lemma 6 is available, we can reduce the problem from the task of
estimating En(V) to the slightly easier task of estimating En(X).
Lemma 7 logEn(V) ≤ logEn(X) +O(log logn).
Proof: By lemma 1, T(A) divides X(A) for all A. It therefore suffices to prove
that
logEn(V) ≤ logEn(T) +Op(log log n). (32)
For any ξ, we have
En(V) = Pn(M ≤ ξ)En(V|M ≤ ξ) + Pn(M > ξ)En(V|M > ξ). (33)
To estimate the second term of the two terms on the right side of in (33), we
use Corollary 5 and Lemma 6 with ξ = log2 n:
Pn(M > ξ)En(V|M > ξ) ≤ (40q
1−log2 n)(3pnqn) = qn−log
2 n(1+o(1)). (34)
For the first term on the right side of (33), we are conditioning on M ≤ ξ so
we can use the inequality M ≤ ξ together with the inequality V ≤ pMT from
Theorem 3:
Pn(M ≤ ξ)En(V|M ≤ ξ) ≤ (35)
pξPn(M ≤ ξ)En(T|M ≤ ξ) (36)
≤ pξ (Pn(M ≤ ξ)En(T|M ≤ ξ) + Pn(M > ξ)En(T|M > ξ)) (37)
= pξEn(T). (38)
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Finally, putting (38)and (34) back into (33), we get
En(V) ≤ (p log
2 n)En(T)
(
1 +
qn−log
2 n(1+o(1))
En(T)
)
. (39)
Since En(T) ≥ q
n−log n for all sufficiently large n (section 6 of Fulman [2]), the
lemma follows from (39) by taking logarithms. ✷
3 Key Factorization.
There is a second factorization of characteristic polynomials that is crucial for
this paper. The idea is to factor the characteristic polynomial f as f = gh
where
• X(f)=X(g)
• g is easier to work with than f , and
• g and h are themselves characterstic polynomials of unitary matrices.
To that end, define D(f) to be the set of polynomials g that satisfy the
following three conditions:
• g ∈ Ω
• g divides f
• X(g) = X(f)
The set D(f) is non-empty since f ∈ D(f). Because D(f) is a non-empty finite
set that is partially ordered by divisibility, we can choose a minimal element
π(f).
Suppose we have chosen, for each f ∈ Ωn, a factor g = π(f) that is minimal
in D(f). It is clear that, no matter how the minimal element is chosen, it will
have the following useful properties:
• For all φ in I, mφ(g) = 0 or 1.
• For all positive integers d, π(f) has zero,one, or two irreducible factors of
degree d. If there is one such irreducible factor φ, then φ ∈ Jd. If here are
two, and φ is one of them, then φ˜ is the other and both are in Kd.
The third property we need is less obvious, but it is proved in the following
lemma.
Lemma 8 If f ∈ Ωn and g = π(f) has degree |g| < n, and if h =
f
π(f) , then
Pn({f}) ≤ P|g|({g})Pn−|g|({h}).
Proof: We consider each factor of Pn({f}) in the factorization of Theorem
2 show that it is bounded above by the corresponding factors in the product
P|g|({g})P|h|({h}).
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Suppose first that φ ∈ Jd for some d, and suppose φ divides g. To simplify
notation, let m = mφ(f). In Theorem 2, the factor of Pn({f}) corresponding to
φ is
qd(m
2−m)
|U(m, qd)|
=
q−dm
m∏
j=1
(1− (−1)
j
qdj
)
(40)
=
q−d
(1 − (−1)
m
qdm
)
q−d(m−1)
m−1∏
j=1
(1− (−1)
j
qdj
)
(41)
≤
q−d
(1− 1
qd
)
q−d(m−1)
m−1∏
j=1
(1− (−1)
j
qdj
)
(42)
Since φ divides g, we have mφ(g) = 1 and mφ(h) = m − 1. Therefore the
factor of P|g|(g) that corresponds to φ is
q−d
(1− 1
qd
)
, and the factor of P|h|(h) that
corresponds to φ is q
−d(m−1)
m−1∏
j=1
(1− (−1)
j
qdj
)
. These are precisely the two factors on the right
of (42).
Similarly, if φ ∈ K+ has degree d and φ divides g, then the factor of Pn({f})
that corresponds to φ is
q2d(m
2−m)
|GL(m, q2d)|
=
q−2dm
m∏
j=1
(1− 1
q2dj
)
(43)
≤
q−2d
(1− 1
q2d
)
q−2d(m−1)
m−1∏
j=1
(1− 1
q2dj
)
(44)
Again mφ(g) = 1 and the factor of P|g|(g) that corresponds to φ is
q−2d
(1− 1
q2d
)
.
Likewise mφ(h) = m − 1, and the factor of P|h|({h}) that corresponds to φ is
q−2d(m−1)
m−1∏
j=1
(1− 1
q2dj
)
. Again these two expressions are precisely factors on the right side
of (44).
Finally, if φ does not divide g, then mφ(g) = 0 and mφ(f) = mφ(h). In this
case, the factor of P|g|(g) that corresponds to φ is 1, and the factor of P|h|(h)
that corresponds to φ is exactly the same as the factor Pn({f}) that corresponds
to φ.
✷
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4 Estimating En(X).
We know have all the tools necessary to prove the main result:
Theorem 9 logEn(V) = n log q − logn+ oq(log n).
Proof: By Corollary 7, it suffices to prove that logEn(X) = n log q − logn +
oq(logn). Recall the factorizations f = π(f)h, and define Gn = {g : g = π(f)
for some f ∈ Ωn}. Then
En(X) =
∑
f∈Ωn
X({f})Pn({f}) (45)
=
∑
g∈Gn
X({g})
∑
{h:π(gh)=g}
Pn(gh). (46)
By Lemma 8, this is less than or equal to∑
g∈Gn
X({g})P|g|({g})
∑
{h:h=f/g for some g∈Gn}
P|f/g|({h}). (47)
The inner sum is bounded by 1 since P|f/g| is a probability measure. Hence
En(X) ≤
∑
g∈Gn
X({g})P|g|({g}). (48)
To estimate the sum in(48), we need an upper bound for P|g|({g}). Note that
|U(1, qd)| = qd + 1 and |GL(1, q2d)| = q2d − 1 for all d. Recall that, for g ∈ Gn,
we have mφ(g) ≤ 1 for all φ ∈ I. Therefore, by Theorem 2, we have
P|g|({g}) = (49)
q−|g|
∏
{φ∈J :mφ(g)=1}
1
1 + 1
q|φ|
∏
{θ∈K+:mθ(g)=1}
1
1− 1
q2|φ|
(50)
≤ q−|g|
∞∏
d=1
1
1− 1
q2d
≤ 2q−|g|. (51)
Thus
En(X) ≤ 2
∑
g∈Gn
q−|g|X({g}) = 2
n∑
m=1
q−m
∑
{g∈Gn:|g|=m}
X(g). (52)
Factor each g ∈ Gn as g = g1g2, where g1 and g2 respectively are the products
of the irreducible factors in J and K:
g1 =
∏
{φ∈J :mφ(g)=1}
φ (53)
g2 =
∏
{θ∈K+:mθ(g)=1}
θθ˜. (54)
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We certainly have
X(g) = LCM(X1(g1),X2(g2)) ≤ X1(g1)X2(g2), (55)
so
En(X) ≤ 2
n∑
m=1
q−m
∑
{g∈Gn:|g|=m}
X1(g1)X2(g2). (56)
The degrees of of the irreducible factors of g1 form a partition of the integer
|g1| into distinct odd parts. Let S1(π) be the set of g1’s with partition π.
Similarly,the degrees of the factors of g2 from θ ∈ K+ form a partition of s :=
|g2|
2
into distinct parts, and we let S2(λ) be the set of g2’s with partition λ. Using
the notation Qs for the set of all partitions of s into distinct parts, and Ob for
the set of all partitions of b into distinct odd parts, we get
∑
{g∈Gn:|g|=m}
X1(g1)X2(g2) =
⌊m/2⌋∑
s=1
∑
π∈Om−2s
∑
λ∈Qs
|S1(π)||S2(λ)|X1(π)X2(λ). (57)
Using the inequalites (26) and (28), we get
|S1(π)| ≤
q|π|
π1π2 · · ·
(58)
and
|S2(λ)| ≤
q2|λ|
λ1λ2 · · ·
(59)
(where π1, π2, . . . are the parts of π and similarly forλ). Putting (57), (58), and
(59) back into the right side of (56), we get
En(X) ≤ 2
n∑
m=1

⌊m/2⌋∑
s=1
∑
λ∈Om−2s
X1(π)
π1π2 . . .
∑
λ∈Qs
X2(λ)
λ1λ2 . . .

 . (60)
Let σ2(s) =
∑
λ∈Qs
X2(λ)
λ1λ2...
be the innermost sum. This sum was estimated by
Stong at the end of [9]. The conclusion was that, as s→∞,
σ2(s) ≤
(q2)s+o(log s)
s
. (61)
For any positve integer b define σ1(b) =
∑
π∈Ob
X1(π)
π1π2···
. We show next that it is
sufficient to prove that
σ1(b) ≤
qb+o(log b)
b
. (62)
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Assume for now that (62) holds. (It will be verified afterwards.) For integers
k let (k)+ = max(k, 1). Use the partial fraction decomposition 1s(m−2s) =
1
ms +
2
m(m−2s) so that
⌊m/2⌋∑
s=1
1
s
1
(m− 2s)+
= O(
logm
m
). (63)
Then inside the parentheses of (60) we have
⌊m/2⌋∑
s=1
σ1(m− 2s)σ2(s) = (64)
⌊m/2⌋∑
s=1
qm−2s+o(log(m−2s))
(m− 2s)+
q2s+o(log s)
s
(65)
=qm+o(logm)
⌊m/2⌋∑
s=1
1
s
1
(m− 2s)+
=
qm+o(logm)
m
(66)
Note that qm/m is an increasing function of m. So if we let ω = ⌊logn⌋,then
we can easily finish estimating (60):
n∑
m=1
qm
m
=
n−ω∑
m=1
qm
m
+
n∑
m=n−ω+1
qm
m
(67)
≤ (n− ω)
qn−ω
n− ω
+ ω
qn
n
(68)
=
qn+o(logn)
n
. (69)
To complete the proof of Theorem 9, all that remains is to prove that σ1(b) =
qb+o(log b)
b . The sum σ1 is somewhat similar to σ2, and we’ll see that it can be
estimated by techniques similar to those that Stong used in estimating σ2. The
cyclotomic polynomials satisfy a simple identity:if πi is odd, then
qπi + 1 =
q2πi − 1
qπi − 1
=
∏
d|πi
Φ2d(q). (70)
Define
• Λ = Λ(π) =
{
d : for some i, d divides πi
}
.
• νd(π) =
∑
k≡0(d)
ck(π) = the number of parts that are multiples of d, and
• wd(π) = max(0, νd − 1).
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Then
LCM(qπ1 + 1, qπ2 + 1, . . . ) ≤
∏
d∈Λ
Φ2d (71)
=
∏
i
(qπi + 1)∏
d
Φwd2d
. (72)
If π is a partion of b into distinct parts, then for the numerator of (72) we have
∏
i
(qπi + 1) = qb
∏
i
(1 −
1
qπi
) < qb
∞∏
i=1
(1 +
1
qi
) < 4qb. (73)
An upper bound is obtained if, in the denominator of (72), we restrict d to a finite
set of primes. For any i, let pi denote the i’th prime; p1 = 2, p2 = 3, . . . . Given
a positive integer ξ, let P = P(ξ) = {pi : ξ ≤ i ≤ e
ξ} = {pξ, pξ+1, . . . , p⌊eξ⌋}.
Let κξ =
∏
p∈P
Φ2p(q). Then, for any π ∈ Ob,
LCM(qπ1 + 1, qπ2 + 1, . . . ) ≤
4κξq
b∏
p∈P
Φ
νp
2p
. (74)
Define
G(k) =


∏
{p:p∈P and p|k}
1
Φ2p(q)
, if k is divisible by at least one prime in P
1 else,
For any partition π, let zπ =
1
∞∏
i=1
ci!ici
, where ci = ci(π) is the number of
parts of size i that π has. Thus zπ =
1
π1π2···
for π ∈ Ob. We get an upper bound
for σ1(b) if we sum over all partitions of b (not just those in Ob). Hence and
from (71) we have
σ1(b) ≤4κξq
b
∑
π⊢b
zπ∏
p∈P
Φ
νp
2p
(75)
= 4κξq
b
∑
π⊢b
zπ
∞∏
k=1
G(k)ck (76)
In the well-known cycle index identity
1 +
∞∑
b=1
∑
π⊢b
zπ
∏
k
xckk z
b = exp
(
∞∑
k=1
xkz
k
k
)
, (77)
we can make the substitutions xk = G(k), k = 1, 2, . . . to get
σ1(b) ≤ 4κξq
b[[zb]] exp
(
∞∑
k=1
G(k)
k
zk
)
(78)
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Following Stong, we note that the funtion G(k) is a periodic function of k
with period N =
∏
p∈P
p. Hence we have the Fourier expansion
G(k) = a0 +
N−1∑
ℓ=1
aℓω
ℓk, (79)
where ω = e2πi/N and the aℓ’s are the Fourier coefficients:
aℓ =
1
N
N−1∑
v=0
G(v)ω−ℓv. (80)
Thus
exp
(
∞∑
k=1
G(k)
k
zk
)
= exp
(
N−1∑
ℓ=0
aℓ
∞∑
k=1
(ωℓz)k
k
)
(81)
= (1− z)−a0
N−1∏
ℓ=1
(1− ωℓz)−aℓ (82)
Let α =
N−1∏
j=1
(1 − ωj)−aj . Because G(k) ≥ 0 for all k, it is clear from (80) that
|a0| > |aj | for all j > 0. Hence the coefficient of z
n in (81) and (82) is asymptotic
to
α[[zn]](1− z)−a0 = O(
1
n1−a0
) (83)
It therefore suffices to verify that a0 can be made arbitrarily small by choosing
ξ sufficiently large.
Note that, for odd primes p, Φ2p =
q+1
qp+1 . Hence
G(k) ≤
{
1 if g.c.d.(k,N)=1
q+1
qpξ+1
else
(84)
Given ǫ > 0, choose ξ large enough so that we also have
q + 1
qpξ + 1
< ǫ/2. (85)
Let Rξ = {k : gcd(k,N) = 1 and k ≤ N} By inclusion-exclusion, |Rξ| =
⌊eξ⌋∏
i=ξ
(1 − 1pi )N . By the prime number theorem pi ∼ i log i and consequently
⌊eξ⌋∏
i=ξ
(1 − 1pi ) = o(1) as ξ → ∞. We can therefore also choose ξ large enough so
that |Rξ| ≤
ǫ
2N. But then
a0 =
1
N
N−1∑
k=1
G(k) ≤
|Rξ|
N
+
pξ + 1
qpξ + 1
< ǫ. (86)
✷
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