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Medical data generated from hospitals are an increasing source of information for automatic 
medical diagnosis. These data contain latent patterns and correlations that can result in better 
diagnosis when appropriately processed. Most applications of machine learning (ML) to these 
patient records have focused on utilizing the ML algorithms directly, which usually results in 
suboptimal performance as most medical datasets are quite imbalanced. Also, labelling the 
enormous medical data is a challenging and expensive task.  In order to solve these problems, 
recent research has focused on the development of improved ML methods, mainly preprocessing 
pipelines and feature learning methods. This thesis presents four machine learning approaches 
aimed at improving the medical diagnosis performance using publicly available datasets. 
 Firstly, a method was proposed to predict heart disease risk using an unsupervised sparse 
autoencoder (SAE) and artificial neural network. 
 Secondly, a method was developed by stacking multiple SAEs to achieve improved 
representation learning, combined with a softmax classifier utilized for the classification 
task.  
 Thirdly, an approach was developed for the classification of pulmonary lesions indicating 
lung cancer using an improved predictive sparse decomposition (PSD) method to achieve 
unsupervised feature learning and a densely connected convolutional network (DenseNet) 
for classification.  
 Lastly, an enhanced ensemble learning method was developed to predict heart disease 
effectively.  
The proposed methods obtained better performance compared to other ML algorithms and some 
techniques available in recent literature. This research has also shown that ML algorithms tend to 
achieve improved performance when trained with relevant data. Also, the study further 
demonstrates the effectiveness of an enhanced ensemble learning method in disease prediction. 
This thesis also provides direction for future research. 
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1.1. Background  
The decrease in mortality rates across all age groups within the global population during the past 
century came about due to the increased access to clinical facilities, early detection of diseases, 
and developments in medical diagnostics (Thevenot, López and Hadid, 2018). Usually, to 
achieve early detection of diseases, the prediction and diagnosis are examined with the help of a 
doctor's expertise, which can be erroneous and misleading sometimes. Furthermore, the 
healthcare industry generates an enormous amount of patient data, and there are hidden patterns 
or relationships in the data that can be utilized to achieve the early detection of diseases (Naz and 
Ahuja, 2020). Several computational methods have recently been utilized to achieve early 
detection and prediction of some illnesses (Gu et al., 2018; Nishanth and Thiruvaran, 2018; Z. 
Chen et al., 2020; Tuncer et al., 2020). 
Machine learning (ML) algorithms are usually utilized in medical diagnosis, and several 
successful applications have been achieved (Wang et al., 2018; Haq et al., 2019; Duque et al., 
2020; Gupta et al., 2020; Li et al., 2020; Qin et al., 2020; Wang et al., 2020). ML is a subset of 
artificial intelligence (AI) that has been utilized in many applications to identify patterns and 
relationships in the data with minimal human intervention (Cioffi et al., 2020). Recently, a highly 
efficient subset of ML termed Deep Learning (DL) came to light as a technique to improve the 
capability of existing ML methods and to proffer solution to hitherto difficult tasks (Takam et al., 
2020). DL techniques have accomplished a state of the art performance in various tasks, and are 
based on artificial neural networks (ANN) and representation learning (Bengio, 2009; Larochelle 
et al., 2009). DL can be supervised, semi-supervised, or unsupervised.  
Meanwhile, ensemble learning and representation learning are the new trends for improving the 
classification performance in machine learning tasks. Ensemble learning is the process whereby 
multiple learners are systematically generated and combined to solve a specific machine learning 




diverse problems (Lim, Goh and Tan, 2017; Zambelli and Demirisy, 2017; Liu et al., 2018; Chen 
et al., 2019; Goudos and Athanasiadou, 2019; Zhu et al., 2020). A basic ensemble learning 
process is shown in Figure 1.1. Whereas, representation learning or feature learning involves 
learning representations of the data, usually using unsupervised learning methods that make it 
easy for classifiers to perform effective machine learning and classification (Liu, Li and Wang, 
2015). The inclusion of unnecessary features in the training of machine learning models can 
result to model complexity, overfitting, and poor generalization on unseen data. Therefore, it is 
vital to train models with only features that are strongly correlated to the dependent variable 




                      
 
Figure 1.1: A basic ensemble learning procedure 
The primary intent of this thesis is to develop effective ML pipelines for improved disease 
prediction. A machine learning pipeline works by enabling a series of data to be transformed and 
correlated together in a model whose performance can be tested to achieve an outcome. Figure 
1.2 shows a simple ML pipeline that incorporates feature learning. There are a vast number of 
datasets available online for the prediction of various diseases that will be utilized in this work. 
This thesis conducts comprehensive studies on the selected datasets. The task at hand is to ensure 




Figure 1.2: Machine learning pipeline with feature learning 
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The various ML pipelines proposed and implemented in this thesis include the following: an 
approach for the prediction of heart disease using sparse autoencoder (SAE) and ANN (Mienye, 
Sun and Wang, 2020c), a multistage DL approach via stacked sparse autoencoder (SSAE) and 
softmax classifier to predict heart disease, an approach for the prediction of lung cancer using an 
improved predictive sparse decomposition (PSD) method and densely connected convolutional 
network (DenseNet) (Mienye, Sun and Wang, 2020b), and an enhanced ensemble learning 
method to predict heart disease (Mienye, Sun and Wang, 2020a). To perform comparative 
studies, we implemented the following ML algorithms: ANN, support vector machine (SVM), 
logistic regression, classification and regression tree (CART), naïve Bayes (NB), random forest, 
gradient boosting, k-nearest neighbors (KNN), linear discriminant analysis (LDA),  deeply 
supervised neural network, deep residual learning neural network (ResNet), and convolutional 
neural network (CNN). In the various scenarios, the comparison of algorithms is conducted 
logically and efficiently from which the different representation learning methods and ensemble 
learning approach shows improved performance.  
1.2. Problem Formulation 
Recently, a report has it that diagnostic errors account for about 10 percent of patient mortality 
and make up 6 to 17 percent of hospital-related complications (Balogh, Miller and Ball, 2015). In 
order to confront these problems, several ML methods have been developed for medical 
diagnosis. These algorithms use different techniques to learn from the medical datasets. 
Additionally, there are challenges in the quality and format of most medical datasets, which 
generally need considerable effort in cleaning and preprocessing the data for proper machine 
learning. Furthermore, the performance of ML algorithms is to a high degree, dependent on the 
quality of features used in the training process. To this end, when deploying ML algorithms, a 
considerable amount of effort is put into transforming the data and developing preprocessing 
pipelines, which will give rise to data representations that can promote efficient machine 
learning. This feature engineering is crucial yet computationally expensive and shows the 
ineffectiveness of present learning algorithms, i.e., their inability to automatically learn and 
structure the data (Bengio, Courville and Vincent, 2013). Feature engineering is a method 




For machine learning to be applied easily for medical diagnosis, it is particularly preferable to 
ensure ML methods are not over-reliant on feature engineering. Hence, new applications can be 
easily developed, and more importantly, to ensure a major goal of AI is achieved, which is to 
understand the world around us, and in this case, learn to recognize and organize the important 
features in the medical datasets for adequate classification. Several representation learning 
methods have been proposed, which has an impact on the classification performance of ML 
algorithms (Chen et al., 2018; Hussein et al., 2019; Sari and Gunduz-Demir, 2019; Yang et al., 
2019). In this research, we intend to evaluate and implement some representation learning 
techniques and study the resultant effect on selected algorithms. We aim to enhance the 
performance of the algorithms by applying and optimizing appropriate representation learning 
methods. And also present an ensemble learning technique for the efficient classification of 
diseases. Meanwhile, the performances of the various methods developed in this research are 
compared with some conventional ML algorithms and other recently developed methods in 
literature. 
1.3. Objectives of the research 
This research aims to propose and implement efficient ML pipelines to enhance the classification 
of various diseases, in an attempt to solve the limitations and shortcomings of existing ML 
algorithms using unsupervised representation learning and ensemble learning. The objectives of 
this thesis include: 
 To conduct an extensive review of existing ML methods for the prediction of medical 
diagnosis, which are then used as baselines for assessing the performance of the methods 
developed in this thesis. 
 To develop an unsupervised feature learning method based on sparse autoencoder and 
ANN to improve the classification performance of diseases.   
 To propose a robust feature learning method via stacked sparse autoencoder and Softmax 
classifier for the prediction of heart disease. 
 To efficiently classify pulmonary nodules revealing lung cancer using an enhanced 




 To propose an approach to detect heart disease using an improved ensemble learning 
technique. 
 
1.4. Contributions of the research 
The main contributions of this thesis are outlined below:  
 An extensive review of existing ML algorithms for the prediction of medical diagnosis is 
performed. The ML algorithms were then utilized for conducting a comparative study 
with the methods proposed in this research. 
 The design of an improved ML approach to predict heart disease using a sparse 
autoencoder for effective feature learning and ANN classifier for the prediction task. The 
optimized setting of the SAE ensured efficient feature learning. 
 The development of an improved method for heart disease prediction using stacked 
sparse autoencoder and Softmax regression. By stacking multiple SAEs, excellent feature 
learning was achieved. The problem of internal covariate shift associated with deep 
neural networks (DNNs) was also minimized using batch normalization.     
 The formulation of an improved approach for the classification of pulmonary lesions 
indicating lung cancer using an enhanced PSD method for extracting sparse features from 
the medical images and DenseNet for classification. The sparse decomposition is 
achieved using a linear combination of basis functions over the L2 norm.   
 The implementation of an improved ensemble learning approach for heart disease 
prediction. The approach involves randomly partitioning the original data into smaller 
subsets using a mean based splitting technique. The various partitions are then modelled 
using CART, and a homogeneous ensemble is subsequently created using an accuracy 
based weighted aging classifier ensemble (AB-WAE). The AB-WAE is a modification of 
the weighted aging classifier ensemble (WAE).  
 
1.5. Context of the Research: Medical Diagnosis  
In recent time, several types of medical diagnosis applications have been proposed using 
different datasets: both structured and unstructured (Hussein et al., 2019; Li et al., 2019; Luo et 
al., 2019; Reamaroon et al., 2019; Wang et al., 2018; Wu et al., 2018). In this research, the 




and early detection of diseases. The datasets utilized in the course of this research include heart 
disease datasets, cervical cancer risk factors dataset, and computed tomography (CT) images for 
the prediction of lung cancer. This is because the first set of datasets can be easily obtained 
compared to medical images, thereby aiding the prediction of diseases in developing countries 
with little or poor healthcare infrastructure. Also, using these risk factors data to predict the 
occurrence of different diseases can have a significant impact on proactive and preventive 
healthcare or prophylaxis (Lim, Kim and Cheon, 2019). 
 
Furthermore, the experimental research method is adopted as the research methodology since the 
study aims to process some independent variables, which impacts one or more dependent 
variables. The performance of the developed methods is assessed using several performance 
measures, including accuracy, sensitivity, precision, recall etc. Also, the proposed ML 
techniques are compared with conventional ML algorithms and recently developed scholarly 
works. An in-depth overview of these methods, performance metrics and datasets is presented in 
Chapters 2 and 3.  
 
1.6. Structure of the thesis  
The rest of this thesis is organized as follows: 
 Chapter 2 presents a review of previous literature. An attempt is made to systematically 
review existing literature that used machine learning and deep learning algorithms in 
diagnosing various diseases. Also, a mathematical overview of the different methods 
used in this thesis is presented.  
 Chapter 3 presents the research methodology and an in-depth overview of the various 
datasets used in building our models. This chapter also provides a description of the 
different performance metrics used in every part of the thesis. 
 Chapter 4 proposes an enhanced sparse autoencoder based ANN method to predict heart 
disease. The proposed method is also tested on the cervical cancer dataset and compared 
with other existing algorithms.  
 Chapter 5 extends the investigation of chapter 4 by proposing a method for the prediction 




 Chapter 6 presents an improved approach for the prediction of lung cancer using 
predictive sparse decomposition method and DenseNet.  
 Chapter 7 proposes an ensemble learning technique to further improve the prediction of 
heart disease.  
 Chapter 8 concludes the thesis and discusses some future research directions. 
 
1.7. Conclusion  
This chapter has presented a general introduction to the thesis; particularly machine learning and 
its contribution to medical diagnosis were discussed. The challenge of applying machine learning 
for medical diagnosis was also considered, together with the need to develop improved ML 
methods to solve the challenges. Also, the chapter highlights the objectives of the research and 




















2.1.  Introduction  
Currently, artificial intelligence has become a very crucial part of many sectors, including 
engineering, medicine, finance, education, etc., and has proven to be useful in solving problems 
in these sectors (Marwala and Xing, 2018). AI has grown tremendously with the advent of 
machine learning (Cioffi et al., 2020). Machine learning, a subset of AI, is the term assigned to 
the academic discipline as well as the set of algorithms that enable computers to solve difficult 
problems. As an academic field, machine learning consists of components of computer science, 
mathematics, and statistics. Machine learning has been considered to be the driving force of 
numerous advances in AI. It has been utilized in academia as well as industry for the 
development of models capable of making accurate predictions using different types of data 
(Sidey-Gibbons and Sidey-Gibbons, 2019). The various exploits of ML offer enormous potential 
in the advancement of medical research and clinical care. Specific areas that can make the most 
of ML methods in the healthcare sector are diagnosis and outcome prediction.  
In this chapter, we present a review of some applications of ML techniques in disease prediction. 
We also describe the two major categories of ML, i.e., supervised and unsupervised machine 
learning. Besides, we provide a mathematical overview of all the algorithms utilized in the 
course of this thesis. Motivated by the limitations of existing methods, a research gap will be 
identified and discussed at the end of this chapter, which lays the foundation for this research.  
2.2. Supervised Learning  
The most common type of ML, whether deep or shallow, is supervised learning (LeCun, Bengio 
and Hinton, 2015). It is a machine learning task in which a model is trained using data with a 
known target or label. In bioinformatics, this involves training a model to relate an individual’s 
characteristics (such as age, blood pressure, sugar level) to a particular target (e.g. the presence 
of heart disease). After the algorithm is trained, it becomes effective in predicting target variables 




target variable is discrete or continuous. A task where the predicted variable or target is a 
discrete value is called a classification task. Examples of classification tasks are those that 
predict the presence or absence of an ailment, or if an email is spam or not spam (Sidey-Gibbons 
and Sidey-Gibbons, 2019). Examples of algorithms used for classification are decision trees, 
logistic regression, naïve Bayes etc.  
Meanwhile, supervised learning models that predict a continuous variable are referred to as 
regression algorithms. The goal of a regression task is to predict outcome variables that are 
continuous for a given input data. These outcome variables are dependent on what the model 
learned during training. Examples of algorithms used for regression tasks are simple linear 
regression, logistic regression, lasso regression, SVM, etc.  The type of regression analysis is 
usually decided based on the features, target variables, or the shape and nature of the regression 
curve which show the correlation between the independent and dependent variables (Shobha and 
Rangaswamy, 2018). In medical diagnosis, a regression algorithm can be used for the prediction 
of a parson’s life expectancy. 
Usually, supervised ML models are trained using data that comprise of attributes and 
corresponding labels. For example, in image recognition, the attributes (typically pixels) are 
computed using a feature selector that extracts salient elements from the data, which can then 
constitute a feature vector that is understood by the algorithm. A feature can be the colour of a 
pixel in an image, and outcomes may be whether an image shows the presence of cancer or not. 
Furthermore, after the data has been arranged into features and outcomes, it is considered 
suitable for machine learning. Also, an optimization technique is employed to iteratively improve 
the ML algorithm to minimize the prediction error (Hutter et al., 2014). Additionally, when 
training machine learning models overfitting can occur, and this results to a model which cannot 
generalize well on unseen data. The overfitting problem can be prevented using several methods, 
and in this research, we will utilize some of those methods to ensure efficient models are 
developed. 
2.3. Unsupervised Learning  
Unsupervised learning is a class of ML whereby the algorithms extract inferences from input 




in the input dataset (Aïmeur, Brassard and Gambs, 2013). The most popular unsupervised 
learning technique is clustering, which is broadly used in exploratory data analysis to group data 
or find hidden patterns in data. Other unsupervised learning techniques include autoencoders, 
deep belief network, self-organizing map, principal component analysis etc. Meanwhile, 
unsupervised learning algorithms are sometimes used together with supervised learning 
techniques. Also, there is another type of ML called semi-supervised learning in which a few 
labelled data and a large number of unlabeled data are used for training. This type of ML is at the 
intersection of supervised learning and unsupervised learning (Engelen and Hoos, 2020). Several 
real-world ML problems fall under this category, mostly because it is labor-intensive and 
expensive to label data as it may require the services of domain experts, whereas unlabeled data 
is easy and cheaper to collect. Some semi-supervised learning methods include generative 
models, graph-based methods, and heuristic approaches. 
2.4. Machine Learning-based Medical Diagnosis 
There exists a considerable number of research works in the area of medical diagnosis using ML 
methods. In this section, a detailed review of some common machine learning methods is 
presented. Particularly, a review of medical diagnosis methods implemented using: logistic 
regression, decision trees, SVM, KNN, naïve Bayes, convolutional neural networks, densely 
connected convolutional networks, and representation learning.  
2.4.1. Applications of Logistic regression to Medical Diagnosis 
In the last decade, logistic regression has been at the centre of automatic diagnostics models 
(Tortajada, Robles and García-Gómez, 2015). Several logistic regressed based models have been 
developed to aid clinicians in certain clinical decisions. In (Chen et al., 2012), a performance 
comparison of ANN and multivariable logistic regression was conducted. The classification goal 
was to distinguish benign from malignant lung nodules in CT images. The dataset used for the 
experiment contained 65 benign nodules and 135 malignant nodules. Several ANN and logistic 
regression models were built. The ANNs had a better discriminative performance when 
compared with the logistic regression models, but the logistic regression models performed 
better in terms of calibration. Also, logistic regression has been utilized for dementia diagnosis 




difficulty because of the inherent complexity of the process. However, a logistic regression 
model built using a dataset containing 164 instances showed generally enhanced performance 
compared to other predictive models, including Bayesian belief network. 
In (Zhu, Idemudia and Feng, 2019), an automatic prediction model for the diagnosis of diabetes 
was developed. The method involved using principal component analysis (PCA) to improve the 
performance of logistic regression and KNN. The PCA improved the accuracy of the logistic 
regression model by 1.98%. Furthermore, an algorithm was proposed to aid in-hospital mortality 
prediction in order to ensure resources are allocated efficiently while giving the best care to 
patients who are critically ill. The dataset comprises of laboratory results, vital signs etc., which 
are often available in intensive care units (ICUs). Various performance metrics were considered, 
and the model demonstrated excellent performance. 
Meanwhile, sepsis is a major cause of mortality among ICU patients. It is the result of an 
enormous response to bacterial infections that enters the blood. Sepsis occurs when substances 
released into the bloodstream to fight diseases activate inflammation all over the body (Keeley, 
Hine and Nsutebu, 2017; Thompson, Venkatesh and Finfer, 2019). Therefore, the prediction of 
death caused by sepsis is a crucial medical research problem. Logistic regression has been 
applied for the prediction of sepsis mortality (Ribas et al., 2012). Firstly, sepsis indicators were 
analysed via latent model-based feature extraction. Experimental results show the method 
enhanced the prediction performance.  
2.4.2. Applications of Decision Trees and Ensemble learning methods for 
Medical Diagnosis 
Decision trees such as C4.5, Iterative Dichotomiser (ID3), and CART have been extensively 
applied in medical diagnosis. Ensemble learning is another ML method that has gotten the 
attention of researchers (Chen et al., 2017; Liu et al., 2019; Zheng et al., 2019). In this section, 
we review some decision trees and ensemble learning methods applied in the medical domain. 
Enhancing the classification accuracy of ML algorithms in medical applications is a crucial area 
of research. In (Pashaei, Ozen and Aydin, 2015), a method was implemented to enhance the 
performance of particle swarm optimization (PSO) in combination with C4.5 algorithm using a 




datasets, and contrasted with eight ML methods including SVM, PSO+C4.5, CART, C4.5, Naïve 
Bayes etc. The proposed method enhanced the performance of the PSO-C4.5 and also 
outperformed the other methods. Meanwhile, CART was recently applied for the detection of 
diabetic retinopathy, the dataset was colour fundus images, and achieved accuracy of 96%, 
specificity of 99%, and sensitivity of 89%  (Aziza et al., 2019). 
Furthermore, ensemble learning enhances ML results by combining different base learners. This 
method yields superior classification performance than to single learners (Brown, 2010). 
Random forest is an ensemble learning method that works by building a multitude of decision 
trees during training (Breiman, 2001). Though random forests lead to improved performance 
compared to some single models (Sarica, Cerasa and Quattrone, 2017), however, it also results in 
a model with poor interpretability, which ultimately makes it difficult to be applied in domains 
such as medical diagnosis that needs interpretable predictions. The problem of interpretability is 
as a result of the diversity and complexity of the decision trees contained in the model. To fully 
understand and interpret the predictions resulting from random forest models, a visual analytic 
system was recently developed (Zhao et al., 2019). The system shows the various trees 
information and also encapsulates the random forest decision paths, thereby demonstrating and 
interpreting the working mechanism of the model.  
A performance comparison of some ensemble learning techniques for the prediction of diabetes 
was conducted (Bashir et al., 2014). The ensemble learning methods include Adaboost, majority 
voting, bagging, Bayesian boosting, and stacking. Three base learners were used in creating the 
ensembles, including CART, C4.5, and ID3. Experimental results on two diabetes datasets 
showed that bagging ensemble method outperformed the other ensemble methods and single 
learners. Lastly, an ensemble method was proposed for the diagnosis of autistic spectrum 
disorder (Ogunleye, Wang and Marwala, 2019). The ensemble method involves randomly 
generating multiple trees from the training set and applying logistic regression to model each 
tree. The proposed ensemble obtained a classification accuracy of 96%. When compared with 
other studies that developed models for the prediction of autistic spectrum disorder, the proposed 





2.4.3. Applications of Support Vector Machine to Medical Diagnosis 
Support vector machine (SVM) has been applied in the prediction of various diseases, and over 
the years, several researchers have developed methods to enhance the performance of the 
algorithm. In the automatic diagnosis of diseases, the algorithms need to be trained with proper 
data and to achieve this, some studies have developed various feature selection methods. In 
(Gürbüz and Kılıç, 2014), a method was proposed in which feature adaptivity was added to a 
support vector machine to reduce the decision making time and increase the accuracy. The 
authors called the algorithm adaptive-SVM, which has a reduced bias value compared to 
conventional SVM. The performance of the model was tested on breast cancer and diabetes 
datasets. The experimental result states the model achieved a classification accuracy of 100% on 
both datasets. 
Meanwhile, another method was proposed using a modified SVM algorithm (Karatsiolis and 
Schizas, 2012), to predict diabetes. The method involves splitting the training data into two 
batches: one emanates from the combination of coherent data regions, and the other consists of 
the part of the data that is difficult to be clustered. The first set is used to build a model using an 
SVM with RBF kernel and the second set for building another model using an SVM with a 
polynomial kernel. The rationale behind this method is that the RBF SVM is preferred for 
datasets of different characteristics compared to the other kernel. Hence, in the time of 
classification, the algorithm decides which of the two SVM models to use based on the specific 
instance. The algorithm achieved a classification accuracy of 82.2%. 
SVM has also been applied in the diagnosis of heart diseases. Recently, various SVM kernels 
(including radial basis function (RBF), Gaussian, polynomial, and linear) were compared with 
KNN, decision tree, ensemble classifiers based on their prediction performance (Hussain et al., 
2020). The linear SVM kernel obtained superior performance with a test accuracy of 93.1% and 
AUC of 0.97, and an ensemble of subspace discriminant classifier obtained the second-best 
performance with a test accuracy of 91.4% and AUC of 0.95. SVM has also been used for the 
prediction of major depressive disorder (MDD)  (Yu et al., 2016). The model was built using 
transcript expression level data, which is useful for the diagnosis of the disease, and obtained 




Meanwhile, breast cancer is a global health challenge, and it is among the leading cause of 
cancer-related deaths in women. Early diagnosis is necessary to prevent the progression of the 
sickness (Sun et al., 2017; Misir et al., 2020; Waaijer et al., 2020). Also, since the diagnosis 
process is time-consuming, there is a need to utilize computation methods for early diagnosis. 
Recently, a method was proposed by combing Gray Wolf Optimization (GWO) and SVM 
(Kamel, YaghoubZadeh and Kheirabadi, 2019). The GWO performed feature selection and the 
SVM used for classification. Breast cancer dataset was utilized for the experiments, and the 
model achieved an excellent performance. Also, another method was developed for the 
prediction of breast cancer using principal component analysis based SVM (PCA-SVM) (Wu 
and Faisal, 2019). Various SVM kernels were considered, and two breast cancer datasets were 
used for the experiments. The PCA-SVM with radial basis function (RBF) kernel performed 
better compared to other SVM kernels with an accuracy of 97.19%. Lastly, SVM has also been 
applied for the diagnosis of multiple sclerosis (Cavaliere et al., 2019) and several other medical 
applications. 
2.4.4. Applications of k-Nearest Neighbors to Medical Diagnosis  
K-nearest neighbors (KNN) has been extensively applied in medical diagnosis. In (Li et al., 
2012), KNN was utilized for gemstone spectral imaging (GSI) analysis of lymph node metastasis 
in gastric cancer. The method obtained a classification accuracy of 96.33%. Further experiments 
were also conducted to determine the best diagnostic method for gastric cancer. When compared 
with the results of multi-detector computer tomography (CT) and helical CT, the authors 
concluded that GSI-CT presents a better choice.  
KNN has been used in detecting prediabetes. The development of type 2 diabetes mellitus 
(T2DM) from prediabetes is preventable through weight loss, medication, and lifestyle changes 
(Kerrison et al., 2017; Dugan et al., 2018). In (Garcia-Carretero et al., 2020), KNN was used to 
predict the progression of prediabetes to T2DM within two years using some laboratory and 
clinical features. The dataset contained 1647 instances of patients considered to be at risk of 
developing the disease. The KNN model obtained an accuracy of 96%, specificity of 78%, and 




Another area where KNN has been utilized in the medical domain is in the prediction of heart 
diseases, which are among the leading cause of death globally (Dalen et al., 2014; Yanwen et al., 
2014). Therefore, it is necessary to proffer a decision support system which aid clinicians to 
diagnose those at risk of developing the disease effectively. With the aim of enhancing the heart 
disease classification process, a method was proposed that combined genetic algorithm (GA) and 
KNN (Jabbar et al., 2013). The method utilized genetic search as a goodness measure to 
eliminate redundant and unimportant features and ranked the features according to their 
importance. The least ranked features were pruned, and the model was developed based on the 
relevant features. The experimental results showed that the method improved the classification 
performance of the KNN for the diagnosis of heart disease. Also, in (Khateeb and Usman, 2017), 
KNN was applied for heart disease prediction using a dataset which contained 14 features. The 
KNN model obtained a classification accuracy of about 80%.  
The authors in (Sowmiya and Sumitra, 2020), proposed an approach for heart disease prediction 
to reduce the mortality rate associated with heart diseases. The procedure involves the use of ant 
colony optimization (ACO) method for feature selection and a hybrid KNN algorithm for 
classification. A comparative study was performed with other ML algorithms, including naïve 
Bayes, decision tree, SVM, and conventional KNN. From the experimental results, the proposed 
method achieved an accuracy of 99.2%, which outperformed the other algorithms. Also, another 
approach was introduced for the detection of heart disease using KNN with parameter weighting 
(Enriko, Suryanegara and Gunawan, 2016). This method also obtained comparable performance 
with other machine learning algorithms. 
2.4.5. Applications of Naïve Bayes to Medical Diagnosis 
Naïve Bayes (NB) has been used in the prediction of various diseases. In (Jabbar and Samreen, 
2016), hidden Naïve Bayes (HNB) was applied for predicting heart disease. The HNB model 
relaxes the conditional independence assumption in conventional Naïve Bayes and obtained an 
accuracy of 100%. Also, Naïve Bayes was utilized to develop an expert system for the early 
detection of eye disorder (Kurniawan et al., 2014). The proposed method used case-based 
reasoning (CBR), which is a model for reasoning from experience, whereas the NB performed 




details regarding the most suitable treatment. The model obtained an accuracy of 82%, which 
shows the capability of NB in classifying eye disease with reasonable accuracy. 
Meanwhile, cancers are among the deadliest diseases affecting humans, and early detection is 
key to survival. Recently, Gaussian Naïve Bayes was used for the early detection of breast and 
lung cancers (Kamel, Abdulah and Al-Tuwaijari, 2019). The algorithm obtained classification 
accuracies of 98% on the breast cancer test set and 90% on the lung cancer test set. Furthermore, 
malignant melanoma is another deadly cancer: the most dangerous form of skin cancer (Davis, 
Shalin and Tackett, 2019). It is a type of skin cancer that occurs when the cells that produce 
pigment and give colour to the skin becomes cancerous (Helgadottir, Drakensjö and Girnita, 
2018). Early diagnosis can also decrease deaths related to skin cancer. A research was conducted 
for detecting malignant melanoma using naïve Bayes and decision tree (Arasi, El-Horbaty and 
El-Dahshan, 2018). Dermoscopy images were used for building the models. Before applying the 
classifiers, the data was preprocessed, and feature extraction performed using hybrid discrete 
wavelet transform (DWT) and PCA. The extracted features served as input to the NB and 
decision tree towards classifying the lesions as either benign or malignant. The naïve Bayes 
obtained a better accuracy of 98.8%, whereas the decision tree achieved 92.86% accuracy. 
Furthermore, the results also reveal that the preprocessing step enhanced the classification 
performance of the algorithms. Lastly, naïve Bayes has also been useful for the identification of 
herniated discs (Suśtersic et al., 2020), and the model achieved excellent performance.  
2.4.6. Applications of Representation learning to Medical Diagnosis  
Representation learning or feature learning methods in health domain maps high dimensional 
medical data to low dimensional vector space and has enhanced the performance of several ML 
applications (Qian et al., 2017). In (Kose and Deperlioglu, 2019), a representation learning 
framework was developed for the diagnosis of diseases. The method used electro-search 
algorithm (ES) and an autoencoder based RNN (ARNN). The rationale for the study was based 
on the fact that the classification performance in medical diagnosis can be enhanced through the 
use of an intelligent optimization technique for feature selection and ARNN to perform 
classification. The results from the ES-ARNN method obtained excellent performance when 




Furthermore, another feature learning method was applied for the prediction of lymph node 
metastasis in lung cancer (Wei et al., 2018). The technique used a stacked sparse autoencoder 
(SSAE) network trained using image data and radiomics features. The performance of the 
algorithm on the two datasets was assessed using ROC and AUC. The experimental results 
obtained revealed that the SSAE trained with images was higher than the model trained with 
radiomics data. Meanwhile, in order to reduce the manual effort in labelling training data for 
skin lesion classification, a new generative model was proposed via a dual discrimination 
training algorithm for autoencoders (Yang and Staib, 2019). At every training cycle, the encoder 
and decoder experienced two stages of adversarial training using two separate discriminator 
networks. Backpropagation was utilized for training the algorithm end-to-end. Unlike 
conventional autoencoders, the algorithm integrates extra constraints using adversarial training. 
When experimented on various dermoscopic images, the algorithm achieved excellent 
performance. The effectiveness of the method was also shown when applied for different tasks, 
including data augmentation, image denoising, and latent space visualization.   
Also, feature learning has been utilized in breast cancer dataset. Recently, a fully autoencoder 
network was applied for the diagnosis of breast cancer (Li et al., 2019). The autoencoder learned 
the prevalent structural patterns within normal image patches. Meanwhile, a patch that does not 
have the features of this normal distribution were detected and evaluated by one-class SVM and 
one-layer neural network. The experiment results were encouraging and can be of benefit in 
breast cancer research. In a similar study, deep autoencoder was used to learn hidden 
correlations in high dimensional mass spectrometry data for the early detection of cancers (Zhou 
et al., 2020). Three cancer datasets were considered for the experiment. The recognition 
accuracy from the learned features was about 100%, which demonstrated the capability of deep 
autoencoders. Lastly, a few recent representation learning methods in the literature include 
SSAE for the diagnosis of Parkinson’s disease (Lei et al., 2019) and SSAE-SVM approach for 
the diagnosing osteoporosis in bone X-ray images (Nasser et al., 2017). 
2.4.7. Applications of Convolutional Neural Networks to Medical Diagnosis 
Convolutional neural networks (CNNs) have been employed in solving several complex ML 
problems since its introduction. Though CNNs were not popular until recently when there were 




the development of improved algorithms (Rawat and Wang, 2017). CNN had a significant 
breakthrough in 2012 through the research carried out by Krizhevsky et al., 2012, where they 
invented AlexNet. This CNN model won the ImageNet large scale visual recognition 
competition. The capacity of CNNs in solving complex image recognition tasks can be 
controlled by changing their depth and breadth, and training it with diverse preprocessed data 
(Krizhevsky, Sutskever and Hinton, 2012). This has led to the emergence of different CNN 
structures. The application of these CNNs has brought about progress in the diverse fields, 
including the processing of medical images and video (LeCun, Bengio and Hinton, 2015). 
However, in this subsection, we discuss some improvements and applications of CNN to 
medical diagnosis. 
DL has been widely used in biological image segmentation and disease prediction, resulting in 
excellent performance. To enhance cardiac segmentation performance (Liu et al., 2020) 
proposed a novel DL segmentation method via a residual convolutional neural network. When 
experimental on automatic cardiac diagnosis challenge (ACDC) dataset, the proposed method 
performed excellently. In (Chen et al., 2020), a research was conducted to analyze the 
effectiveness of DL methods for the diagnosis of chronic kidney disease (CKD). The authors 
proposed an adaptive hybridized deep CNN to realize early detection of the disease, and to 
reduce the feature dimension and improve the classification performance. In (Kermany et al., 
2018), a CNN was applied to identify and classify bacterial pneumonia and viral pneumonia.  
Another application of CNN is in the prediction of brain tumor. In the past, the diagnosis of 
brain tumor types relied on the domain knowledge of doctors. Presently, computer-aided 
diagnosis has improved the accuracy of diagnosing various kinds of tumor using magnetic 
resonance imaging (MRI) datasets. (Huang et al., 2020) presented a CNN based complex 
networks (CNNBCN) with a modified activation function for brain tumor recognition using MRI 
scans. The network structure is achieved by randomly generated graph algorithms instead of 
being manually designed and optimized. The method obtained an accuracy of 95.49%, which 
outperformed many neural network models. Furthermore, the test loss of the model is lower than 
those of ResNet and DenseNet. In another research, deep CNN was used to predict tumor growth 
(Zhang et al., 2018). Experimental results on a pancreatic tumor data showed that the CNN 




Another area where CNNs have been utilized is in the development of models for the 
classification of interstitial lung diseases (ILDs). In (Anthimopoulos et al., 2016), the authors 
presented a CNN model to classify ILD. The proposed CNN comprised of five convolutional 
layers and leaky rectified linear unit (LeakyRelU). A dataset containing 14696 image patches, 
obtained from 120 computed tomography scans. A classification accuracy of 85.5% was 
obtained, which shows the capability of CNNs in examining lung patterns. Recently, faster 
region-based CNN (Faster R-CNN) was utilized to predict thenovel coronavirus (COVID-19) 
using X-ray images (Shibly et al., 2020). The method achieved a recognition accuracy of 
97.36%, precision of 99.26%, and sensitivity of 97.65%, thereby showing the capability of 
CNNs in solving complex problems. Other applications of CNN in medical diagnosis can be 
found in (Li et al., 2017; Abiyev and Ma’aitah, 2018; Yamashita et al., 2018; Yang et al., 2018; 
Li et al., 2019; Yadav and Jadhav, 2019).  
2.4.8. Applications of Densely Connected Convolutional Networks to Medical 
Diagnosis 
Since the introduction of DenseNet (Huang et al., 2017), it has been applied in several medical 
diagnosis problems. In (Li et al., 2020), a new CNN model was implemented to classify benign 
and malignant breast cancer. The building block of the architecture was the DenseNet, which 
was combined with the squeeze and excitation network (SENet). When experimented on some 
histological images, the proposed architecture remarkably improved the accuracy in breast 
cancer classification compared to conventional CNN and other architectures in recent literature. 
Meanwhile, breast tumor segmentation plays a crucial part in the success of the disease 
prediction. DenseNet was recently applied for automatic segmentation of breast tumor (Hai et al., 
2019). The authors proposed a fully convolutional DenseNet (FC-DenseNet) in combination with 
multi-scale image information.  
2.5. Overview of Machine Learning Methods 
In this section, a detailed overview of the ML methods that are utilized in the course of this 
research, which lays the foundation for the various proposed improved methods. We aim to 




2.5.1. Logistic Regression  
Logistic regression is a statistical model which uses a logistic function to create machine learning 
models where the dependent variable is binary. It functions just like linear regression, but with a 
binary target variable (Sperandei, 2014). There are other variants of logistic regression such as 
Softmax regression that can be used for multi-class classification. Logistic regression is capable 
of describing data and explaining the correlation between a binary target variable and the 
predictor variables. Hence, it is well suited for medical diagnosis where we most times attempt to 
detect the presence or absence of an illness. However, when applying logistic regression, the 
problem of multicollinearity should be considered; that is, the independent variables should not 
be correlated (Hosmer and Lemeshow, 2004). A correlation matrix or scatterplot can be used to 
indicate the presence of multicollinearity. Multicollinearity is a statistical situation whereby the 
predictor variables are substantially correlated (Midi, Sarkar and Rana, 2010; Mansfield and 
Helms, 2012; Sinan and Alkan, 2015). The logistic function can be represented as: 
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where   is the log odds, and   indicates the probability of an event (e.g., presence or absence of a 
disease), for a binary response variable Y, we represent    (   ).    are the regression 
coefficients corresponding to the predictor variables   . The odds can be recovered by obtaining 
the exponential of the log odds: 
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where   is the base of the logarithm. Also, through a simple algebraic calculation, the probability 
that     is: 
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From (2.3), it is seen that once    are fixed, the log odds that     for a given instance, can be 
easily computed, or the probability that     for a given instance. The primary application of a 
logistic model is in computing the probability   that     when a sample (     ) is given. 
Furthermore, Softmax regression, otherwise called multinomial logistic regression (MLR), is a 
generalization of logistic regression which is utilized to build models with multiple classes. The 
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where            denote the input values and the output  (  ) is the probability that the 
instance belongs to the     label (Wang et al., 2018). In this thesis, we utilized both the logistic 
regression and Softmax regression in our experiments.  
 
2.5.2. Decision tree learning  
Decision tree learning is an ML approach used in predictive analytics. Unlike other supervised 
learning algorithms, decision tree-based algorithms can be utilized for both regression and 
classification problems (Topîrceanu and Grosseck, 2017). Tree models in which the dependent 
variable is a set of discrete values are termed classification trees. In contrast, regression trees are 
decision tree models in which the dependent variable is a continuous value. Decision trees are 
considered to be among the most widely used machine learning methods due to their simplicity 
(Rokach and Maimon, 2005). In decision trees, the leaves typify outcome variables, and the 
branches denote conjunction of features which lead to those outcomes. Decision tree models 
predict the outcome variable by learning simple decision rules deduced from the training data. 
To predict the outcome of a particular observation, the algorithm starts from the root node and 
compares the values of this node with that of the new observation. After the comparison, the 
branch relative to that is followed and so on. There are several algorithms for building decision 
trees, including the Iterative Dichotomiser (ID3) (Quinlan, 1986) and its successor C4.5 
(Quinlan, 2014). Classification and regression tree (CART) (Breiman et al., 1983) is another 
popular type of decision tree algorithm (Jenhani, Amor and Elouedi, 2008). CART employs Gini 
impurity to determine the probability of a specific variable being wrongly classified when it is 
randomly picked (Kingsford and Salzberg, 2008). To calculate the Gini impurity for a set of 
items with   classes, assuming            : 
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where    is the probability of an object being classified into a particular class (Krzywinski and 
Altman, 2017). Furthermore, decision trees have high computational requirements because the 




operations which makes the tree building stage to be time-consuming  (Mienye, Sun and Wang, 
2019). In this thesis, an efficient decision tree-based ensemble is proposed to mitigate some of 
the limitations of existing tree-based algorithms. 
2.5.3. Support Vector Machine  
Support vector machine (SVM) is an ML method for classification and regression problems. 
SVM is among the most widely used ML algorithms and presents a very robust prediction 
method that is obtained from statistical learning theory (Marwala, 2014). Given the training data, 
an SVM algorithm builds a model that predicts the category a new sample belongs. Besides 
being used for linear classification, SVM is also employed for non-linear classification via a 
method termed as kernel trick (Kafai and Eshghi, 2019). The kernel trick maps the non-linear 
separable input to a high dimensional space where a hyperplane that can separate the samples is 
determined. There exist several SVM kernels, including linear, nonlinear, sigmoid, polynomial, 
radial basis function (RBF), and Gaussian kernels. 
Assuming the training set is    (     )  , where           , binary classification aims to 
obtain a hyperplane that can divide the space into two half-spaces with reference to the inputs of 
the two classes (Hongmao, 2016). In this case, a hyperplane is a linear function of    ( )  
〈   〉   , where  
   ( ( ))    (〈   〉   )       (2.6) 
In (2.6),   represents weight vector, and   is bias, which is a scalar value. Thus, the separating 
hyperplane is expressed as: 
  ( )  〈   〉      (2.7) 
SVM is unique compared to other machine learning algorithms because it has an excellent 
generalization ability since the algorithm minimizes the generalization error and maximizes the 
separating margin (Hongmao, 2016). This minimized generalization error task is computed as a 
constrained optimization problem, i.e., maximizing the margin 
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the method of Lagrange multipliers. By adding an unknown scalar α and solving derivatives of 
the Lagrange  , the following are obtained: 
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The coefficients of    are gotten by maximizing the Lagrangian  , subject to the following 
conditions: 
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When the coefficients of    have been obtained, the resulting hypothesis is a linear combination 
of the training points. Finally, the decision function is represented as: 
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Meanwhile, from (2.11), it can be seen that the learning process in SVM relies on the dot 
products of input pairs, while the prediction of an unseen instance relies solely on the dot product 
of that instance with the training data (Hongmao, 2016). Lastly, support vector machines are 
appropriate for building models with relatively small datasets, and they begin to perform poorly 
when the dataset increases in size.  
2.5.4. k-Nearest Neighbors 
K-nearest neighbors (KNN) algorithm is a supervised ML method that is capable of performing 
both classification and regression tasks. Though it is widely utilized for classification. KNN is a 
non-parametric and lazy learning algorithm (Saadatfar et al., 2020). Non-parametric because it 
makes no assumption about the input data. Lazy learning implies the algorithm generalizes the 
data after a query is made (Galván et al., 2009). The algorithm classifies unlabeled instances by 
assigning them to the class of the related labelled sample in terms of similarity. There are various 
methods to perform this calculation, including Euclidean, Manhattan, and Hamming distance. 
However, the Euclidean distance is mostly used (Zhang, 2016), and it is expressed as: 




where   and   are instances to be compared with   attributes. In the implementation of the 
algorithm, the value of   needs to be chosen, i.e., the number of neighbors or nearest data points 
(Zhang, 2016). KNN is a straightforward ML algorithm that is easy to implement and has been 
applied in different domains, including medical diagnosis.  
2.5.5. Naïve Bayes Classifiers 
Naïve Bayes (NB) is a collection of probabilistic classifiers which uses Baye’s theorem. They are 
called naïve because they assume the features used in building the model are independent of each 
other (Chen et al., 2020). There are different types of NB classifiers, including Gaussian NB and 
Multinomial NB. This family of algorithms are mostly used in applications with large volumes of 
data (Huang and Li, 2011). Bayes theorem is denoted mathematically as: 
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where   represents the target variable, and   is the feature vector of size  : 
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For clarity, using Bayesian probability terminology, (2.13) can be represented as: 
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For two events   and   to be independent  (   )   ( ) ( ), therefore: 
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Equation (2.16) can be better expressed as: 
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In reality, the interest is in the numerator only, since the denominator remains constant for a 
given input, hence, can be removed and (2.17) becomes: 
  ( |       )    ( )    




After obtaining the naïve Bayes probability model, to create the NB classifier, the derived model 
is combined with a decision rule: 
  ̂          ( )    
  (  | )   (2.19) 
where  ̂ denotes the predicted outcome (Huang and Li, 2011). In the simulations carried out in 
this research, we utilize the Gaussian Naïve Bayes method which assumes that the continuous 
values related to every outcome are distributed according to a Gaussian or normal distribution 
(Jahromi and Taheri, 2017). The probability distribution of say   given a class  ,  (   | ), 
can be determined by inserting   into the equation of a Gaussian distribution parameterized by   
and   : 
  (   | )  
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               (2.20) 
2.5.6. Ensemble learning  
Ensemble learning is an ML technique where many learners are built to solve a similar task. As 
opposed to conventional ML algorithms that attempt to learn a single hypothesis from the 
training data, ensemble learning techniques develop a set of hypothesis and combine them. An 
ensemble comprises of several base learners and it generalizes better than a single learner. Base 
learners are also termed as weak learners (Zhou, 2009). Majority voting is a popular weighting 
mechanism used for combining base learners to create an ensemble classifier (Bouziane, 
Messabih and Chouarfia, 2011). Assuming the decision of the t-th classifier is              
     and        , where   is the number of classes and   is the number of classifiers. 
Therefore, majority voting can be expressed mathematically as:  
 ∑                    ∑     
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2.5.7. Convolutional Neural Network 
Convolutional neural networks are feedforward neural networks whereby the flow of information 
occurs in one direction, i.e. from the input to output. CNNs were inspired by findings in the 






Figure 2.1: Basic Structure of a CNN 
There are diverse CNN architectures, but generally, they comprise of convolutional, pooling, and 
fully-connected layers. The basic architecture of a CNN is shown in Figure 2.1. The 
convolutional layer is related to feature extraction. Convolution is a unique operation applied to a 
given matrix (usually the image matrix) using a filter matrix. The convolutional layers are used 
to detect features in images, for instance, edges, colour drops, lines etc. CNNs apply filters, also 
known as feature detectors or kernels to achieve feature detections. These filters are a matrix of 
values, called weights, which are trained to detect particular features (LeCun, Bengio and 
Hinton, 2015; Monkam et al., 2019). The inputs are convolved with the learned weights to obtain 
a feature map. Then a nonlinear activation function is applied to the convolved results. 
Mathematically, the k-th output feature map    can be represented as: 
     (    )   (2.22) 
where    represents the convolutional filter associated with the k-th feature map,   represents 
the input image, and  ( ) denotes the nonlinear activation function. The multiplication sign in 
(2.22) typifies the 2D convolutional operator. The Nonlinear activation ensures the nonlinear 
features are extracted from the input. Rectified linear unit (ReLU), sigmoid, hyperbolic tangent 




The next step in a CNN is a pooling layer; it ensures downsampling of feature maps in order to 
reduce the number of parameters and computation involved in building the model (LeCun, 
Kavukcuoglu and Farabet, 2010). Average pooling and max pooling are some of the pooling 
techniques. However, max pooling is mostly used as it selects the maximum element from the 
region of the feature map covered by the filter. Hence, the feature map after max-pooling 
contains the most relevant features from the previous feature map. Assuming      represents the 
output after the pooling function with respect to the k-th feature map, then: 
          (   )          (2.23) 
where       represents the element at location (   ) within the pooling region    , that denotes 
a receptive field around the position (   ) (Rawat and Wang, 2017). After multiple steps of 
convolution and pooling, the results are fed into a fully connected layer for eventual 
classification. In this layer, the output from the previous layers is flattened in order to obtain a 
single vector of values, where each depicts the probability that a specific feature belongs to a 
particular class. The Softmax activation function maps this layer’s output to a vector whose 
elements add up to one. The Softmax function is expressed as: 
  (  )  
 
  
∑     
    (2.24) 
where   represents the elements in the output layer (Wang et al., 2018). 
2.5.8. Densely Connected Convolutional Networks  
DenseNet is one of the most recent neural networks in computer vision and was introduced in 
order to reduce the error rate in image recognition tasks (Li et al., 2020). DenseNet is similar to 
ResNet (He et al., 2016) but with some core differences. ResNet proposed identity mapping to 
promote gradient propagation, and also the introduction of element-wise addition. And in 
conventional CNN, in order to get high-level features, the input image passes through multiple 
convolutions and pooling. But in DenseNet, every layer gets additional inputs from all previous 
layers and transfers its feature maps to every successive layer. Also, concatenation of feature 









Figure 2.2: A sample DenseNet  
DenseNets achieve improved performance via feature reuse and also producing condensed 
models which are simple to train and are parameter efficient. Information flow between layers is 
enhanced using a unique connectivity pattern, i.e., the     layer gets the feature maps from all 
preceding layers,            as input: 
      ([            ])  (2.25) 
where [            ] represents the concatenation of the feature maps received in layers 
       , and   ( ) represents a composition function of three successive operations: batch 
normalization, ReLU, and a     convolution (Huang et al., 2017). 
2.5.9. Representation Learning  
Representation learning or feature learning is a group of methods that lets a machine to 
instinctively discover the representations needed for efficient prediction or classification from 
the training data (LeCun, Bengio and Hinton, 2015). Feature learning replaces the need for 
manual feature engineering and lets the machine to perform the task of learning the features and 
carry out classification. Generally, ML especially classification tasks, require input data which 
are computationally suitable to process. When trained with inappropriate data, the algorithm 
tends to underperform; this prompted the development of representation learning. Examples of 
supervised feature learning include supervised neural networks, supervised dictionary learning, 
and multilayer perceptron, etc. Whereas, examples of unsupervised feature learning include 
independent component analysis, matrix factorization, autoencoders, predictive sparse 
decomposition (PSD), and diverse forms of clustering. Feature learning is a critical step in 


























































In the subsequent subsections, we will discuss the feature learning methods that are of particular 
interest to this thesis.  
2.5.10. Autoencoders  
Autoencoders (AEs) are unsupervised machine learning architectures. They are feedforward 
neural networks that comprises of two parts, an encoding part and a decoding part. The primary 
function of an autoencoder is to reconstruct the input at the output. In the encoding part, various 
features are extracted from the input data to form the hidden layer using a nonlinear mapping, via 
some weight matrix. Whereas, in the decoding part, the output vector is predicted to reconstruct 
the initial input vector using another weight matrix. The autoencoder can learn a good 
representation of the input via imposing different constraints on the network (Hamadache et al., 
2019). There are many types of autoencoder networks, including contractive autoencoder, sparse 
autoencoder, denoising autoencoder, convolutional autoencoder, and variational autoencoders, 
among others. Meanwhile, in this thesis, autoencoder of focus is on the sparse autoencoder, and 
detailed mathematical modelling can be found in Chapters 4 and 5.  
2.5.11. Predictive Sparse Decomposition  
Motivated by advances in neuroscience, several representation learning techniques have been 
proposed, including neural networks and sparse coding. A major challenge with conventional 
sparse coding is that inference is quite slow, for example, when given an input vector, obtaining 
the equivalent code vector requires an L2/L1 optimization. Doing this for every patch in an 
image would hinder the use of sparse coding for fast inference image recognition (Gregor and 
LeCun, 2010). Predictive sparse decomposition (PSD) is an unsupervised representation learning 
technique that combines both neural network and sparse coding (Kavukcuoglu, Ranzato and 
LeCun, 2010). A set of abstract basis function is learned by the sparse coding, which also 
represents the input data as a sparse linear combination of the basis functions. And the neural 
network is trained to predict an approximation to the optimal sparse codes and fine-tuned to 
obtain excellent classification performance (Lv, Zhao and Deng, 2017). Several modifications of 
PSD are available in the literature (Kavukcuoglu et al., 2009, 2010; He et al., 2014; Chang et al., 




decomposition method trains a feed-forward regressor  (   ). During training, the feature 
vector    is achieved by minimizing: 
  (     )  ‖    ‖ 
   ‖ ‖  ‖   (   )‖ 
    (2.26) 
where   represents the filters and  the matrix whose columns are the dictionary elements. For 
every training sample  , the algorithms obtains    that minimizes  . On completion of the 
training, the feature vector for any input is easily gotten by     (   ), therefore the process 
is swift (LeCun, Kavukcuoglu and Farabet, 2010). 
2.6. Research Gap 
The development and training of machine learning algorithms require numerous labelled data. 
However, using feature engineering to extract features from raw data is time-consuming and 
expensive as it requires domain knowledge. Also, in medical diagnosis, unlabeled data are 
readily available. Recent research in machine learning has shown that feature learning has 
proven effective in training models using unlabelled data, thereby reducing the need for labelled 
data (Berardo, Favero and Neto, 2015; Chen et al., 2015; Gao, Lin and Wong, 2015; Xie et al., 
2019; Zhao et al., 2020). Also, there exist numerous studies that used ML methods for detecting 
heart diseases. However, not much has focused on selecting the important attributes via feature 
representation which would ultimately enhance the performance of the classifiers. To reduce the 
need for feature engineering in the application of ML to medical diagnosis, and build on existing 
feature learning methods to further improve the classification performance, this research aims at 
proposing machine learning pipelines using unsupervised feature learning methods and 
appropriate classifiers. Also, a major challenge in using ML for the diagnosis of diseases is that 
medical datasets are highly imbalanced, i.e., negative instances outnumber the positive instances, 
which ultimately reduce the performance of conventional ML algorithms (Drosou and 
Koukouvinos, 2017). Ensemble learning has been studied for class imbalanced problems (Galar 
et al., 2012; Wang et al., 2017; Feng, Huang and Ren, 2018; Lee, 2019). In this thesis, we also 






2.7. Conclusion  
This chapter presented an overview of ML methods used for medical diagnosis and discussed 
relevant related works and the successes achieved so far. We also provided a mathematical 
overview of selected machine learning algorithms relevant to the thesis. The chapter is important 
because it gives the needed understanding of various methods used in the course of this thesis. It 
further highlighted research gaps which this thesis attempts to fill. Furthermore, the algorithms 










































3.1.  Introduction  
This chapter highlights the research methodology adopted for the thesis and provides detailed 
information regarding the various datasets utilized in the experiments. We also detail the 
different metrics applied for the performance evaluation of our models and the experimental 
environment. In this thesis, the experimental research method is adopted. It is a scientific 
approach to research whereby some independent variables are processed, directly affecting one 
or more dependent or target variables. The independent variables' impact on the target variables 
is usually measured to help researchers draw the appropriate conclusion. This research method 
also involves collecting quantitative data to perform statistical analysis (Kasongo and Sun, 
2020b). In the course of the experimental research, performance comparison will be conducted 
between the improved ML methods, other well-performing algorithms, and recently proposed 
methods in the literature. Mathematical formulations will also be shown to introduce the various 
proposed methods better.  
3.2.  Heart Disease Datasets  
Heart diseases are among the deadliest diseases affecting people of middle and old ages, and it is 
more prevalent in men compared to women. Research has shown that heart disease amount to 
one-third of all worldwide deaths. Every year about 17 million people die as a result of 
cardiovascular diseases (CVDs) globally. Age, family history, poor diet, obesity, and diabetes 
are some of the risk factors associated with the disease (Latha and Jeeva, 2019). Several ML 
models have been proposed for predicting heart diseases (Haq et al., 2018; Alaa et al., 2019; 
Chicco and Jurman, 2020; Mienye, Sun and Wang, 2020c). There are many publicly available 
datasets used for developing heart disease prediction models, including Cleveland dataset, 
Framingham dataset, Statlog dataset, etc.  However, in this thesis, the Cleveland and 




3.2.1. Cleveland Heart Disease Dataset 
The Cleveland dataset is the most used dataset for building heart disease models (Latha and 
Jeeva, 2019). This dataset contains 303 instances and 14 features. The various features are 
tabulated in Table 3.1.  
Table 3.1: Features of the Cleveland dataset 
S/N Feature information 
1 Age of the patient in years 
2 Sex 
3 Chest pain type 
4 Resting blood pressure on admission to the hospital in mm Hg 
5 Serum cholesterol of the patient measured in mg/dl. 
6 Fasting blood sugar of the patient. 
7 Resting electrocardiographic results 
8 Maximum heart rate achieved 
9 Exercise-induced angina 
10 ST depression induced by exercise relative to rest 
11 Measure of slope for peak exercise 
12 Number of major vessels (0-3) coloured by fluoroscopy 
13 Represents heart rate of the patient 
14 Diagnosis (presence or absence of heart disease) 
 
3.2.2. Framingham Heart Disease Dataset 
The Framingham heart disease dataset is publicly available on the Kaggle website (Framingham 
Heart study dataset, no date). The dataset was established following a cardiovascular study on 
people living in Framingham, Massachusetts. The study aims to predict if an individual has a 10-
year risk of developing heart disease.  The dataset contains over 4 000 instances and 16 features, 
including demographic, behavioural, and medical risk factors. Table 3.2 shows a complete 








Table 3.2: Features in the Framingham dataset 
S/N Feature information 
1 Sex 
2 Age of the patient in years 
3 Educational level of the patient 
4 Current smoker 
5 the average amount of cigarettes that the individual 
smokes per day 
6 whether or not the person is on blood pressure 
medication 
7 whether or not the individual previously had a stroke 
8 whether or not the patient was hypertensive 
9 whether or not the patient has diabetes 
10 total cholesterol level 
11 systolic blood pressure 
12 diastolic blood pressure 
13 Body mass index 
14 Heart rate 
15 Glucose level 
16 Target variable: 10 year risk of coronary heart 
disease (binary: 0 = No and 1 = Yes) 
 
 
3.3. Lung Cancer Dataset  
Lung cancer is the most prevalent and leading cause of cancer-associated deaths globally. More 
than 1.4 million people die of this cancer yearly (Hussain et al., 2019). The most widespread of 
lung cancers is the non-small cell lung cancer (NSCLC), and it is often detected in the advanced 
stages (Kureshi, Abidi and Blouin, 2016). Hence, the need for effective predictive models for 
efficient early detection and treatment. Medical imaging is a crucial part of oncology, which is 
the subfield of medicine that studies the prevention, diagnosis, and treatment of cancers. 
Previously, that role was restricted to diagnosis and staging. Recently, imaging biomarkers from 
medical images have gotten the attention of researchers, who attempt to develop models to 
provide insights about various cancers (Bodalal et al., 2019). In this thesis, we use a 
radiogenomic dataset of NSCLC images from 211 patients.  The dataset is obtained from The 
Cancer Imaging Archive (TCIA) supported by the University of Arkansas for Medical Sciences 
(UAMS), under the collection name NSCLC-Radiogenomics. It consists of computed 




radiogenomics was recently coined to represent the relationship between the imaging features of 
a specific disease and various genetic features. The NSCLC-Radiogenomics dataset was formed 
to assist in finding the inherent relationship that exists between genomic and medical image 
features and for building and evaluating prognostic medical image biomarkers (Bakr et al., 
2017). 
3.4. Performance Evaluation Metrics  
To evaluate the performance of the proposed methods, some metrics are used. These metrics 
were selected because they are widely used in assessing ML models. The first metric is accuracy, 
and it is the ratio of the number of correctly predicted instances to the total number of 
predictions. Accuracy is the most commonly used performance metric for classification tasks 
(Tharwat, 2018). The second metric is sensitivity, otherwise called recall or true positive rate 
(TPR), and it is the number of instances which are correctly classified as positive among the 
positive cases. The more the number of false negatives predicted by the classifier, the lower the 
sensitivity. Thirdly, precision is the ratio of true positives to all the positives predicted by the 
model. A low precision is gotten when the model predicts many false positives. Furthermore, 
another metric is the F1 score, which is a measure of the harmonic mean between precision and 
sensitivity (Kasongo and Sun, 2020a). The mathematical representations of these performance 
metrics are: 
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where    represents the number of true positives (instances corrected predicted as positive), 
whereas    stands for the number of true negatives (cases corrected predicted as negative). 
Meanwhile,    and    denotes the number of false-positive and false-negative, and they denote 




(Wang and Zheng, 2013). The confusion matrix summarizes the relationship between these 
classification outcomes and is shown in Table 3.4. 
Table 3.3: Confusion Matrix 




Positive TP FN 
 Negative FP TN 
 
Other performance metrics utilized in the course of this thesis are computational time, receiver 
operating characteristic (ROC) curve, and area under the ROC curve (AUC). The former is a 
graphical plot that demonstrates the predictive ability of a binary classifier, and it is constructed 
by plotting the TPR against the false positive rate (FPR). Just like TPR, the FPR is the number of 
instances which are incorrectly classified as positive out of all negative instances: 
      
  
     
  (3.5) 
Meanwhile, the AUC shows the ability of the model to recognize various classes and is utilized 
as a summary of the ROC curve. AUC is an efficient way to illustrate the overall diagnostic 
ability of the test. Usually, AUC values start from 0 to 1, where a value of 0 means an entirely 
inaccurate test, and a value of 1 implies a wholly accurate test (Mandrekar, 2010). 
3.5. Experimental Environment  
To develop the various machine learning models, we utilize the Scikit Learn and Keras libraries, 
which are free ML libraries for the Python programming language. Other libraries in Python 
used in the course of data manipulation, model development, and evaluation, such as Pandas, 
Numpy, Matplotlib, etc. All the computations are carried out using a computer with the 
following specifications: Intel Core i5-6300U, 2.40 GHz, and 16 GB RAM. 
3.6. Conclusion  
This chapter presented a detailed illustration of the research methodology employed in this 
thesis. We also discussed the various datasets utilized in building and testing the proposed 




to assess the efficacy of the proposed methods. Subsequent chapters provide the various 



























IMPROVED SPARSE AUTOENCODER BASED ARTIFICIAL NEURAL 
NETWORK APPROACH FOR PREDICTION OF HEART DISEASE 
 
4.1. Introduction 
Heart disease (HD) has been classified as among the most deadly human diseases, and its 
diagnosis and treatment are quite complex. Predicting heart disease is challenging but necessary 
since the mortality rate can be significantly reduced if the condition is detected early and 
preventive measures are taken (Mohan, Thirumalai and Srivastava, 2019). Therefore, accurate 
prediction of patients' heart disease risk is essential to reduce the associated risk of severe heart 
condition (Haq et al., 2018). To achieve this and save human lives, there is a need to efficiently 
process raw heart data for proper classification. In order to improve the performance of HD 
prediction, several researchers have used machine learning algorithms to build various models. 
They have achieved some success, for example (Mohan, Thirumalai and Srivastava, 2019) 
proposed a method to improve the prediction accuracy by detecting the important features and 
performing classification using a hybrid random forest, they achieved accuracy up to 88.47%, 
sensitivity of 92.8%, specificity of 88.6%, and precision of 87.5%.  
In (Haq et al., 2018), the authors proposed a framework to predict heart disease where they 
performed feature reduction, which impacted the performance of various classifiers 
experimented on, with support vector machine having an accuracy of 88%. Similarly, in 
(Purushottam, Saxena and Sharma, 2016) a method was proposed to generate decision rules in 
order to classify heart disease risk level effectively, and the experimental result shows the 
approach achieved an accuracy of 86.7%. However, to further improve on the progress made so 
far, other methods need to be utilized.  Deep learning has been successfully applied in several 
areas, especially in image and visual analysis. In recent times, deep autoencoders have achieved 
superior performance in some unsupervised machine learning tasks. It is a possible solution to 
heart disease prediction challenge due to its exceptional performance in learning good feature 




An autoencoder comprises of two functions, an encoder that maps the original d-dimensional 
input data to an intermediate or hidden representation, and a decoder that maps the hidden 
representation back to a d-dimensional vector which is expected to be as close as possible to the 
original input of the encoder, and the process is called reconstruction whereas the difference 
between the decoder output and encoder input is called the reconstruction error (İrsoy and 
Alpaydın, 2017). An autoencoder architecture is shown in Figure 4.1, which comprises an input 
layer, a hidden layer, and an output layer. Research has shown that the classification 
performance can be improved when representations are learnt in a way that encourages sparsity. 
In sparse autoencoders, the training criterion includes a sparsity penalty on the code layer.  
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         Input Layer    Hidden Layer   Output Layer 
 
                       Figure 4.1: The structure of an autoencoder 
This chapter presents an efficient and reliable sparse autoencoder (SAE) approach to perform 
unsupervised feature learning and prediction of heart disease. The focus is on developing an 
SAE model to learn useful features from the HD dataset and then perform classification using 
the learned features. The model is optimized using adaptive moment estimation (Adam) 
algorithm to achieve the dynamic adjustment of different parameters. The batch normalization 
technique is applied to avoid overfitting and improve the model's performance, speed, and 
stability. The optimized setting also ensures reconstruction error is significantly minimized. The 
effectiveness of the proposed method is verified by comparing with a standalone ANN, well-
performing algorithms such as k-nearest neighbors (KNN), classification and regression tree 
(CART), Logistic regression (LR), and linear discriminant analysis (LDA), and other related 
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scholarly works used for the comparison. The result shows our proposed approach obtains 
superior classification performance. 
4.2. Proposed Methodology 
This section presents a description of the methodology used in implementing the proposed sparse 
autoencoder. An autoencoder is a type of unsupervised neural network architecture that replicates 
its input at the output. It consists of an encoder and a decoder. AEs aim to learn low-level 
representations of the input data, which are then deformed back to project the original data. The 
encoder maps the input to a new representation. This new representation is then decoded at the 
output to reconstruct the input    according to (4.1) and (4.2), x is the input and z is the new 
representation.  
     (    )    (4.1) 
     (      )          (4.2) 
In the above formulas,   is the activation function for the hidden layer neurons and g for the 
output layer neurons,  and   are weight matrices,   and    are the encoder and decoder bias 
vectors respectively. The sigmoid activation function shown in (4.3) is utilized in this chapter, 
instead of the other activation functions such as Relu and Tanh. 
      
 
     
  (4.3) 
The reconstruction error function E between the input x and reconstructed input    uses the mean 
squared error (MSE) function: 
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N represents the number of input samples. However, in this research, a sparse autoencoder is 
utilized to get an effective low-level representation of the input data under sparse constraints. 
Hence, sparsity is introduced by including regularization to the cost function. Let    be the 
average activation of neurons in the hidden layer.  
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From (4.5) I, n, and j represent the     neuron, the total number of training samples, and jth 
training sample, respectively. The average activation    approaches p, which is a constant close to 
zero. Hence, the Kullback-Leibler (KL) divergence is used to add the regularizer to the cost 
function. The KL divergence is introduced to achieve sparsity. 
            ∑      (
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From (4.6) d stands for the total number of neurons in a layer, whereas the constant   is the 
sparsity proportion, which is the needed activation value. Therefore, the SAE error function now 
comprises of the mean square error and the regularization terms. Furthermore, in order to control 
the weights and prevent overfitting, L2 regularization (L2R) is introduced in the cost function. 
           
 
 






   (4.7) 
L and K represents the number of hidden layers and the number of features in a sample, 
respectively (Muhammad et al., 2018). Also, we went further to include the weight attenuation 
units, as seen in (4.8). After adding the various regularization terms, i.e. (4.6) and (4.7) into (4.4) 
which is the reconstruction error, the cost function becomes: 
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There are three optimization parameters in (4.8):    which is the coefficient for L2R and it 
prevents overfitting, the second parameter is   the sparsity regularization parameter, and it sets 
the sparsity penalty term. Lastly, p the sparsity proportion controls the needed sparsity level. The 
optimization parameter values for  ,  , and p are 0.0001, 3, and 0.05, respectively. These 
parameters were obtained from the literature and have been widely used in different neural 
network applications (Ruder, 2017; Yan and Han, 2018). Furthermore, in our quest to train a 
robust SAE, the Adam algorithm (Kingma and Ba, 2017a) is used instead of the classical 
stochastic gradient descent or other variants. The Adam optimization algorithm avails us the 
opportunity to use different learning rate for various parameters and to realize the dynamic 
adjustment of various parameters by obtaining the gradient first-order moment estimate    and 
second-order moment estimate    shown in (4.9), (4.10), and (4.11). 
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where    and    are the first-order exponential damping decrement and second-order exponential 
damping decrement respectively. Whereas    is the gradient of the parameters at timestep t in the 
cost function E above. Computer bias-corrected for   and   :  
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Update parameters: 
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  represents the update step size.   takes a small constant in order to stop the denominator from 
becoming zero. The procedure for the proposed sparse autoencoder is shown in Algorithm 1. 
Algorithm 4.1: A proposed methodology for sparse autoencoder 
Input: train set   
Process: 
1. Start 
2. Initialize               
3. Obtain the reconstruction error function   according to (4.4) 
4. Add sparsity regularizer to cost function according to (4.6)  
5. Add L2 regularization to the cost function according to (4.7) 
6. Train network 
7. End 
Output: reconstructed representation of the input    
4.3. Dataset and Performance Indices 
The HD dataset is gotten from Kaggle website. The dataset was obtained after a cardiovascular 
study on residents of Framingham, Massachusetts. The reason for using the Kaggle Framingham 
heart dataset is because it has a higher number of instances (4238) compared to the Cleveland, 
Hungarian, and Long beach heart datasets which have 303, 294, and 200 instances respectively. 




coronary heart disease (CHD). It consists of 4238 samples and 16 features. Every feature is a 
possible risk factor, and they include behavioural, demographic, and medical risk factors. The 
dataset contains missing attributes. After dropping rows with missing attributes, 3656 records 
were left; 3099 were negative and 557 positive. We utilized 70-30% train-test data partitioning 
approach. To adequately assess our method's performance, some metrics, including accuracy, 
precision, sensitivity, and F1 score, were used. The various performance metrics are defined as 
follows: 
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TN and TP stand for true negative and true positive, and they are the number of negative and 
positive patients classified correctly. Whereas FP and FN represent false positive and false 
negative and represent the number of positive and negative patients wrongly predicted.  
4.4. Experimental setup 
4.4.1. The approach 
The proposed approach involves two steps. Firstly, the dataset is preprocessed to make it suitable 
for building our model. After preprocessing, the dataset is divided into train and test sets. The 
SAE is trained using the negative instances in the train set. The rationale here is that if the model 
can learn an accurate representation of these negative samples when presented with unseen 
examples, either positive or negative, it should easily identify it. By training with the negative 
instances, the autoencoder can accurately learn instances where the disease is absent; this is 
necessary for the model to identify positive instances efficiently. Our interest is to obtain the 
latent representation of the input learned by the SAE model and use it to train the ANN. Hence, 
once the SAE model is trained, the encoding part is used to create another network. This network 




simply transforms the dataset to a low-dimensional representation dataset. The second stage is to 
train the ANN classifier using the transformed train set and then make predictions on the test set. 
The proposed method prevents any possible data leakage and overfitting. 
4.5.2 Model parameters 
The experiment was conducted using a computer with the following specification: Intel Core i5-
6300U, 2.40GHz, and 16GB RAM. Python was utilized as the programming language. While 
there is no rule of thumb to get the number of hidden layers and neurons in various layers of an 
autoencoder network, we need to obtain an excellent network structure according to our 
experimental settings for optimal performance. From several experiments carried out the 
experimental parameters in Table 1 gives optimal performance. 
Table 4.1: Parameters of the SAE 
Parameter Value 
Nodes in the input layer 15 
Neurons in 1
st
 hidden layer 100 
Neurons in 2
nd
 hidden layer 75 
Neurons in 3
rd
 hidden layer 50 
Neurons in 4
th
 hidden layer 25 
Neurons in Bottleneck layer    7 
Sparse parameter 0.05 
Pre-training learning rate 0.01 
Batch size 32 
In the SAE network, the layers (100, 75, 50, and 25) in encoder and decoder are symmetric 
around the bottleneck. The Adam optimization algorithm takes the default parameter as proposed 
by (Kingma and Ba, 2017a). Also, batch normalization technique proposed by (Ioffe and 
Szegedy, 2015) was applied to improve the SAE model's performance, speed, and stability. Using 





4.5. Results and discussion  
To demonstrate the effectiveness and performance of the features learned by our proposed sparse 
autoencoder, first, we trained an ANN using the raw data and secondly using the learned features 
as shown in Table 4.2.  









ANN 85 72 85 78 
Proposed SAE+ANN 90 89 91 90 
The result shows that the sparse autoencoder's low-dimensional features improve the 
classification performance of the ANN. Since the proposed method performs better than the 
ANN, it demonstrates the fact that the sparse autoencoder can retain the information in the input 
data while obtaining optimal low dimensional features. The model performs well on the test 
data, which is a major pointer to its efficiency since the model has not previously seen the data. 
We also carried out comparative experiments using five base classifiers, including KNN, CART, 
Logistic regression, Naïve Bayes, and LDA. The experimental results are summarized in Table 
4.3. From Table 4.3, it can be seen that the proposed method performs better than the other 
algorithms. 









KNN 81 75 81 76 
CART 76 75 76 75 
LR 83 84 83 77 
Naïve Bayes 82       78 82 79 
LDA 83 81 83 78 

















(Mohan, Thirumalai and Srivastava, 2019) 88.47 87.5 92.8 90 
(Haq et al., 2018) 89 - 77 - 
(Repaka, Ravikanti and Franklin, 2019) 89.77 - - - 
(Latha and Jeeva, 2019) 85.48 - - - 
Our approach 90 89 91 90 
Furthermore, the proposed approach is compared with some recent scholarly works, as shown in 
Table 4, and it shows better performance than those in the reported literature. Lastly, to further 
demonstrate how effective the proposed method performs, we conducted further experiments 
using the cervical cancer risk factors dataset, as shown in Table 4.5.  
Table 4.5: Performance comparison between the proposed method and other algorithms on the 









SVM 93 98 95 96 
Decision tree 90 93 96 94 
KNN 93 98 95 96 
Naïve Bayes  94       90 93 91 
ANN 94 98 91 94 
Proposed SAE+ANN 98 96 98 97 
From the results gotten so far, it can be seen that the proposed method shows significant 
improvement compared to the other methods in terms of classification performance. And the 
proposed sparse autoencoder improves the ANN's accuracy compared to a case where the ANN 
alone was used to make predictions. The results also show that improved performance can be 
achieved not only by improving the structure of the neural network or performing 






4.6. Conclusion  
In this research, an improved sparse autoencoder based ANN was proposed to aid heart disease 
prediction. The sparse autoencoder was used to learn the best representation of the data while the 
ANN was applied to make predictions based on the learned records. The SAE was optimized 
using Adam algorithm, and batch normalization introduced. The accuracy of the model on test 
data was 90%. Compared to some traditional machine learning approaches and ANN, our 






















A MULTISTAGE DEEP LEARNING APPROACH VIA STACKED 
SPARSE AUTOENCODER AND SOFTMAX CLASSIFIER FOR 
PREDICTION OF HEART DISEASE 
 
5.1. Introduction  
Coronary heart disease is considered one of the most deadly cardiovascular disorders, and early 
detection can significantly improve patient survival rates. The growing prevalence and high 
mortality rate of heart disease (HD) globally necessitate the rapid and accurate diagnosis of the 
disease (Oh et al., 2020). However, if the condition is diagnosed at its later stage, it becomes life-
threatening. Therefore, it is crucial to predict those at risk of developing heart disease, and to 
achieve this; several machine learning models have been developed (Mdhaffar et al., 2017; Jin et 
al., 2018; Niamat, et al., 2019; Rahman, et al., 2019; Latha and Jeeva, 2019). Meanwhile, 
research has shown that the input data tends to influence machine learning algorithms' 
performance, and optimal performance is obtained when algorithms are trained with relevant 
data. Thus, most of the actual effort in deploying machine learning models go into the design of 
preprocessing pipelines and data transformations that result in a representation of the data that 
can support efficient machine learning (Bengio, Courville and Vincent, 2013), and 
dimensionality reduction techniques are mostly utilized to achieve this.  
By applying dimensionality reduction, a set of salient features can be obtained; the resulting low-
dimensional feature representation can simplify the classification task. Dimensionality reduction 
approaches can be divided into feature selection and feature extraction. Recently, efficient low-
dimensional feature learning has received a lot of attention, especially autoencoder neural 
networks, which have shown excellent performance in learning a good representation of data 
(Liu, Li and Yang, 2018). Autoencoders are unsupervised artificial neural networks used to learn 
representation for a set of data, generally for dimensionality reduction, by training the network to 
learn a compressed knowledge of the original input.  
Autoencoders can be used to efficiently process and extract hidden representations from heart 




layer, and an output layer. The network learns a hidden correlation between the input features 
and reconstructs it at the output. Furthermore, a sparsity constraint can be imposed on the hidden 
units, which enable the network to learn a better representation of the input. When a good feature 
representation is obtained, the supervised learning algorithm can perform better classification 
(Ng, 2011).  
In this chapter, an approach for heart disease prediction is presented by first stacking multiple 
sparse autoencoders to efficiently extract the latent representation from the features in the input 
data. The proposed stacked sparse autoencoder (SSAE) network is optimized to ensure the 
reconstruction error is significantly minimized. The problem of internal covariate shift (Ioffe and 
Szegedy, 2015) associated with deep neural networks such as the proposed SSAE is also 
prevented by introducing batch normalization to the network. The learned features are then used 
to train a Softmax classifier to perform supervised classification. Furthermore, the Softmax 
model is optimized to avoid the problem of local minima and improve the model performance.  
The efficacy of the proposed approach is demonstrated by comparing it with an instance where 
the Softmax classifier is trained using the raw dataset. Further comparison will also be performed 
with other well-performing machine learning algorithms such as k-nearest neighbor (KNN), 
logistic regression (LR), linear discriminant analysis (LDA), support vector machine (SVM), 
classification and regression tree (CART), gradient boosting, random forest, artificial neural 
network (ANN), and other scholarly works. The rest of the chapter is organized as follows. The 
dataset used in the experiment, the concepts incorporated in the proposed approach, together 
with the proposed framework, are described in Section 5.2. The experimental results are 
tabulated and discussed in Section 5.3. Section 5.4 concludes the chapter and highlight future 
research direction. 
5.2. Materials and Methods 
In this section, the methodology applied in building the predictive model is presented. The 
dataset used for the experiments, the representation learning method, and the classifier are 







The dataset used in this chapter is publicly available on the Kaggle website, and it is obtained 
from a cardiovascular study on residents of Framingham, Massachusetts. Compared to other 
heart disease risk datasets, the Framingham dataset has more instances, with over 4,000 patient 
records and 16 attributes. The attributes include risk factors from physical examination of the 
patients, demographic risk factors, behavioural risk factors, and medical risk factors. The study 
aims to predict if a patient has a 10-year risk of future coronary heart disease (CHD). The dataset 
contained a few instances with missing attributes, which was handled by imputation. To enable 
us to make a fair comparison between our proposed method and other studies, we utilized the 70-
30 train-test holdout validation approach.  
5.2.2. Autoencoder  
Autoencoders are unsupervised artificial neural networks used for representation learning tasks. 
The autoencoder architecture is designed such that a bottleneck is imposed in the network that 
forces a compressed knowledge representation of the input. Therefore, the correlation between 
the input features is learned and reconstructed. The working process of the autoencoder can be 
divided into two stages: encoding and decoding. The encoder maps the original input   to the 
hidden layer, which is considered as a latent representation of the initial input. The decoder then 
reconstructs this latent representation into  ̂. The dimension of the reconstructed data is as close as 
possible to the original input (Liu, Li and Yang, 2018). The encoding and decoding processes are 
defined in (5.1) and (5.2), respectively. 
    (    )         (5.1) 
  ̂   (      )  (5.2) 
From (5.1) and (5.2),   (         ) is the input data vector,   (         ) is the low-
dimensional vector obtained from the hidden layer, and   ̂  (  ̂    ̂     ̂ ) is the reconstructed 
input.   and    are weight matrices,   and    are bias vectors, and   represents the activation 
function. There are different activation functions, including hyperbolic tangent function (Tanh), 
sigmoid function, rectified linear unit (ReLU) function, and softmax function. For the proposed 
autoencoder, we utilize the sigmoid activation function:  
   
 
     




For   input samples, the reconstruction error function  , between   and  ̂, is the mean squared 
error function:   
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                (5.4) 
Overfitting is a common challenge that occurs when training autoencoder networks. An efficient 
way to solve this problem is by applying a weight penalty to the cost function: 
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)          (5.5)  
where   is the weight attenuation coefficient. To avoid a situation where the autoencoder simply 
copies the input data to the output and achieves better feature learning under sparse constraints, a 
sparse penalty term is introduced in the autoencoder hidden layer (Yan and Han, 2018). 
Assuming the average activation of neurons in the hidden layer is   , and it is defined as:  
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           (5.6) 
To achieve sparsity, we limit      , where   is the sparsity proportion, usually a small positive 
number near 0 (Li et al., 2020). Thus, we try to minimize the Kullback-Leibler (KL) divergence 
between    and  : 
    ( ̂|| )  ∑     (
 
  ̂
)     (   )   (
   
    ̂
)        (5.7) 
where   is the number of hidden neurons. Therefore, the cost function of the autoencoder now 
contains three parts: the mean squared error, the weight attenuation, and the sparsity 
regularization parts, as shown in (5.8): 
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where   is the sparsity regularization parameter; furthermore, to achieve optimal feature learning, 
we stacked multiple sparse autoencoders, as shown in Figure 5.1. The architecture entails 
connecting the encoding layer to the input layer of the next sparse autoencoder so that better 
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Figure 5.1: Structure of the proposed stacked sparse autoencoder model 
We apply the greedy layer-wise unsupervised training strategy proposed by Bengio et al. (Bengio 
et al., 2007) to sequentially train every layer of the autoencoder to access the optimized 
connection weights and bias values of the whole SSAE. Backpropagation is then applied to fine-
tune the entire network until the error between the input and output reaches the needed 
requirement to obtain an optimal model. The unsupervised greedy layer-wise training method 
supports the optimization by initializing weights in a region close to an acceptable local 
minimum, thereby achieving a good representation of the input and better generalization. 
Furthermore, in our quest to train an effective SSAE network, we utilized the adaptive moment 
estimation (Adam) optimization algorithm proposed by Kingma and Ba (Kingma and Ba, 2017b) 
to realize the dynamic adjustment of various parameters. This is necessary since there is a sparse 
constraint in the autoencoder network; therefore, it is wise to use different learning rates for 
various parameters, and the Adam optimization algorithm, which is an extension of stochastic 
gradient descent avails us the opportunity to achieve this. And lastly, when training deep neural 
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which slows down the training process and affects the model's performance. To prevent this 
problem, we introduced batch normalization (Ioffe and Szegedy, 2015), this improves the speed 
and stability of the network, by normalizing layer inputs. Batch normalization also acts as a 
regularizer and reduces the need for Dropout. 
5.2.3. Softmax classifier  
The Softmax classifier is a generalization of logistic regression, which is applied to classification 
problems with two or more dependent variables, i.e.,         . In this chapter, the learned 
features from the SSAE are fed into the Softmax to perform supervised classification. The 
softmax function allows us to interpret the outputs as probabilities and is expressed as follows: 
  (  )  
   
∑  
   
   
 (         )   (5.9) 
where            represent the input values and the output  (  ) is the probability that the 
sample belongs to the     label (M. Wang et al., 2018). Let   represents the input samples with 
each sample indexed by        , then the error at the softmax layer is measured using the 
cross entropy loss function: 
  ( )  
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where the true probability    is the actual label and    is the predicted value.  (     ) is a 
measure of the dissimilarity between          . Meanwhile, neural networks such as this can 
quickly get stuck in local minima, with the algorithm thinking it has reached the global minima, 
thus leading to non-optimal results. To avoid the local minima problem and improve the model 
performance, we apply mini-batch gradient descent and momentum to optimize the cross-entropy 
loss. The mini-batch gradient descent, which is a variant of gradient descent algorithm, splits the 
input data into small batches that are used to determine the model error and update the model 
coefficients. And the momentum (Qian, 1999) is applied to obtain better convergence.  
5.2.4. The Proposed Framework 
 
The flowchart for the proposed methodology is shown in Figure 5.2. The initial heart disease 
data is preprocessed for machine learning; afterwards, the preprocessed data is split into training 




whereas the testing set is input with the learned model to obtain the low-dimensional 
representation dataset. In a nutshell, the SSAE learns a good representation of the training data 
and performs dimensionality reduction. Then the same weight matrix is used to reduce the 
dimension of the test set. The Softmax classifier is then trained using the low-dimensional 
training set in a supervised fashion, while the low-dimensional test set is used to test the 
classifier performance. It is important to note that the proposed approach prevents any possible 
data leakage as the classifier only sees the low-dimensional training data. Lastly, there are no 
criteria to determine the number of neurons for each hidden layer of the autoencoder network; 
however, it is crucial to get a good network structure and experimental parameters that will 
produce optimal performance. Therefore, from experiments conducted, the parameters that yield 

















                           


























Table 5.1: Parameters of the SSAE and Softmax 
Algorithm Parameter Value 
 Nodes in the input layer 15 
 Neurons in 1
st
 hidden layer 100 
 Neurons in 2
nd
 hidden layer 75 
SSAE Neurons in 3
rd
 hidden layer 50 
 Pre-training learning rate 0.01 
 Sparsity parameter 0.05 
 Weight decay 0.01 
 Learning rate 0.01 
Softmax Number of sample in mini-
batches 
32 
 Momentum value 0.9 
 Number of epochs 500 
 
5.3. Results and Discussion 
To effectively evaluate the performance of the proposed approach, various performance metrics 
are used, including accuracy, precision, sensitivity, and F1 score. These performance metrics can 
be calculated as: 
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where   ,   ,   , and    represent the number of true positives, number of true negatives, 
number of false positives, and number of false negatives, respectively. The computations were 
carried out using a computer with the following specification: Intel Core i5-6300U, 2.40 GHz, 
and 16 GB RAM. Python was used as the programming language. Firstly, the softmax classifier 




features were used to train the softmax classifier to perform supervised classification. The 
experimental results are tabulated in Table 5.2, and Figure 5.3 shows the performance 
evaluation. It is important to note that in the second experiment, the softmax was trained with 
only the learned train set, and the transformed test set was used to test its performance. Hence, 
there was no data leakage. 
Table 5.2: Comparative study between Softmax classifier and the proposed approach 






F1 Score  
(%) 
Softmax classifier 86 84 86 85 






Figure 5.3: Performance evaluation of the proposed method 
From the results obtained, it can be seen that the learned features from the proposed SSAE 
significantly improves the performance of the softmax classifier. This shows the capability of the 
proposed SSAE to achieve adequate representation learning for better classification. The 
classification performance of the proposed approach is compared with eight machine learning 
algorithms: KNN, LR, LDA, SVM, CART, gradient boosting, random forest, and ANN. The 
results are tabulated in Table 5.3, and it can be observed that the proposed approach obtained 
better performance. To demonstrate the effectiveness of the proposed approach, no parameter 
tuning was performed on the algorithms used for the comparison. Therefore, we used the default 















F1 score  
(%) 
KNN 81 75 81 77 
LR 83 84 83 84 
LDA 83 81 83 82 
SVM 82 78 82 80 
CART 75 74 75 74 
Gradient Boosting 83 77 83 80 
Random forest 83 76 83 79 
ANN 85 72 85 78 
Proposed SSAE+Softmax 91 90 94 92 
 
Also, the proposed approach is compared with some recently developed well-performing 
methods. The methods include an ensemble of Naïve Bayes (NB), Bayes Net (BN), Random 
Forest (RF), and Multilayer Perceptron (MLP) (Latha and Jeeva, 2019), a hybrid random forest 
with a linear model (HRFLM) (Mohan, Thirumalai and Srivastava, 2019), an improved logistic 
regression model (Haq et al., 2018), a smart heart disease prediction approach using Naïve 
Bayesian (NB) advanced encryption standard (AES) (Repaka, Ravikanti and Franklin, 2019), 
and integration of artificial neural network (ANN) and Fuzzy analytic hierarchy method (Samuel 











Table 5.4: Comparison between the proposed approach and some recent studies 








(Latha and Jeeva, 
2019) 
Majority vote with 
NB, BN, RF, and MP 




HRFLM 88.4 90.1 92.8 90 
 (Haq et al., 2018) Improved LR Model 89 - 77 - 
(Repaka, Ravikanti 
and Franklin, 2019) 
NB and AES 89.77 - - - 
 (Samuel et al., 
2017) 
ANN and Fuzzy_AHP 91    
Our approach SSAE+Softmax 91 90 94 92 
 
Additionally, to further demonstrate the proposed approach's effectiveness, more experiments 
were performed using two more publicly available datasets; the Cleveland heart disease dataset 
and the cervical cancer risk factors dataset. The results are tabulated in Table 5.5 and are further 
visualized in Figure 5.4. 
Table 5.5: Experimental results of the proposed method on two more datasets 






F1 Score  
(%) 
Cleveland dataset Softmax classifier 85 86 85 85 
 Proposed 
SSAE+Softmax 
89 88 92 90 
Cervical cancer 
dataset 
Softmax classifier 95 93 90 91 
 Proposed 
SSAE+Softmax 





Figure 5.4: Performance evaluation of the proposed method 
Lastly, the experimental results obtained from this research have shown that the proposed 
stacked sparse autoencoder yields efficient representation learning of the input data, which 
resulted in improved classification performance. Also, the results further show that enhanced 
performance can be obtained not only by tuning the hyper-parameters of algorithms but also by 
training the algorithms with suitable data for adequate classification.  
5.4. Conclusion 
Heart disease is a leading cause of death globally. Early diagnosis can help prevent the 
progression of the disease. More importantly, the accurate prediction of those at risk of 
developing heart disease and possible lifestyle changes can ultimately save lives. Meanwhile, 
suitable feature learning can enhance the classification performance of machine learning 
algorithms. In this chapter, a softmax regression-based stacked sparse autoencoder was proposed. 
The proposed SSAE helped select optimal features that served as input to the softmax classifier. 
The approach introduced in this study ensures the problem of internal covariate shift associated 
with deep neural networks such as in the proposed SSAE is prevented, and the reconstruction 
error is significantly minimized. The learned features from the SSAE improved the performance 




Furthermore, to obtain optimal classification results, the softmax classifier was optimized to 
avoid the local minima problem and achieve better convergence. The proposed approach 
achieved an accuracy of 91%, which showed significant improvement compared with other 
machine learning algorithms and well-performing methods presented in recent studies. Our 
model could be used to predict HD risk efficiently and aid in clinical advising. Future research 





















IMPROVED PREDICTIVE SPARSE DECOMPOSITION METHOD WITH 




6.1. Introduction  
The lung is a large organ, which means that tumors can keep growing for a long time before being 
detected. Therefore, many tumors are detected when they have progressed significantly 
(Emaminejad et al., 2016). Lung computed tomography (CT) scans remain one of the most 
effective techniques for detecting lung tumors as a marker of lung cancer due to its non-invasive 
nature (Tafti et al., 2018). However, with advancements in computing techniques and artificial 
intelligence, it is possible to minimize lung cancer misdiagnosis due to inaccurate interpretation of 
lung CT images. This is because the differences between cancerous and non-cancerous lesions are 
generally not easy to detect (Tafti et al., 2018). 
 
Convolutional neural networks (CNNs) have been used extensively for image classification and 
recognition over the years (Guo et al., 2017; Akcay et al., 2018; Liang et al., 2018; Nakazawa 
and Kulkarni, 2018; Ran, Chen and Li, 2018; Zhang et al., 2019). However, like other neural 
network structures, CNNs are also susceptible to false classification problems due to inaccurate 
feature selection. An optimal sparse representation of image data matrices is vital for accurate 
approximation of the input matrix into the classifier. It is essential to denoise matrices 
representing image data since it attempts to capture crucial details of the image matrix with the 
least possible number of features. Predictive sparse decomposition (PSD) is a technique that has 
greatly reduced the cost of calculating sparse representations (Kavukcuoglu, Ranzato and LeCun, 
2010). The approach involves the simultaneous optimization of both a loss function (using a 
feedforward predictor) and the basis functions representing the image matrix (using a nonlinear 
regressor). The basic approach of sparse representation involves the use of sparse matrices to 
represent image data. Therefore, using the feedforward predictor alone makes the representation 
process both time-consuming and computationally expensive (Kavukcuoglu, Ranzato and 
LeCun, 2010). Sparse representation aims to predict the regressor as close as possible to the 
optimal set of coefficients    represented by (6.1): 
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where   is the output signal,   is the input sparse matrix,   is the matrix of basis functions 
representing the input matrix,   is sparse representation coefficient. The idea of Basis pursuit 
denoising is represented by (6.1). This approach attempts to minimize reconstruction error using 
sparsity and linear basis function sets. However, iteratively doing this makes the minimization 
algorithm computationally expensive. PSD adds a nonlinear regressor to (6.1) for the 
optimization of  , which makes the optimization process faster and less expensive. Therefore, 
we propose an optimal approach to selecting the sparse representation coefficient to improve the 
accuracy of the sparse representation of the output signal .  
Convolutional neural network (CNN) is a deep, feedforward neural network used extensively in 
visual image analysis (Aggarwal, 2018). The idea of convolution is based on the fact that feature 
maps representing images are usually stacked on top of each other. Therefore, each 2D grid in 
the stack is convolved with the grid next to it to represent the image. Each 2D grid is represented 
by an n×m matrix or feature map. The convolution between any two functions a and b measures 
the overlap between the functions when both are shifted by a factor   and then flipped. 
A CNN uses cross-correlation to process input matrix and kernels, and then adds a bias to 
generate an output. Therefore, cross-correlation and the convolution process can be used 
interchangeably. This chapter aims to present an improved method of sparse representation of the 
input data matrix for lung cancer prediction implemented with a recently proposed CNN 
architecture called densely connected convolutional network (DenseNet). The dataset is obtained 
from The Cancer Imaging Archive (TCIA) hosted by the University of Arkansas for Medical 
Sciences (UAMS). Objectives of the research include:  
 To demonstrate the capability of DenseNet to classify noisy and sparse datasets 
accurately. 
 Use of unsupervised improved PSD method to improve the performance of the DenseNet.  
 Comparison of the performance of the proposed improved PSD/DenseNet approach with 







6.2. Proposed Methodology  
 
The proposed approach involves including a nonlinear approximation of the basis function set. 
This approximation is added to (6.1) to improve the overall sparse representation approach. In 
particular, we assume a linear combination of basis functions over the L2 norm with an interval 
[0,1]. The linear combination is given as: 
 
     ∏           (6.2) 
where    represents selected basis functions,   represents the resulting feature map,    are basis 
function coefficients, and    are the orthonormal basis functions. The purpose of this proposed 
PSD approach is to provide an effective means of extracting features from images that would 
enable the neural network to accurately interpret key markers, hence, identifying lung cancer 
effectively. The sparse decomposition method reduces the computational time required to 
interpret images by reducing the number of distinguishable features necessary to make an 
accurate classification. To get the best linear (L2) approximation of the basis function set, we 
obtain the orthonormal representation of the basis function coefficients as: 
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The best possible subset of n basis functions out of a pool size of N is obtained using the 
following relation: 
   
 ( )  ∏      ‖    ‖ 
 
   (6.4) 
Equation (6.4) also represents the summation of basis function coefficients (  ). The nonlinear 
representation of the selected basis functions is obtained using a nonlinear approximation 
operator according to: 
                 (6.5) 
where    represents the nonlinear approximation operator describing the subset of selected basis 
functions. Equation (6.5) is incorporated into the PSD minimization function as follows: 
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From (6.6), we replace the L1 sparsity term in the original PSD with the nonlinear L2 
approximation operator. The novelty of this research lies in the improvement of the conventional 
PSD approach, represented by the first term of (6.6). This involves including a nonlinear 
approximation of the basis function set. The purpose of this approach is to use the nonlinear 
method described in (6.6) to improve the accuracy of the resulting sparse matrix, which is the 
input to the DenseNet. This will consequently also enhance the accuracy of the DenseNet 
classification. The denoising process of the resulting nonlinear approximation model is done 
according to the L1 approach detailed in (Suzuki et al., 2016). Thus, using the augmented 
Lagrangian function of the L1 norm: 
  (     )  ‖ ( )‖   ‖ ‖  〈       〉     ‖     ‖
     (6.7) 
where   and   are the local variable and positive-valued penalty parameters, respectively.   is 
the given signal to be denoised and decomposed into two matrices        .   is an average 
weighting factor which balances sparsities of  ( ) and  .  Based on the penalty parameter, an 
iterative approach is used according to: 
           | (        )|  (6.8) 
where          (       ) 
This approach is referred to as sparse noise denoising using the alternating direction method of 
multipliers (ADMM). In this chapter, together with the improved PSD, we implement an 
instance of DenseNet (Zahedinasab and Mohseni, 2018). The DenseNet, a recently proposed 
neural network structure, has several advantages over traditional convolutional neural networks. 
Some of these include enhanced propagation of learned intra-layer features throughout the neural 
network, reduction of the number of network training parameters, maintenance of learning 
gradient throughout the learning process, and encouragement of feature reuse throughout the 
layers of the neural network. These advantages result from the fact that unlike conventional 
CNNs, successive layers of DenseNets use the feature maps of all preceding layers as inputs to 
the next layer. Also, while CNNs have N connections for each of the N layers, DenseNets have 
 (   )
 
 direct connections between successive layers (Zahedinasab and Mohseni, 2018). The 



















Figure 6.1: Proposed 5-layer DenseNet Classifier 
 
 
The feature maps for successive layers of the DenseNet are obtained according to the relation 
[16]: 
      ([              ])  (6.9) 
where    is the feature map for the n-th layer,    is the composite function representing 
normalization, pooling, convolution and rectified linear units (ReLU) for n layers of the 
DenseNet. From the proposed structure in Figure 6.1, features from 120 images representing 
lung cancer patients are reduced to a 5×5 input convolution window (representing the input to 
the DenseNet). Eighty-five (85) images are used for training, while 35 are used for testing and 
validation. This feature map is passed to the next DenseNet layer (DN2) with convolution and 
max pooling. Max pooling reduces the feature map to a 3×3 window, and this process continues 
throughout the DenseNet. It should be noted that no convolution or max-pooling occurs between 
layers 2 and 3 of the DenseNet. This is because care is taken to avoid eliminating essential 
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The final classification neural network is a fully connected feedforward network with a linear 
activation function.  
The conventional mean square error (MSE) metric has a negative effect on the peak signal-to-
noise ratio (PSNR) and structural similarity (SSIM) index of the final compressed image (Riti et 
al., 2016). Therefore, to improve the output of the network, the loss function is modified to 
become (Xu et al., 2018): 
    √(     )          (6.10) 
where    is the network output,    is the ground truth output,   is the error constant. To avoid 
degradation of the learning process as information progresses through the network, we use a 
cross-entropy cost function. 
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where    is the total number of inputs to the network,    is the desired output,    is the input to 
the next layer. To prevent overfitting the training data, we use L2 regularization, which involves 
adding a regularization term to the cross-entropy cost function. 
    
 
  
∑ [       (    )  (     )]  
 
   
∑   
 
     (6.12) 
where    is the i-th weight in the network,   is the regularization parameter. To address the 
vanishing gradient problem, we adopt the following expression for the cost/bias gradient [34]: 
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    (6.13) 
where    is the activation for neuron n,    is the weighted input into neuron i,  
  is the 
conversion term which converts a change in the bias of neuron i into a corresponding change in 
its output activation. The output neurons of the DenseNet form a softmax layer. The sum of 
inputs for the softmax layer forms a probability distribution that sums up to 1.  
For each node, i in layer j, the estimator of feature learning with respect to layer k is verified 
using maximum likelihood estimation (Luo et al., 2019). This is done using aposteriori 
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        (6.14) 
where   is the cross-entropy cost function,    is a feature map for the n-th layer of the 
DenseNet,   is the normalization constant. Concerning the estimation parameter  , selected 
parameters are based on the size (  ) and shape (   ) of cancerous cells with respect to normal 
cells. A ratio greater than one will likely mean that the cells are unhealthy. Therefore, 
   (  ,      )   (6.15) 
where    is the size of the image. The regularization of the classifier layer during the training of 
the DenseNet is ensured using the approach proposed in (Szegedy et al., 2016). This is done by 
ensuring a uniform probability for each input label in the training stage by considering the 
probability of each basis function with regard to the input label y as: 
  ( | )  
   
∑        
  (6.16) 
where    are the unnormalized logarithmic probabilities with respect to each label y. Therefore, a 
single loss coefficient  (   ) based on the cross-entropy can be replaced by a loss pair  (   ), 
 (   ) according to: 
  (   )   ∑     ( )(   )( )  (   ) (   )    (   )          (6.17) 
where   is an error coefficient. The procedure for the proposed improved PSD approach for 
image feature selection based on the L2 norm is detailed in Algorithm 6.1. The DenseNet 
architecture has been optimized to minimize the tendency for misclassification and decaying 
gradient from output to input. The procedure for achieving this is outlined in Algorithm 6.2. 
Algorithm 6.1: Procedure for improved PSD using L2 norm 
1. Start 
2. Initialize   ,         
3. Obtain L2 basis function set according to (6.4) 
4. Obtain nonlinear L2 operator according to (6.6) 






Algorithm 6.2: Optimization of DenseNet architecture using Probabilistic gradient descent 
1. Start 
2. Initialize network weights (  ) and biases (  ) 
3. Specify layers (number of neurons) in each level of the DenseNet (DN1 – DN5) 
4. Train network using probabilistic gradient descent 
5. Compute feature samples for training, validation and testing 
6. Define cost function ( ) and updates 
7. Define training functions for feature samples and determination of accuracy 
8. Train network 
9. End 
 
6.3. Experimental Setup 
 
The implementation and training of the proposed DenseNet with improved PSD was carried out 
using MATLAB with a selected sample size of 120 images from the TCIA database. The dataset 
comprises images of non-small cell lung cancer from 211 test subjects. It consists of computed 
tomography (CT) and positron emission tomography (PET) images. Eighty images were from 
cancer patients, while 40 images were CT scans from patients without lung cancer. For the 
cancer images, 60 were used for training, while 20 were used for testing. For the non-cancer 
images, 25 were used for training, while 15 were used for testing in order to validate the 
network. The decision to split the dataset this way is so that approximately 70% of the whole 
dataset will be used for training while 30% for testing and validation of the model. The proposed 
PSD approach is to improve the capability of the DenseNet to accurately classify salient features 
in the image that identify lung cancer.  The improved capability of the L2 norm enables fast and 
accurate specification of the sparse matrix, which is used to train the DenseNet. To initialize the 
training of the DenseNet, we begin with a learning rate of 0.05 and regularization parameter 
 =0.1. One approach that was taken to improve classification accuracy further was to artificially 
expand the training data by displacing the training image by one pixel (up or down, left or right). 
Rectified linear units (ReLU) have been used to activate neurons in various layers of the 
DenseNet instead of the sigmoid activation function due to their generally recognized improved 
performance (Liang et al., 2018; Ran, Chen and Li, 2018). 
6.4. Results and Discussion  
The performance of the DenseNet trained using sparse images obtained from the proposed PSD 




learning algorithms, including a deeply supervised neural network proposed in (Lee et al., 2014), 
deep residual learning neural network (ResNet) (He et al., 2016), a conventional CNN, and 
DenseNet without proposed PSD. Performance metrics are classification accuracy, AUC, and 
mean of the network cost/activation gradient. The results are summarized in Table 6.I. From the 
results obtained; it can be seen that the classification accuracy of the proposed method is better 
than the other seven methods. 
Table 6.1: Performance comparison of the proposed method with conventional CNN, ResNet, 





Mean (±std dev) 
  
   
 Comp. time 
(ms) 
Conventional CNN 0.70 88 66.52(±0.21) 208 
ResNet 0.84 92 74.12(±0.07) 176 
Deeply supervised NN 0.79 83 69.19(±0.37) 150 
KNN 0.80 90 73.72(±0.11) 118 
SVM 0.79 92 75.16(±0.18) 160 
BPNN 0.72 87 70.93(±0.26) 190 
DenseNet 0.89 91 81.52(±0.10) 113 















Figure 6.2 shows a plot of validation error comparing the proposed enhanced DenseNet structure 
with conventional DenseNet and ResNet; 50 training cycles (epochs) are considered. With each 
learning step of the neural network, the proposed DenseNet performs better than the other two 
structures, thus confirming the results obtained in Table 6.1. From the plot, we can see that the 
proposed method has the lowest validation error. This means that the DenseNet is more efficient 
and accurate concerning giving the correct classification of the image. For the computational 
time, the proposed DenseNet also gives classification results faster than the other seven methods.  
The effect of adding an extra layer of neurons on the performance of the DenseNet in terms of 
classification accuracy and mean of the cost/activation gradient was also examined. In particular, 
5, 10, and 30 neurons were added to the hidden DN2, DN3, and DN4 layers of the DenseNet. 
The purpose of this comparison is to establish the performance of the DenseNet with L2 
regularization as well as dropout. As a strategy to improve accuracy, we also considered the 
effect of dropout by temporarily removing half of the hidden neurons in DN2-DN4 of the 
DenseNet. The resulting network weights and biases were then updated, and then the dropout 
neurons were restored. This process is also repeated on a different set of hidden neurons within 
the DenseNet. The results for hidden layer expansion and dropout are summarized in Table 6.2 
and Table 6.3, respectively. 
 




DN3 DN4 Classification 
accuracy (%) 
Mean (±std dev) 
  
   
 
5 10 30 92 88.68(±0.13) 
5 30 10 96 89.22(±0.16) 
10 5 30 90 78.51(±0.06) 
10 30 5 93 79.25±0.06) 
30 5 10 78 69.85(±0.20) 













Mean (±std dev) 
  
   
 
DN2 92 55.83(±0.13) 
DN3 93 79.89(±0.10) 
DN4 93 81.16(±0.08) 
 
From Table 6.2 and Table 6.3, it can be seen that compared to the classification accuracy 
obtained using L2 regularization, the techniques of dropout and network expansion of hidden 
layers do not achieve superior performance. In particular, we observe that in both cases of 
dropout and network expansion, the performance of the proposed DenseNet degrades 
significantly in terms of both classification accuracy and cost/activation gradient when 
modifications are made to DN2. This is likely because this layer is the closest to the input layer. 
As a result, the effect of the vanishing gradient problem commonly associated with deep neural 
networks. Therefore, the overall performance improves when modifications (both dropout and 
network expansion) are done farther away from the input layer. The cost/activation gradient 
  
   
 
is considered here because it provides evidence of degrading network performance as 
information flows from input to output. The higher the mean value, the less significant the 
degradation would be from input to output.    
6.5. Conclusion 
 
The DenseNet trained using sparse images obtained from unsupervised improved PSD technique 
has outperformed seven other well-known methods from the results obtained. The improved L2 
sparsity approach ensures that features are selected more efficiently to constitute the reduced 
feature map. Also, the optimized DenseNet performance using the L2 regularization approach has 
enabled a more efficient selection of network weights and biases in successive layers of the 
DenseNet. The classification accuracy of the proposed DenseNet is up to 95% compared to the 
ResNet of 92% and conventional DenseNet of 91%. The reduced parameter set of the DenseNet 
also ensures that it classifies images faster than the other structures. The effects of both dropout 
and hidden layer expansion on the performance of the DenseNet have also been investigated. 




what stage, it has been observed that making significant changes to the layer close to the input 
layer of the DenseNet can significantly degrade its performance. In particular, using the 
classification accuracy and cost/activation gradient indices, we have observed a classification 
accuracy decline of 3% and 20% respectively for dropout and hidden layer expansion. 
This chapter has presented a novel approach to implementing the PSD for feature selection in 
digital images. A nonlinear operator was also proposed for selecting the basis function set for the 
L2 linear operator. The L2 regularization approach for DenseNet as optimization also yielded 
better performance than both dropout and hidden layer expansion approaches. From the results 
obtained, it can be seen that the combination of the improved PSD approach for sparse images 































AN IMPROVED ENSEMBLE LEARNING APPROACH FOR THE 




7.1. Introduction  
 
The world health organization (WHO) described cardiovascular diseases (CVDs) as the leading 
cause of death globally. Coronary heart disease is a type of CVD which account for four out of 
five CVD deaths. Identifying people at risk of heart disease and making sure they receive proper 
treatment can prevent these deaths. Other than the conventional medical diagnosis methods, there 
are several computation techniques, including machine learning used to identify people at risk. 
Meanwhile, researchers have built several machine learning models using available heart disease 
risk datasets and obtained varying performances (Mdhaffar et al., 2017; Jin et al., 2018; Niamat 
et al., 2019; Rahman, et al., 2019; Latha and Jeeva, 2019) 
Machine learning-based methods have been adopted in many areas of medical science. However, 
researchers are always looking for ways to optimize and improve these methods. Ensemble 
learning is one such approach that has proven to enhance machine learning tasks (Sevakula and 
Verma, 2017). An ensemble classifier is a set of individual classifiers together with a 
mechanism, such as majority voting that combines the predictions of the components.  Research 
has shown that ensemble classifiers often performs better than conventional classifiers (Li et al., 
2018). Homogeneous ensemble learning consists of members having a single base learner or 
algorithm. Meanwhile, the members might differ in structure. Whereas, heterogeneous ensemble 
comprises of members having different base learners.  
Motivated by the development of several machine learning methods for the prediction of heart 
disease risk, and in a bid to improve the classification performance, we propose a type of 
homogeneous ensemble learning method. The proposed method involves the use of a mean based 
splitting approach to randomly partition the dataset into smaller subsets and applying 
classification and regression tree (CART) algorithm to model each partition. A homogeneous 




WAE), which is a modification of the weighted aging classifier ensemble (WAE). The resulting 
ensemble produces a robust model for the prediction of heart disease risk. The proposed method 
is different from random decision forests (Ho, 1998) in the sense that while the latter construct 
multiple decision trees and outputting the class that is the mean prediction of the individual trees 
for regression tasks or mode of the classes for classification tasks, the proposed method creates a 
forest of trees by partitioning the dataset into small subsets using a mean based splitting 
approach.  
To effectively evaluate the performance of the proposed method, the Cleveland and Framingham 
heart disease datasets are used. A comparative study is then conducted with some recent 
scholarly works and other well-known machine learning algorithms including k-nearest neighbor 
(KNN), Logistic regression (LR), linear discriminant analysis (LDA), support vector machine 
(SVM), classification and regression tree (CART), gradient boosting, and random forest. The rest 
of the chapter is organized as follows: Section 7.2 presents the proposed method. A brief 
overview of the datasets and performance metrics are given in Section 7.3, while the results and 
discussions are provided in Section 7.4. Section 7.5 concludes the paper. 
7.2. Proposed Methodology 
In this section, the proposed method is presented. Let the dataset be denoted as D, where  
 (     )            . The independent variable is represented as:  
    [                 ]  (7.1) 
And    represents the dependent variable of the dataset, where         . Considering one 
independent variable of different instances or rows: 






   
   
   
 






The weighted mean of the variable    is calculated by: 
  ̅  
 
 
 ∑   
       
    ∑   
        
 




The data elements with a high weight contribute more to the weighted mean than those with low 
weight. From (7.3), it is seen that the weights cannot be negative, though some may be zero. For 
the development of the proposed data partitioning algorithm, randomization is introduced, i.e., at 
each partitioning, the algorithm draws randomly from the variable set, {1,2,…,p}. This 
randomization can produce any amount of trees, and it can minimize variance and improve 
performance (Ebenuwa et al., 2019; Ogunleye, Wang and Marwala, 2019; Shang et al., 2020). 
Consider the original dataset   as the root node, and it represents the whole population or 
sample, which can be split into different homogeneous sets. Randomly select a data point from 
the variable set, {1,2,..,p}, and call it  . This data point is replaced in the set for further selection. 
Split   to two partitions using the mean-based partitioning rule: 
   {
            ̅ 
 
             ̅ 
   (7.4) 
Considering each child nodes separately, i.e., view     and     as root nodes and apply (7.4). 
    produces     and   , whereas     generates     and  4. This partitioning operation can 
go on until a stopping rule is met. For the proposed method, we utilize two stopping rules to 
ensure the dataset is not over partitioned. The first stopping rule is the maximum tree height, 
    , and it stops the algorithm from continuing indefinitely or over-partitioning the given 
dataset. Therefore, the tree stops growing when      . For the root node, the tree height is 
defined as   , and     for     and     etc. Secondly, the tree stops growing if the 
partition is small enough with regard to the number of instances it contains. Assuming  (   ) is 
the number of instances in node   , the tree-building process stops when (   )       , 
where      is the expected minimum number of instances in the partition. Therefore, the tree 
stops growing if 
           (   )             (7.5) 
After the dataset has been partitioned, classification and regression tree (CART) is applied to 
model each partition since decision tree models are characterized by their high level of 
interpretability and robustness (Rivera-Lopez and Canul-Reich, 2018). CART uses Gini impurity 
to measure the probability of a particular variable being wrongly classified when it is randomly 
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           (7.6) 
where    is the probability of an object being classified into a particular class. We now have a 
forest of      trees all fitted with the CART algorithm. To compute an ensemble from the 
various CART models, the accuracy based weighted aging classifier ensemble (AB-WAE) is 
utilized. The AB-WAE is a modification of the weighted aging classifier ensemble (Woźniak, 
2013). Assuming   (  ) represents the frequency of correct prediction of classifier  , and 
     (  ) represents the number of iterations that    has spent in the ensemble. The classifier’s 
weight  (  ) is represented as: 
   (  )    
       (  )    (    )      
                (  )  
  (  )
√     (  )
        (7.7) 
where   
  denotes the average accuracy of the classifiers in the ensemble  . The final prediction 
of the ensemble   is obtained as: 
  ( )       
 ∑  (  )  
( )( )     
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            (7.8) 
This ensemble method works by assigning weights to the various classifiers depending on the 
classifier accuracy and the time spent in the ensemble. When the weight of a classifier falls 
below a specified threshold, then that classifier is removed from the ensemble (Wozniak, 2017). 
Using the accuracy as the optimization criterion ensures the ensemble achieves optimal results. 
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Figure 7.1: Proposed method 
7.3. Datasets and Performance Metrics  
In this chapter, two heart disease datasets are used, the Cleveland dataset obtained from the 
University of California, Irvine (UCI) repository, and the Framingham dataset obtained from the 
Kaggle website. The former contains 303 instances and 14 attributes, while the latter consists of 
4238 instances and 16 attributes. The Framingham dataset contains missing attributes, and it is 
preprocessed to make it suitable for machine learning. Both datasets include demographic and 
health records, such as age, sex, cholesterol level, blood pressure, alcohol intake, diabetes, etc. 
For our experiments, the 70-30 train-test holdout validation scheme is used; this is to enable us to 
make a fair and better comparison between our proposed method and previous studies that used a 
similar dataset. 
To adequately assess the performance of the proposed method, various performance indices are 
used, including accuracy, precision, sensitivity, and F1 score. Accuracy is the rate of correct 
classifications, and precision is the ratio of correct positive predictions to the number of positive 
results predicted. At the same time, sensitivity is simply the ratio of the number of accurate 
positive predictions to the total actual positive instances, and F-score is the harmonic mean 
between precision and sensitivity. The mathematical representations of these performance 
metrics are: 
Original Dataset 
𝑇  𝑇  𝑇𝑚𝑎𝑥 
?̂?  ?̂?  ?̂?𝑚𝑎𝑥 
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where   ,   ,   , and    represent the number of true positives, the number of true negatives, 
the number of false positives, and the number of false negatives, respectively.  
7.4. Results and Discussion 
In this section, two types of experiments are conducted to evaluate the effectiveness of the 
proposed method. Firstly, the proposed method is simulated using two heart disease benchmark 
datasets, that is, the Framingham and Cleveland datasets. For the experiments, we 
utilized      ,       ,        , as they gave better results compared to other random 
combinations simulated. Secondly, to compare the performance of our method with other 
machine learning methods, we conducted another set of experiments using different well-known 
algorithms on the two datasets. The computations were carried out on a computer with the 
following specifications: Intel Core i5-6300U, 2.40 GHz, and 16 GB RAM. The Python 
development environment was used for the experiments. Table 7.1 shows the test performance of 
the proposed method on the two datasets. 
Table 7.1: Performance of the proposed method on the two benchmark datasets 
Dataset Accuracy (%) Precision (%) Recall (%) F1 Score (%) 
Framingham 91 92 90 91 
Cleveland 93 96 91 93 
 
7.5. A comparative study with other machine learning methods 
To validate the effectiveness of the proposed method, a comparative study is conducted with 
other well-known machine learning methods. The methods include k-nearest neighbor (KNN), 




classification and regression tree (CART), gradient boosting (GB), and random forest (RF). 
Tables 7.2 and 7.3 summarize the test results of the various methods on the Framingham and 
Cleveland datasets, respectively. 
Table 7.2: Performance of the various methods on Framingham dataset 
Algorithm Accuracy (%) Precision (%) Recall (%) F1 Score (%) 
KNN 81 75 81 77 
LR 83 84 83 84 
LDA 83 81 83 82 
SVM 82 78 82 80 
CART 75 74 75 74 
GB 83 88 78 83 
RF 83 87 81 84 
Proposed method 91 92 90 91 
 
Table 7.3: Performance of the various methods on Cleveland dataset 
Algorithm Accuracy (%) Precision (%) Recall (%) F1 Score (%) 
KNN 60 61 59 58 
LR 78 79 78 78 
LDA 78 80 79 79 
SVM 79 80 79 79 
CART 68 69 68 68 
GB 81 79 84 81 
RF 83 81 87 84 
Proposed method 93 96 91 93 
 
From Tables 7.2 and 7.3, it is evident that the proposed method achieved superior classification 
performance on the Framingham and Cleveland test sets with accuracies of 91% and 93%, 
respectively. Also, from the results, it can be observed that the ensemble learning methods, i.e., 
the Gradient Boosting and Random Forest, performed better than the other algorithms. The 
performance of these ensembles, together with the proposed method, is further studied with the 
receiver operating characteristic (ROC) curves. The ROC curves are useful for evaluating the 




rate against the false-positive rate at various threshold settings. The ROC curves for the various 
ensembles are shown in Figures 7.2 and 7.3. The plots further validate the improved performance 















Figure 7.3: ROC Curves for the Cleveland Dataset 
7.6. A comparative study with other recent scholarly works 
In the preceding subsection, a comparative study was conducted between the proposed method 
and seven other well-known algorithms. The experimental results show that the proposed method 
achieved better performance. To further demonstrate the performance of the proposed method, a 




heart disease dataset. The choice of Cleveland dataset is because it has been used in more 
literature than the Framingham dataset, and also because it is seen as the de facto dataset in heart 
disease research (Latha and Jeeva, 2019). The comparison is shown in Table 7.4, and it can be 
observed that our method shows notable improvement. 
Table 7.4: A comparative study with other recent studies 






F1 Score  
(%) 
(Latha and Jeeva, 
2019) 
Majority vote with NB, 
BN, RF, and MLP 
85.48 - - - 
(Ali, Niamat, et al., 
2019) 
   Linear SVM +    
Linear & RBF SVM 




HRFLM 88.4 90.1 92.8 90 
(Repaka, Ravikanti 
and Franklin, 2019) 
NB and AES 89.77 - - - 
(Samuel et al., 2017) ANN and Fuzzy_AHP 91 - - - 
Proposed method Randomized decision tree 
ensemble 
93 96 91 93 
 
Table 7.4 shows a comparison of the proposed method with other well-performing methods 
proposed in recent literature. The methods include an ensemble of Naïve Bayes (NB), Bayes Net 
(BN), Random Forest (RF), and Multilayer Perceptron (MLP) (Latha and Jeeva, 2019), a stacked 
model of    regularized linear SVM and    regularized linear SVM with radial basis function 
(RBF) kernel (Niamat, et al., 2019). The other methods include a hybrid random forest with a 
linear model (HRFLM) (Mohan, Thirumalai and Srivastava, 2019), a smart heart disease 
prediction approach using Naïve Bayesian (NB) and advanced encryption standard (AES) 
(Repaka, Ravikanti and Franklin, 2019), and the combination of artificial neural network (ANN) 
and fuzzy analytical hierarchy process (Fuzzy_AHP) (Samuel et al., 2017). From table 4, it can 
be seen that the proposed method achieved comparable performance. Among the studies 
considered, the proposed approach performed best with an accuracy of 93%, precision of 96%, 
sensitivity of 91%, and F1 score of 93%. Furthermore, the experimental results obtained from 




partitioning the dataset into smaller subsets, applying CART to model the various partitions, and 
creating an ensemble using the accuracy based weighted aging classifier ensemble method. 
7.7. Conclusion  
Heart disease is a leading cause of death globally. Early diagnosis can help prevent the 
progression of the disease. In this research, an approach was proposed to predict heart disease 
effectively. The technique involves randomly partitioning the dataset into smaller subsets using a 
mean based splitting method, classification and regression tree was applied to model each 
partition. And a homogeneous ensemble was then created using an accuracy based weighted 
aging classifier ensemble. The proposed ensemble achieved classification accuracies of 93% and 
91% on the Cleveland and Framingham test sets, respectively. Compared to other machine 
learning methods and recent scholarly works, the proposed approach showed improved 
performance. The various ROC curves further validated the enhanced performance of the 
proposed ensemble. Furthermore, the proposed method can be used to predict heart disease risk 






















This chapter concludes the thesis and discusses some future research directions. Machine 
learning is crucial to the actualization of intelligent diagnosis systems. The application of ML in 
medical diagnosis has evolved during the last decade, with researchers developing several 
models to predict different diseases. This thesis presented numerous ML applications in the 
medical domain and proposed some new methods to enhance the classification performance.  
8.2. Conclusion  
An overview of ML and the medical diagnosis was presented in Chapter 1, including the thesis 
objectives. The outcomes of this research are outlined below, corresponding to the various 
objectives of the thesis.  
 Chapter 2 gave a review of some methods proposed in the literature with respect to 
enhancing the performance of ML algorithms. Two promising techniques for enhancing 
the performance of ML techniques include representation learning and ensemble 
learning. These methods were also discussed in Chapter 2 to lay the foundation for the 
research, and also the chapter presented a mathematical overview of the ML algorithms 
applied in this thesis. Chapter 3 discussed the research methodology and laid out a 
comprehensive description of the various datasets used in this research. The different 
performance metrics used all through the thesis were also described.   
 In Chapter 4, an approach was proposed to enhance the prediction of diseases using a 
sparse autoencoder and ANN classifier. The optimized setting of the SAE ensured 
efficient feature learning. When experimented on the Framingham heart disease and 
cervical cancer datasets, the proposed approach achieved accuracy of 90% and 98%, 
precision of 89% and 96%, sensitivity of 91% and 98%, F1 score of 90% and 97% 




 In Chapter 5, a model to predict heart disease using an improved stacked sparse 
autoencoder and Softmax classifier was proposed. By stacking multiple SAEs, excellent 
feature learning was achieved. The problem of internal covariate shift associated with 
deep neural networks was also minimized using batch normalization. When experimented 
on the Framingham heart dataset, Cleveland heart dataset, cervical cancer dataset, the 
approach achieved accuracy of 91%, 89%, and 98%, precision of 90%, 88%, and 96%, 
sensitivity of 94%, 92%, and 97%, and F1 score of 92%, 90%, and 96%, respectively. 
Also, the proposed method showed significant improvement when compared to other ML 
methods.  
 Chapter 6 proposed a method for the prediction of lung cancer using an improved 
predictive sparse decomposition (PSD) method and densely connected convolutional 
network (DenseNet). The enhanced PSD extracted sparse features from the medical 
images, and DenseNet performed the classification task. The sparse decomposition was 
achieved using a linear combination of basis functions over the L2 norm. The proposed 
method obtained an AUC of 0.93 and a classification accuracy of 95%. In this chapter, it 
was established that the improved PSD enhanced the recognition accuracy of the 
DenseNet. Additionally, the method showed superior performance compared to other ML 
methods. 
 And in Chapter 7, an ensemble learning method was proposed to predict heart disease. 
The approach involved randomly partitioning the dataset using a mean based splitting 
rule and modelling each partition with a classification and regression tree algorithm. An 
ensemble was then created using accuracy based weighted aging classifier ensemble, 
which is a modification of the weighted aging classifier ensemble. The ensemble 
classifier obtained accuracy of 91% and 93%, precision of 92% and 96%, sensitivity of 
90% and 91%, and F1 score of 91% and 93% on the Framingham and Cleveland datasets, 
respectively. The approach achieved superior classification performance compared to 
other well-known ML algorithms and some methods in recent literature.  
The rationale behind developing efficient ML pipelines for the classification of various diseases 
using different feature learning methods is based on the belief that the input data used in training 
ML algorithms to a great extent affects the performance of the algorithm, and we were able to 




developing the ensemble learning approach was based on the fact that ensemble learners tend to 
perform better than single learners. This was also proven through the proposed homogeneous 
ensemble, and by partitioning the training data into smaller subsets, better machine learning was 
achieved.  
8.3. Future works 
In this research, we conducted several experiments. A major challenge encountered was that 
using CPUs to build and test ML models, especially medical image recognition tasks, was 
prolonged and computationally expensive since the processing power and memory were limited. 
This prolonged computation was experienced when using the lung cancer images to train the 
neural network in Chapter 6. A significant amount of resources, such as time, processing power, 
and memory, could help solve this problem. The use of GPUs could essentially solve some of 
these problems also, and future research can be performed more efficiently using GPUs.  
Future research would also focus on integrating representation learning, which is an 
unsupervised learning method in real-life medical diagnosis systems. This is necessary since 
supervised learning is mostly limited as it requires domain knowledge for feature engineering, 
which is expensive and time-consuming. Moreover, human and animal learning is mostly 
unsupervised: we learn the structure and workings of things around us by observing them, and 
not necessarily by being told. Hence, we expect more research to incorporate representation 
learning frameworks in various medical decision support systems that are mostly supervised. 
Significant progress in medical diagnosis research could also be achieved via models that 
combine feature learning with complex reasoning. In addition, we also envisage future research 
directions to combine DL and reinforcement learning, which could eventually bring to maturity 
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