Phase spaces are different ways to represent signals. Owing to their properties, they are often used for signal compression and recognition with high discrimination abilities. We present several recently introduced Wigner-related sets of representations that have improved signal processing performance, and we introduce an optical implementation. This study deals with the generalized Wigner spaces, the fractional Fourier transform, and the x -p and the r -p representations. The optical implementations are demonstrated and discussed.
BACKGROUND A. Wigner Representation
One of the most commonly implemented phase-space representations is the Wigner distribution function 1 (WDF). The WDF may be considered as a wave generalization of the Delano diagram, which is also known as the Y representation. The Y diagram is a ray model in which the Y axis represents the spatial location and the axis represents the direction of the ray (the derivative of the first coordinate).
The WDF is useful in many fields, such as dual time frequency processing 2 and data compression. 3 The WDF is especially important to optics because it is a powerful tool for designing and analyzing optical systems. 4 A nice example for an introduction to the WDF comes from the area of music. Neither the representation of music as a function of time nor its representation as a function of frequency is suitable for a musician. Music is displayed as a function of time and frequency (logarithmic). The musician knows at every moment what kind of sound must be produced. An extensive investigation of both the WDF and its basic properties is presented in Ref. 5 .
B. Definition
In its one-dimensional (1D) version the WDF is a mathematical operation applied on the input field distribution u(x):
Here W denotes the WDF operator and W X (x, f x ) is the Wigner chart.
Since this transform simultaneously represents spatial and spectral information of the function, it takes into account diffraction phenomena as well. For a 1D input signal, the WDF results in a two-dimensional (2D) chart presenting the spatial and the spatial spectrum information of the input (called the spatial Wigner distribution function (SWDF)].
The Wigner representation is not linear but bilinear; i.e.,
where RE is the real-part-taking operation. The reconstruction of a function from its Wigner chart can be done based on the equation
, f x ͪ exp͑2if x x ͒d f x . (3) Note that there is an uncertainty constant coefficient when performing the inverse WDF. The WDF is also useful for handling optical temporal signals. Based on similar considerations, the temporal Wigner distribution function (TWDF) is defined as
where u(t) is the temporal input signal and f t is the temporal spectrum coordinate. The inverse TWDF is defined as
, f t ͪ exp͑2if t t ͒d f t . (5) Present-day technology offers many possibilities for temporal optical signal processing, especially in communications applications. Several examples are demultiplexing of incoming data, 6 the femtosecond pulse shaper, 7 and image compression. 8 Recently, space-time devices such as grating pairs, time lenses, and dispersive media were employed to design temporal signal processing systems. [9] [10] [11] The TWDF may be an attractive tool for handling such systems.
GENERALIZED TEMPORAL-SPATIAL WIGNER DISTRIBUTION FUNCTION
An important family of devices and systems deals with composite spatial-temporal phenomena, for example, short pulses with a spatial distribution. Moreover, the influences of devices such as a rotated grating, which affects both the spatial and the temporal information of the signal, are impossible to represent with only the temporal or the spatial Wigner distribution chart. Owing to the increasing importance of spatial-temporal systems, [12] [13] [14] a new representation that combines the temporal and the spatial information of the signal is needed. 15 This new tool allows the handling of a general spatial-temporal system.
In this section we intend to present simultaneously the spatial and the temporal information of a signal, using the so-called generalized Wigner transform. 15 The cases described have one spatial and one temporal dimension ͓u(x, t)͔ with their Fourier conjugates ( f x , f t ).
The definition of the generalized temporal-spatial Wigner distribution function (TSWDF) chart that contains four dimensions is
A. Properties Below we derive some important properties of the generalized TSWDF definition.
Fourier Representation
One can represent the signal by using its spatialtemporal Fourier representation:
which leads, according to Eq. (7), to the Fourier representation of the TSWDF:
Here û ( f x , f t ) represents the spatial-temporal spectrum. One can write similar relations, but with the spatial spectrum and the temporal representation of the signal ͓ũ ( f x , t)͔:
or with the spatial and the temporal spectrum representation ͓û (x, f t )͔:
Projections
The projection properties of the TSWDF chart are
where W T (t, f t ; x) is the TWDF of u(x, t), i.e., the TWDF at each location x. Similarly,
which represents the SWDF of u(x, t) in a specific time t.
In the same manner it is easy to show that
Now, for projections that provide spectral information,
which is the TWDF of u(x, t) for a specific spatial frequency f x . Similarly,
gives the SWDF for a specific temporal frequency. Now
Additional projection properties of the TSWDF chart are
Energy
Using Eq. (15) or (18) , one can easily see that
where E TOTAL is the total energy of a signal.
Spatial Lens
If one denotes by û SL (x, f t ) the temporal spectrum distribution just after a lens of focal length f, then
where c is light velocity and is the wavelength (f t ϭ c). Substituting this equation into the W XT definition, one obtains
where W XT SL is the TSWDF obtained after the effect of the spatial lens operation. Using Eq. (17), one can easily see that the t-coordinate projection of the generalized STWDF, W XT SL , is equal to (23) which is an f x -direction shearing in the (x, f x ) plane in which the amount of the shearing depends on the location in the f t ( ϭ c/) axis.
Spatial Zone Plate
Denoting by û ZP (x, f t ) the temporal spectrum distribution just after a spatial zone plate of focal length f, one obtains
where f t 0 is the temporal frequency for which the zone plate is designed. Substituting this equation into the W XT definition and using Eq. (17) yields (25) which is an f x -direction shearing in the (x, f x ) plane in which, contrary to the case of the spatial lens, the amount of the shearing does not depend on the location in the f t axis.
Note that the case of the spatial zone plate is different from that of the spatial lens. In the latter the f x shearing depends on a variable f t , the temporal frequency of the information. In the former the f x shearing depends on a constant f t 0 , which is the temporal frequency for which the zone plate was designed.
Free-Space Propagation
A free-space propagation (FSP) module can be expressed as a multiplication of the spatial-temporal spectrum of u(x, t) by a chirp:
where û FSP is the spatial-temporal spectrum of u after the effect of the FSP. z is the FSP distance. Using Eq. (17), one can easily see that
Thus the t-coordinate projection of W XT FSP is an x-direction shearing in the (x, f x ) plane. Again, the amount of the shearing depends on the f t (ϭc/) value.
Time Lens
The time lens 16 operation can be expressed as a multiplication of the input signal by a temporal chirp: (28) where is the temporal focusing time and t 0 is the delay. Using the same mathematical manipulations, one can easily show that the time lens is expressed as an f t -direction shearing in the (t, f t ) plane:
and the x-coordinate projection yields
Note that the device that is analogous to the time lens is the zone plate and not the spatial lens, since the shearing operation seen in Eq. (30) , resembles that of Eq. (25) and not that of Eq. (23).
Dispersive Medium
A dispersion is a multiplication of the temporal spectrum by a chirp, so
where û D is the temporal spectrum after the effect of the dispersion and ␤ is the quadratic dispersion coefficient. Equation (31) yields a shearing operation along the t direction in the (t, f t ) plane:
Grating Effect
The multiplication of the input signal by a grating function of exp(2if 0 x), where f 0 is the grating's frequency, provides a shift of the generalized Wigner function along the f x axis:
B. Analysis of a Temporal-Spatial Processor by use of the TSWDF
In this subsection we demonstrate both the necessity and the capabilities of this new TSWDF operation. We shall analyze a temporal-spatial processor such as that illustrated in Fig. 1 . 17 Since the temporal input information is 1D, it is converted into 1D spatial information. In the second spatial axis an imaging procedure is performed.
The suggested setup converts the temporal information of the signal into spatial information that is subsequently filtered by a spatial filter. With appropriate parameters the effect of such a filter might be temporal filtering. In this subsection we shall prove that, indeed, the first part (from the input up to the filter plane) of the setup illustrated in Fig. 1 converts the temporal information into spatial information. We use the t-coordinate projection of the TSWDF.
The system starts with a collimated beam (containing temporal information) that hits a grating. From Eq. (33) the t-coordinate projection of the TSWDF that is obtained after the grating effect is W X (x, f x Ϫ f 0 ; f t ). According to Eq. (27) , beyond the FSP distance of F (the focal length of the lens) the t-coordinate projection becomes
After the spatial lens operation [Eq. (23)] the t-coordinate projection is
Additional FSP distance of F gives
Equation (36) may be simplified to
Let us recall that the input signal is a plane wave; thus it has no spatial information, and its spatial spectrum may be represented as ␦ ( f x ). Therefore the Wigner function is sampled at f x ϭ 0 and becomes (38) where Thus one can see that, indeed, the spatial coordinate is proportional to the wavelength . Note that, if the grating is removed ( f 0 ϭ 0), then u x ϭ 0, which is a logical result inasmuch as a plane wave is focused as a spot at the origin of the focal plane of a lens. Assumption of an input wave that is not a pure plane wave will provide some distortion to the elegant expression of Eq. (38).
FRACTIONAL FOURIER TRANSFORM
The fractional Fourier transform (FRT) operation was shown to be useful for various spatial filtering and signal processing applications. [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] The FRT is a particular case of the ABCD matrix. When the ABCD matrix takes the form
the ABCD transform becomes the FRT. In this transform one may control the amount of shift variance by choosing the proper fractional order p for the transformation while ϭ ( p)/2. When the fractional order is 1, the FRT becomes the conventional Fourier transform, which is totally shift invariant. For a fractional order of zero, the FRT gives the input function; i.e., the transform is totally shift variant. For any other fractional orders in between, the transform has a partial amount of shift variance.
A. Definitions
There are two common interpretations of the FRT. Both definitions were proved to be identical, as shown in Ref.
24.

Definition Based on Propagation in Graded-Index Media
The first FRT definition [28] [29] [30] is based on the field propagating along a quadratic graded-index (GRIN) medium having a length proportional to p ( p being the FRT order). The eigenmodes of quadratic GRIN media are the Hermite-Gaussian functions, which form an orthogonal and complete basis set. The mth member of this set is expressed as
where H m is a Hermite polynomial of order m and is a constant associated with the GRIN medium parameters. An extension to two lateral coordinates x and y is straightforward, with ⌿ m (x)⌿ n ( y) being elementary functions.
The propagation constant for each Hermite-Gaussian mode is given by
with k ϭ 2/. The Hermite-Gaussian set is used to decompose any arbitrary distribution u(x),
where the coefficient A m of each mode ⌿ m (x) is given by
with h m ϭ 2 m m!ͱ/ͱ2. Using the above decomposition, we define the FRT of order p as
where L ϭ (/2)ͱn 1 /n 2 is the GRIN length that realizes the conventional Fourier transform. That this definition agrees well with the classical Fourier transform definition when p ϭ 1 was shown in Ref. 29 .
Definition Based on Wigner Distribution Function
In Ref. 31, Lohmann defines the FRT operation by following the signal u(x) while its WDF is rotated by an angle ϭ p/2. Obtaining the absolute value of the signal from its Wigner distribution may be achieved by projection of the WDF onto its spectral axis. Since the Radon transform is defined as a function's projections in various angles, one may, instead of rotating the Wigner function and then projecting it onto the spectral axis, simply perform a Radon transform over the WDF in an angle corresponding to minus the desired rotation angle. Such an operation is called the Radon-Wigner transform:
where ϭ p/2 and R Ϫ ͕W(x, )͖ is the Radon transform at an angle Ϫ of the WDF W(x, ).
Note that the WDF of a 1D function is a 2D function and that the rotation interpretation is easily displayed. In Ref. 31 the same rotation strategy was generalized to 2D signals, i.e., images, whose WDF's are 4D distributions. The WDF of a function can be rotated with bulk optics. It was suggested in Ref. 31 that the optical system shown in Fig. 2 be used for implementation of the FRT operator.
This optical setup represents in the WDF space three shearing operations consisting of two types: (x, , x) shearing and (, x, ) shearing, with being the spectral and x the spatial coordinates, respectively. The x shearing is performed by FSP, then a lens performs the shearing, and then an x shearing is again performed by additional FSP. Lohmann 31 characterized this optical system by using two parameters, Q and R:
where f 1 is an arbitrary length, f is the focal length of the lens, and z is the distance between the lens and the input (or output) plane. As known from Ref. 31 , for a FRT of order p, Q and R should be chosen as
for the type I configuration and as
for the type II configuration. Note that ϭ p(/2). By analyzing the optical configuration given in Fig. 2 , Lohmann 31 obtained
with
Equation (51) defines the FRT for 1D functions with as a wavelength. Generalization to 2D functions is straightforward. Note that f 1 is also called the scaling factor.
B. One Formulation for Both Definitions
The two interpretations of the FRT operation have been united into one formulation through a transformation kernel, as illustrated in Ref. 25 :
where B p (x, xЈ) is the kernel of the transformation and p is the fractional order. The kernel has two optical interpretations, one as a propagation through a GRIN medium 29 :
and the second as a rotation operation applied over the Wigner plane
31
:
(54) Note that w is the coefficient that connects the two interpretations:
RADON-WIGNER-BASED PHASE SPACES A. (x, p) Chart
Recently, in the digital processing and the computerized tomography fields, a new tool for time frequency analysis, the Radon-Wigner transform, was suggested 32, 33 and was used for the time frequency representation of digital signals. 2, 34 This approach led to the development of a chart that contains a continuous representation of the FRT of a signal as a function of its fractional order. 35 This representation may also be useful in optics, since it explicitly shows the propagation of a signal inside a GRIN medium. The approach given for producing this display starts with a 1D input signal, while the output signal contains two dimensions. The optical setup for obtaining the FRT was adapted to include only fixed FSP distances and variable lenses. With a set of two multifaceted composite holograms, the Radon-Wigner display has been experimentally demonstrated.
Implementation
We shall use the phrase (x, p) display to describe a display that contains a continuous representation of a FRT of a signal as a function of the FRT order. This display may be useful both for digital signal processing (see Ref.
2) and for optics (e.g., it shows explicitly the propagation of a signal through a GRIN medium). For a 1D object, this plot contains two axes: The vertical axis is the space coordinate x, and the horizontal axis is the FRT order p. The 1D light distribution u p (x) [a p-order FRT of the original signal u 0 (x)] is placed as a strip in the proper horizontal location in the chart according to its fractional order p. More explicitly, we can write
As a result, all the FRT orders of the original function u 0 (x) are calculated and displayed in one plot. Figure 3 is an illustration of Eq. (56). Here the (x, p) chart of the function u(x) ϭ rect͓x/(⌬x)͔ is plotted. In the simulation we choose ⌬x ϭ 32 pixels. One can see that, for the cross section corresponding to p ϭ 1 (the Fourier transform), a sinc(⌬x) distribution is obtained. In this subsection we suggest an optical setup that optically implements the calculations of the (x, p) display by a multichannel approach. The input 1D object is converted to a 2D object by use of cylindrical lenses. Then a setup that consists of a sandwich of three phase masks separated by two FSP's is constructed. The masks consist of many strips; each strip is a different channel that performs a FRT with a different order over the input signal. Each strip is a Fresnel zone plate with a different focal length that is selected for obtaining the different fractional order p, and eventually the 2D output will be exactly the (x, p) display of the 1D input function. Thus the first step is to prove that the setup illustrated in Fig.  4 indeed provides the FRT with different fractional orders.
Note that in this setup, whereas we are allowed to change the focal lengths (the different strips of the mask), the FSP distances are constant and remain fixed for all the fractional orders. According to Ref. 36 , the optical structure given in Fig. 5(a) is totally analogous to that of Fig. 5(b) for
The proof is done with some of the Wigner optics tools. 36 The tools needed are
• An inversion. This is expressed at the Wigner space as
where x and are the two coordinates of the Wigner transform. In matrix terminology, the matrix that operates over the ͬ . This is true because
• Fourier transformation. This is expressed in the Wigner plane by the matrix Fig. 3 . Illustration of the (x, p) chart. ͬ .
• Lens with a focal power of R/f 1 (or, mathematically, exp͕Ϫi͓(x 2 R)/f 1 ͔͖). This is expressed by the matrix
• FSP over a distance of z ϭ Rf 1 . This is expressed by the matrix
ͬ .
Thus the setup described in Fig. 5(b) can be written as
Hence a FSP of length z ϭ Rf 1 can be represented as the structure illustrated in Fig. 5(c) , where
Applying this result to the basic FRT setup shown in Fig. 2 , we replace the FSP part with the setup illustrated in Fig. 5(c) . After combining the lenses' focal powers, we obtain the setup described in Fig. 5(d) , with
Thus the setup suggested in Fig. 4 is appropriate for the generation of the (x, p) display, since the distances of the FSP f 1 are fixed and only the focal lengths f a , f b , f c are varied according to the fractional order p. Two masks that act as a varied Fresnel zone plate were constructed. These masks were generated in a multifaceted (multichannel) manner. 37 Each strip (different channel) in the mask is a Fresnel zone plate with a different focal power, according to the fractional orders p of the specific strip. The different focal lengths of the different strips in the first mask are related to the fractional order p according to Eq. (61). In the second mask they are related according to Eq. (62). The third mask [with focal lengths according to Eq. (63)] may be placed in the output plane. This mask is unnecessary only if the absolute value of the output is examined.
The masks' function is
The generation of the mask was done with a computergenerated interferogram technology 38 that yields a binary mask. The phase term of exp͕Ϫi͓x 2 /(f )͔͖ is the encoded Fresnel zone plate. f is either f a or f b (depending on whether this is the first or the second mask), and it varies from one strip to the other as a function of the fractional order, as shown in Eqs. (61) and (62). The term exp(2i␣x) is a carrier frequency that conveys the information to the first diffraction order. To avoid overlaps among the different diffraction orders, we require
where ϭ x 2 /(f ). Thus
while x max , is the maximal x coordinate and f min is the minimal focal power. The term exp͕Ϫi͓ y 2 /(Z R )͔͖ was added to avoid overlapping among the different strips, which is due to diffraction. Note that in the output plane the sizes of the strips will be the same as in the first mask. This helps to avoid interference noise among the different facets. We assumed that the input wave is a Gaussian wave in its waist. Z R is the Rayleigh distance of the Gaussian wave and is equal to
where w is the waist width. Since the distance between the first and the second masks is f 1 , we wish to use Z R ϭ f 1 .
Experimental Results
The setup suggested in Fig. 4 was constructed. The prepared masks were designed for a size of 10 ϫ 10 mm with ϭ 532 nm. The number of strips (channels) was 25; thus, since we assumed that the input wave was at its waist, w ϭ (10 mm/25) ϭ 0.4 mm/channel, the width of the beam at the second mask is w/ͱ2; i.e., only 1/ͱ2 of each strip is illuminated. According to w ϭ 0.4 mm, one obtains Z R ϭ 472 mm. Since in practice the input wave is not exactly at its waist, the real FSP distance should be a bit smaller than 472 mm; thus we chose the FSP distance f 1 as 450 mm. Since the masks sizes are 10 ϫ 10 mm, x max ϭ 5 mm. For the first mask, f a min (obtained for p ϭ 1) is f 1 /2 ϭ 225 mm. Thus, according to inequality (66), ␣ should be greater than 42. We chose ␣ ϭ 60. For the second mask, the minimal power length obtained for p ϭ 1 is f b min ϭ f 1 /3 ϭ 150 mm. Thus, according to inequality (66), ␣ Ͼ 60. Hence our choice for ␣ satisfies both cases.
We produced the designed masks with a step of 0.04 in the fractional order p, starting from zero and ending at 0.96. Figure 6 Theoretically, it is known that the FRT of a chirp will be a delta function for the fractional order of
and the experimental results of Fig. 8 indeed demonstrate this effect.
B. (r, p) Chart
The next step after defining the (x, p) chart is to define what we call an (r, p) chart. This chart performs a Cartesian-to-polar coordinate transform of the (x, p) chart. 4 Here all the FRT orders of the function are drawn as angular vectors. Each FRT orders is drawn along the r axis in a specific angular orientation of ϭ p(/2), where p is the fractional order. Implicitly, one can write the (r, p) representation as
(69) Figure 9 is a graphical illustration of the (r, p) chart representation.
It is important to note that, despite the fact that r is a radial coordinate, it may obtain negative values. The r-coordinate negative values are a by-product of the (r, p) chart definition. However, mentioning negative values for r presents no conflict with the polar coordinate definition, since
Another noteworthy item is associated with r ϭ 0. This singular point contains no relevant information and should be avoided while using the chart. As a polar representation, the required spatial resolution for a lower r value is higher. Thus, in practical terms, a certain area of ͉r͉ Ͻ r 0 is not able to carry the necessary information (owing to the limited spatial resolution of every plot) and must be avoided as well.
The (r, p) chart is our candidate for serving as a phasespace representation. It contains complete information about the object (along ϭ 0) and about its spectrum [along ϭ (/2)]. Additional information regarding the combined space-frequency information is given along with other values of . The inverse transformation is trivial:
and, for the object itself, 
Mathematical Properties
Motivation. Let us recall from Lohmann 31 that one can achieve the FRT by the following two algorithms:
where Rot is the rotation operation in the plane and X shear , Y shear are the shearing operations in the x and the y axes, respectively:
Since the lens operation in the Wigner plane is a Y shear operation and a FSP is a X shear operation, the procedure described in relation (74) is in fact a FRT operation. Note that properties very similar to those just mentioned are also relevant for the Y diagram. The fact that common optical operations (FSP, lens, Fourier transform, and FRT) affect the Wigner and the Y charts in relatively simple geometrical transformations increases the potential use of these charts for analyzing and synthesizing optical systems.
Our motivation is to show that the (r, p) chart has properties similar to those discussed above and that it hence might be more suitable, for some applications, than the Wigner and the Y charts.
Full mathematical definition. The explicit mathematical definition of the (r, p) chart is based on Eqs. (50) and (70) as follows:
Note that, in the mathematical definition of the FRT, the coordinates were normalized by ͱf 1 [in comparison with the physical definition of Eq. (50)].
To obtain the conventional Fourier transform ( p ϭ 1), one should examine the distribution over the axis ϭ /2 on the (r, p) chart. More generally, to obtain any other FRT order p, one should examine the chart's angular distribution at an angle of (p)/2.
Note that, since the FRT definition is general enough to deal with all types of signal (including complex ones), the information contained in the (r, p) chart is not restricted to the type of signal.
Fractional Fourier transform operation. Assuming a function u(x 0 ) and its (r, p) chart F(r, p), the (r, p)
One can see that F q (r, p) is a q/2 angular rotation of F(r, p).
Thus one can conclude that performing FRT means rotating the (r, p) chart. Algorithm (73), based on the (r, p) representation, is thus
Lens operation. One of the most common optical operators is a multiplication with a chirp function that represents a field distribution of u 0 (x 0 ) that passes through a lens. This can be written as u 0 (x 0 )exp(i␣Јx 0 2 ) when ␣Ј is related to the lens focal length f as
where ␣Ј is a physical parameter whose unit is inverse square meters. Since the mathematical formulation has no unit, to use the parameter ␣Ј there we define ␣ ϭ n␣Ј, where n ϭ 1 (m 2 ). Our interest here is to understand the effect on the (r, p) chart with respect to the original chart F(r, p). Let us denote the new (r, p) chart as F lens (r, p). From Eq. (76) we can see that 
For simplicity let us write
From a well-known trigonometric equation we obtain
Thus, based on the scale factor
Eq. (80) becomes
where is the quadratic phase factor outside the integral and u (rs) is the 2/ FRT order of the input function with a scale factor of s. As a result, one can see that the effect of a lens on the (r, p) chart is a coordinate transformation. Each point inside the original chart has an angular rotation and a radial scale. The rotation Ϫ and the scale s are, respectively, tan ϭ tan
We dub this coordinate transformation the radial shearing transformation. The motivation for using this nickname is as follows. After transformation to polar coordinates, Eqs. (75) become
Division of the former equation by r cos and of the latter by r leads to tan ϭ tan
By inspection one can see that Eqs. (85) and (87) are exactly the same, except that in Eq. (84) the scaled radius is sr and in Eqs. (75) it is r/s. Those rotation and scale factors are dubbed the radial shearing operation. Figure 10 is a computer simulation that illustrates this new transformation operated on a rotated square. In Fig. 10 (a) the original rotated square is shown. Figures 10(b) and 10(c) show the transformed square according to the regular X-shearing and the radial shearing operations, respectively.
The regular X-shearing operation applied over a square turns it into a parallelogram.
Free-space propagation. Another important optical operation is the FSP. According to the Fresnel integral, a signal u 0 (x 0 ) that propagates through the free space along a distance z is 
One can see that the propagation integral, which has a form of convolution, is fully equivalent to a multiplication of the spectrum of u 0 (x 0 ) by exp(Ϫiz 2 ) (where is the frequency coordinate). Thus the FSP can be visualized as follows: rotation by 90°of the (r, p) chart, performance of a lens operation with ␣ ϭ Ϫmz [where m ϭ 1 (1/m 2 ) since in our mathematical formulations we want ␣ to be without units], and, finally, rotation back by Ϫ90°. As a result, since we have already proved that the lens operation is analogous to an X-shearing operation and is called radial shearing, the 90°rotation will force the FSP to be analogous to the Y-shearing operation of the (r, p) chart. This operation is dubbed the angular shearing operation.
Space-bandwidth product calculation. So far, we have investigated the effect of various optical operations on the (r, p) chart. In this part we show additional information that can be extracted from the (r, p) chart: the space-bandwidth product (SW) of the signal. In many cases knowledge of the SW is critical for the analysis and design of optical systems. In general, obtaining the SW is relatively complicated and involves space and frequency calculations. Using the effect of a lens and FSP on the (r, p) chart, one can obtain the field distribution and the SW in every plane in the optical system. This ability gives the engineer a very powerful tool for designing and analyzing optical systems.
The SW may be defined as
where ⌬F p is the second moment of the function F(r, p) at a specific value p(/2) and is defined as
Hence, after each optical element, one recalculates the F(r, p) (by applying the radial and the angular shearing and rotation operations), and, from Eq. (89), the SW can easily be estimated. That is, the SW can be calculated at every plane of the optical system. The above definition is for the SW of the signal itself. To find the SW of other FRT orders, one can use the equation
In several optical systems it is not necessary that SW( p) ϭ SW(0). Linearity. The F(r, p) chart is linear, which means that, for two (or more) different signals u 0 (x 0 ) and v 0 (x 0 ), the associated F(r, p) charts may be added:
where F total (r, p) refers to the chart of ␣u 0 (x 0 ) ϩ ␤v 0 (x 0 ). This property does not exist in the Wigner transformation chart.
Mathematical Validity
Here several very simple optical systems are tested with the (r, p) chart to examine the validity of the representation. We intend to show that elementary optical systems applied in cascade are equal to several applications of the relevant radial or angular shearing operation.
• Two lenses in cascade. It was proved that a lens operation is a radial shearing operation. Thus two lenses in cascade are equal to two radial shearing operations applied one after the other. Let us assume that a lens with a coefficient factor of ␣ 1 is applied. It has a certain radial shearing effect on the (r, p) chart. Then a second lens with another coefficient factor, ␣ 2 , is applied, and again another radial shearing of the (r, p) chart is obtained. Here we shall prove that applying one lens with a total coefficient factor of ␣ 1 ϩ ␣ 2 causes a radial shearing that is equal to the overall radial shearing that was obtained above in the two-staged operation.
On the one hand, a lens with a chirp factor of ␣ 1 ϩ ␣ 2 provides a radial shearing of
On the other hand, applying two lens operations in cascade gives
where
After applying simple trigonometric equations as
one obtains, without the slightest deviation in any respect, Eqs. (93) from relations (94) and (95) when s ϭ s 1 s 2 .
• Rotation. As was mentioned above, a FRT may be obtained by use of a bulk optics systems that contain lensfree spatial lens operations. We shall show that applying the three relevant shearing operations provides precisely a rotation 31 of the (r, p) chart. This may be expected, owing to the mathematical property that FRT means a rotation of the (r, p) chart.
A regular shearing operation applied over x and then over y and again over x, with factors of A, B, and C, is equivalent to
To yield a rotation by ␥, the shearing coefficients should be
Now let us perform three modified shearing operations with factors of ␣, ␤, and again ␣, assuming that the same relation as in Eqs. (98) should be kept between the factors of the modified shearing, i.e., between ␣ and ␤.
A modified shearing operation that is performed three times means that
Note that we performed the angular shearing operation by first rotating the chart by 90°, then applying the radial shearing operation, and finally by again rotating the chart by Ϫ90°. ␣ is the radial shearing factor, and ␤ is the angular shearing factor. According to Eqs. (98) and the trigonometric relation
we can obtain 
so, using Eqs. (100)-(102) and the trigonometric relation
we obtain
Thus the radius r is unchanged, and the angle is changed by Ϫtan Ϫ1 ͓2␣/(1 Ϫ ␣ 2 )͔, which is precisely the definition of rotation. Numerical evidence indicates that such an algorithm allows greatly superior discrimination by virtue of the additional dimension p or , as we now illustrate with a specific example. Figure 11 (a) shows a 128 pixel (15.625-ms) segment from the middle of an acoustic signal originated by a train sampled at a rate of 8192 Hz. This segment is taken as the reference signal. For comparison, a second similar but distinct acoustic signal, shown in Fig. 11(b) , was taken. Figure 12 (b) presents the cross section of this correlation at p ϭ 0. For comparison, the correlation between the reference signal and the second signal is presented in Fig. 12(c) . The cross section of this correlation, shown in Fig. 12(d) , exhibits a much smaller peak. Finally, in Fig. 12(e) we show the direct ordinary time-domain correlation of the reference signal with itself, and in Fig. 12(f ) we show the direct ordinary time-domain correlation of the reference signal with the second distinct signal. The peak obtained is much less distinct and highly oscillatory. Overall, it is clear that the discrimination that can be obtained from Figs. 12(e) and 12(f ) is not as good as that which can be obtained from Figs. 12(b) and 12(d) .
The underlying reason that the representations employed in this subsection lead to superior results may be similar to the reasons for the benefits obtained by use of wavelet transforms. In fact, a relationship between the FRT and a certain wavelet family has been pointed out in Ref. 25 .
D. Representation of Spatial-Temporal Signals
In Subsections 4.A and 4.B we introduced the RadonWigner-based representations that we called the (x, p) and the (r, p) charts. Those charts were 2D charts for a 1D spatial signal. In this subsection we define moregeneral (x, p) and (r, p) displays, which are multidimensional and are defined for signals having spatial as well as temporal information. Such a general definition may be F͑x, p x , t, p t ͒ ϭ u p x ,p t ͑ x, t ͒,
where x is the spatial vector, t is the temporal axis, and p x and p t are the spatial and the temporal fractional orders, respectively. Such a general representation may be displayed in Cartesian as well as in polar coordinate sets.
Thus this general representation can be related to the Radon transform of the generalized TS WDF.
CONCLUSIONS
In this paper we have reviewed a set of Wigner-related phase spaces that are used in various signal processing applications (such as compression and recognition with discrimination ability). Optical implementation configurations as well as experimental results or computer simulations have been presented. The transformations discussed here are the generalized Wigner transform, the fractional Fourier transform, and, primarily, the (x, p) and the (r, p) representations.
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