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ASSESSMENT MODELS
12.0 INTRODUCTION
In this chapter the types of models used in assessment of possible chemical perturbations to the
stratosphere will be reviewed. One-dimensional models have traditionally been used for this task. Their
limitations are well known: the parameterisation of transport in one-dimensional models has a poor physical
basis (but see Mahlman (1984), Holton (1985)); the hybrid nature of the models - part local, part global
(or hemispheric) average - makes interpretation and validation non-trivial (although this problem is generally
ignored). The models' great strength lies in their use as a test bed for photochemical theories; a variety
of pollution studies, including multiple perturbations, can be carried out inexpensively. An additional im-
portant role in the future may lie in developing complete and efficient photochemical schemes for multi-
dimensional models. One-dimensional models are discussed in Sections 12.2 and 12.3.
Two-dimensional models have been used for assessment studies in the past by relatively few groups
(e.g Vupputuri, 1978/79, Pyle, 1980, Brasseur and Bertin, 1978/79, Whitten et al., 1981, Gidel et al.,
1983). In recent years there have been considerable advances in the theoretical basis for these models
and the advantages of the better dynamical treatment have lead many groups to embark on a two-dimensional
modelling effort. In Sections 12.4 and 12.5 are discussed the present status of two-dimensional modelling,
with a comparison of model results in Section 12.6.
Three-dimensional models have so far been little used for photochemical studies. There are beginning
to be some efforts to incorporate simple chemical schemes and these are reviewed in Section 12.7.
Before a discussion of the status of photochemical modelling efforts, the problem of model validation
will be mentioned. It is clear that simply to compare a model calculated profile of a particular gas with
a measured profile, while being a necessary step, is unsatisfactory as a critical test for the theory behind
the model. In the next Section a hierarchy of tests for photochemical models is presented.
12.1 ON THE COMPARISON OF MODELS AND DATA
To have some confidence in the models which are used to study both the current atmosphere and
to make predictions about its future development, comparisons between model and data are required. In
this Section, types of comparison are discussed. These vary considerably in their usefulness for testing
various aspects of model behaviour. In order to reduce the subjectivity of the comparisons, strategies for
field observations are suggested.
While the simplest test of the photochemical components of a model is the identification in the atmos-
phere of the species described in that model (a test not currently satisfied for at least HOC1 and HNO4),
the next category of test is usually the comparison of modelled and observed profiles. While this is a necessary
step it is certainly insufficient as a critical test. Firstly, the decision as to the goodness of fit is subjective.
Differences, for example, in ozone in the upper stratosphere of about 20 % are generally thought to con-
stitute 'poor' agreement, while factors of two in comparison between modelled and measured OH are
labelled as 'satisfactory'. Secondly, one and two-dimensional models are incapable of modelling the specific
dynamical conditions appropriate to a given observation. Thus any discrepancy could be due to inade-
quately modelled transport or photochemistry. The comparison does not constitute a test because it cannot
isolate the physical process being tested. The comparison is at best suggestive (consider, for example,
the case of the C10 profile where systematic differences in the slope at around 30 km suggested possible
inadequacies in HO x chemistry (Whitten et al., 1981)). Given these problems, single measurements of
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stratospheric species for which a reasonable data base already exists do not appear to add much to the
testing of models.
In order to isolate the photochemical from the dynamical contributions, a better test is to compare
modelled and measured ratios of species which should be in photochemical steady state. A critical test
requires the measurement of all the terms contributing to the ratio expression, which for some ratios would
constitute a major logistical problem. Harries (1982) has shown that to test the ratio of NO to NO2
measurements of 0,03, C10, HO2, temperature and upward and downward solar flux are required. For
the test to be critical, the measurements need to be made at exactly the same time and location. Further-
more, the requirement is for high absolute accuracies on the measurements if a useful test is to be made.
Harries points to the need for measurements with absolute accuracies of - _+ 2 % to test the NO/NO2
ratio to - _+10%.
Anderson (NASA meeting, Feldafing, 1984) has discussed the possibility of simultaneously measuring
a number of important stratospheric radicals. In his resonance fluorescence technique stratospheric air
flows through a chamber where the measurements are made. A rapid response will allow nearly simultaneous,
highly accurate measurements of O(3p), NO, NOz, OH, HOz and CIO. If 03, CH4, HzO and temperature
are also measured, many of the important ratios can be determined.
The rapid response is also an advantage for investigations of correlations between species within the
laminar layers encountered in the stratosphere. These structures, well known for 03 (e.g. Dobson, 1973)
and recently seen in H20 (Kley et al., 1980), may be typically a few hundred metres in vertical extent.
Kley et al. note an anticorrelation between 03 and HzO. Observation of similar relationships between,
for example, 03 and OH would be a powerful test of photochemical theory.
An extremely informative test, with less stringent measurement requirements, is the comparison of
diurnal variations which in most situations should be independent of atmospheric dynamics. Here, the
comparison of the gross behaviour of model and data is useful; failure to reproduce the observed structure
points to model inadequacies. Furthermore, since it is the relative diurnal changes which are important,
the observations need only have high precision with the absolute accuracy being relatively unimportant.
Two examples showing the usefulness of this approach are chosen. Figure 12-1 shows modelled and
observed NO2 in the upper stratosphere (Roscoe et al., 1985b). Although the absolute magnitudes are
different, the gross behaviour is modelled well, including the smaller night-time variation seen at the higher
altitude, caused in the model by a less important role for N2Oswith increasing height in the upper stratosphere.
Figure 12-2 shows modelled and observed measurements of the vertical column of C10 (Ko and Sze
1984). The difference in the daytime time increase has lead to important suggestions regarding the role
of C1ONO2 (see Chapter 11).
Pallister and Tuck (1983) have suggested a particularly important role for high precision measurements
of diurnal variations. Figure 12-3 shows the relative variation in ozone at altitudes between 40 and 50
km. The diurnal changes vary significantly with height as the relative roles of O x, HO x, NO x and C10 x
change. For atmospheres with different levels of odd chlorine, they calculate different variations. Measure-
ment of these variations (which would place extremely stringent requirements on the experimental tech-
nique) would be particularly useful for assessing our understanding of upper stratospheric photochemistry.
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Figure 12-1. Diurnal variation of NO2 concentration at 32°N, October at (a) -43 Km and (b) -40Km.
*are observations by a pressure modulator radiometer; o represents model calculations. See Roscoe
et al. (1985b).
A further category of model-data comparisons is provided by major natural perturbations to the
stratosphere. These would include solar proton events, eclipses, sudden stratospheric warmings, injection
of volcanic material, etc. As an example, Figure 12-4 shows the calculated decrease in ozone following
the major solar proton event of August 1972. The expected decrease in ozone following the predicted
increases in nitrogen oxides is modelled well.
The comparisons outlined above depend for their usefulness on the photochemical time scale being
considerably less than the dynamical time scale. For many stratospheric species this is not the case and
additional tests are required. To avoid the particular problems with these species and the dependence of
their distributions on the synoptic situation (such that comparison of a single measured profile with a modelled
profile is quite unsatisfactory) calls for more extensive data requirements. Two particular approaches can
be identified. A trajectory approach can be followed in which the problem of dynamics is separated from
the photochemistry by considering an isolated air parcel. Secondly, use can be made of large satellite data
sets from which meaningful mean quantities can be extracted, thus avoiding the problem of day to day
variability.
Austin et al. (1985b) have described trajectory analyses using LIMS and SAMS satellite data. Starting
from a LIMS observation they calculate air parcel trajectories for periods of up to ten days (beyond which
time the parcel can be expected to lose its integrity). A photochemical box model is initialised with LIMS
and SAMS data and one-dimensional model results and then the photochemical calculation is carried out
along the parcel trajectory, with appropriate temperatures and solar zenith angles. The parcel typically
intersects one LIMS observation per day so that the model and data can be compared. Figure 12-5 shows
the calculated 03 and NOz at - 35 km compared with observations. It can be seen that the model reproduces
the observed fluctuations quite well. Figure 12-6 shows scatter diagram for 03, HNO3 and NOz and the
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Figure 12-2. Comparison between the normalized observed integrated intensity of the CIO emission
(Solomon et al., 1984) and the synthetic intensity derived from calculated concentration of CIO by Ko
and Sze (1984) for December, 19°N.
corresponding correlation coefficients. The good fits suggest an important future role for this kind of study,
especially if more data to initialize the model becomes available. In this context, ATMOS and then the
experiments on UARS provide excellent opportunities for further study.
The LIMS and SAMS experiments allow studies to be performed which rely on the extremely large
amounts of data providing a good statistical base. Crutzen and Schmailzl (1983) have studied the Ox, NOy
and the HO x budgets by using combinations of balloon and satellite data, while Jones et al. (1985) have
investigated the role of CH4 oxidation in the H20 budget, using SAMS and LIMS (see Chapter 9).
Pyle and Zavody (1985a) and Jackman et al. (1985a) have tested some aspects of HO x photochemistry
by deriving OH fields using LIMS and SAMS data by two independent methods. One method assumes
equilibrium between HNO3 and NO2 while the other calculates OH from its sources and sinks. The two
methods agree within the errors expected of the derivations (see Chapters 9, 10.)
Finally, correlation studies using satellite data can also be used to study photochemistry. For example,
the correlation between 03 and temperature throws some light on the relative strength of the catalytic cycles
affecting ozone (Barnett et al., 1975a).
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Figure 12-3. Percentage deviation from midnight values of ozone concentrations for a diurnal cycle.
Key: • - 40 km; -- - 42 kin; I - 44 kin; X = 46 km; x - 48 km. From Pallister and Tuck (1983).
In conclusion, fast photochemistry can in principle be tested using good measurements at a fixed pressure.
The photochemical model then reduces to a box model and a treatment of dynamics is unnecessary. Two
types of measurements appear particularly useful: measurements to test both photochemical ratios and
correlations, and diurnal measurements. The former may place severe requirements on measurement ac-
curacy while the latter requires measurements with high precision but not necessarily high absolute accuracy.
The testing of model behaviour for longer lived species is most difficult. Various methods are available.
The approach needs to allow for transport so that multi-dimensional models have a particular role to play.
Combinations of models and large satellite data sets are particularly useful. Trajectory analyses in which
the problems of dynamics can be separated from photochemistry should be especially useful when large
data sets become available.
Whichever method is used to compare model and measurements, there is a need for a careful estimate
of errors in both the models and data, as pointed out by Harries (1982). While a detailed model error
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analysis is difficult and can be an unwieldy problem, by isolating specific aspects of the model (e.g., the
ratio of HNO3 to NO/) the comparison does become amenable to a critical examination of errors. Modellers
should be encouraged to carry out such studies.
The limitations which are apparent in the present testing of models must be borne in mind when con-
sidering the discussion of the detailed comparison of models and data (Chapters 8 to 11) and, of course,
in considering the assessment studies.
12.2 1-D MODELS: FORMULATION AND INTERPRETATION -- RECENT DEVELOPMENTS
One-dimensional coupled transport and chemical kinetics models have been one of the basic research
tools in theoretical studies of the stratosphere. In fact, much of the current theoretical understanding of
the chemical structure of the stratosphere and the photochemical processes governing it has been derived
with the help of one-dimensional models. Most past analyses of man's potential influence on stratospheric
ozone have been done with the aid of one-dimensional models. Despite the detailed representations of
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656
ASSESSMENT MODELS
atmospheric chemical and radiative processes in these models, there remain recognized limitations in their
formulation and interpretation.
In the 1-D model, the chemical and physical processes determining the temporal variation in the con-
centration of the atmospheric constituent, c, can be represented in mathematical form by the continuity
equation,
oc oI 1Ot Oz Kz0 Oz (c/0) + P-Lc+S
where t is time, z is altitude, K z is the one-dimensional vertical diffusion coefficient, 0 is air density,
P and Lc are, respectively, the photochemical production and loss rates, and S represents any other possible
sources and sinks for c. In deriving this equation, a longitudinal and latitudinal global average of the transport
flux is taken, and it is assumed that the resulting net vertical transport flux can be represented as a dif-
fusive process.
The diffusive treatment of transport in the 1-D model is a purely empirical representation. It does not
utilize observed atmospheric motions directly but rather is based on the observations of the temporal and
spatial distributions of selected tracers. The Kz profiles used in different models have typically been based
on chemical tracers such as CH4 and NEO and radionucleides from past nuclear tests. For such tracers,
it is assumed that the value of K z determined is a function of only the transporting motions, and within
the scope of 1-D models is independent of both the details of the tracer field and the specific structure
of the tracer source and sink distributions. While adopted profiles differ by as much as an order of magnitude
at some altitudes, these K z profiles tend to have similar characteristics: large values in the troposphere,
much reduced values in the region near the tropopause, increasing with altitude in the stratosphere (see
WMO 1981).
Generally, a single Kz profile is chosen to represent the transport of all species in the atmosphere.
In practice, the representation of transport in the I-D model has been limited by the lack of well-determined
globally averaged data for the tracers and by uncertainties in understanding of the balances among sources,
sinks and transport processes affecting the trace species distributions. Recent analyses suggest that it may
not be possible to find a K z at least with current chemistry that adequately fits atmospheric data for all
long-lived tracers, such as NzO and CH4, at the same time (e.g. Wuebbles 1983b). Using a separate K z
for each species would provide additional variables in the model that would enable any observational data
to be fit, but without necessarily representing any physical aspect of the atmosphere. Unless there is
established a physically well-defined basis for each species to have its own K z it would not be reasonable
to consider this.
Dynamically based transport parameterizations have been proposed in which K z depends on species
and chemical gradients (Holton 1985, Mahlman et al., 1985). Although not fully developed and exploited,
these techniques may provide a better physical basis for representation of globally averaged transport in
1-D models.
A further limitation of 1-D models is that it is difficult to average accurately the global rates for
photochemical production and loss. Only local variables, such as solar flux intensity, ozone concentra-
tions, and temperature, can be used. This complicates interpretation of 1-D results, and has led to much
discussion on the meaning of calculated distributions of various species. Despite these difficulties, the
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1-D model has nonetheless been found to capture many of the important features of trace gas behaviour
in the stratosphere, and remains a useful theoretical tool.
For multi-year time-dependent calculations, such as those for assessment analyses, it is extremely
expensive to calculate the full diurnal variations throughout the calculation. To get around this, several
different techniques for simplified diurnal treatments or diurnal averaging have been developed. Some
models treat diurnal averaging by occasionally updating multiplicative factors on each photodissociation
rate and chemical rate constant based on detailed diurnal models. Others simplify this approach in various
ways. Still others simplify diurnal changes by calculating day-time and night-time averages separately
throughout their calculations. For those models that do not continually update the effects of diurnal varia-
tions, several studies (e.g. Herman and McQuillan 1985; Wuebbles and Connell 1985) indicate that the
influence of diurnal averaging must be carefully considered for the perturbed atmosphere. Herman (1985)
indicates that significant errors in the calculated ozone change can result unless diurnal averaging factors
calculated for the ambient atmosphere are updated for the perturbed atmosphere. Wuebbles and Connell
(1985) show that much of this error appears to result from "false" increases in NO3 and N205, that can
be corrected for simply by recognizing that almost all NO3 produced during the day would be photolyzed.
The remaining error appears to be related to significant difference in NO2/NO, HO2/OH and C10/C1 ratios
between the current atmosphere and a highly perturbed atmosphere.
12.3 1-D MODELS: INTERCOMPARISON OF NOy DIFFERENCES
The current interest in assessment studies, particularly cases with very high chlorine amounts, has
lead to a recent intercomparison of 1-D models. The initial intercomparison revealed major differences
in the calculated stratospheric total odd nitrogen. Possible reasons for these differences, which have an
important impact on the calculated ozone perturbation, are discussed in this section.
Organizations participating in the initial stages of the 1-D model intercomparison are shown in Table
12-1. For the present atmosphere, each using the "best case" versions of the models, with 1985 NASA
recommended chemical rate constants, as given in Appendix A, resulted in maximum total odd-nitrogen
in the upper stratosphere ranging from 13 ppbv (in the Harvard model) to 23 ppbv (in the NASA GSFC
model of Stolarski).
A special series of calculations was done with each model to analyze the causes of the large differences
in calculated NOy. In these calculations, along with using the same chemical rate constants, each
Table 12-1. Initial participants in 1-D model intercomparison. Numbers are used to identify models
corresponding to plotted results in Figures 12-7--1 2-1 1.
Model Organization
1
2
3
4
5
6
7
Du Pont (A Owens)
NASA GSFC (J Herman)
AER, Inc. (N D Sze)
Harvard Univ. (M Prather)
NASA GSFC (R Stolarski)
NASA Langley (L Callis)
LLNL (D Wuebbles)
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model assumed the same K z profile (based on the DuPont model), the same atmosphere (U.S. Standard
Atmosphere, 1976), the same boundary conditions, the same tropospheric water vapor, same albedo (25 %),
and generally the same solar zenith angle (30 ° equinox). For these calculations, model calculated NOy
ranged from 12 to 22 ppbv. A detailed comparison of results indicated strong differences between models
in the photodissociation rates of 02, N20, and NO. Since photolysis is the major sink for N20, the production
of odd-nitrogen, through O(_D)+NzO--2NO, is dependent on differences in calculated N20 amounts and,
therefore, in photolysis rates of N20 in the upper stratosphere. In turn, N20 photolysis is dependent on
02 absorption in the Schumann-Runge bands. Likewise, the major sink for odd-nitrogen in the upper
stratosphere is through the reaction N +NO--N2 +O, where the atomic nitrogen, N, is produced through
the photolysis of NO.
In order to narrow further the differences between models, another special calculation was suggested
(the NASA test case shown in Figures 12-7-12-11) in which the prior conditions were combined with
a fixed ozone distribution based on the U.S. Standard Atmosphere (1976). The results to be discussed
include an updated photodissociation treatment of 02 in model 5 (a change from the approach of Hudson
and Mahle (1972) to Frederick and Hudson (1979a)), and changes in the treatment of both 02 and NO
photolysis for model 4 (for O2, Logan et al. (1978) with reduced continuum is used and, for NO, 67%
predissociation with N2 quenching as in Nicolet and Cieslik (1980) is employed). The results for this test
case gave a range in NOy, shown in Figure 12-7, of 13 to 19 ppbv, with most of the decrease in the spread
of NOy coming primarily from the changes in photodissociation treatments described above.
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Figure 12-7.
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NOv as calculated by the 1-D models of Table 12-1.
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Figure 12-8. J02 for the 1-D models of Table 12-1 relative to the average of all model results.
Calculated photodissociation rates for 02, N20, NO and 03 are shown in Figure 12-8 through 12-11
respectively, relative to the average of all model results. Note that the relative scale for each figure is
different. The photodissociation rate of 02 differs by about twenty percent in the upper stratosphere, if
the DuPont results are not included (the DuPont model calculates photodissociation rates based on a global
integration of zenith angle rather than the 30 ° equinox used in all other models for the NASA test case).
The much larger apparent differences in the photodissociation rates for N20, shown in Figure 12-9, suggest
that discrepancies in 02 Schumann-Runge band absorption is primarily responsible for the model differences.
The calculated photodissociation rates for N20 differ by about 20% in the upper stratosphere increasing
with decreasing altitude to 60% by 30 km. As shown in Figure 12-10, much larger differences are found
for nitric oxide photodissociation rates, with a factor of about 2 difference at 50 km, increasing to almost
a factor of 3 at 40 km. Much smaller differences of approximately 10-15 % were found in the photodissociation
rates for ozone m Figure 12-11.
The underlying causes of the variations in the NOy are possibly indicated by examining the differences
in photodissociation rates. For example, the low NOy levels calculated in the Harvard model correspond
to larger N20 and NO photodissociation rates in the upper stratosphere than found in other models, and
therefore less production and more destruction of total odd-nitrogen than calculated in other models.
The results described above suggest that the major differences between models for calculated NOy
are possibly related to the formulations used for the Schumann-Runge bands. All models basically use
the formulation recommended in chapter 7, with the exception of the Harvard model, which employs opacity
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Figure 12-9. As Figure 12-8 for JN20.
distributions as described in Logan et al. (1978), and the DuPont model, which used the formulation of
Nicolet and Peetermans (1980).
Production of stratospheric Ozone is dominated by photolysis of 02 in the Herzberg continuum
(205-240nm). All models used similar cross-sections for the Herzberg continuum, resulting in similar
photolysis rates for 02 in the stratosphere. Penetration of sunlight in the region of the S-R bands (180-205nm)
is responsible for the primary losses of N20 and NO. The N20 cross-section increases more than a factor
of 10 from 205nm to 185nm, emphasizing differences in the treatment of radiative transfer for S-R bands
(1,0) through (10,0). Similarly, photolysis of NO occurs in the 6(0,0) and 6(1,0) bands which overly the
S-R(5,0) and (10,0) bands of 02, respectively. Stratospheric photolysis is dominated by the 6(0,0) band,
which when excited may either predissociate, radiate or be kineticaUy quenched (see Nicolet and Cieslik
1980). The Harvard formulation (Logan et al., 1978, updated with new continuum values from 192nm
to 240nm from Cheung et al., 1984b) allows for deeper penetration of ultraviolet in the S-R bands than
that of Frederick et al. (1981).
These results point to two fundamental uncertainties in the treatment of ultraviolet radiation in strato-
spheric models. First, there is considerable diversity in calculated photolysis rates even among models
which are purportedly using the same treatment of radiative transfer. Second, there are different formulations
currently in the literature for ultraviolet transmission in the Schumann-Runge bands. Both of these differences
have significant effects on model calculations for odd-nitrogen. The first discrepancy may be resolved
simply by comparing results for a few restricted cases with more accurate solutions of radiative
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Figure 12-10. As Figure 12-8 for JNO.
transfer. The second problem requires validation of the S-R band models with both laboratory (Yoshino
et al. 1983) and in situ stratospheric data (Herman and Mentall, 1982a, Frederick and Mentall, 1982,
Anderson and Hall 1983). Improved models will need both further laboratory data for 02 at lower
temperatures and observations of stratospheric transmission of sunlight with a resolution of approximately
0. lnm in the S-R bands.
Assessing perturbations to the stratosphere requires an ability to simulate the response of ozone to
changes in odd-nitrogen or nitrous oxide. Discrepancies among theoretical treatments of the Schumann-
Runge bands of 02 have lead to differing amounts of NOy and thence to varying changes in total ozone
for a given increase in chlorine. Validation of radiative schemes - in the ultraviolet where the greatest
differences occur - is essential for both 1-D and 2-D photochemical models.
12.4 TWO-DIMENSIONAL MODELS -- SOME THEORETICAL IDEAS
While 1-D models have been the principal tool for assessment studies of the effects of stratospheric
pollutants, in recent years a number of two-dimensional models with detailed descriptions of radiation,
dynamics and photochemistry has been developed. Some of these models have been used for assessment
purposes (e.g. Vupputuri 1978/79; Pyle 1980; Haigh and Pyle 1982; Steed et al., 1982, Brasseur and
Bertin 1978/79) and they are expected to play an increasingly important role in the next few years.
662
I,M
I-
V-
.J
5O
45
4O
35
3O
2L
20
0_90
ASSESSMENT MODELS
I
I
I
I
!
!
i
/
oo
oa SS
n= S°° I
0.92
• ooo_ o-
• oo
.o
,d
/
/
/
, I/, I
0.94 0.96
_f_ I-D INTERCOMPARISON
/_t 7_ NASA TEST CAsE
I t i n' \ (RELATIVETO
I _.1 / k AVERAGE)
J
,4 t .........
,,," \/\ i/.,,,.,/Fi
l:/[ ' '_ "°° t •\ ',.
, I , "1 X, '\, I ,
0.98 1.00 1.02 1.04 1.06 1.08 1.10
OZONE PHOTOLYSISRATE RELATIVE TO AVERAGE
Figure 12-11• As Figure 12-8. for J03.
The two-dimensional approach has a number of advantages compared with that using one-dimensional
models. The total ozone record is a convincing demonstration of the vital role of meridional motions in
the stratosphere. Two-dimensional models can include this transport; one-dimensional models cannot. Recent
developments using satellites, balloons, aircraft and ground based measurements have significantly in-
creased the geographical coverage of data; a two-dimensional approach (at least) is an advantage in inter-
preting this data. Two-dimensional models also have the considerable benefit for assessment purposes that
they can include a number of the important feedbacks between dynamics, radiation and photochemistry.
While the advantages of the two-dimensional approach are clear, how best to construct a two-dimensional
model of the three dimensional atmosphere has been a vexed question for some time. Taking y and z as
meridional and vertical coordinates, the zonal mean continuity equation for tracer of mixing ratio X can
be written
0 0 0 1 O (v 'x 'cos_b) 1 0 'X')
0t _" +V _y _ + _zz _ = cos_ 0y 0 0z (0 w + S (12.1)
where v, w are meridional and vertical velocity components, 0y =a0_b, a is the Earth's radius, _b is latitude,
p is density and S is the net source of X.(--) represents a zonal average, (--) = 1/27r !o" ( )dh, and ( )'
a departure therefrom, ( ) = (--) + ( )'. The transport terms on the left hand side of 12.1 represent
advection by a zonal mean circulation. The transport terms on the right hand side contain departures from
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the zonal mean (eddies) for which in a two-dimensional framework there is no a priori description. A
central problem in two-dimensional modelling is the treatment and the proper interpretation of the eddy terms.
Much debate has centred on the relative roles of mean meridional motions and eddy motions in trans-
porting heat, momentum and tracer mixing ratios. In his classic paper, Brewer (1949) explained the dryness
of the stratosphere in terms of a mean meridional circulation with rising motion at the equator, poleward
flow in the stratosphere with sinking motion at higher latitudes. As discussed by Dobson (1956), such
a circulation, hereafter referred to as the Brewer-Dobson circulation, also appeared to be required to explain
the observations of ozone.
Murgatroyd and Singleton (1961) calculated the meridional circulation of the middle atmosphere driven
by radiative sources and sinks. The circulation is similar to the Brewer-Dobson circulation in the lower
stratosphere and has a single cell from summer pole to winter pole in the upper stratosphere and mesosphere.
Murgatroyd and Singleton concluded that their circulation was supported by the observed zonal mean tracer
distributions, although they stressed the limitations of their calculations which followed the neglect of eddy
processes. Thus these authors concluded that tracer transport is controlled mainly by a mean meridional
circulation.
The alternative view was taken by Godson (1960). He studied the distribution of ozone in polar latitudes,
noting that ozone is carried polewards in episodes which he associated with baroclinic eddies. Newell
(1963a) also argued that eddy motions produced dominant transport in the lower stratosphere. Similarly,
the observations of the spread of Tungsten-185 from nuclear bomb tests could best be explained in terms
of diffusive mixing rather than a mean meridional transport (Feely and Spar 1960).
Subsequent theoretical studies, both analytical and modelling, have shown that the debate about the
principal transport process, whether it be a mean circulation or the eddies, was based on false premises.
In the conventional Eulerian formalism, the mean meridional circulation and eddy transports are not in
fact independent but are intimately related to one another. For example, the close cancellation of mean
and eddy transport has been demonstrated in many three-dimensional modelling studies (see e.g. Hunt
and Manabe 1968). Theoretically, this result is expected and is summarized in various "non-acceleration"
or "non-transport" theorems (see e.g. Andrews and Mclntyre 1976) which state that in the absence of
transience or damping of a small amplitude wave, the wave exerts no effects on the zonal mean state.
A circulation is driven by the wave which exactly cancels the effect of the wave on the zonal mean.
There have been a number of excellent reviews of these ideas (see e.g. Murgatroyd 1982, Mahlman
et al., 1984) which it is not necessary to repeat. Instead, we will sketch here the impact of theoretical
and observational studies on attempts to build two-dimensional tracer transport models, starting with the
early work of Prabhakara (1963) and tracing developments to the present day. It is clear from Equation
(12.1) that the definition of advective and eddy transport is not unique. Given the same three-dimensional
circulations, different sets of mean circulation and eddy fluxes can be obtained depending on the averag-
ing processes and coordinates adopted. It will be seen that different approaches to describing both the
mean motions and the eddies are possible and that the state of the art is dynamic and not static. The dif-
ferent approaches currently in use will be discussed in Section 12.6. No one approach will be pronounced
correct (indeed the diversity of approaches is important). Some approaches have particular advantages
and these will be stressed. The chosen approach needs a firm physical base and analysis of model results
must be carried out with due consideration of the limitations of the model.
The first two-dimensional numerical model for tracer transport was developed by Prabhakara (1963),
who attempted to combine mean meridional motions with the diffusion model suggested by the observa-
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tions of radioactive fallout (Feely and Spar 1960). Prabhakara used the Murgatroyd and Singleton mean
circulation, which was scaled to be only 20 per cent of the original value in a pragmatic attempt to model
the ozone distribution. Eddy transport was modelled by Fickian diffusion with the zonal mean horizontal
and vertical fluxes of the mixing ratio of X given by
0F
v"-'X-' = -Ky •O---'y ' _ = -Kz O_'az (12.2)
where Ky, Kz are horizontal and vertical diffusion coefficients. With some adjustments to the estimated
Ky and Kz (the estimates based on the distribution of radioactive tracers) Prabhakara was able to obtain
realistic latitudinal and temporal variations in total ozone. As will become evident, Prabhakara's work
is of particular interest in view of the recent developments in two-dimensional modelling.
Subsequent work lead to criticism of Prabhakara's model on two counts. Firstly, the circulation ob-
tained by Murgatroyd and Singleton did not correspond to the circulation deduced from Eulerian eddy
statistics, particularly in the winter lower stratosphere where such statistics imply an indirect cell with
rising motion at the pole and sinking in middle latitudes (see, e.g. Vincent 1968). Of course, as we see
below, there is no a priori reason to expect the transport circulation to be identical to the mean meridional
circulation in pressure coordinates. Secondly, observed horizontal eddy fluxes in the lower stratosphere
were found to be counter-gradient (Newell 1964). Simple Fickian diffusion will only model downgradient
fluxes.
The next advance was a treatment of eddy transport by Reed and German (1965) in which counter-
gradient fluxes were permitted. They described the fluxes of a quasi-conservation tracer X using a tensor
of diffusion coefficients such that
/ /Kyy Ky -_y\Kzy Kzz! d_- (12.3)
Expressions for the Ks were based on a mixing length hypothesis, with parcel trajectories assumed to
be straight lines at some known angle to the mean isentropes. These assumptions lead to the result Kyz
= Kzy, which produces a symmetric tensor and a diffusive flux. If the slope of the mixing surface (the
parcel trajectory) is greater than the slope of the isentropes (and Kyz, Kzy depend on these mean quanti-
ties) then the horizontal component of the flux calculated from Equation 12.3 will be countergradient.
Reed and German's work paved the way for a number of numerical models which included both the
mean circulation and eddy transports (Rao 1973, Harwood and Pyle 1975). The mean circulation can be
calculated using the momentum and thermodynamic equations:
0U 0_ 0_ 1 0 -- 1 0
0---_-+ V _y + _" 0--z" - fV - cosZ0 0y (u'v 'cos20) - -- -- (_u 'w--'-v) (12.4)0z
aft 06
1 0 (v '0 '----cos_b) 1 0 '7) --
cos4_ 0y _ az (Qw + Q (12.5)
665
ASSESSMENT MODELS
where fi is the mean zonal wind, 0 is potential temperature, f is the Coriolis parameter, and Q is the net
diabatic heating rate.
Both equations contain eddy flux terms. The eddy heat fluxes can be written in terms of the K-tensor.
If the eddy momentum flux is known, then solution for the mean circulation is straightforward. However,
angular momentum is not a rationally conserved quantity and Reed and German's approach cannot be
used. Rao (1973) described the momentum fluxes in terms of the vertical wind shear. Harwood and Pyle
(1975) chose instead to specify the horizontal eddy momentum fluxes using values derived from satellite
data. These models, which will here be called classical Eulerian models, succeeded in producing realistic
fields of stratospheric winds, temperatures and constituent mixing ratios. They still play a role in assess-
ment studies.
Although some features of these models are satisfactory, the treatment of the eddies is open to criticism.
Mahlman (1975) used results from a GCM to study the flux gradient relationship and found that the flux
was not always diffusive in character. Other studies criticised the approximations made by Reed and German
(1965): their assumptions regarding the conservative nature of the tracer, the particle trajectory (a straight
line) and the mean mixing surface slope and its variance were all considered dubious (e.g. Matsuno 1980,
Danielsen 1981). It is these approximations which determine the nature of the K tensor and the ensuing
transport.
More generally, specification of a fixed K-tensor, particularly for assessment purposes, is unsatisfac-
tory for several reasons. If the mean meridional circulation and the K tensor are specified independently,
there is no guarantee that the sum of mean advection and eddy fluxes will give the correct net transport.
Further, the specification of fixed Ks inhibits dynamical feedback whereby the eddies depend on the
background zonal wind field which is related, via solar heating, to the temperature and ozone fields. Finally,
the treatment of the eddy momentum fluxes can also be criticised. The physical basis for a K-theory approach
for momentum is especially poor. On the other hand, if the fluxes are specified from observations, these
values may not be consistent with the eddy fluxes of heat and tracers which are determined using the
K-tensors.
The interest during the 1970s in possible perturbations to the ozone layer prompted analytical studies
of transport in the middle atmosphere and, in particular, a reappraisal of simple models of the atmosphere
and their treatments of eddy processes. These studies produced two significant advances. Firstly, the rela-
tionship between the mean meridional circulation and the eddies was clarified. The two are mutually depen-
dent. As we have seen, under certain restricted circumstances (steady waves with no damping -- and see
the remarks at the end of Section 6.3.3), the wave produces no net effect on the zonal mean atmosphere.
Secondly, explicit solutions of the eddy perturbation equations using linear wave theory led to a com-
plete reassessment of Reed and German's work. To summarise, (and see Plumb 1979, Matsuno 1980,
Holton 1980, Danielson 1981, Pyle and Rogers 1980b, etc.) although a tensor approach is possible, it
was found that because many of Reed and German's approximations were invalid, the form of the tensor
became quite different from that originally proposed.
These results led to various new approaches in two-dimensional modelling. Ideally, Andrews and Mcln-
tyre's work pointed to the desirability of using a Lagrangian procedure for defining eddy and mean trans-
port. In such a system, averages are taken following the trajectories of air parcels, rather than around
some fixed latitude circle. Thus the mean circulation in this system is the mass transport circulation. However,
experience tracing air parcels in a GCM indicates that in practice such an approach is impractical. Hsu
(1980), for example, showed how material tubes can become hopelessly entangled, since on the time scale
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of a few tens of days dispersion and diffusion cannot be ignored. Some of the practical problems of the
Lagrangian system have been discussed by Mclntyre (1980a) who suggested that the phenomena demon-
strated by Hsu, which violate the premises of the non-acceleration, non-transport theorems, should be
thought of as planetary wave 'braking.' (See Section 6.3.4)
Nevertheless, in the spirit of the work of Andrews and Mclntyre, Dunkerton (1978) proposed a mass
transport circulation based on a reformulated thermodynamic equation. Adopting the definition of Andrews
and Mclntyre (1976), a residual circulation is defined as
= 1 a
-_" Oz _0 ffz ) (12.6)
, (.,cos0 
= _'+ cos_b 0y \ 0z ]
then the thermodynamic and continuity equations become, after some approximation,
(12.7)
_R fi'0-..-_-_= (12.8)
0Z
1 0 -- 1 0
(vRcos_) "b- _ (QW R) : 0
cos_b 0y 0 0z (12.9)
Equation 12.8 contains no eddy terms following the transformation in Equations 12.6-12.7. Thus the residual
circulation depends just on the diabatic heating and the lapse rate and is similar to the diabatic circulation.
Dunkerton then identified this circulation with a Lagrangian mean circulation of air parcels in the stratosphere
provided that the waves are approximately steady and conservative. This would be the net circulation for
tracer transport and is similar to the circulation proposed by Brewer (1949) and Dobson (1956). Although
Dunkerton ignored diffusion, his work represented a significant conceptual improvement in the under-
standing of the net transport stream function.
Next, the tracer equation, in the absence of diffusion or transience and ignoring the effect of the
photochemical lifetime on eddy transport, becomes
Oy + v--n Oy Oy --
o--7 T + = s (12.10)
The approximations of no chemistry (except in the zonal mean source, S), transience, dissipation or dispersion
lead to a particularly simple tracer continuity equation.
Following Dunkerton's work there have been a number of 2-D model studies which have used the
diabatic circulation, or alternatively the residual circulation, as the transport circulation. (In this chapter
the term "transport circulation' is used somewhat loosely. For definitions of different circulations and their
relationships see Table 6.1). The studies include Pyle and Rogers (1980a), Holton (1981), Garcia and Solomon
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(1983), Guthrie et al., (1984) Ko et al., (1985). For example, Holton (1981), including some of the terms
dropped by Dunkerton (1978), obtained the following thermodynamic equation.
For steady and conservative waves the flux v '0' is parallel to the 0 surface and the eddy forcing vanishes
(Andrews and Mclntyre 1976, Clark and Rogers 1978, Plumb 1979). Thus in this case, too, the transport
circulation is driven by the diabatic heating. A more complete residual circulation (e.g. Garcia and Solo-
mon 1983) would include the eddy term in both the thermodynamic and momentum equations.
Finally, the work of Tung (1982) should be mentioned, as it offers some conceptual advantages for
tracer modelling. The isentropic coordinate system used by Tung adopts the potential temperature as the
vertical coordinate. The vertical velocity is proportional to the diabatic heating. The zonal mean circula-
tion in isentropic coordinates is a close approximation to the diabatic circulation and the definition of a
residual circulation is not required. (Notice that the zonal mean circulations in isobaric and isentropic coor-
dinates are not identical).
It is clear that to neglect of eddies from Equation 12.11 is an oversimplification. In the absence of
any friction, the circulation would be strongly zonal with extremely weak meridional flows (see, e.g. Mah-
lman et al., 1984). It is precisely the irreversible effects of chemistry, transience, dissipation and disper-
sion which give rise to a transport circulation and thus these processes must somehow be included. It cannot
be argued that these are small terms which can be ignored since those same arguments would imply that
the transport circulation itself is negligible. After the cancellation of the large standing wave components
and the induced mean circulation it is these very terms which become important in driving the mean circu-
lation and possibly in leading to enhanced mixing. A fully self-consistent interactive two-dimensional model
is not possible without an adequate description of these processes, at present not available. This relation-
ship between the eddies and the induced circulation and the subsequent formulation of the eddy treatment
has been discussed by a number of authors (Plumb 1979, Matsuno 1980, Pyle and Rogers 1980b, Daniel-
sen 1981, Tung 1982). An important result, where relevance to Equation 12.11 was pointed out by An-
drews and Mclntyre (1976), is that
v'-'X'.V_'= X-'rff' 1 O --
2 _t X'2 (12.12)
Thus the eddy flux of X is directed along the surfaces of constant mixing ratios (and not across them)
if X is exactly conserved or the waves are steady and frictionless. In this case it is clear that the fluxes
are not diffusive in character. On the other hand, photochemistry or a growing or decaying wave can
produce cross-gradient flux components.
Solving the eddy perturbation equation with the linear wave approximation and expressing the fluxes
in K-tensor form it is found that the Ks can be seprated into symmetric and antisymmetric components
(Plumb 1979, Matsuno 1980).
K = K s + K a
(Notice that this shows the approximation Kyz = Kzy, used by Reed and German (1965), is not generally
valid (i.e. when Ka is significant compared with Ks)).
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These K tensors depend on Lagrangian eddy statistics and the dissipation or photochemical relaxation
rates. The eddy flux arising from the antisymmetric component is advective in character and can thus
be conveniently combined with the mean circulation to give an effective transport circulation. This eddy-
induced advection opposes the mean circulation (Dunkerton 1978, Plumb 1979). Plumb and Mahlman
(1985) point out that the transport circulation is related to the Lagrangian circulation, the diabatic circulation
and the residual circulation but is not identical to any (see Table 6.1). The difference between the circulations
is related to the breakdown of non-acceleration conditions. Nevertheless, GCM results (Plumb and Mahlman,
1985) show that in the stratosphere the transport, diabatic and residual circulations are very similar and,
in practice, many modellers have implicitly assumed them to be equal.
The symmetric, diffusive components can be further separated. A part simply depends on the time
dependence of Lagrangian eddy statistics (the parcel displacements) which are difficult to determine in
practice. (Note, however, that Lagrangian eddy statistics can easily be determined within linear wave theory
- see Chapter 6 for a more complete discussion). This part represents dispersion. Secondly, an additional
part depends also on the photochemical relaxation rates. Matsuno (1980) argued that this part would be
small but Pyle and Rogers (1980b, 1984) have shown that it can play an non-negligible role.
A number of methods of deriving the Ks arising from the transient eddies have been discussed. Luther
(1973) used Reed and German's approach to derive Ks from heat flux data. His values have been much
used in classical Eulerian models. Typical values for Kyy are found to be a few xl@m_s -I and for Kzz,
0.1-1 mZs-1.
Kida (1983a, b) has derived a global average Kyy from the tracer dispersion in a simple GCM and
obtains a Kyy - 3 x 10_m2s-_ and Kzz - 10-1m2s -_, considerably smaller than Luther's values. Tung
(1982) argued that the eddy motions are predominantly directed along the isentropes in the atmosphere.
This implies that the effects from Kyz and Kzz are considerably smaller than that from Kyy in isentropic
coordinates. Tung (1984) has studied observed atmospheric Eulerian statistics and argues for a Kyy value
- 4 × 105mEs-_ in the stratosphere, although this number could be an order of magnitude greater in
disturbed conditions. In subsequent model studies, Ko et al., (1985) found that the calculated distributions
of HNO3 are quite sensitive to the Kyy and that the observed HNO3 distribution can best be simulated using
Kyy - 3 x 105m2s-l.
Newman, Schoeberl and Plumb (1985b) have investigated the possibility of deriving Kyy from the
observed fluxes of potential vorticity. Since q is conserved on pressure surfaces they argue that Kzz is
unimportant for potential vorticity and derive Kyy from v 'q '= -Kyy 0_l/0y. Using stratospheric data they
find a maximum Kyy - 4 x 106m2s-I at - 1 mb with a value of - 5 × 105m2s -1 typical of the middle
stratosphere. They also find some regions of negative Kyy in high latitudes when the vortex is displaced
from the pole. Clearly, simple two-dimensional ideas of transport must be used with caution in high latitudes.
Yet another approach has been taken by Plumb and Mahlman (1985). They have used the flux of
pairs of tracers from a GCM to derive latitudinally dependent Ks (and the transport circulation). They
find Kyy in the stratosphere to be generally - a few × l@m2s -_ but with significant regions (the 'surf
zones' of Mclntyre and Palmer (1983)) where Kyy - 4 × l@m2s -_. Kzz is important in the troposphere
but much smaller in the stratosphere when it arises from small scale, but resolved motions. A pragmatic
conclusion of their work is that although the wave amplitudes can become very large, theories based on
small amplitude disturbances seem to work reasonably well, if used as above to motivate the formulabic
of the K tensor.
The part of the K tensor that depends on photochemical relaxation (leading to the so-called chemical
eddies) has been determined by Pyle and Rogers (1980b), among others. They showed how this component
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of the tensor could be related to chemical lifetimes and eddy statistics. Expanding small amplitude waves
into Fourier components and assuming linearity they calculated Eulerian statistics by solution of the quasi-
geostrophic potential vorticity equation (not a particularly convenient method for purely chemically-orientated
problems). Pyle and Rogers calculate photochemical Kyy values in excess of 106m2s -l for ozone in the
mid stratosphere.
The limitations of the various derivations of the Ks must be remembered. Calculations based on satellite
data use Eulerian statistics and necessarily only allow for the planetary scale since the smaller scales are
not resolved. Calculations based on GCM results will be limited by the accuracy of the GCM itself. Most
GCMs appear to have relatively weak eddies compared with the atmosphere (see Chapter 6).
In summary, the results discussed above on the residual circulation and the treatment of eddy transport
have an important bearing on approaches to two-dimensional modelling. Firstly, various of Reed and Ger-
man's approximations lead to an incorrect treatment of eddy fluxes. The parcel trajectories are, in fact,
ellipses and not straight lines (Matsuno 1980) and the fluxes due to steady and conservative planetary
waves are advective and not diffusive in character. A K-tensor treatment should therefore include an anti-
symmetric component. That the Reed and German approach has in practice worked reasonably satisfac-
torily perhaps suggests that the fluxes modelled by the symmetric component, due to dispersion,
photochemistry, etc., play a major role. Nevertheless the Reed and German derivation of the Ks cannot
be justified in principle.
Secondly, the residual and diabatic circulations are only approximations to the transport circulation,
but good approximations in the stratosphere. They are not as good an approximation in the troposphere
and during disturbed situations such as stratospheric sudden warmings. These are situations where, in
any case, any two-dimensional model treatment should not be expected to be satisfactory.
Thirdly, if the residual circulation approach is used, there must nevertheless still be some eddy transport
to be treated, otherwise an inconsistency arises: without eddy forcing in the zonal momentum equation,
we expect only a weak circulation.
Fourthly, the relative importance of advective and eddy processes in the transport of tracers can only
be determined on a species by species basis. It is clear that the role of chemical eddies depends on the
chemical reactivity of the individual species. The contribution from transient motions depends on both
the K and local gradient of species concentrations. (See Chapter 6 for a detailed discussion of transience).
Eddy transport could be particularly important for species that exhibit large gradients created by advec-
tion and/or chemical interactions.
Finally, the eddy transport is related to global Lagrangian statistics which to date have not been de-
rived from observations. Approximate relationships to Eulerian statistics derived from linear wave theory
have been used, but nevertheless a totally satisfactory determination of the Ks is difficult. In lieu of theoretical
methods for determining the Ks, one could derive or validate the values of Ks by comparing the calculated
tracer distributions with observed di_trihnticm¢ Thic u,Hl h,_ ,4; ....... ,4 " ,h ......... "_-
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12.5 CURRENT MODELS
In parallel with the development in the formulation of transport processes in 2-D models, the chemical
contents of 2-D models have also matured over the past decade. Most 2-D models now contain realis-
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tic chemistry packages, comparable or identical to those in current 1-D models both in the number of
species, reactions and diurnal treatment.
Current two-dimensional models can usefully be categorised in at least two ways. Firstly, they can
be separated, according to their dynamical treatment of the mean circulation and the eddies, into so-called
classical Eulerian models or models which employ a residual (or similar) circulation. The traditional models
thus have a mean circulation with, for example, an indirect circulation in middle and high latitudes of
the winter hemisphere. They use a similar approach to Reed and German for the description of the eddy
transport. On the other hand the diabatic/residual circulation models explicitly recognize the cancellation
between eddies and the mean motions and generally use somewhat smaller K values.
Secondly, the models can be classified by the degree to which the model is interactive. The role played
by non-conservative eddy processes in driving the atmosphere away from equilibrium must not be for-
gotten (see Sections 12.4, 12.8 and Chapter 6); until these processes can be modelled adequately two-
dimensional models cannot be fully interactive and will be driven by the specified eddy forcing. Nevertheless,
even a limited degree of feedback within the models can be extremely useful in assisting understanding.
For example, the ultraviolet heating in the upper stratosphere is dependent on the ozone concentration,
which is temperature dependent. A change in ozone will change the heating rate and probably the temperature,
thus altering the ozone concentration. These are potentially important feedbacks for inclusion in any assess-
ment of ozone perturbation. For example, experiments with and without this feedback using a 2-D model
showed significantly different results for the calculated ozone depletion by fluorocarbons (STRAC, 1979,
pp 167-175).
The importance of an interactive model is also seen in results discussed by Harwood and Pyle (1980).
They showed that the ozone column amounts in their model were extremely sensitive to the radiative heating
rate in the lower stratosphere, a difficult region in which to make accurate radiation calculations. Moving
from a model which assumed radiative equilibrium in the lower stratosphere to one which employed fixed,
calculated heating rates there (both reasonable approximations) changed the ozone column by up to 70
D.U. The reason for such large sensitivity lies in the heating rates in both experiments being fixed. In
this region of the stratosphere the model meridional circulation, and hence the temperature and tracer distribu-
tions, will be largely dominated by the diabatic forcing (which should depend on the nonconservative eddy
processes). Radiative feedback in which changed temperatures alter the heating rates could also be ex-
pected to change the ozone distributions and reduce the sensitivity. Ignoring the radiative feedback (albeit
for the understandable reason that the radiative calculation is very difficult) probably leads to an erroneous
conclusion (and this cautions against overinterpretation of a 2-D feedback). In this case it seems likely
that a Newtonian cooling scheme, necessarily of low accuracy but including the feedback capability, would
be advantageous.
Other dynamical feedbacks are also important. For example the propagation of waves depends on
the background zonal wind field. Thus planetary wave transport in the stratosphere and gravity wave mix-
ing in the mesosphere should depend on the background fields, which themselves will be related to the
momentum transport by the waves.
While the feedback processes are not always necessarily important for assessment studies, inclusion
in simple two-dimensional models is nevertheless an extremely useful method of examining the important
processes which govern the fields of temperature and trace gases in the middle atmosphere. The problems
of interactive modelling are discussed in detail in Chapter 6 (see also Section 12.8).
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Table 12.2 summarizes some current two-dimensional models, categorising the approaches from the
most simple, with specified circulations, to more complex models including many of the important feedback
processes. In the remaining part of this section some of these models will be discussed in more detail
with an emphasis on the more important results.
Specified mean circulation, fixed Ks
Calculated mean circulation, fixed Ks
Table 12-2
Classical Eulerian Models
Hidalgo & Crutzen (1977)
Brasseur (1978/79)
Ko et al. (1984)
Pyle (1980)
Whitten et al. (1981)
Rao Vupputuri (1973)
Harwood & Pyle (1975)
Haigh & Pyle (1982)
Haigh (1984)
Transformed and other alternative formulations
Diabatic Circulation
Fixed heating rates, fixed Ks (often small)
Fixed heating rates, Luther's Ks
Isentropic coordinate system, fixed heating rates
Computed heating rates + chemical eddies
Residual Circulation
Fields derived from a circulation model.
Calculated fields.
Transport Circulation
Derived from GCMs
Examples
Prabhakara
Pyle & Rogers
Guthrie et al.
Stordal et al.
Miller et al.
Cariolle & Brard
Ko et al.
Rogers & Pyle
Holton
Garcia & Solomon
Plumb & Mahlman
Pitari and Visconti
(1963)
(1980)
(1984)
(1985)
(1981)
(1984)
(1985)
(1984)
(1981)
(1983)
(1985)
(1985)
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There have been a number of modelling studies employing the classical Eulerian approach with a
specified mean circulation and a fixed K tensor. The circulation and temperature may be taken from vari-
ous compilations (e.g. Newell et al. 1974, Louis 1974) or be precomputed. Luther's (1973) K tensor has
been extensively used, although some workers have chosen to modify the Ks to produce a satisfactory
fit to certain observations. This latter approach presupposes that any discrepancy between observation
and theory is due to inadequately modelled eddy transport rather than, for example, a deficiency in the
model photochemical scheme. While the Ks should by no means be regarded as fixed, unique quantities,
treating them as adjustable parameters is equally unsatisfactory. This applies whether the approach is the
classical Eulerian or uses a transformed mean circulation. These specified circulation models have been
used to study stratospheric perturbations by high flying aircraft (Cunnold et al. 1977, Hidalgo and Crutzen
1977) and by fluorocarbons (Pyle 1980, Gidel et al. 1983).
Recently, using a specified circulation model with complete chemistry, Ko et al. (1984) have present-
ed a very detailed analysis of the latitudinal and seasonal distribution of stratospheric trace gases and ad-
dressed the question of the role of transport and chemistry in determining trace gas distributions. Their
model consistently underestimated the concentration of the upward diffusing species (e.g. N20) in the
tropical stratosphere while at the same time overestimating the abundance of the downward diffusing species
in the lower stratosphere. This suggests that the transport parameterization in this classical Eulerian model
may have underestimated the upwelling at the equatorial tropopause either because of too weak a circula-
tion or too strong horizontal mixing. The authors identified N205 as a major reservoir for NOy in the
winter hemisphere at high latitudes and identified this sequestration by N205 as responsible for the winter
minimum in NO2 column produced in the model. However, the observed NO2 column abundances show
much larger seasonal contrast.
The study described by Pyle (1980) produced the interesting result that the predicted depletion of
ozone due to fluorocarbons showed significant latitudinal and seasonal variations with the largest deple-
tions occuring in the winter polar latitudes. This argues for the need for multi-dimensional models in any
assessment studies and, furthermore, suggests the importance of a monitoring programme with sufficient
high latitude stations.
Two-dimensional classical Eulerian models in which the mean circulation is calculated have been de-
scribed by Rao Vupputuri (1973) and Harwood and Pyle (1975). As discussed in the previous section,
Harwood and Pyle circumvented the problem of modelling the horizontal eddy flux of momentum by using
values derived from satellite data. This removes some degree of dynamic feedback with, in some regions,
the mean circulation depending strongly on the prescribed momentum fluxes. The other terms which drive
the circulation, the net diabatic heating and the eddy fluxes of heat, are however model dependent. This
model does produce a hemispherically asymmetric total ozone distribution in good qualitative agreement
with observations (see Figure 12-12, from Haigh (1984)), due to the circulation driven by the specified,
asymmetric momentum fluxes.
In common with more sophisticated models, the temperature structure in the above model, while
qualitatively satisfactory, has somewhat too cold a winter polar lower stratosphere and correspondingly
too strong a polar night jet. For these calculations a detailed radiation code is used with the 15# CO2 band
modelled using a Curtis matrix approach (Williams 1971). When the ozone, temperature and net heating
rates are all calculated self consistently, the summer stratopause is found to be very close to radiative
equilibrium, in agreement with the arguments of Dickinson (1975). Somewhat different results were ob-
tained by Kuhn and London (1969) and Murgatroyd and Goody (1958) who presumably used ozone and
temperature data which were not necessarily mutually compatible.
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Figure 12-12. Latitude-time section of total ozone (matm-cm) from Haigh (1984).
These classical Eulerian circulation models also show a strong cancellation between eddy and mean
motion transport. Some of this may be for the reasons discussed (nonacceleration, etc.), but given the
diffusive nature of the model eddy transport, the cancellation perhaps is not unexpected. What is perhaps
most surprising is that the modelling of satisfactory tracer distributions seems to suggest that the small
residual between eddy and mean transport has also been modelled well (see, e.g. Harwood and Pyle 1977,
Ko et al., 1984). It could simply reflect a suitable choice of Kyz/Kyy to simulate successfully the observed
slope of the mixing surfaces in the model.
Haigh and Pyle (1982) have used their model with calculated circulations to investigate stratospheric
perturbations. Experiments were carried out to study the effect of emitted fluorocarbons and increasing
levels of CO2, singly and together, on stratospheric ozone. Without radiation feedback the CO2 experi-
ment could not, of course, have been performed. Indeed, the result of the coupled perturbation empha-
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sized the importance of radiation feedback since the two perturbations were found not to be linearly additive.
This was because of the different temperatures in the three runs acting differently on the temperature-
dependent catalytic cycles. Figure 12-13 shows the ozone concentration change at the equator for these
three calculations.
Figure 12-14 shows distributions of N20 calculated with the above model (Gray and Pyle, 1985).
Figure 12-14a shows a standard model calculation (similar to that described in Jones and Pyle 1984) in
which the N20 maximum is at the equator and little of the structure revealed by the SAMS experiment
on Nimbus 7 (see Chapter 10) is seen. Figure 12-14b shows a model calculation in which the model is
subjected to a prescribed equatorial momentum forcing, chosen so as to reproduce the equatorial semiannual
oscillation of the zonal wind. The momentum forcing drives a circulation which modulates the net circulation
and gives rise to features akin to the "double-peaks" described by Jones and Pyle (1984). Such a simple
experiment, which suggests the importance of equatorial dynamics on some aspects of the tracer distributions,
is only possible in a model in which the circulation can be calculated. Moreover, the validity of the experiment
is not particularly compromised either by the crudeness of the momentum forcing or indeed by any other
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Figure 12-13. Percentage change in ozone concentration calculated for the year 2045 due to (a) in-
creased CO2 (b) increased fluorocarbons (c) the coupled perturbation, from Haigh and Pyle 1982.
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Figure 12-14. Modelled N20 for April from the 2-D model study of Gray and Pyle (1985); (a) is the
basic model run (b) includes the semi-annual oscillation.
deficiencies in the model. Simple, physically-limited models can play an important role in increasing our
understanding of stratospheric processes.
Turning to the transformed circulation models, the simplest of these use a fixed diabatic circulation.
Prabhakara (1963) developed the first such model (although he, apparently, did not treat the circulation
as being a 'residual' in any sense). He experimented with various Ky and Kz coefficients - the eddy transport
was purely Fickian diffusion - and succeeded in obtaining a reasonable latitudinal distribution of total ozone.
A more detailed model using the residual mean circulation deduced from a spectral 3-D model (see
Holton, 1981) was used to simulate the distribution of N20. Other models have used fixed diabatic heating
rates to compute the diabatic/residual circulation. Miller et al. (1981), Guthrie et al. (1984) and Stordal
et al. (1985), for instance, use Murgatroyd and Singleton's calculated heating rates above 25 km multiplied
by 0.4. Although the use of the scaling factor could partially be justified by the argument that the summer
stratosphere is probably much closer to equilibrium than suggested by Murgatroyd and Singleton, such
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an arbitrary adjustment is somewhat unsatisfactory. These models, however, use different methods to ob-
tain the heating rate below 25 kms. Miller et al. (1981) used simple extrapolation of the Murgatroyd and
Singleton values. Their model was probably not very sensitive to the choice of circulation in the lower
stratosphere because of the large eddy diffusion coefficient adopted. Guthrie et al. (1984) and Stordal
et al. (1985) adopted the heating rate from Dopplick (1979). Another approach to specifying heating rates
is that of Ko et al. (1985) who obtained a global fit of the data of Murgatroyd and Singleton and Dopplick
by using a sum of hyperbolic functions and thus avoided any problem of mismatch at the boundary.
Although the use of residual/diabatic circulations has been adopted in model studies since about 1981,
the choice of values for the eddy coefficients to be used in conjunction with the diabatic/residual circula-
tion remains open. Miller et al. (1981) and Cariolle and Brard (1984) chose to use the coefficients from
Luther (1973). In contrast, Holton (1981) and Tung (1982) argued that the eddy mixing may play a secon-
dary role relative to advective transport and large values of Ks in residual circulation models appear to
be in conflict with the theoretical estimates of Kida (1983) and Tung (1984) if the eddy term is to represent
mixing from transient motions. However, the work of Pyle and Rogers (1980 a,b) indicated that the chemical
eddy term could have Ks whose values may be comparable to those of Luther's.
The work of Guthrie et al. (1984) and Ko et al. (1985) helps clarify the role of eddy mixing in transport
of trace gases. Guthrie et al. used values of Kyy - 2 x 105m2s -_ and Kzz - 0.2 m2s-_ to simulate the
distribution of upward 'diffusing' trace gases such as N20, F-11, and F-12. By comparing their model
results with models using large values of Kzz, they concluded that altitude profiles of upward 'diffusing'
trace gases can be simulated better with smaller values of Kzz when used with the residual circulation.
However, as noted by Ko et al. (1985), the distributions of upward 'diffusing' species, while sensitive
to Kzz, are not very sensitive to the values of Kyy. Ko et al. argued that it is more advantageous to deduce
Kyy from the observed distributions of downward 'diffusing' species which show large latitudinal gradients.
One such candidate species for which extensive global data are available is HNO3. By systematically varying
the values of Kyy and comparing the model simulated column abundance of HNO3 with observation from
LIMS, they concluded that values of Kyy - 3 × 105m2s -_ would be appropriate for use with the diabatic
circulation. Figure 12-15 shows the observed latitudinal variation of nitric acid column compared with
model calculations using various values of Kyy. The low latitude values are best fit with values close to
3 x 105m2s-1. Notice, though, the weaker (or smaller) diffusion leads to considerable underestimation of
the column abundance.
Values of Kyy and Kzz of - 105 and 10-_ m's-', respectively, are closest to the numbers suggested
by Kida (1983), Tung (1984), and Plumb and Mahlman (1985) (away from the zero wind line 'surfzone',
actually - 30 ° - 40 ° in latitudinal extent). There is some consensus among modellers that values of
this order are suitable for the residual circulation approach. However, Miller et al. (1981) and Cariolle
and Brard (1984) produce satisfactory tracer distributions with larger Ks. The uncertainty in the derived
Ks due to limitations in GCMs and inadequate resolution in atmospheric data should not be forgotten.
Rogers and Pyle (1984) allowed some degree of radiation/dynamics feedback in their diabatic model
by calculating the heating rates, although they used precomputed, time-varying temperatures from a classical
Eulerian model. Secondly, they included the. chemical eddy transport which arises when a tracer is not
inert. The eddy correlations v ,2, v 'w' and w ,2, which along with the photochemical lifetimes define the
Ks, were calculated using a planetary wave model forced by climatological 100 mb heights. (Notice that
Rogers and Pyle assumed linear, small amplitude waves and thus arrived at expressions involving Eulerian
statistics).
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Figure 12-15. Calculated latitudinal distribution of the stratospheric column density of HN03. The
calculated results are for (curve A) Kyy = O, (curve B) Kyy = 1 X 109 cm 2 S-1, (curve C) Kyy = 3 × 109
cm2s -1 and (curve D) Kyy = 1 x 101o cm 2 s-l. The data are April/May 1980 (bars) from Girard eta/.
[1982], May (dash-solid circle curve) and December (dash-open circle curve) from Gille et al. [1984b].
The calculated column density from the classical Eulerian model of Ko et al. [1984] (dashed curve) is
included for comparison. From Ko et al. (1985).
Two conclusions may be drawn from their work. Firstly, in agreement with Guthrie et al. (1984)
they conclude that the absence of a large cancellation between mean and eddy motions in the diabatic
model helps physical interpretation. For example, Figure 12-16 shows the ozone budget at 64 mb from
two model runs, a) the classical Eulerian model and b) the diabatic model. In Figure 12-16a the evident
feature is the close cancellation between eddies and mean motion terms. The photochemistry appears neg-
ligible. Figure 12-16b shows, on the contrary, that the net transport is in fact comparable with the
photochemistry. For time scales appropriate to two-dimensional models ozone in the lower stratosphere
cannot be regarded as inert.
Secondly, the chemical eddies can play a role in determining the distribution of tracers. In their ex-
periments Pyle and Rogers (1984) showed that using the correct chemical eddy K coefficient (dependent
on the appropriate lifetime) can make significant differences to the calculated column abundances. For
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example, using a K appropriate to NO x leads to changes in the 03 and HNO3 high latitude columns of
approaching 10% and 50% respectively.
Another residual circulation model which includes some dynamical feedback is that developed by Garcia
and Solomon (1983). They solved the coupled thermodynamic and momentum equations above 100 mb
and include some eddy forcing by diffusive heat and momentum fluxes, treated as a Rayleigh friction.
Radiation is modelled using Newtonian cooling. The calculated circulation, temperature structure and distribu-
tion of chemical species generally agree satisfactorily with observations. In their first experiments, they
used a Kyy of 105m2s-_, but their Kzz increased from a small value (10-_m2s - ]) in the lower stratosphere
to rather large values (- 10'm2s -I) in the middle and upper stratosphere. As a consequence, their ver-
tical distribution of NzO did not fall off with altitude as sharply as the data or as in Guthrie's et al. model.
Their more recent calculations with smaller Kzz produce much closer agreement with observations. The
model also includes chemical eddy transport parameterized in terms of the photochemical relaxation time
constant which, as expected, is found to be important in the transition region where the photochemical
and zonal transport time scales are comparable. The model has been used in a detailed investigation of
the nitrogen budget of the stratosphere. The polar distributions of the nitrogen compounds are sensitive
to the use of the residual circulation. The model supports the idea that NO2 is carried down from the lower
thermosphere to the stratosphere in the polar night. An important model conclusion (Solomon and Garcia
1984 a,b) is that NzO5 is the major NO r reservoir in high latitudes (see Ko et al. 1984) and the model
calculations appear to be consistent with the observations of the Noxon cliff (1979).
An important addition to the above model is the representation of breaking gravity waves. The seasonal
behaviour of the model meridional temperature and circulation in the mesosphere is then in good agreement
with observations and the computed eddy diffusion coefficients are consistent with the behaviour of
mesospheric turbulence inferred from MST radar echoes. (Garcia and Solomon 1985) Figure 12-17
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Figure 12-17. Observed [Thomas et a/., 1984a] and calculated 03 mixing ratios near 85 km as a function
of season at mid-latitude. From Garcia and Solomon (1985).
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shows SME ozone data at - 80 km compared with model calculations. The qualitative agreement is ex-
cellent with maxima in March and September, corresponding to times of weak winds in the middle at-
mosphere and hence enhanced absorption of propagating gravity waves. This absorption leads to reduced
gravity wave breaking, and hence mixing, in the upper mesosphere. Water vapour, and hence hydrogen
radicals, are then reduced in the spring and autumn, leading to enhanced 03.
Finally, the work of Plumb and Mahlman (1985) should be stressed. They are developing a model
whose transport is derived from general circulation model statistics. This has the advantage that the transport
circulation can be derived self-consistently with the K tensor (see Section 6.6.2). It is expected that this
approach will continue to yield much useful information about stratospheric transport processes and their
inclusion in two-dimensional models. A disadvantage of the model is that the validity of the transport
depends on the GCM, with its own strengths and weaknesses.
This review of current two-dimensional modelling efforts suggests two conclusions, one general and
one specific. Firstly, it is clear that the variety of models, using sometimes quite different approaches,
has contributed to the understanding of stratospheric processes. The richness of approach is an advantage
and no one approach can necessarily be regarded as always superior. This is particularly exemplified by
simple model experiments where the nature of the feedback processes is the important consideration.
Secondly, major problems are still associated with the treatment of eddy processes. This applies to
whichever two-dimensional approach in followed. The residual circulation approach has the advantage
that the steady, conservative waves need not be considered. However, it is precisely the situations when
the non-acceleration conditions break down that the eddies are important and need to be treated. A con-
sensus appears to be developing, based on observations, general circulation model results and experience
with 2-D models, that smaller K values should be used in residual circulation models with perhaps Kyy
being a few × 105m2s -' (but see the comments above). It must be stressed that this smaller Kyy does not
mean that the modelled eddy transports are any less important. This is shown by reference to Figure 12-15.
The model is still sensitive to the choice of Kyy for species with large mean latitudinal gradients.
Some current residual circulation models employ constant K coefficients. Plumb and Mahlman's results
argue against this, and this too is perhaps supported by Figure 12-15 where a Kyy increasing in the winter
subtropics might produce a better fit to the data.
The progress in recent years is encouraging. For example, the consensus regarding the size of Ks
is based not just on experience with models but also on theoretical arguments or models in which the large
scale waves are treated explicitly. Despite some difficulties, it can be said that two-dimensional modelling
is on a firmer footing than hitherto. While much work remains to be done, the physical basis of the models
and, perhaps as important, the model limitations (most important being the treatment of non-conservative
eddy processes) are generally well understood.
12.6 A COMPARISON OF TWO-DIMENSIONAL MODELS
The models discussed in this section are shown in Table 12-3.
(i) Source gases
The simulation of long-lived trace gases gives a good indication of the diversity of two-dimensional models.
It also indicates a chief advantage of two- over one-dimensional models: the ability to simulate latitudinal
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Table 12-3. 2-D Models Used In This Report
TYPE INVESTIGATORS
MPI Eulerian Schmailzl, Crutzen
RAL Eulerian Gray, Pyle
AER Eulerian Ko, Sze
L'Aquila Diabatic Visconti
EERM Diabatic Cariolle
GSFC Diabatic Guthrie
Du Pont Diabatic Owens
NOCAR Residual Circulation Garcia, Solomon
AER Diabatic, Isentropic Ko, Sze, Tung
Oslo Diabatic Stordal, Isaksen
RAL Diabatic Rogers, Pyle
and seasonal variations. In this section we will concentrate on model results for the long-lived tracers
N20, CH4, CFC-11 and CFC-12. The calculations that will be discussed were nominally performed with
the same set of chemical reaction rate constants, solar fluxes, and photolytic absorption cross sections
(see Appendix A and Chapter 7), so model differences due to chemistry have been minimized. There are
still some differences, including the radiative treatment, diurnal model formulation, and treatments of the
Schumann-Runge bands, as discussed in greater detail below.
For the simulation of source gases, two-dimensional models fall roughly into two general classes -
those in which advection and diffusion play approximately equal roles, and those in which advective transport
dominates. The former include classical Eulerian models (eg. MPI, RAL) and those with adiabatic cir-
culation but with eddy diffusion coefficients of the same order as those of Eulerian models (eg. Du Pont,
EERM) while the latter (eg. L'Aquila, LLNL, NASA GSFC, the NOAA/NCAR model (NOCAR), Oslo)
use diabatic or residual circulations and small eddy diffusion coefficients (Kzz- 10 _m2s _ Kyy-
105 m2s _. Kyz -0). These coefficients are about a factor of ten smaller than in the former models. The
advective models have a Brewer-Dobson type atmospheric circulation, with rising air motions in the tropics
and descending motions towards the poles.
Long-lived trace gases with sources in the troposphere (eg. N20, CH4, CFC-11, CFC-12) are in-
jected into the stratosphere primarily in the tropics (20 °S to 20 °N). As the tropical air parcel is transported
upward by the mean circulation, destruction of source species occurs by photolysis or reactions with
O(ID) and OH. Destruction continues as the parcels are advected poleward in the stratosphere, and the
parcels then descend at high latitudes with lower concentrations of the source gases. The source gas mix-
ing ratios are thus greater at the equator than at the poles, and the isolines descend to lower altitudes near
the poles.
In models with larger eddy coefficients, horizontal mixing reduces the equator-to-pole gradients, giv-
ing flatter isolines. For all the source gases, as will be discussed below, this same general picture emerges.
Figure 12-18 shows the calculated N20 mixing ratio as a function of altitude and latitude for July
in three models, two (GSFC, NOCAR) advective and one with large eddy diffusion (Du Pont). The advective
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Figure 12-18. Latitude-height cross-section of the N20 distribution (ppbv) from three different 2-D
models.
models gives more rapidly downward-sloping contour lines at low and mid latitudes. The NOCAR model
in particular strongly mirrors the underlying equator-to-pole circulation. Toward the poles, the upturn
in the GSFC model is due to the structure of the Murgatroyd and Singleton (1961) wind field.
Figures 12-19a and 12-19b show the vertical profiles of N20 calculated by several of the models at
the equator and midlatitudes, respectively. Because of the differing latitudinal gradients illustrated in Figure
12-18, there is a large spread in the predicted profiles, especially in the mid to upper stratosphere. The
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model range approaches a factor of two for both low and mid latitudes at 30-35 km altitude and a factor
of four at 40 km.
A latitude section of the modelled NzO mixing ratio at the 35 km level is shown in Figure 12-20.
The latitudinal distribution is quite flat in the MPI (Eulerian) model, although considerably more structure
is evident between 30S and 30N in RAL's classical Eulerian model. Interestingly, the RAL model has
similar structure in this low-latitude region to the residual circulation NOCAR model. In high latitudes
the models are quite different, with the NOCAR model showing a continued decrease. The RAL model,
with a strong high latitude indirect cell, predicts increasing N20 with latitude.
An interesting feature of the satellite observations of NzO is the presence of a 'double peak' structure
in March, April and May when, on a given pressure surface, there is a local minimum in mixing ratio
at the equator with maxima in the sub-tropics. This is in contrast to the usual situation with a single low
latitude maximum. Jones and Pyle (1984) discussed this feature in detail. Using a classical Eulerian two-
dimensional model they were unable to reproduce the double peak. Using the same model, Gray and Pyle
(1985) have now satisfactorily modelled the feature (Figure 12-14). They hypothesise that it is related
to the low latitude semiannual oscillation. The circulation induced by a low latitude westerly forcing (chosen
to reproduce the observed semiannual oscillation of the zonal wind) has descending motion at the equator,
sufficient to produce the local minimum there. The model also reproduces somewhat similar features in
CH 4 and 03 and leads to a significantly improved low latitude seasonal variation.
Some representative mixing ratio cross sections for CH 4 are shown in Figure 12-21. As is the case
for N20, the residual circulation model (NOCAR) shows a much larger latitudinal gradient than the classical
Eulerian model (MPI). The large difference in latitudinal gradient between a model with large eddy diffu-
sion values (Du Pont) and one with small coefficients, both using essentially the same wind field, is shown
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Figure 12-20.
models.
Latitude section of N20 volume mixing ratio at 35 km for three different 2-D
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Figure 12-21. Cross-sections of CH, from the MPI and NOCAR 2-D models.
in Figure 12-22. While the latitudinal change from equator to 60 degrees at 40 km altitude in the summer
hemisphere is less than a factor of 2 in the Du Pont model, it is an order of magnitude in the GSFC model.
This large difference in model predictions for CH4 in the upper stratosphere is one point on which satellite
data may provide a significant test.
Vertical profiles for methane computed in several models are shown in Figure 12-23 for the equator
and midlatitude (summer). The models with classical diffusion coefficients (Du Pont, RAL) fall off far
less rapidly above 40 km than the residual circulation model (AER). The range of model predictions ap-
proaches a factor of 2 at midlatitudes near 30 km, while at the equator all the models agree within about
50 % for all altitudes below 40 km. At higher latitudes, the upper-stratospheric differences between the
various model predictions are considerably larger.
The modelled vertical profiles for CFC-11 at the equator and 45 °N are shown in Figure 12-24. There
is good agreement between the models (after scaling to the same tropospheric mixing ratio) at midlatitudes,
with agreement at all altitudes better than a factor of two. Model agreement is not so good at the equator
or at high latitudes. The reason for the good gross agreement between models for CFC-11 may be its
relatively rapid destruction rate in the lower stratosphere, so that its vertical profile is dominated by the
photochemical sink. Nevertheless, important differences in transport are evident in discrepancies between
the models.
686
0.5
CH4 MIXING RATIO AT 40km
ASSESSMENT MODELS
0.4
0.3
0.2 m
0.1
I 1 1 I I I
-- DU_ON_._..__ _
w, _ _ /
/
_ ...__. j SU
_ GSFC
/
o.o I I I I I I
70 60 50 40 30 20 10 0
LATITUDE
Figure 12-22. CH4 mixing ratios versus latitude at 40 km for two different models for winter and
summer. The range of 1-D model values is also shown.
50
40
_ ao
__ 20
10
0
0.1 0.2 0.5 1 0.2 0.5 1 2
CH4 MIXING RATIO (ppmv)
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For the longer-lived CFC-12, the model agreement is poorer at both equatorial and midlatitudes, as
shown in Figure 12-25. As is the case for N20, a greater latitudinal gradient is shown by the residual
circulation models. The model range is a factor of two at 25-30 km and continues to be large at higher
altitudes. The difference in latitudinal gradient between Eulerian (MPI) and residual (NOCAR) transport
schemes are shown in Figure 12-26. At 25km altitude, the modelled equatorial values of 200ppt decrease
to 40 ppt at 50 degrees latitude for the NOCAR model but only to 140 ppt for MPI.
In summary, there is a distinct difference in the results between models with large eddy diffusion
compared with those with small eddy diffusion. The latter consistently show larger latitudinal and seasonal
variations in the middle and upper stratosphere, as expected. Differences are still found between models
of the same basic type. For example, for long-lived tracers with sources in the troposphere, the diabatic
circulation in some models produces an upward bend in the isolines, while the residual circulation in other
models gives isolines that continue to slope downward toward the pole. Furthermore, general conclusions
regarding the relative performance of classical Eulerian compared with the transformed models are dif-
ficult to make. For example, there is some suggestion that the satellite cn 4 and N20 data show latitudinal
gradients more characteristic of the advection-dominated models, although there are still important dif-
ferences from model to model. Moreover, the classical Eulerian RAL model reproduces the CH4 and N20
data well. In fact, in low latitudes, the satellite data shows flatter fields than are found in the model (Jones
& Pyle 1984). Of course, the argument is not really about the size of the eddy diffusion but about the
balance between mean and eddy transport.
One of the major problems in developing adiabatic circulation model is the lack of a definitive set
of self-consistent atmospheric heating and temperature fields. The Murgatroyd and Singleton wind field,
used in many models (Du Pont, EERM, LLNL, NASA, Oslo), is based on very old data and does not
give a summer stratosphere near radiative equilibrium, as recent studies have implied. For diagnostic studies
in the near term, more realistic ozone fields and more sophisticated radiation schemes for infrared cooling
should provide an improved estimation of stratospheric winds.
Because of the large differences in source gas latitudinal gradients predicted by the models with either
large or small horizontal and vertical mixing, satellite data with good coverage of the globe (from, e.g.
SAMS and LIMS) should prove useful in validating transport schemes. The satellite data have already
become a useful tool for testing 2-D models and their transport schemes.
In this discussion, we have not mentioned one-dimensional models. Three one-dimensional models
(Du Pont, Harvard, LLNL) were compared with the mid-latitude vertical profiles shown in Figures 12-19,
23, 24 and 25 (for N20, CH4, CFC-11 and CFC-12). In general, the 1-D models fall within the range
of values spanned by the 2-D models and have a similar degree of consistency within themselves. The
long standing problem of simultaneously fitting the observed midlatitude vertical profiles of these four
tracers using the same eddy diffusion profile is shared to some extent by two-dimensional models. In two
dimensions, it is, for example, possible for a model to fit the midlatitude profiles of these species satisfac-
torily (eg. Guthrie et al., 1984), but then to have difficulty in reproducing the profiles at lower and higher
latitudes.
(ii) HO x
The models show striking similarity in the morphology of the HO x distributions. Figure 12-27 shows
a height-latitude cross-section for daytime average OH. The salient features are the broad peak between
40 and 45 km, the steep gradient toward the winter pole, and the saddle-shaped minimum near the tropopause.
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All of the models considered here show peak values of 2 to 2.5 x 107 molecules/cm 3. The exact height
of the saddle minimum and the slope of the poleward decrease at the saddle vary slightly between models,
(presumably due to small differences in ozone, water vapour, and temperature distributions).
Similar structures appear in the HO 2 and H202 cross sections, although the peaks are substantially
broader and flatter than in the case of OH (Figures 12-28 and 12-29). As might be expected, the centroids
of the distributions follow the sun northward and southward through the course of a year with little or
no phase lag.
In comparing the model distributions with available data, some discrepancies appear. The range of
model profiles for daytime average OH is shown in Figure 12-30, along with measurements. The agree-
ment seems quite good, with the intermodel range and the range of the measurements being quite comparable
(see Chapter 9 for a more complete discussion).
The situation seems quite different for no2 (Figure 12-31). The models again agree well with each
other but there is barely overlap between the range of model profiles and the range of measurements,
although the available measurements are extremely limited. The difference between range centers is at
least a factor of three and approaches an order of magnitude. Both ranges (model and measurement) include
seasonal differences.
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Figure 12-30. Shaded region shows the model range of 2-D model calculated OH at 32°N com-
pared with available observations (see Chapter 9).
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In the case of hydrogen peroxide (H202) the range, defined by reported detections and the upper limits
from both Chance and Traub (1984) and de Zafra et al. (1984) is very broad and the detailed profile is
essentially undefined. The range of model profiles for 30 °N, winter is shown in Figure 12-32. Although
the model range is fairly broad, it clearly falls above the upper limit of Chance and Traub between 24
and 32 km.
The increased model spread for H202 can be understood by the quadratic dependence of H202 on
HO2, and then on total HO x. Any model differences in the production of HO x (due, for example, to the
different ozone distributions) or in the HO2/HO x ratio (due, for example, to differences in temperature
distributions) will be magnified in the H202 comparison. It is this particular sensitivity which prompted
the suggestion by Connell et al. (1985) that measurements of n202 along with other members of the HO x
family would make a very useful test of atmospheric chemistry.
If the difference between models and measurements persists with additional no2 and H202 measure-
ments it will indicate a possible problem with our understanding of the partitioning of the HO x family,
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although that partitioning would appear to be controlled by well-understood photochemical processes. This
is discussed further in Chapter 9. Any such problem must be common to all the models given the agree-
ment between them.
(iii) Odd nitrogen
In this subsection, distributions of odd nitrogen species calculated by a number of two-dimensional
models will be compared. Differences in their behaviour will be discussed, with particular emphasis on
the origin of variations in model calculated abundances of total odd nitrogen (N+NO+NO2+
NO3 +2 × N205 + HNO3 +HNO4 + C1ONO2). This parameter is of critical importance to the ozone balance
in the contemporary atmosphere, as well as to the evaluation of possible future perturbations in ozone.
Figure 12-33 presents contour plots of the NOy distributions calculated in the models by Ko et al.
(1985) and Gray and Pyle (1985), which are respectively formulated in the residual and classical Eulerian
frameworks. Like CH4 and N20, NOy is very long-lived in the lower stratosphere, and its horizontal gra-
dients depend sensitively on the competition between horizontal mixing and advection by the mean mer-
idional circulation. Therefore the meridional cross section of NOy calculated in the advection-dominated
model of Ko et al. (1985) exhibits a steeper slope with latitude than does the classical Eulerian model.
Figure 12-34 presents vertical profiles of the calculated NOy abundances from several two-dimensional
models. The model by Pyle et al. makes use of the NO photolysis parameterisation of Cieslik and Nicolet
(1973), while the others employ the parameterisation by Allen and Frederick (updated to account for re-
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Figure 12-34. 2-D model profiles of NOv at various latitudes, a) 0°; b) Mid-latitude, 26-35°N.
c) High latitude
cent changes in our knowledge of the 02 Herzberg continuum and Schumann-Runge band cross sections),
or the similar parameterisation presented by Frederick et al. (1983a), which is used in the model of Garcia
and Solomon (1983). The latter parameterisation includes the effect of self-absorption by the NO molecule,
and the corresponding NO photolysis rates are therefore smaller (order of 40 % for a 60 ° solar zenith
angle without this effect near 40 km.). On the other hand, the NO photolysis rates obtained by Cieslik
and Nicolet are larger than those presented by Frederick and co-workers in this region. As discussed in
more detail in the subsection comparing one-dimensional models, the calculated abundance of NOy near
and above the peak at about 40 km is very sensitive to the NO photolysis rate, which controls the density
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of atomic nitrogen and the loss of NOy through the reaction N + NO. The model variations in NOy abun-
dance near the peak are consistent with these differences in the adopted photolysis rates.
Another factor that plays a critical role in the differences between modelled NOy abundances, partic-
ularly in the lower stratosphere, is the approach taken for the transport of NOy and for the HNO3 rainout
around the tropical tropopause region. This is perhaps easiest to examine conceptually by assuming trans-
port in the residual Eulerian framework. The air parcels entering the stratosphere probably do so prin-
cipally in the tropics, as discussed above. In residual Eulerian models, then, the NOy mixing ratio of air
ascending into the lower stratosphere is highly dependent on the treatment of transport (i.e. the vertical
velocity near the tropopause and the vertical eddy diffusivity between the tropopause and the NOy peak
near 40 km), and, on the treatment of HNO3 rainout in the tropical upper troposphere. The meridional
transport in the lower stratosphere has equator to poleward flow in both hemispheres in such models (and
the rate of vertical eddy mixing is very slow by comparison), so that the NOy content of the extra-tropical
lower stratosphere will also be strongly influenced by variations in the NOy that is input in the tropics.
These effects should be expected to be less pronounced in classical Eulerian models due to more mixing,
both in the vertical and horizontal directions. These differences are clearly manifested by the comparison
of the calculated NOy abundances of the models of Guthrie et al. (residual Eulerian with rapid HNO3
rainout in the tropics) and Pyle et al. (classic Eulerian with slower HNO3 rainout). The Garcia-Solomon
model has no troposphere, and prescribes an inflow of NOy at the tropical tropopause as a boundary con-
dition, based on the measurements reported by Loewenstein et al. (1978a).
In the low stratosphere, the NOy budget is a balance between slow photochemistry and slow vertical
transport. Given the great difficulty in modelling the net radiation sources and sinks in the equatorial low-
er stratosphere (Houghton 1978) which determines the vertical velocity in these models, the large differ-
ences in NOy shown in Figure 12-34 are not surprising.
More recently, the LIMS data on NO2 and HNO3 have become available, providing a database against
which our knowledge of NOy may be tested. These data will be discussed in Chapter 10 and compared
to the models. It should be noted that a more complete database of NOy, particularly around the tropical
tropopause and lower stratosphere, could be of great value in improving our knowledge of this very im-
portant aspect of stratospheric modelling. That these fluxes are important in determining NOy can be seen
by results from the RAL model. Using the Allen & Frederick parameterisation instead of the Ciezlik and
Nicolet values for NO photolysis, leads to an increase in NOy at the peak of only - 3ppbv and makes
little difference to the slope of the profile.
The partitioning of odd nitrogen among NO, NO2, NO3, N205, HNO4 and HNO3 is determined largely
by fast photochemistry (outside of the polar night region). The ratio of HNO3 to NO2 depends upon the
model OH abundances and HNO3 photolysis rates. Figure 12-35 presents a comparison of model calculat-
ed HNO3/NO2 ratios at about 30 o in summer, showing that these models are in rather good agreement
on this photochemical parameter. The differences are probably largely due to differences in calculated
O3 and associated optical depth effects. Figure i2-36 shows the HNO3 profiles calculated by these models.
Comparison of Figures 12-36 and 12-35 reveals that the differences in model HNO3 profiles are driven
principally by the calculated differences in NOy, and thus similar ranges should be expected to apply to
the calculated abundances of NO, NO2, etc. Because of the large amount of data available for many of
the NOy species, presentation of the data and remarks regarding the comparison to models will be deferred
to the chapter devoted to NO x.
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Figure 12-35. 2-D model profiles of HNO3/N02 at -30 °, Summer.
Finally, we will briefly mention the morphology of a few constituents that have not yet been meas-
ured, at least not as a function of latitude. Figure 12-37 presents contour plots of the computed N205
distributions from the residual Eulerian model of Stordal et al. In addition to the variations in these consti-
tuents driven by the calculated gradients in NOy (eg. Figure 12-34 above) and the sharply descending
contours at high latitude characteristic of the residual circulation models, there are also strong variations
with latitude which are due to calculated gradients in photochemical production and loss terms. This is
particularly pronounced in the calculated N205 distribution in high latitude winter, where almost all the
available NO x (N +NO +NO2 +NO3 +2 x N205) is chemically converted into N205 in present models.
The sequestering of NO x in the N205 reservoir species has potentially important consequences on
03 in high latitudes, as discussed by Ko et al. (1984) and suggests the need for global measurements of
this species.
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(iv) ClO x
This subsection will provide an overview of model results for odd chlorine species, beginning with
a discussion of the latitude-altitude distributions of the species from 2-D model calculations. The overall
morphology of the species' behaviour as functions of altitude and latitude is sufficiently similar that only
the results from one model (the AER model) will be given. In anticipation of the comparison of model
results with observations to be presented in the C10 x chapter (Chapter 11), a comparison of the calculat-
ed profiles for C10, HC1, and C1NO3 from different models will be presented. Detailed description of
th,...._,_;_._.....1h,ho,,;_..,.. _,.. ,_,¢,ho,,,,.._,,..,._h'_':_species --"'w,,,be discussed in Chapter 11.
In the models, production of total chlorine (Cly) is from the photodecomposition of the halocarbons
(CHaC1, CC14, CH3CC13, F-11 and F-12) and removal is via transport into the troposphere followed by
rainout and other deposition. Figure 12-38 shows the latitude-altitude cross-section of model calculated
Cly. Cly is well mixed in the upper stratosphere because of the lack of photochemical removal processes.
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Figure 12-37. Latitude-height cross-section of N20s from the model of Stordal et al. (1985).
The calculated distributions in the lower stratosphere differ in various models and are dependent on the
transport scheme used and the heterogeneous removal process assumed in the troposphere.
In the stratosphere, the chlorine species can be conveniently separated into HC1 and C1x which com-
prises C1, C10, and C1NOa and HOC1. The species in the C1x group have interconversion lifetimes of a
few hours or shorter, while transformation between HC1 and C10 x has a typical time constant of approxi-
mately one day or longer (Ko and Sze, 1984). Species in the C10 x group exhibit large diurnal variation,
but the concentrations of HC1 and the C10 x group show little variation throughout the day.
Figure 12-39 shows the calculated altitude-latitude cross-section of HC1. In the upper stratosphere,
the bulk of the Cly is in the form of HC1 as evident from the similarity between the distributions of HC1
and Cly. The distribution in the lower stratosphere is influenced by the formation of C1NO3 where its
concentration reaches comparable magnitude to that of HC1.
Figure 12-40 shows the calculated altitude-latitude cross-section of the noontime concentration of C10 x.
Note the factor of 2 increase in concentration of C10 x from the equator to 60 ° around 40 km in the north-
ern hemisphere. This feature in the model results is consistent with the model results on CH 4 which show
a factor of 2 decrease from the equator to the high latitudes around 40 km. Since CH4 mediates the conver-
sion of C10 x to HC1 via the reaction C1 + CH4 --- HC1 + CH3, lower concentrations of CH 4 in the high
latitudes should favour formation of C10 x at high latitudes (cf. Solomon and Garcia, 1984b). Superim-
posed on the latitudinal behaviour is the seasonal variation reflecting the change in OH concentration where
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Figure 12-38. Calculated volume mixing ratio of Cly as a function of latitude and altitude for April. The
contour levels are labelled in units of ppbv. The result is from the AER model. The photochemical scheme
is identical to that in Ko et al. (1 984) except for updating of reaction rates. The dynamical scheme is
a refinement of the scheme described in Ko et al. (1 985). The source of Cly is from photodecomposi-
tion of CH3Cl, CH3CCI3, CCI4, CFC-11, and CFC-12 and removal is by washout and rainout in the
troposphere with lifetime of about ten days.
higher OH concentration in the sunlit hemisphere will also help to convert HCI to CIO x via the reaction
OH + HC1 -- H20 + CI.
The calculated cross-sections for the noontime concentrations of C1, C10, C1NO 3, and HOC1 are shown
in Figure 12-41. The figures show that C1NO3 has the highest concentration in the lower stratosphere
whereas C10 and HOCI become more important in the upper stratosphere. The species C10 and C1NO3
exhibit latitudinal features similar to that of C10 x.
The above features are common to all model results although the latitudinal gradient in upper stratospheric
C10 x in the classical Eulerian models are less pronounced because of the smaller latitudinal contrast in
CH4 (see above).
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Figure 12-39. Same as Figure 12-38, for HCI (ppbv).
Figure 12-42 gives the altitude profiles of Cly from different models. The relatively small spread
(2.1-2.5 ppbv) in the calculated values in the upper stratosphere results from the slightly different scenarios
for the halocarbon emissions and transport parameters assumed in the models. The spread of values among
the models in the lower stratosphere is, however, larger. In general, compared to models using the classi-
cal Eulerian circulation, those models using adiabatic or residual circulation and small eddy diffusion
coefficients have lower concentrations at the tropical regions and higher concentrations at the high lati-
tudes in the lower stratosphere. This is best illustrated by the calculated column abundances of HC1, which
will be discussed in more detail in Chapter 11. In a classical Eulerian model (e.g. MPI), the ratio of the
abundance at 60 °N to that at the equator is about a factor of 2. In models using diabatic/residual circula-
tions (NOCAR, AER), the ratio is about 3:1 which is in better agreement with the observations.
Figure 12-43 shows calculated profiles of CIO, HC1, and C1NO3 from different models correspond-
ing to mid-latitudes ( - 30 °N) and summer condition. Given the diversities in the treatment of dynamic
transport and diurnal variation in the various models, it remains difficult to isolate a single cause for the
discrepancies. However, much of the difference could be explained in terms of the differences in the cal-
culated Cly (Figure 12-42) and then differences in the partitioning of Cly species related to the coupling
to the NO x chemistry. To isolate the effect of partitioning, the ratios C1NO3/C10 and C10/HC1 are plotted
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Figure 12-40. Same as Figure 12-38, for CIO x, which is the sum of CI, HOCI, CINO3 and CIO.
in Figure 12-44. The factor of 2 discrepancy in the ratios among the models below 30 km can be attributed
in part to the differences in the calculated NOy, where higher NOy tends to favour the production of C1NO3
at the expense of C10, resulting in a larger C1NOJC10 ratio and smaller C10/HC1 ratio.
(v) o_
The observed seasonal and latitudinal distribution of the total ozone column is shown in Figure 12-45a.
Important features that models should simulate are: low equatorial abundances; an increase towards high
latitudes; the seasonal variations at mid and particularly high latitudes; the spring maximum in both
hemispheres, at the polar region in the Northern Hemisphere but at 50 o _ 60 ° latitude in the Southern
Hemisphere; a fall minimum in both hemispheres around 60 o latitude.
In general, models with high diffusion (mostly classical Eulerian models) underestimate the latitudi-
nal contrasts (Figure 12-45b-e). The equatorial abundances are generally overestimated due to too strong
an eddy transport. The seasonal variation at high latitudes is usually less than observed.
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results indicated in Figure 12-43.
The agreement with the observations varies from model to model and essentially reflects how well
the cancellation between the mean Eulerian circulation and the eddy fluxes is achieved. The Eulerian model
of Crutzen and Schmailzl (1983) simulates the ozone columns in reasonable agreement with the observa-
tions, not surprising since the diffusion coefficients in this model are chosen to give the best fit to ob-
served ozone abundances (Hidalgo and Crutzen, 1977).
The diabatic circulation models all get equatorial abundances in good agreement with the observa-
tions (see Figure 12-45). Since only low horizontal diffusion is used, larger latitudinal gradients in the
observed range can be obtained. Indeed, the abundances at high latitudes are sometimes too high (Ko et
al., 1985 Figure 12-45h). Figure 12-45f-h show that there is a substantial individual variation between
the diabatic and residual circulation models, reflecting mostly differences in adopted values of diabatic
heating rates and diffusion coefficients. For instance, the model of Ko et al. (1985) uses hemispherically
symmetric heating rates giving only small differences in the ozone columns of the two hemispheres. In
the model of Stordal et al. (1985) (Figure 12-45g) the adopted asymmetric heating rates give rise to an
interhemispheric asymmetry in ozone which is even larger than observed, with the spring abundances in
their model considerably lower than observed in the Southern Hemisphere.
Figure 12-46a presents mid-latitude O3 height profdes for summer and winter conditions from a 2D
model (Solomon and Garcia, 1984b), chosen to illustrate the seasonal variations at mid-latitude. This model
represents values in the middle of the model range and has a seasonal variation which is typical of all
the models. The seasonal variation in the upper stratosphere is small. It increases at lower altitudes and
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amounts to about 2 ppm in the peak region. There is no substantial seasonal variation in the altitude of
the peak.
The summer profiles for 30 ° latitude for several models are shown in Figure 12-46b. In the 40 km
region the models consistently underestimate 03 compared to the observations except for the RAL model
which has low concentrations of C10 x and NO x (see Figure 12-34). In this region, ozone is photochem-
ically controlled, and the direct effect of transport is of minor importance. However, transport processes
influence the ozone abundances indirectly through transport of NOy and Cly. The discrepancy between
models and observations could be due to lack in the present understanding of the ozone loss chemistry,
possibly in all of the HOx, NO x and C10 x cycles, since they all contribute similarly to the ozone loss
in the altitude region in question. The other possibility is that the production of ozone through the oxygen
photolysis is not presently represented adequately in the models. The inability of models to simulate ozone
in the photochemically controlled upper stratosphere represents a major limitation of current photochemi-
cal theory. This must be kept in mind when estimated effects of photochemical perturbations are evaluat-
ed. For illustrative purposes the profile from a 1-D model (LLNL) is included in Figure 12-46b. The
1-D profile falls within the range of 2-D model profiles. The problem of modelling ozone in the 40 km
region appears to be independent of the dimensionality of the models.
From Figure 12-46c where winter profiles are shown, it is seen that the models underestimate ozone
around 40 km regardless of the time of year. Note that the spread between the models is about the same
in the winter as in the summer season.
Figure 12-47a-b shows latitude-altitude cross sections of ozone mixing ratios under solstice condi-
tions. Results from the two AER models (one diabatic and one Eulerian) have been chosen since the two
models have identical photochemistry and only differ in the transport representation. However, all the
2-D models from which data is used in this chapter show common features in the photochemically con-
trolled domain. The region of maximum mixing ratios is located in the tropics at about 30 km in all models.
The peak values range from about 9 to 12 ppm, which is also the range of the values observed from satel-
lites. The modelled latitudinal extent of the peak is also similar in the models.
The most significant differences between the models occur in the lower stratosphere in the dynam-
ically controlled region. In general, the mixing ratio surfaces slope more steeply downward and poleward
at mid and high latitudes in the diabatic type of models (Figure 12-47a) than in the classical Eulerian models
(Figure 12-47b). This behaviour can be attributed mainly to the difference in horizontal mixing in the
two kinds of models and has important consequences for the latitudinal distribution of the total ozone columns.
The highest ozone concentrations occur in the lower stratosphere. The slope of the mixing ratio surfaces
in this region will therefore determine the latitudinal variation of the maximum ozone concentrations and
thereby the total columns as well. The large latitudinal gradient in the distribution of total ozone columns
in the AER diabatic model (Figure 12-45h) is therefore a reflection of the steep downward and poleward
slopes of the mixing ratio surfaces in the lower stratosphere in this model (Figure 12-47a).
12.7 CHEMISTRY IN THREE-DIMENSIONAL MODELS
During the past decade a number of three-dimensional atmospheric models incorporating a formula-
tion of chemically active trace species has been developed. The complexity of both the physics and chemistry
in these models varied widely. Earlier studies of ozone transport with three-dimensional models had been
conducted by Hunt (1969) and by London and Park (1973, 1974), but the study of Cunnold et al. (1975,
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1980) was notable in that for the first time multi-year simulations were conducted to study the relative
importance of chemistry and dynamics in maintaining the distribution of ozone. A low resolution (six zonal
wave-numbers) quasi-geostrophic model was used to simulate the gross features of the wind and tempera-
ture fields of the atmosphere. The model included simplified ozone chemistry and a specified (altitude
dependent only) NO x distribution. Despite the extremely simplified treatment of both the chemistry and
the dynamics, the model was successful in simulating a number of features of the observed ozone fields,
in particular the seasonal evolution of total column ozone. Schlesinger and Mintz (1979) employed the
same simplified treatment of the chemistry in a primitive equation GCM which included comprehensive
physics. Unfortunately, the model was integrated for such a short time (six weeks from winter solstice),
that the ozone had insufficient time to evolve to a satisfactory wintertime distribution. In addition, the
model winter hemisphere had an extra meridional cell in both the troposphere and stratosphere not present
in the observations.
Mahlman et al. (1980) conducted two ozone tracer experiments using the general circulation model
described by Manabe and Mahlman (1976). They employed the 'off-line' approach adopted by Mahlman
and Moxim (1978) in which wind and temperature fields from the GCM simulations are stored and later
used as input to a separate tracer model. In this approach the constituents (ozone in this instance) are free
to react chemically as they are transported, but the chemistry cannot affect the dynamics. In the first exper-
iment, the ozone mixing ratio at the top model level (10 mb) was specified constant everywhere. At other
model levels the ozone was treated as an inert tracer with parameterized removal in the troposphere. In
the second experiment, a simplified ozone chemistry was incorporated at the 10 mb level with NOy
(NO + NO2 + HNO3) specified. At all other levels the treatment of ozone was identical with that for
the first experiment. These experiments were integrated for four model years. The intent of these studies
was to examine the roles of chemical and dynamical processes in maintaining the ozone distribution, and
determine the role of those processes in producing the observed poleward and downward slope of isolines
of quasi-conserved species in the lower stratosphere. These studies indicated an important role for tran-
sient waves in irreversibly mixing constituents into the winter polar vortex. Mahlman et al. (1980) con-
cluded that inclusion of ozone photochemistry in the lower stratosphere was necessary to obtain a good
ozone simulation.
Grose et al. (1984, 1985) have recently conducted simulations of the transport of stratospheric consti-
tuents using a spectral, primitive equation model (Blackshear et al. 1986) with a detailed formulation of
the chemistry, including those species and reactions currently thought to be important for determining
the ozone distribution in the stratosphere. The transport simulation is done 'off-line'. Chemistry is incor-
porated by grouping certain species together into families. This family concept partitions the species into
groups so that, although there may be rapid chemical conversions between individual members of the fa-
mily, the characteristic lifetime of the family is long in comparison to that of individual species. A 5-month
simulation was conducted transporting Ox, NOy, Cly, and HNO3. The results of the simulations were quite
encouraging, when compared with LIMS and other satellite observation. These simulations share defi-
ciencies common to most model studies of the stratospheric ozone distribution. In particular, the ozone
mixing ratio is lower than observed in the upper stratosphere, and the nitric acid maximum in winter high
latitudes is underpredicted. These deficiences appear to be associated with our understanding of the chem-
ical mechanisms involved, rate coefficients, spectroscopic data, or some combination thereof. Cariolle
and Deque (1984) have also utilized a spectral, primitive equation model to study ozone transport. Although
the ozone chemistry in the model has been coupled with the dynamics, the chemistry has been linearized
using relaxation times inferred from a 2-D photochemical model. The results from a first integration of
45 days show a successful simulation of the zonally averaged total 03 column in the Southern Hemisphere
that deviates from the observation by less than 10%. In this hemisphere the ozone variability is found
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to be the result of the action of transient medium-scale waves with zonal wavenumbers 4, 5 and 6, in
fairly good agreement with observation. Due to the short integration time compared to the photochemical
relaxation time, the 03 content simulated in the winter northern hemisphere was underpredicted. These
results have now been improved by increasing the integration period to 6 months and by replacing the
simple Newtonian cooling approximation by a more comprehensive radiative code.
Rose and Brasseur (1985) have utilized a hemispheric, primitive equation model with coupled ozone
chemistry and lower boundary at 10 km to study ozone transport during a stratospheric warming. A sim-
plified ozone chemistry was included with a zonally average chemical source term and specified NO x (al-
titude dependent). The integration period was 21 days and the preliminary results presented make it difficult
to judge the degree of success of this study.
As yet there are no reported results of simulations conducted using a GCM with a complete formula-
tion of the chemistry but progress has been demonstrated with a variety of approaches as described in
the foregoing discussion. Due to the severe computational burden imposed by this problem, the most fruitful
approach in the near term will probably result from use of a comprehensive GCM with coupled chemistry,
but using the 'family' concept. However, it should be noted that even with the development of such a
model, a number of problems exist in our current understanding of both dynamics and chemistry which
will inhibit our ability to achieve an accurate ozone simulation. These problems are addressed in other
sections of this document.
12.8 ON THE USE OF MODELS FOR ASSESSMENT STUDIES
1- and 2-D models are now commonly used in studies of the middle atmosphere. Given the approxi-
mations in these models and their inability to explain adequately some of the limited number of measure-
ments available, how do these limitations affect our confidence in assessment studies? How do we relate
the 1- and 2-D model assessment calculations; has the use of 2-D models improved our assessment capa-
bility? In this section we consider these questions. Two problems are considered. First, how might certain
model deficiencies in treatments of photochemistry affect assessment studies? Secondly, in what way do
the 2-D models improve assessment studies? One of the advantages of 2-D models is the increased poten-
tial for radiative-dynamical-photochemical coupling. This is considered in some detail at the end of the section.
Turning first to limitations in photochemistry, we ask how discrepancies in models for the current
atmosphere affect our ability to make such assessments. Consider the inability of most models to match
the observations of stratospheric ozone. Calculated ozone abundances are generally 20 to 50 % below ob-
served values at - 40 km and above but are as much as 20% greater than the observed concentration
near the ozone peak between 20 and 30 km. The magnitude of this discrepancy varies from model to model
(and also depends on which observations are selected for comparison). The pattern is common to both
1-D and 2-D models, and points possibly to a fundamental problem with photochemical theory. Various
hypotheses have been put forward, ranging from revisions in the molecular oxygen cross-sections, read-
justments of kinetic rates within possible uncertainties or proposals of heretofore unknown chemical reac-
tions. No simple solution is currently acceptable and resolution of these differences may have to result
from a gradual evolution of the models combined with continued observations with greater absolute accuracy.
If we accept that the models are deficient somehow in their photochemistry then we should determine
how these errors would affect our predictions for the perturbed stratosphere. For example, it is hard to
imagine that small changes (+50%) in the kinetic rate constants or a revision in 02 photolysis rate would
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grossly alter the calculated ozone depletions at high levels of chlorine. However, a new, hidden chemical
cycle might have significant impact on our ability to make assessments. Any of these revisions are likely
to alter the calculations of small perturbations to ozone, and research is needed to test how the proposed
solutions to the high-altitude ozone problem would affect models of a hypothetical high-chlorine, high-
methane atmosphere of the future.
The key element in determining the onset of major ozone reductions predicted by 1-D models at high
levels of chlorine is the abundance of odd-nitrogen (NOy) in the middle stratosphere. The 1-D model in-
tercomparison described above found differences as large as 50% in peak NOy around 36 km, but gener-
ally less than 20 % in modelled values for NOy between 20 and 30 km. This range in NOy translates into
a 20% uncertainty in the amount of chlorine (i.e. from 16 to 19 ppbv) needed to achieve major ozone
reductions in current 1-D models.
Observations of stratospheric odd-nitrogen species show large latitudinal and seasonal gradients which
are reasonably reproduced in the upper stratosphere by 2-D models (see Chapter 10). The 1-D model
results are generally representative of the mid-latitude profiles from the 2-D models. However, there are
large differences between the 2-D models in NOy, especially in the equatorial lower stratosphere where
the agreement with data is generally poor. For example, the diabatic models predict low NOy, especially
below 25 km in the tropics. These results (see Section 12-7) point to the importance of a satisfactory treat-
ment for tropospheric NOy (its rainout, possible lightning source, etc.) and of the vertical transport in
the equatorial lower stratosphere if the NOy budget is to be modelled adequately.
How would these large differences in NOy in 2-D models affect the calculated ozone depletions at
high chlorine? At first, one might believe that the chlorine levels, at which large ozone depletions are
predicted, should scale with the NOy as is found in 1-D models. However, this scaling may not be applied
directly to 2-D models because the source of the NOy differences is related to transport phenomena. For
example, in the residual circulation models, the subtropical lower stratosphere has low NOy values. Simi-
larly this region would have low levels of active chlorine (Clx) relative to organic chlorine (e.g. CFCs).
In this case, the importance of high-chlorine scenarios may only be judged on the basis of latitudinally
and seasonally averaged destruction of ozone. The 1-D models attempt to simulate this averaging through
their sluggish vertical transport of ozone, NOy and C1x. The 2-D models include realistic seasonal varia-
tions. We may regard the diversity in NOy concentrations of the lower stratosphere in current 2-D models
as a range in the ages of air injected into the stratosphere, and hence as a range in the time over which
the photochemistry has had a chance to perturb stratospheric ozone. Thus the range in stratospheric NOy
may imply a proportional range in the amount of C1x from tropospheric sources, with corresponding differ-
ences in the impact of photochemical perturbations to ozone. In any case it is clear that the 2-D model
response is more complex than the 1-D case.
When one represents a three-dimensional system such as the atmosphere in a model of lower dimen-
sionality (1-D or 2-D) one must in some sense average out some of the physical behaviour which occurs
in the real system. When such models are used to predict the results of perturbations to the system, there
is always the possibility that the averaging process has constrained the model so as to miss important inter-
actions in the real atmosphere. One way of testing models in this context is to ask whether models of
the same system at high dimensionality reveal phenomena which would affect the perturbation assess-
ment. In particular one can look at two-dimensional models of the atmosphere to understand the effects
that a more complete treatment of transport and seasonal variation would have on the global or mid-latitude
'average' profiles which are calculated by one-dimensional models. Based on such comparison it appears
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that there are systematic differences between profiles generated by the two types of models, but that the
differences can be understood in terms of the different transport representations.
A conclusion of a comparison of 1- and 2-D models, for both present day and perturbed atmospheres,
is that there is at present no indication that the addition of meridional transport in 2-D models invalidates
in a gross sense the results of 1-D perturbation assessments. Thus both types of model predict ozone depletions
in a stratosphere with increased chlorine content. Because of the non-linear nature of the problem, this
does not preclude the possibility of such a discrepancy for a different perturbation problem. Furthermore,
it is clear that there are some questions (for example, possible latitude-dependent ozone changes) which
1-D models are incapable of answering. Moreover, there are systematic differences between 1- and 2-D
model assessment studies (see Chapter 13) which remain to be explained.
Agreement in a gross sense between 1- and 2-D models is perhaps not surprising. For example, the
transport parameterisation in 1-D models must describe broadly the flux of source gases from troposphere
to stratosphere and agreement for these gases in low latitudes is inevitable. Since the latitude band from
30 °S to 30 °N encompasses half the volume of the atmosphere, gross agreement between a 1-D model
and the globally averaged results of a 2-D model can be expected. However, detailed agreement at a par-
ticular latitude must be regarded as fortuitous. Furthermore, the hybrid nature of the 1-D model - part
low latitude model, part global model and part local model - makes difficult the interpretation of assess-
ment studies.
The difference between the diffusive transport in a 1-D model and predominantly advective transport
in a 2-D model (especially in the residual mean or diabatic formulation) shows up quite strongly in the
case of total NOy. Figure 12-48a shows the budget of NOy taken from the AER model for the mid-latitude
(a) 2-D (b) 1-D
30°N 0.6 60°N
1 t40 km 40 km
28,_
24 km
P= 5.2
L= 1.2
•.-_ 18
1 I
15 8.0
UNITS: 1025MOLECULESs-1
P = 10.5
L =1.3
24 km
Figure 12-48. The budget of NOy as calculated by 2-D (a) and 1-D (b) models. The integrated photo-
chemical production rate (P) and removal rate (L) in the region are given in units of 1025 molecules/sec.)
The calculated fluxes across the boundary (in units of 102s molecules/sec) are also given for the region
indicated. For comparison purpose, the values for the 1-D model are scaled to correspond to the same
volume and surface areas given in Figure (a).
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region (30 o to 60 o) between 24 to 40 km. The local concentration of NOy is determined by the balance
of the horizontal and vertical transport fluxes with the photochemical term playing a relatively minor role.
In contrast, the calculated concentration in a 1-D model is maintained by the net photochemical produc-
tion with diffusive transport out of the region. However, these differing effects are not surprising given
that NOy is effectively a long lived tracer and that, in its conceptual formulation, the 1-D model should
approximate global averaged (not 30 ° to 60 °) fluxes.
In summary, while the 1-D models remain useful tools for assessment it is becoming clear that 2-D
models provide a much more detailed picture of the atmospheric response to perturbations. For example,
2-D model studies indicate that ozone changes will be largest in high latitudes and that there will be some
local ozone production due to the self healing effect in low latitudes. The high latitude changes suggest
that some monitoring efforts should be centered on this region.
Turning to the question of the degree of feedback in 2-D models, we note that the continuity equation
for ozone cqntains transport and photochemical terms. In one- and two-dimensional models, the transport
terms can be formulated in a number of different ways and they can either be specified or calculated.
If calculated, they are dependent on the radiative heating and on the eddy fluxes of heat and momentum.
The photochemical term depends on the ultraviolet flux and on the distribution of the other interacting
species. To make predictions of changes to the ozone layer, the interactions among all these terms must
be considered.
If the coupling between chemistry, radiation and dynamics is ignored (if, for example, K z is speci-
fied in a 1-D model, or if the meridional velocities are specified in two-dimensional models) then it is
possible to make a rough estimate of the error in an assessment, since this just depends on the errors in
individual species concentrations.
However, the stratosphere is highly coupled with, for example, the wind fields dependent on the radi-
ative heating which depends on the ozone field which itself is transport dependent. At first sight this ap-
pears to suggest a major limitation of 1-D and 2-D models as assessment tools. Indeed, experiments with
a 2-D model (Harwood and Pyle, 1980) show that changes in the mean meridional circulation, changes
in the eddy coefficients and changes in the specified eddy momentum fluxes all have a major impact (> 10%)
on the calculated ozone column amounts. Assessment of a perturbed stratosphere seems to require that
changes in radiative and dynamical processes be modelled to high accuracy.
It is possible that the above limitations of simplified models may not be quite so serious as they seem.
Perturbation experiments with a 2-D model (Haigh and Pyle, 1982) and with a GCM (Fels et al., 1980)
suggest that the primary adjustment of the stratosphere to changes in solar heating rates is radiative rather
than dynamical. Solar heating changes due to ozone perturbations can lead to adjustments of the dynami-
cal fields, of the longwave cooling, or both. In the two papers cited the main change is to the longwave
cooling, giving rise to an altered temperature structure but with only small changes to the meridional cir-
culation. An important exception in the calculations by Fels et al., was in the region around the tropical
tropopause where the dynamical adjustment was significant.
Some insight into the radiative/dynamical adjustment problem can be gained from consideration of
the equations governing the global mean meridional circulation. If the quasi-geostropic approximation is
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made, the steady-state zonal mean fields must obey the following momentum and thermodynamic equa-
tions in the residual Eulerian formulation:
-f_* = -KRfi + F (12.13)
W*HN2 = Q-C-aT (12.14)
R
where for simplicity, nonlinear terms have been omitted and where infrared cooling has been written in
terms of a global cooling rate, C, plus Newtonian relaxation with coefficient or. In the momentum equa-
tion a Rayleigh friction term, K R, has been included. The terms Q and F represent externally imposed
radiative and momentum forcing, respectively.
In the stratosphere, Q is due principally to absorption of UV radiation by ozone and F to the conver-
gence of the Eliassen-Palm flux of planetary waves.
In addition to 12.13 and 12.14, the zonal mean fields also obey the continuity equation
+ W-z*= 0 (12.15)
(where compressibility and spherical geometry have been neglected), and the geostrophic balance equation
R __
-f-d z = _ Ty (12.16)
Straightforward manipulation of the set 12.13 - 12.16 leads to a second order partial differential equa-
tion for the mean meridional streamfunction, X*:
N 2 K R Fz N z K R Qy
-* - + (12.17)
_zz + t-2 c_ Xyy f fz e_ P
where I' = HN2/R. The mean meridional circulation can be obtained from X* through the relationships
Z
_. = _y
(12.18)
It is instructive to consider how Equation 12.17 depends on the magnitude of the ratio KR/Ot. In par-
ticular, if (KR/Ot) < < 1, which appears to be the case throughout most of the stratosphere, Equation 12.17
reduces to
-* Fz (12.19)
Xzz _ f
which implies that the mean meridional circulation is forced mainly by the EP flux convergence. If F
is zero, then there is no mean meridional circulation and the stratosphere is in radiative equilibrium, i.e.
Q = C + otT (12.20)
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The work of Dickinson (1975) and Harwood and Pyle (1980) suggests that this is indeed the case in the
summer stratosphere, where planetary wave activity is essentially absent.
It follows from these considerations that a change in the short wave heating rate Q due to ozone per-
turbations will be compensated for through adjustment of the temperature field (cf, Equation 12.20). The
Fels et al. (1980) finding that significant dynamical adjustment occurred in the tropics is also consistent
with the foregoing arguments since f--0 at the equator and the factor N 2 KR/f 2 c_ in Equation 12.17 may
not be small even if (KR/Ot)< < 1.
Although the smallness of the ratio (KR/Ot) in the stratosphere implies that its mean meridional circu-
lation is rather insensitive to changes in the solar heating rate, it must be borne in mind that circulation
changes could still be produced indirectly if the wave forcing, F, is altered. For example, the temperature
changes produced by perturbed solar heating will affect the zonal mean wind through geostrophic adjust-
ment (Equation 12.16). One can then envisage a change in the propagation characteristics of planetary
waves in the stratosphere which, in turn, could lead to a different EP flux divergence. Investigation of
this possibility would of course require the simultaneous computation of the zonal mean state and at least
one planetary wave harmonic.
If the main effect of coupling during a stratospheric perturbation is to change the temperature struc-
ture then a requirement is for the models to contain an interactive radiation scheme. Since the photochemistry
is temperature dependent, the adjustment needs to be calculated accurately. (The requirement for the de-
termination of temperature dependent rate constants is also emphasized.) In the upper stratosphere, 1-
and 2-D models should be able to treat the radiation transfer to high accuracy. If simple treatments are
still to be used, they should be based on the Planck function perturbation, rather than the temperature
perturbation (as in Newtonian cooling approaches). The radiation transfer becomes more complex in the
lower stratosphere (Houghton, 1978) and more difficult to model (Haigh, 1984). Nevertheless, when con-
sidering perturbations to the ozone layer this is a crucial area which must be modelled well before assess-
ments can be treated with confidence.
12.9 CONCLUSIONS
Middle atmosphere models which include a detailed description of photochemistry have been discussed,
with an emphasis on two-dimensional models whose use has increased considerably since the publication
of WMO 1981. During this time, theoretical advances have lead to major improvements in the formula-
tion (and the understanding of the formulation) of 2-D models. The theoretical basis of 2-D models, and
the associated limitations, are now generally well understood. The existing 2-D models provide a gener-
ally good description of the spatial and temporal variations of most stratospheric trace gases (or, at least,
of those gases for which a reasonable observational data base exists). Practically, however, there are still
some problems in overcoming the model limitations.
Improvements in 2-D models have stemmed from two areas of work. Firstly, important understand-
ing of the relationship between eddies and the mean circulation has followed from the work of Andrews
and Mclntyre (1976) and many others. Secondly, the treatment of eddies in two-dimensional models has
also received considerable attention.
Two-dimensional models can now be classified in at least two ways. Firstly, there are the classical
Eulerian models. Secondly, there is a new generation of modified Eulerian models which use the residual
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or diabatic circulation as the mean circulation and typically employ smaller eddy transport coefficients
than the classical models. Eddy transport is important in both classes of models - finding the correct balance
between the mean circulation and the eddies is necessary for a good model description. Secondly, some
models use fixed temperature and circulation fields while others attempt to include a degree of feedback.
Inclusion of feedback can help to elucidate the importance of particular radiative, dynamical or photochemical
processes. Notice, though, that a completely interactive 2-D model would require an interactive descrip-
tion of eddy forcing, which we do not have.
While the theoretical basis of 2-D models is now well established, a comparison of the performances
of various models reveals a number of practical problems. For example, comparison of classical Eulerian
models with modified Eulerian models shows as large differences between models of a given type as be-
tween the two types of model.
The above differences make difficult general recommendations for the improvement of models. Neverthe-
less there are some clear problems. A comparison of the low-latitude profiles of odd nitrogen revealed
large differences between the models. While the treatment of NO photolysis is important in defining the
stratospheric sink of NOy, it is clear that the different model treatments are not the sole reason for the
differences (and this was true for a similar comparison of 1-D models). In particular, there appear to be
problems in the treatment of transport in the equatorial lower stratosphere/upper troposphere. In this region
the radative heating is the small, poorly defined difference of small heating and cooling terms. However,
an accurate nett heating rate is required for an adequate description of the flux of source gases into the
mid-stratosphere. The equatorial lower stratosphere needs further study.
While recent studies have tended to point towards the need for smaller eddy transport coefficients
in transformed models compared with classical Eulerian models, there remain important uncertainties.
Some diabatic models, for instance, produce a good description of the stratosphere using larger Ks; the
evidence for smaller Ks is partly based on the results of general circulation models, which have their own
particular problems. More studies using satellite data, and any available data with finer spatial resolution,
are required to address the question of the spatial and temporal structure of eddy transport coefficients
for 2-D models.
Another problem requiring attention, particularly in view of the need to carry out assessment studies,
is a more detailed analysis of the difference between 1- and 2-D model results. While the advantages of
the 2-D models are obvious, the relationship between results of the 1- and 2-D model, and the systematic
differences between them, are less clearly understood.
Finally, as models of the stratosphere have become increasingly complex, the testing of models has
become no easier. Simple subjective comparison of a model and an observed profile does not constitute
a particularly satisfactory test. While large data sets, for example, from satellites, improve the capability
of making meaningful comparisons, it is clear that much depends on the ingenuity of the experimentalists
and theoreticians to construct experiments, either in the field or on the computer, which can test isolated
aspects of theory.
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MODEL PREDICTIONS
13.0 INTRODUCTION
For more than a dozen years, the present and future stratosphere has been modeled in increasing detail
in order to estimate the effects of human activity on the composition of the atmosphere and particularly
of the ozone layer. In chronological order, potential perturbations have included stratospheric flight, that
is, injection of nitrogen oxides (CIAP, 1974; NRC, 1975), chlorofluoromethane release (NRC, 1976),
halocarbon release in general (NRC, 1979; NASA, 1979), and the increased use of fertilizers which may
increase the release of nitrous oxide from the soil and thereby increase NO x in the stratosphere. This report
is regarded as the update of the WMO Report No. 11 (1981). Among the threats to stratospheric ozone,
the halocarbons, particularly CFC-11 (CFCI3) and CFC-12 (CF2C12), have remained the principal ones,
both because of their inertness in the troposphere and lower stratosphere and their continued usage as
shown by their measured build-up over the past 15 years. Their ultimate photolysis in the mid-to-upper
stratosphere (Rowland and Molina, 1975), where their chlorine atoms are released and take part in the
catalytic cycle C1 + 03 = C10 + O2 and C10 + O = C1 + O2 that removes odd oxygen, O + 03,
has been established.
Considering this simple outline of the C1x problem, it is perhaps surprising that model predictions
of ozone-column changes have varied so widely since 1974 (NRC, 1984, p. 101) from high values of
15% to 20% depletion to low values of 3% to 5%. These model calculations all used one-dimensional
eddy-diffusion to represent transport. Their variations were largely due to chemical and photochemical
rate parameters, both from improved laboratory measurements and from inclusion of reactions in the
mechanism that had earlier been overlooked. One might reasonably hope that the uncertainty of laboratory
measurements has been reduced and that omission of critical steps is now less likely. Section 13.1 discusses
these questions.
Since the 1981 WMO report, increased emphasis has been given to two important ideas, which are
points of focus in this chapter: (a) The one-dimensional model predictions of ozone-column changes as
a result of CFC increases are strongly dependent on concurrent increases of other trace gases, methane,
nitrous oxide, and carbon dioxide (Wuebbles et al., 1983; Callis et al., 1983a; Sze et al., 1983; DeRudder
and Brasseur, 1984; Owens et al., 1985a,b). Methane and nitrous oxide interact chemically with various
processes that affect ozone. Carbon dioxide and also the CFCs, nitrous oxide, and methane are active
in the "greenhouse effect", which (in addition to increasing surface temperature) reduces stratospheric
temperatures (Chapter 15), slowing down chemical reactions that destroy ozone, and thus increasing ozone.
Some combinations of increasing trace gases (Chapter 3) along with continued use of CFCs lead to ozone-
column increases, instead of decreases, in the one-dimensional models. (b) Some two-dimensional models
predict strong latitude gradients for ozone-column reductions as a result of increasing CFCs (Pyle, 1980;
Haigh and Pyle, 1982; Haigh, 1984; Ko et al., 1985; Solomon et al, 1985b), in the sense of larger ozone
reductions in temperate and polar regions than the global average of the two-dimensional result or of the
one-dimensional rest]It. The formulation used for atmospheric dynamics (Chapter 12) affects the strength
of this latitude gradient.
This chapter could have been written as a review of all articles published on this subject during the
past four years, but a different approach was taken to avoid the wide variety of specific scenarios and
input parameters used by the different authors. On the basis of model studies in the recent literature, a
series of standard scenarios was set up for both one-dimensional and two-dimensional models. A group
of modelers was invited to calculate ozone changes (and temperature changes in some cases) using these
scenarios, using NASA 1985 recommendations for chemical and photochemical rate coefficients (Appendix 1)
and solar spectral irradiances (Chapter 7) but otherwise using their own treatment of atmospheric motions,
boundary values, and numerical methods. It is the purpose of this chapter: (a) to examine the predictions
of several one-dimensional models for a number of prescribed scenarios (Section 13.1.1) in steady-state
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or time-dependent approximations; (b)to examine a small number of two-dimensional steady-state
calculations for a limited number of scenarios, to compare the results of the various two-dimensional models
with one another, and to compare these results with those of one-dimensional models; and (c) to examine
in various ways the sensitivity of the calculated predictions to the values of input parameters in order to
assess recognized uncertainties in these predictions.
Most of the model calculations presented in this chapter are new and represent the generous input
of modelers, listed below, both within and outside of the Chapter panel membership. We are most grateful
for their help.
Panel members: R.J. Cicerone, H.S. Johnston (co-chair), F. Kaufman (co-chair), C.E. Kolb, M. Prather,
U. Schmailzl, S. Solomon, N.D. Sze, D.J. Wuebbles.
Other contributors: G. Brasseur, C. Bruehl, P. Connell, P.J. Crutzen, A. Owens, R. Stolarski.
13.1 RESULTS OF MODEL CALCULATIONS
13.1.1 Scenarios For a Perturbed Atmosphere
A set of scenarios for the future evolution of the atmosphere has been selected for the 1-D and 2-D
model simulations of stratospheric ozone. They are restricted in number by necessity and have been chosen
to represent typical, but not necessarily most likely, scenarios. For those gases with dominant industrial
sources such as the halocarbons, a range in the growth of emissions is considered. For those species with
natural or uncertain sources, there is the choice of assuming that concentrations remain fixed or of extrapo-
lating the currently observed rates of increase into the next century. Both steady-state and time-dependent
scenarios have been selected and are listed in Table 13-1.
The chlorofluorocarbons are the centerpiece of chemical modeling studies for the perturbed atmosphere
because (1) increases in chlorine (from halocarbons) are expected to deplete stratospheric ozone, and (2) the
CFC's are known industrial pollutants with the most rapidly increasing concentrations observed among
atmospheric trace gases. Chapter 3 discusses the manufacture, use, and release of halocarbons to the atmos-
phere. Calculated increases in the atmospheric burden of CFC's during the next 80 years range over a
factor of three, depending on estimates for growth in industrial production of these compounds. The scenarios
selected have a 0%, 1.5 %, and 3 % annual compounded growth in emissions of CFC-11 and CFC-12 as
reasonable cases. It is important to note that in the modeled atmosphere, CFC-11 and -12 act as surrogates
for all chlorocarbon growth in the atmosphere; growth in other industrial sources of stratospheric chlorine--
such as CFC-113, CFC-22, CCI4, and CH3CC13--has not been explicitly included. Estimates of long-
term growth for CFC-11 and -12 rarely exceed 3%, but inclusion of the diversity of halocarbons might
lead to "effective" rates greater than this (see Quinn et al., 1985). For specific effects of related CFC's
see Wuebbles (1983a). Some model calculations of ozone perturbations will be presented as a function
of total chlorine content of the stratosphere; results are then relatively insensitive to the specific source
of stratospheric chlorine.
Bromine is also recognized as a catalytic agent leading to depletion of stratospheric ozone (Wofsy
et al., 1975). The halons 1211 and 1301 are expected to lead to increases in stratospheric bromine (see
Chapter 3). No time-dependent scenario specific to these bromocarbons has been considered here: only
the steady-state impact of a general increase in stratospheric bromine is examined (Prather et al., 1984).
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Table 13-1. Scenarios
STEADY-STATE SCENARIOS
*SO: Definition of 1980 reference, ambient atmosphere:
CO2 = 340 ppmv, N20 = 300 ppbv,
CO = 100 ppbv, CH3C1 = 0.7 ppbv,
CFC-11 = 170 pptv, CFC-12 = 285 pptv,
CH3Br = 20 pptv (assumed only stratospheric source of bromine),
CFC-11 flux = 309 Gg/yr -- 8.4E6/cm2/sec,
CFC-12 flux = 433 Gg/yr = 1.34E7/cmE/sec.
MODEL PREDICTIONS
CH4 = 1.6 ppmv,
CC14 = 100 pptv,
CH3CC13 = 100 pptv,
SOA:
S1A:
*S2A:
*S2B:
$2C:
*S3A:
*S3B:
$3C:
$4:
$5:
$6:
$7:
$8:
$9:
Definition of background chlorine, circa 1960 atmosphere:
Same as above without CFC-11, CFC-12, CHaCCI 3.
CFC-11 and -12 in steady state at 1980 fluxes.
C1x = 8 ppbv (approx: from CFC-11 = 0.8 ppbv, CFC-12 = 2.2 ppbv).
C1x = 8 ppbv plus 2 x CH 4 (concentration), 1.2 x N20.
C1x = 8 ppbv plus 2 x CHa, 1.2 N20 and 2 × CO2.
C1x = 15 ppbv (approx: from CFC-11 = 1.6 ppbv, CFC-12 = 4.4 ppbv).
C1x = 15 ppbv plus 2 x CH4 (concentration), 1.2 x N20.
C1x = 15 ppbv plus 2 x CH4, 1.2 x N20, and 2 x CO2.
1980 with 2 x cn4 concentration.
1.2 × N20.
2×CO.
2 x CO2.
NO x injection from stratospheric aircraft 1000 molec cm-as -_ or 2000 molec cm-3s -I at 17 km
and 20 km.
Bromine increase from 20 pptv to 100 pptv.
T1A:
T1B:
TIC:
T2A:
T2B:
T3A:
T3B:
TIME-DEPENDENT SCENARIOS (Based on 1980 Start-up Atmosphere Above)
CFC emissions at 1980 production rates, others (N20 , CH4, CO, CO2) at fixed concentrations.
Time-dependent CFC's (fixed flux) plus increasing concentrations of CH4 (1% per yr), N20, (0.25 %
per yr), and CO2 (DOE scenario).
Same as T1B, but without increase in CH4 and N20.
CFC emissions begin at 1980 rates and grow 1.5% per yr. (compounded), others fixed.
Same as T2A but with increasing CH4 (1% per yr), N20 (0.25 % per yr), and CO2 (DOE scenario).
CFC emissions grow at 3 % per yr (compounded), others fixed.
Time-dependent CFC's (3 % per yr) plus increasing concentrations of CH4 (1% per yr), N20 (0.25
per yr), and CO2 (DOE scenario).
*Also used as 2-D model scenario
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Other trace gases are strongly coupled with stratospheric photochemistry involving ozone. A prerequisite
to predicting ozone in the future is an understanding of how the concentrations of stratospheric H20, CH4,
N20, and NO x will evolve. Radiatively active trace gases, dominated by CO2, further impact ozone directly
by reducing stratospheric temperatures and indirectly through changes in global climate (see Chapter 15).
There is insufficient information on stratospheric water vapor to characterize trends on a global basis (Masten-
brook and Oltmans, 1983). Possibly, water vapor may be altered with changing climate as CO2 increases,
but no global models are currently able to predict the distribution and physical processes controlling water
vapor in today's stratosphere (see Chapter 5). The concentrations of methane and nitrous oxide are currently
observed to be increasing at annual rates of approximately 1% and 0.25 %, respectively. Sources of these
gases and the cause of their increases are not well defined. Theories differ as to the causes of the current
change (see Chapter 3). Without a model of the evolution of the fluxes of these gases, the scenarios here
consider the two possibilities of continued growth at these rates or of constant abundance. Two anthropogenic
sources of odd-nitrogen that may lead to ozone perturbations are considered: (1) fleet of stratospheric
aircraft that is mainly of interest for historical comparison with previous calculations; (2) the NO x emitted
in the upper troposphere by commercial aviation in the 1990's that may lead to significant increase in
tropospheric ozone (Wuebbles et al., 1983).
The scenarios for time-dependent change in atmospheric composition are summarized in Table 13-1
and focus on those gases which directly affect the stratosphere: CFC's, N20, CH4, and CO2. For CFC's,
growth is in terms of emissions; these gases do not approach steady-state in the next 100 years. For the
others, concentrations are specified as discussed above. Increases in CO2 (DOE scenario, Wuebbles et
al., 1984) are assumed to affect only stratospheric temperatures.
The use of steady-state scenarios allows for a simple examination of the effects of a perturbing influence
on the atmosphere. In this case, only the initial and final states need be specified, not the complete history
of the system. A steady-state scenario can therefore never refer to a specific time in the future, but it
may be chosen to have conditions typical of a future time. The baseline case (0) for the steady-state scenarios
listed in Table 13-1 is selected from observed atmospheric concentrations circa 1980, and a background
chlorine atmosphere is defined simply as the 1980 atmosphere without CFC's and CH3CCI3. Three types
of chlorine perturbations are considered for the steady-state scenarios: (1) CFC-11 and -12 emissions at
1980 (estimated) rates; (2) CFC-11 and -12 concentrations fixed at levels resulting in approximately 8 ppbv
total chlorine (Clx); and (3) CFC-11 and -12 concentrations fixed to yield 15 ppbv of CIx. Other scenarios
examine the specific effects of increased levels of CH4(×2), NEO( × 1.2), and CO2(×2) which might be
expected if current growth were extrapolated approximately 75 years. These increased concentrations are
also coupled with the chlorine perturbations (2) and (3) above, in an attempt to consider a likely condition
for the atmosphere in the middle of the next century. As such, these coupled, steady-state scenarios are
the focus of the 2-D model calculations. Steady-state scenarios include additional perturbations due to
CO, tropospheric NOx, NO x from stratospheric aircraft, and bromine which are analyzed by 1-D models.
These cases are regarded as sensitivity studies for hypothetically isolated parameters, even though interactions
in the real atmosphere make it impossible to change these quantities one at a time.
13.1.2 Assessment Calculations with 1-D Models
For the scenarios given in Table 13-1, the calculated ozone changes according to one-dimensional
models are given in Tables 13-2, 3, and 4. Steady-state calculations for hypothetical single species scenarios
are discussed first. There is a long record of diagnostic calculations for such scenarios with which to compare
model results. In addition to historical purposes, steady-state analyses of individual perturbations are useful
for interpreting the mechanisms that influence a given species effects on atmospheric ozone. For analysis
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of their nonlinear interactions and for comparison with 2-D model results, steady-state calculations with
coupling of several assumed species perturbations are discussed. Steady-state multiple species perturba-
tions provide a means for interpreting the effects on ozone from complex time-dependent scenarios to
be discussed later.
13.1.2.1 Steady-State Perturbations
For the purpose of this report, six groups using one-dimensional models of the troposphere and
stratosphere calculated the steady-state perturbations to be discussed here. Included are results from models
Table 13-2. Change in Total Ozone from Representative One-Dimensional Models for Steady State
Scenarios Containing CIx Perturbations. Numbers in Parentheses Refer to Calculated
Changes when Including Temperature Feedback.
Change in Total Ozone (%)
LLNL Harvard AER DuPont IAS MPIC
Scenario (Wuebbles) (Prather) (Sze) (Owens) (Brasseur) (Bruehl)
S1A
S2A
S2B
CFC 1980 Flux -7.0 -5.3 -5.3 -4.9
only (-7.2) (-6.1) (-7.9) (-9.4)
8 ppbv C1x -5.1 -2.9 -4.6
only (-5.7) (-4.1) (-9.1)
8 ppbv C1x -3.4 -3.0 -3.3 -3.1
+ 2 x CH4 (-2.8) (-2.3) (-6.0)
+ 1.2 x N20
$2C 8 ppbv C1x (+0.2) (-1.4) (0.0) (-5.2)
+ 2 x CH 4
+ 1.2 × NzO
+ 2 x CO2
S3A 15 ppbv C1x - 12.2 - 17.8 - 15.
only (- 12.4) (- 8.8) (-22.0)
S3B 15 ppbv C1x -7.8 -8.2 -8.8 -7.2
+ 2 x CH4 (-7.2) (-5.6) (-13.7)
+ 1.2 x N20
$3C 15 ppbv C1x (-4.6) (-3.5) (-13.6)
+ 2 x cn4
+ 1.2 x N20
+ 2 x COz
Relative to atmosphere with about 1.3 ppbv background C1x and with no CFC (SOA).
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Table 13-3. Change in Ozone at 40 km for Steady State Scenarios Containing CIx Perturbations,
Numbers in Parentheses Refer to Calculated Changes Including Temperature Feedback,
Change in 40 km Ozone (%)
LLNL Harvard AER DuPont IAS MPIC
Scenario (Wuebbles) (Prather) (Sze) (Owens) (Brasseur) (Bruehl)
S1A
S2A
S2B
$2C
S3A
S3B
CFC 1980 Flux -63 -64 -62 -62
only (-56) (-57) (-81) (-59)
8 ppbv C1x -55 -57 -56
only (-50) (-67) (-57)
8 ppbv C1x -50
+ 2 x CH4 (-45)
+ 1.2 x N20
8 ppbv C1x
+ 2 x CH4
+ 1.2 x N20
+ 2 x CO2
15 ppbv C1x
only
-50 -49 -58
(-62) (-50)
(-35) (-49) (-55) (-45)
-74 -78 -77
(-68)
15 ppbv C1x - 69
+ 2 x CH 4 (-64)
+ 1.2 × N20
-73 -64 -74
$3C 15 ppbv C1x (-58)
+ 2 × CH 4
+ 1.2 × N20
+ 2 x CO 2
(-83) (-76)
(-81) (-71)
(-78) (-67)
Relative to atmosphere with about 1.3 ppbv background C1x and with no CFC (SOA).
at Lawrence Livermore National Laboratory (D. Wuebbles), Harvard University (M. Prather), Atmospheric
and Environmental Research, Inc. (D. Sze), E.I. DuPont de Nemours & Company (A. Owens), the Belgium
Institute for Aeronomy (G. Brasseur), and the Max Planck Institute (MPIC) in Mainz, West Germany
(Bruehl and Crutzen). Each of these models has updated model chemistry to correspond to the rates prescribed
in this report (Appendix A). However, treatments of other physical and chemical processes are done dif-
ferently in each of these models. In particular, as discussed in Chapter 12 many of the models make dif-
ferent assumptions about transport parameters, diurnal averaging procedures, and photodissociation cross
sections.
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Table 13-4. Changes in Ozone for Steady State Scenarios. Results Are Relative to Present Atmosphere
(SO), Except for AER and DuPont Calculations, Which Are Relative to Background
Atmosphere Without CFCs (SOA). Numbers in Parentheses Refer to Calculated Changes
When Including Temperature Feedback.
Change in Total Ozone (%)
LLNL Harvard AER DuPont IAS MPIC
Scenario (Wuebbles) (Prather) (Sze) (Owens) (Brasseur) (Bruehl)
$4
$5
$6
$7
S8a
2 × CH 4 +2.0
(+2.9)
1.2 x NzO -2.1
(-1.7)
2 × CO +1.1
(+1.1)
2 x CO2 (+3.5)
NO x, - 1.8
injection (- 1.3)
17 km, 1000
molec, cm-3s -1
S8b NOx, -5.7
17 km, 2000
molec, cm-3s -1
$8c NO x -5.7
20 km, 1000 (-4.6)
molec, cm-3s -l
S8d NOx, -12.2
20 km, 2000
molec, cm-3s -l
$9 Br x -3.0
20 to 100 pptv
+0.3 +0.9 +1.7
-2.6 -1.8 -2.3
+0.3 +0.6 +0.8
(+1.6) (+1.4)
(- 1.1) ( - 1.2)
(+2.6) (+2.8) (+3.1)
(- 1.4)
(-3.4)
(-3.9)
(-8.8)
(+0.8)
(+1.2)
Tables 13-2 and 13-4 give the calculated changes in total ozone from each of the 1-D models relative
to a calculated reference atmosphere (scenarios SO or SOA in Table 13-1) for the steady-state scenarios.
Table 13-3 gives the change in ozone at 40 km from each model for those scenarios involving chlorine
(Clx) perturbations. In contrast to prior reports, most of the models now include radiative submodels that
calculate atmospheric temperatures, and thereby include temPerature feedback effects on atmospheric
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chemistry and photochemistry. Results in Tables 13-2 through 13-4 including temperature feedback are
represented in parentheses. Since the primary purpose of this section is to describe the mechanisms impor-
tant to ozone change from the steady-state perturbations, and because of the complexity of discussing in
depth the results from many different models, many of the figures in this section will be based on the
results of a single model, primarily that at LLNL. Relevant differences in calculated results between models
will be described in the text.
Chlorocarbons only
A standard scenario for comparing model results for chlorine perturbations has historically been the
calculation of CFC-11 and CFC-12 constant emissions to steady state. Results in Table 13-2 indicate a
range in model-calculated change in total ozone of -5 to -7 % for models without temperature feedback
and -6 to -9 % with temperature feedback; these results are for scenario S1A, which assumes a constant
flux of CFC-11 and CFC-12 at 1980 levels to steady state. These values may be compared to the -5
to -9% ozone change in WMO (1981), and -2 to -4% determined in NRC (1984). Small changes in
a number of chemical rate constants in the latest evaluation (see Appendix A) have tended to increase
the calculated impact on ozone for this scenario since the 1984 NRC assessment. With and without
temperature feedback,the calculated changes in total ozone range from -3 to -9 % for 8 ppbv C1x (S2A
relative to atmosphere without CFC's), and from -9 to -22% for 15 ppbv C1x (S3A). As will be discussed
later, some of the differences between models, particularly for large C1x perturbations, is related to the
ambient amounts of total odd-nitrogen calculated.
Percentage changes in ozone as a function of altitude for three scenarios are shown in Figures 13-1,
13-2 and 13-3 for the LLNL model. All of the models produce large percentage decreases in ozone in
the upper stratosphere, near 40 km. As seen in Table 13-3, most models calculate similar ozone changes
in this region. Figure 13-4 gives the change in calculated (AER) ozone concentration as a function of
altitude for the same cases as Figures 13-2 and 13-3; the small percentage changes around 25 kilometers
represent large changes in ozone concentration. Figure 13-5 shows the vertical distributions in the rates
of reaction for the primary odd-oxygen loss mechanisms as calculated for the current atmosphere by LLNL.
As indicated in this figure, the chlorine catalytic cycle peaks in the region near 40 km, where a large
percentage decrease in ozone is calculated. Small increases in ozone are calculated for ozone in the lower
stratosphere, primarily due to the ozone recovery mechanism (increased 02 photolysis and resultant ozone
production at lower altitudes as ozone is destroyed above) and due to C1x interference with the dominating
NO x catalytic cycle (see Figure 13-5) from CIONO2 production.
Table 13-5 shows model calculated atmospheric lifetimes for CFC-11, CFC-12, and N20. Differences
for the calculated lifetimes occur between models due to several factors: (1) use of different transport
parameterizations, and (2) use of different assumptions for photolysis calculations.
Until recently, it was generally thought that the change in total ozone calculated in 1-D stratospheric
models for chlorocarbon perturbations was approximately linear, that is, the percentage change in total
ozone relative to the amount of stratospheric chlorine (Clx) was nearly constant. In contrast to previous
model results in WMO (1981), a study by Cicerone et al. (1983a) indicated that for small CI perturbations
(< 4 ppbv), the response of total ozone in their updated model is highly nonlinear. They reported very
little calculated change in total ozone for these amounts of C1x and found the extent of the nonlinearity
to be sensitive to the detailed treatment of physical and chemical processes in the model. Herman and
McQuillan (1985) did not find this nonlinear relation and suggest that the presence of a nonlinear response
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Figure 13-1. Calculated percentage change in local ozone at steady state for constant CFC-11 and
CFC-12 fluxes at 1980 rates relative to the atmosphere with no CFC.
is dependent on model assumptions about diurnal averaging. All models used in this study appear to have
an approximately linear response in total ozone response to small C1x changes.
For large C1x perturbations (> 12 ppbv), Prather et al. (1984) found a significant nonlinearity in the
ozone-C1 x relationship, with a rapid decrease in the total ozone column occurring for incremental additional
C1x when the C1x level approximately exceeds that of stratospheric odd-nitrogen. The nonlinearity for
large C1x perturbations may have significant implications for the interpretation of effects if chlorocarbon
emissions increase substantially. Other models (e.g. Wuebbles and Connell, 1984; Stolarski, 1984) have
found a similar behavior.
Figure 13-6 shows recent model results from Owens and Fisher of DuPont, which illustrates a number
of interesting points. The independent variable is total C1x in the upper stratosphere, regardless of the
scenario by which it was achieved. The calculated ozone change is presented as a function of stratospheric
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Table 13-5. Calculated Lifetimes of CFC-11, CFC-12, and N20 in Representative 1-D Models.
t (years)
CFC-11 CFC-12 NzO
LLNL 75 137 118
Harvard (Prather) 84 144 166
AER (Sze) 64 126 152
DuPont (Owens) 68 140 165
IAS (Brasseur) 87 154 166
C1x for several different values of stratospheric NOy. For large NOy (about 30 ppbv) the decrease of ozone
is small and very nearly linear with increasing Clx, but for small background NOy (13 ppbv) ozone is
strongly and nonlinearly reduced by C1x . This effect of NOy is large: with 31 ppbv NOy, 18 ppbv C1x
is calculated to reduce ozone by 4.5%; but with 13 ppbv NOy, 18 ppbv C1x is calculated to reduce the
ozone column by 45 %. There are several interactions between the NO x and C1x systems, and a major
one is indicated by Figure 13-5. In the 20 to 40 km range of the "1985" stratosphere, the NO x catalytic
cycle is the most important mechanism of ozone destruction. An increase in C1x causes an ozone reduction
by way of the C1x catalytic cycle, but CIO binds catalytically active NO2 into the inactive form of chlorine
nitrate, which reduces the dominant mid-stratospheric ozone-reducer (NOx) to give an ozone increase by
virtue of a double negative. When CI x approximately exceeds NOy, then chlorine becomes the dominant
source of ozone reduction in the middle stratosphere, and further increases of C1x have their full effect
on ozone with relatively minor counter effect from reducing the NO x ozone-reducer.
Methane
Model results for a doubling of methane, from approximately 1.6 to 3.2 ppmv, give an increase of
ozone ranging from 0.3 % to 2.9%, as shown in Table 13-4. Results from most of the models are relative
to the 1980 reference atmosphere (SO, 2.5 ppbv Clx) but results from AER and DuPont are relative to
non-CFC reference case (SOA, 1.3 ppbv Clx). Each of the models gives similar qualitative changes in
ozone with altitude to that in the LLNL model, shown in Figure 13-7. Absolute differences between models
appear to be explainable in terms of the sensitivity of changes in ozone from CH4 increase due to differences
in local amounts of Clx, NOx, and HO x as a function of altitude. This sensitivity will be discussed in
the following paragraphs.
In the LLNL model, a doubling of methane increases ozone from the surface to 45 km. In terms of
total ozone change, the largest absolute increases in ozone occur around 15 km and around 35 km. In
the troposphere and lower stratosphere methane oxidation produces ozone through the CH4-NOx-smog-
reactions (Crutzen, 1973a; Johnston, 1984; Chapter 4). A doubling of surface CH4 concentrations increases
net photochemical production of ozone between the surface and 18 km by about 50%. This result will
depend critically on the tropospheric and lower stratospheric abundance of NO. If NO concentrations are
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Figure 13-2. Calculated percentage change in local ozone at steady state for 8 ppbv stratospheric CI x
relative to background with 1.3 ppbv CI x.
small enough, the added HO x from methane oxidation would decrease ozone. For the present simulation,
the CO surface mole fraction was held fixed. Since CH4 is a source of CO in the atmosphere, the impacts
on tropospheric OH and 03 would be somewhat larger if a constant surface flux boundary condition were
assumed for CO.
The changes in ozone above the tropopause result from direct effects of the increased CH4 and in-
direct effects due to the HO x produced by methane oxidation. For a doubling of methane, stratospheric
OH concentrations are increased between 20 and 50% and stratospheric HO2 is increased up to 100%
in the LLNL model. The resulting increase in HNO3 and HNO4 production reduces NO2 concentrations.
There is a subsequent reduction of 5 to 15% in the NO x catalytic loss rate from NOz + O and an increase
in 03 due to this mechanism throughout much of the stratosphere.
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Figure 13-3. Calculated percentage change in local ozone at steady state for 15 ppbv stratospheric
CIx relative to background with 1.3 ppbv CIx.
Methane is both a source and sink for C1x in the stratosphere [CH4 + CI = HCI + CH3, OH (from
methane) + HC1 = C1 + H20]. The pronounced ozone increase near 35-40 km in the LLNL model primarily
results from an approximately 25 % decrease in C10, where the C1x loss to methane exceeds the C1x
recovery from the methane produced OH. Production of HC1 by the reaction of C1 with cn 4 is the primary
loss process for active chlorine radicals,and this loss of C1x is greater than the increase of C1x from the
methane-produced hydroxyl radicals. Above 45 km, the increased HO x from methane oxidation leads to
direct ozone catalytic destruction and a resultant net decrease in ozone at these altitudes (compare Owens
et al., 1982a).
Nitrous Oxide
The reaction O(1D) + N20 = 2 NO provides the major source of odd nitrogen (NOx) in the
stratosphere. Stratospheric formation of NO x from N20 occurs primarily in the middle stratosphere, from
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about 20 to 40 km. As shown in Figure 13-5, catalytic destruction of ozone by NO x is most efficient in
this region, and increases in N20 should lead to decreases in stratospheric ozone. From Table 13-4 model
results indicate that an increase in the background concentrations of N20 by 20% from about 300 to 360
ppbv, gives a decrease in total ozone ranging from 1.1 to 2.6%. As seen in Figure 13-8, peak ozone destruc-
tion occurs near 35-40 km in the LLNL model. Similar behavior is found in the results from other models.
The small calculated increase in upper tropospheric and lower stratospheric ozone is due to increased effi-
ciency of the CHa-NOx-smog reactions from the added NO x. The small decrease in ozone in the lower
troposphere results from a combination of increased HOx, due to larger UV penetration (since 03 is
decreased at higher altitudes) and consequent reaction of local O(1D) with H20, plus decreased NO x due
to increased conversion of HNO3 and HNO4 in the calculated downward flux of odd nitrogen from the
stratosphere.
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Carbon Monoxide
The perturbation scenario considered for CO is the doubling of present surface concentrations (from
approximately 100 to 200 ppbv). For five 1-D models, the resultant changes in calculated total ozone vary
from an increase of 0.3 % to 1.1% (see Table 13-4). As seen in Figure 13-9 most of the change in ozone
occurs in the troposphere. As discussed in Chapter 4, carbon monoxide participates in the chemistry of
the free troposphere as a sink for OH by its oxidation to COz, and as a source (or sink) for ozone by
the "smog" reactions. For the LLNL model, doubling CO increases tropospheric ozone source terms
by about 14% and the total atmospheric column by 1.1%.
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Figure 13-7. Calculated percentage change in local ozone as a result of doubled atmospheric methane.
There is a close relationship among OH, CH4, and CO concentrations; therefore, an increase of any
one of these species has significant effects on the others and on other important trace gases (Levy, 1971,
1972; Wofsy et al., 1972; Wofsy, 1976; Sze, 1977; Chameides et al., 1977b). This calculation of doubled
carbon monoxide with other surface concentrations held constant seems especially artificial, and it is to
be emphasized that these single specie scenarios are artificial sensitivity studies (analogous to partial
derivatives in the calculus of multiple variables).
Carbon Dioxide
The calculated changes in ozone as a function of altitude as a result of doubling CO: are shown in
Figure 13-10. The maximum percentage effect is near 40 km. Unlike the other trace gases that can perturb
stratospheric ozone, carbon dioxide (CO2) does not affect ozone through direct chemical interactions. Absorp-
tion of solar radiation by stratospheric ozone and infrared emission to space by carbon dioxide are primarily
responsible for balancing radiative energy in the stratosphere. Thus, an increase in CO2 concentration
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I,M
I--
,-I
,¢
55
50 --
45 --
40 --
35 --
30 --
25 --
20 --
15
10 --
I I
I
I
I I
/
/
/
\
LLNL 1-D MODEL _
1.2 X N20 "_ ,
SCENARIO $5 __
-- WITH FIXED TEMPERATURE I _//
.... WITH TEMPERATURE FEEDBACK L_/f
o I I I I I I
-6 -5 -4 -3 -2 -1 0 1 2
CHANGEIN LOCAL OZONE(%)
Calculated percentage change in local ozone for 20% increase in nitrous oxide.
alters the heat balance, reducing stratospheric temperatures, and leading to a slowing down of temperature-
dependent (O + 03, NO + 03) ozone-destruction reactions. This results in a net increase in stratospheric
ozone concentrations. (For very high chlorine perturbations, the opposite effect of CO2 may occur: lower
temperature reduces the rate of C1 + CH4, increasing the concentration of ozone destroying CI and C10
relative to inert HCI).
For a doubling of CO2 the various models calculate changes in temperature at 40 km between -7 and
-9 K, calculate changes in local ozone at 40 km between +9 and +19%, and calculate changes in the
ozone column between 1.2 and 3.5 % (Table 13-6). All of the 1-D radiative convection models, except
that of LLNL, calculate increases in surface temperature also; whereas the LLNL model has a fixed surface
temperature. A sensitivity study by Wuebbles (1983a) indicates that this feature causes the LLNL model
to overestimate the total ozone increases by about 0.4%.
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Table 13-6.
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Percentage Changes in Ozone Column, Ozone at 40 km, and Temperature at 40 km for
Scenario $7, a Doubling of C02 Relative To Present Atmosphere as Calculated by 1-D
Models.
Model
Ozone Ozone Temp.
Column at 40 kin at 40 km
% % K
LLNL (Wuebbles) + 3.5 + 19.3 - 8.0
AER (Sze) +2.6 +9.4 -8.4
DuPont (Owens) +2.8 + 11.5 -7.4
IAS (Brasseur) +3.1 + 18.8 -9.0
MPIC (Bruehl) + 1.2 + 13.0 -7.1
Nitrogen Oxides
Historically, concern about the possible impact of anthropogenic trace gas emissions on ozone began
in the early 1970's with studies of the effects from potential emissions of nitrogen oxides (NOx) from
high-flying supersonic aircraft (e.g., see Johnston, 1971; CIAP, 1974; NRC, 1975). Although no such
fleets are currently proposed, the scenarios assumed at that time for hypothetical fleets of stratospheric
aircraft flying at altitudes of 17 and 20 km remain useful as an indication of the effects of nitrogen oxide
emissions on atmospheric ozone. Results from the LLNL model for NO x emissions of 1000 molecules
cm-3s-1 and 2000 molecules cm-3s - 1 injected at altitudes of 17 and 20 km are given in Table 13-4
and Figure 13-11. Also shown in Table 13-4 are results from the model by Brasseur. Calculated changes
in total ozone are comparable to model results in the mid-1970's (compare section 13.2.2.2). As seen
in Figure 13-11, the primary effects of the emitted NO x occur near the altitude of injection, in the region
where the NO x catalytic cycle is the dominant cause of ozone loss (Figure 13-5).
Of more immediate concern are impacts on ozone from surface emissions of odd nitrogen and from
the emissions of NO x from subsonic aircraft in the troposphere and lower stratosphere. Several studies
suggest that these emissions may be influencing tropospheric ozone concentrations, with a net increase
in ozone generally expected from the methane-NOx-smog reactions (e.g. Logan et al., 1981; Liu et al.,
1983; Callis et al., 1983; Wuebbles et al., 1983; Wuebbles, 1983a).
Bromine
Sources of stratospheric bromine are discussed in Chapter 3. Although bromine chemistry is in many
respects similar to that for chlorine, there are also significant differences. Dissociation and reactions of
CH3Br and other important bromine sources occur at lower altitudes than for the major chlorine sources.
While the reaction of C1 with CH4 to produce HC1 limits the abundance of active chlorine radical species
in the stratosphere, the reaction of Br with CH4 is endothermic and therefore negligibly slow. Also, the
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Figure 13-9. Calculated percentage change in local ozone for doubling of carbon monoxide.
photolysis of HBr is more rapid than that of HC1, and the reaction of OH with HBr is more rapid than
its rate with HCI. Consequently, the majority of Br x is present as the active species BrO. On a molecule
for molecule basis, bromine is a much more efficient sink for stratospheric odd oxygen than chlorine.
The details of Br× chemistry are given in Chapter 2, Section 4.
The bromine perturbation scenario, posed as a sensitivity test only, considered is an increase in surface
mole fraction of CH3Br from 20 to 100 pptv. As seen in Table 13-4, the LLNL model was the only model
used to calculate the perturbation. It gave a total ozone change of -3 % (without temperature feedback),
in good agreement with the -4% calculated change in total ozone for the same scenario by Prather et
al. (1984). The relative change in ozone abundance as a function of altitude is shown in Figure 13-12.
The major contribution to the change in the ozone column occurs around 20 km. The largest relative change
in ozone (7 % decrease) is at 15 km with a secondary peak at about 40 km.
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Calculated percentage change in local ozone for doubling of carbon dioxide.
Because the ozone depletion occurs mostly below the ozone concentration maximum, little increase
in the penetration of UV, active in dissociating oxygen, is calculated. For this scenario the lower stratospheric
ozone decrease results mostly from an increase of the rate of BrO + BrO. The reaction BrO + C10 contrib-
utes throughout the middle stratosphere. The small secondary peak at 40 km is caused largely by BrO + O.
Combined Scenarios
The calculated steady-state changes in total ozone and ozone at 40 km are shown in Tables 13-2 and
13-3 respectively, for several combined scenarios ($2, b, c, and $3 b and c) involving chlorocarbon emissions
to give about 8ppbv or 15 ppbv of upper stratospheric C1 x, doubled methane, nitrous oxide increased by
20 %, and, in some cases, doubled carbon dioxide. Calculated changes in ozone versus altitude are shown
in Figure 13-13. Each of the models used tend to show similar behavior, with large ozone decreases calculated
in the upper stratosphere, and ozone increases in the troposphere and lower stratosphere. The addition
of the CO2 perturbation reduces the ozone decrease in the upper stratosphere.
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Figure 13-11. Calculated percentage changes in local ozone for 17 and 20 km NO x injections of 1000
and 2000 molecules cm -3 s 1
The single-specie scenarios discussed above give the qualitative explanations for the multi-specie
scenario, but the calculated changes in total ozone are much less than the sum of the individual perturbations
involved. The upper stratospheric ozone decrease primarily results from increased chlorine in the assumed
scenarios, while the methane change dominates the effects on ozone in the troposphere and lower stratosphere.
The ozone recovery mechanism and interaction between NO x and C1 x chemistry also plays a role in the
lower to middle stratosphere.
13.1.2.2 Time-Dependent Perturbations
Time-dependent calculations including multiple-specie perturbations are regarded as the most nearly
realistic of the one-dimensional model assessments. Several studies have considered such time-dependent
multiple-species scenarios (e.g. Wuebbles et al., 1983; Callis et al., 1983a; Sze et al., 1983; DeRudder
and Brasseur, 1984; Owens et al., 1985a,b; Brasseur et al., preprint 1985).
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Figure 13-12. Calculated percentage change in local ozone when surface CH3Br concentration is
increased from 20 to 100 pptv.
Shown in Figure 13-14 are the calculated changes in total ozone from several models for scenario
T2B, where CFC-11 and CFC-12 emissions are assumed to increase 1.5 % per year, CH4 concentrations
to increase 1% per year, N20 concentrations to increase 0.25 % per year, and CO2 to increase about 0.5 %
per year, corresponding to the analyses of Edmonds et al. (1984) as discussed in Wuebbles et al. (1984).
Calculations with temperature feedback tend to give a smaller decrease in total ozone for this scenario
than calculations with fixed temperatures, primarily due to the impact of temperature-ozone interaction
from increasing CO2 concentrations.
Figure 13-15 shows the change in ozone at 40 km for this same scenario. With the exception of the
Brasseur model, similar changes in ozone at this altitude are found in those models with similar temperature
treatments. Figure 13-16 shows the change in ozone with altitude for this scenario at selected times and
calculated with the LLNL model.
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Figure 13-13. Calculated percentage change in local ozone for steady-state combined scenarios:
S2B (8 ppbvCI x, 2 × CH4, 1.2 x N20); $2C (S2B and 2 × C02); S3B (15 ppbvCI x, 2 × CH4,
1.2 × N20); $3C (S3B and 2 x C02), all referred to background with 1.3 ppbv CIr.
Figure 13-17 shows the changes calculated with the LLNL model in total ozone for other scenarios
(Table 13-1) as a function of time. Several conclusions can be reached from these results. Future ozone
changes can be drastically affected by the choice of specific trace gas scenarios. With these 1-D models,
even the sign of the change in total ozone depends on the specific changes in CFC's, CH4, COz, and N20.
Also, little change in global-average ozone may be expected in the next few decades from the combined
scenarios unless significant sustained growth in CFC emissions or drastic differences in present growth
rates of other source gases were to occur (see Section 13.1.3 for another, latitude-dependent interpretation
of this statement in terms of two-dimensional models). Over this time period, effects of projected COz
and CH4 concentrations are expected at least partially to counterbalance the calculated decrease in ozone
due to CFC's alone. As suggested by Figure 13-16, significant differences are calculated in the altitude
distribution of ozone in even those model calculations showing little change in total ozone calculated for
combined source gas scenarios. Large decreases occur in ozone above about 30 km and increases or small
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Figure 13-15. Calculated percentage change in local ozone at 40 km altitude with time for scenario
T2B (compare Figure 13-14).
decreases below. Calculated increases in tropospheric ozone are extremely sensitive to the assumed CH4,
CO, and hydrocarbon perturbations but not to the C1 x scenarios.
Results for scenario T3B (Figure 13-17), which assumes a 3% per year growth in CFC emissions
along with the previously defined scenarios for CH4, N20, and CO2, show large ozone decreases even
with the concurrent increase of the trace gases. After 70 years the ozone decrease is 10 % and still strongly
increasing.
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13.1.3 Assessment Calculations with 2-D Models
In recent years, many detailed photochemical and dynamical two-dimensional models of the stratosphere
have been developed (Chapter 12). These have achieved a measure of success in simulating the zonally
and seasonally averaged distributions of constituents influenced both by photochemistry and transport in
the stratosphere, such as methane and nitrous oxide (see Miller et al., 1981; Gidel et al., 1983; Garcia
and Solomon, 1983; Jones and Pyle, 1984; Guthrie et al., 1984; Ko et al., 1984, 1985). Ozone densities
below about 20-25 km are predominantly controlled by transport of ozone from the middle and upper
stratosphere. Since most of the ozone column abundance at extra-tropical latitudes is located in this dynam-
ically dominated region, it is important to examine ozone perturbations using multi-dimensional models
that include at least a first order representation of transport in the meridional (height-latitude) plane. Such
studies reveal latitudinal variations in ozone depletions, which are of importance for ozone monitoring
programs, and they provide insight beyond that obtained with comparable one-dimensional model studies.
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Figure 13-17. Calculated changes in ozone column with time for time-dependent scenarios: T1B (CFC
flux continues at 1980 level, CH4 increases 1% peryr, N20 increases 0.25% per yr, and CO2 increases
according to the DOE scenario); T1C (same as T1B, but without increases in CH4 and N20); T2B (CFC
emissions begin at 1980 rates and increase at 1.5% per yr, other trace gases change as with T1B);
T3B (same as T2B except CFC emissions increase at 3% per yr).
The work by Pyle (1980), Haigh and Pyle (1982), and Haigh (1984) using a two-dimensional chemical
model suggests, for example, that substantial latitude gradients in ozone depletions should be expected,
with much larger depletions occurring in the lower stratosphere at high latitude than at lower latitudes.
Indeed, the total column changes predicted in high latitudes by Haigh (1984) using a two-dimensional
model with detailed radiation and photochemistry were about two or even three times larger than those
calculated with comparable one-dimensional models. (Of course, 1-D models do not calculate latitudinal
features, but the point of this comparison is that the nominally global average result given by 1-D models
systematically underestimates the ozone reductions that are predicted by 2-D models to occur in high temperate
and polar regions. This two-dimensional consideration needs to be added to all one-dimensional results
in order not to overlook the worst-case ozone reduction). Haigh (1984) also predicted a similarly large
ozone column depletion at high latitudes even when simultaneous carbon dioxide increases were considered
in the calculations. This result is also quite different from that obtained in one-dimensional models, wherein
the effect of simultaneous carbon dioxide and chlorocarbon perturbations leads to a decrease in the anticipated
total column change (see for example, Wuebbles et al., 1983).
Some two-dimensional model perturbation studies (for example, Brasseur and Bertin, 1978/79; Gidel
et al., 1983; Steed et al., 1982) suggest less latitude gradient in ozone depletion than that found in the
studies by Pyle (1980) and Haigh (1984). It is of interest to understand the origin of these differences
between these two-dimensional models.
In this subsection, perturbation studies with three two-dimensional models will be presented. The model
referred to here as MPIC is that of Gidel et al. (1983); the calculations were done by Schmailzl and Crutzen.
The model (GS) is that of Garcia and Solomon (1983) and Solomon and Garcia (1984b). The model (AER)
is that described by Ko et al. (1985). The photochemical reaction rates used were those of NASA-JPL
(1985) or Appendix 1, and the solar flux, oxygen and ozone cross sections were taken from Chapter 7,
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but the authors used different methods in the treatment of the Schumann-Runge bands and used different
boundary conditions. Table 13-7 shows the scenarios used in each model.
For each of these scenarios, the global, seasonal average reduction of ozone is given in Table 13-8.
These results are analyzed and discussed in a later section, but first the two-dimensional structure of the
ozone reductions is presented by various graphical means.
Perturbation by CIx Only
Figure 13-18 presents latitude-altitude cross sections of the percentage ozone depletion obtained for
winter and spring from the MPIC model for scenario SMA (C1x increase, 6.8 ppbv; reference CI x,
2.7 ppbv). Similar plots are shown for all four seasons according to the AER model for scenario S2A
(C1x increase, 6.8 ppbv: reference C1x, 1.3 ppbv) in Figure 13-19 and for scenario S3A (C1 x increase,
14.2 ppbv; reference CI x, 1.3 ppbv) in Figure 13-20. Results of the GS model for winter and spring are
given as a latitude-altitude plot of percentage ozone reduction in Figure 13-21 for scenario S2A.
For these three models, essentially the same C1x perturbation is represented by Figure 13-18a (winter,
MPIC), Figure 13-19a (January, AER), and Figure 13-20a (December, GS). Certain similarities and differ-
ences can be noted. In all three models, the maximum percentage ozone reduction at 40 km is 50 to 60 %,
which is in agreement with 1-D results (Table 13-3 and Figures 13-1 to 13-3). At this altitude, the AER
and GS models show similar latitude profiles with ozone-reduction maxima near the poles. Both show
a saddlepoint minimum of ozone reduction of about 35 % near the equator. The MPIC maximum percentage
Table 13-7. Two-dimensional Model Scenarios.
Clx/ppbv 2 X CH4
Code Total Ref. Incr. 1.2 x N20 Model Symbol
S2A 8. 1.3 6.7 no Garcia and Solomon GS
(1983)
S2A 8.2 1.3 6.9 no Ko et al. (1985) AER
S3A 15.5 1.3 14.2 no AER
$2C 8. 1.3 6.7 yes Garcia and Solomon GS
(1983)
SMA 9.5 2.7 6.8 no Gidel et al. (1983) MPIC
-- 2.7 1.3 1.4 no MPIC
-- 9.5 1.3 8.2 no MPIC
SMB 9.5 2.7 6.8 yes MPIC
SMC 18. 2.7 15.3 yes MPIC
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Figure 13-18. Calculated steady-state local percentage ozone change as a function of latitude and
altitude--for 1980 fluorocarbon emission given 9.5 ppbv CIx relative to reference atmosphere w3ith
2.7 ppbv CIx, or an increase of 6.8 ppbv (Table 13-7, Scenario SMA, MPIC 2-D Model). a. Southern
Hemisphere winter, b. Southern Hemisphere spring.
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Table 13-8. Percentage Change in Global, Seasonal Average Ozone According to Two-dimensional
Models for Steady-state Scenarios Containing CIx Perturbations, and Model "Sensitivity"
of Ozone to CIx. Sensitivity, S, Is Percent Ozone Decrease Divided by ppbv CIx Increase.
Clx/ppbv 2 × CH4 % Ozone S
Initial Final Increase 1.2 × N20 Decrease - %/ppbv Model
1.3 2.7 1.4 no 1.9 1.36
2.7 9.5 6.8 no 7.2 1.06
1.3 9.5 8.2 no 9.1 1.11
MPIC
2.7 9.5 6.8 yes 4.5 0.66 MPIC
2.7 18. 15.3 yes 11.1 0.73
1.3 8.2 6.9 no 8.5 1.23 AER
1.3 15.5 14.2 no 18. 1.27
ozone reduction is an almost uniform ridge from 85 ° N at 45 km to 85 ° S at 35 km. In all three models
the -20 % contour is flat almost from pole to pole at an altitude of about 30 km. At 20 km altitude the
three models show qualitatively similar features, an ozone increase in the tropics and ozone reduction
at extra-tropical latitudes; but the quantitative values differ: GS varies as -5 % at 90 ° S, + 15 % at the
equator, -5% at 90 ° N; AER values are -10% at the South Pole, +20% at the equator, -30% at the
North Pole; and MPIC varies as -10% at 80 ° S, + 5% at the equator, -5% at 80 ° N.
The model results for this scenario during the spring season can be compared among Figure 13-18b
(MPIC) and Figures 13-19b and 13-20 (AER). For the AER and MPIC models, the results for the Northern
Hemisphere are qualitatively similar with a maximum ozone-reduction closed counter near 40 km, but
this feature is absent for the MPIC model in the Southern Hemisphere. Along the high altitude maximum
ozone-reduction ridge, the AER model shows somewhat greater latitude variation than the MPIC model.
In the middle stratosphere the two models show similar flat contours of ozone reduction. In the lower
stratosphere the AER model shows larger ozone increases in the tropical region and larger ozone reductions
in temperate and polar regions than the MPIC model.
The percentage changes in the ozone vertical column are shown as a function of latitude and season
in Dobson contour maps. The result of the MPIC model for C1x perturbation SMA is given in
Figure 13-22a; and the results of the AER model are shown for scenarios S2A and S3A in Figure 13-23.
The scenario for Figure 13-22a (MPIC) is essentially the same as that for Figure 13-23a (AER), which
provides a direct comparison between the models. For the MPIC model, larger ozone reductions are obtained
at high latitudes than at low latitudes by almost a factor of two in the winter (Figure 13-22a). However,
for the AER model there are much greater differences with latitude, more than a factor of four in February,
for example (Figure 13-23a). The contour intervals of ozone change are the same (every 2%) for
Figures 13.22a and 13.23a, and it is obvious by inspection that the AER model shows more variation
with latitude and season than the MPIC model. A direct comparison is given by Figure 13-24, which gives
the latitude dependence of ozone column reduction for these two models (spring).
748
MODEL PREDICTIONS
a) 0.1 .................
JANUARY
._.....::::::::::::::::::::::::::::::::::
--............-,o -,o' ..
E 72_::_....... "'___-3o--:L_::::---_.;;:-
= 1o :---" L;--Z :---- ........ 1 o - 2o":_
¢/) ._-
100 10
1000 ' I . , j
-90 -60 -30 EQ 30 60 90
S N
LATITUDE
60
so
40 _
30 _,
<
20 _
a.
0-
<
10
b)
E
w
g
ill
0.
0.1
10
100
1000
-90
' ' ' ' ' ' ' ' .... ' ' ' ' 'l
APRIL
....... "-:,- ........ 30 ................. _'-
"-',o -,o .....
%. L_.,_ .
......... 30-.. --.. - ......
i,,, .% ,-Z;., 1, '.,, ,i
-60 -30 EQ 30 60 90
S N
LATITUDE
60
so
LM
40 r_
30 _,
o
20 ,_
O.
a.
10
c) ol ......... Ju,'Y'
-['/;'.',"_ ................ 10 .........
:.. ".'. "-"2........ 20 ................ "--"
. __".... -50 _40 -40
E "....... "-_-::'_'_'_----30.' .............. i 40
_: i ...... ;T -'-'-'Z_.............. :'-: ::::---::_:-
:_ 10 =- _, f ..... 10 .............. 30
"=' E, "-2o : _3.
"" ," - 10 20
100_.__ ,.-" I t _ / I i "_"
t i' ....1000 I: , , "1 , , I , , I . , I ', , I . . :_1
-90 -60 -30 EQ 30 60 90
S N
LATITUDE
d) 0.1
60
50
.= 1
I,l,I
,",,
:_ E
1'- uJ
,_ ¢x: 10
< 100
100C
-90
.... ' ....... O_"_O_'E_'.-..o n ' ' j
t 60io ....... ;,,o_
-:'.'-----'-----'---':7--2°-'---'2-T--_o-'-'-""..................... _ 5o
"_"__-._. ............ "-40 _ . I-
"" --'- 50 .- ---':----=:_ = , "'--I
"" -' "" " 30 "'" -]-- 40
z-_:.::-:::_----:.--':........ _-o- ....... .4
=- ."............... -10 ' 30
..... "" "" " 20
-60 -30 EQ 30 60 90
S N
LATITUDE
ug
)-
.=l
<
o
<
Figure 13-19. Calculated steady-state local percentage ozone change as a function of latitude, season,
and altitude--for fluorocarbon emission giving 8.2 ppbv CI x relative to reference atmosphere with
1.3 ppbv CIx, or an increase of 6.9 ppbv (Table 13-7, Scenario S2A, AER 2-D Model). a. January,
b. April, c. July, d. October.
Some of the reasons for these latitudinal gradients in ozone depletion were examined using the model
by Garcia and Solomon. Figure 13-25 presents the calculated distribution of ozone mixing ratio obtained
in that model (see Solomon et al., 1985b) along with the calculated odd oxygen replacement time (the
local concentration of ozone divided by twice the molecular oxygen photolysis rate by solar radiation at
wavelengths below 242 nm) for the present day atmosphere. Assuming a typical time scale for meridional
transport of ozone of the order of 100 days in the stratosphere, the shaded area shows the region that
is substantially controlled by dynamics (i.e. below about 25-30 km, poleward of about 40-50 o in both
summer and winter). Near 40 km ozone is photochemically controlled, and its lifetime reveals little gradient
with latitude except in the polar night region. The latitude gradients in ozone depletion obtained near 40
km in the AER and GS models are the direct result of calculated gradients in methane. Large gradients
in methane have indeed been observed near 40 km by the SAMS satellite and are reasonably well reproduced
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Figure 13-20. Same as Figure 13-19, but with 15.5 ppbv CI x or a change of 14.2 ppbv (Scenario S3A).
in some two-dimensional models (see Jones and Pyle, 1984; Solomon and Garcia, 1984b; Ko et al., 1984).
The satellite data suggest a gradient in methane at 40 km of about a factor of three from the tropics to
about 70 o latitude. Methane, in turn, controls the partitioning of active chlorine between the inert reservoir,
HC1, and the ozone-destroying species, C1 and C10, near 40 km. The methane gradient therefore results
in a greater abundance of catalytic chlorine free radicals at high latitudes, where methane abundances are
substantially lower than they are in the tropics at 40 km (Solomon and Garcia, 1984b). As the chlorine
content in the atmosphere increases, its perturbing influence is therefore predicted to be much greater
at high latitude. This effect is not observed in the winter MPIC model because the calculated methane
gradient is much smaller (see Chapter 12). The reason for this difference between models is discussed
further below.
The ozone changes obtained at lower altitudes largely control the behavior of the total column. As
already mentioned, below about 25 km at middle and high latitudes, ozone is principally controlled by
dynamics because the ozone photochemical replacement times are long. Photochemical self-healing therefore
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Figure 13-21. Calculated steady-state local percentage ozone change as a function of latitude and
altitude--for 1980 fluorocarbon emission giving 8.0 ppbv CI x relative to reference atmosphere with
1.3 ppbv CI x, or an increase of 6.7 ppbv (Table 13-7, Scenario S2A, GS 2-D model).
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Figure 13-22. Calculated steady-state percentage change of the ozone column relative to a reference
atmosphere with 2.7 ppbv CI x as a function of latitude and season for three scenarios in Table 1 3-7:
(A) SMA, 1980 fluorocarbon emission giving 9.5 ppbv CI x or an increase of 6.8 ppbv CIx; (B) SMB,
which is same as SMA, but also 2 xCH4 and 1.2 xN20; (C) SMC, twice the 1980 fluorocarbon flux
giving 18 ppbv CI x or 1 5.3 ppbv change and increase of methane and nitrous oxide (MPIC 2-D model).
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Figure 13-23. Calculated steady-state percentage change of the ozone column relative to a reference
atmosphere with 1.3 ppbv CI x as a function of latitude and season for two scenarios in Table 13-7:
(a) S2A, 1980 fluorocarbon emission giving 8.2 ppbv CI x or an increase of 6.9 ppbv CIx; (b) S3A, twice
the 1980 flux of CFC giving 15.5 ppbv CI x or an increase of 14.2 ppbv CI x. The global average ozone
changes are -8.5% and -18%, respectively. (AER 2-D model).
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The effect of type of atmospheric dynamics used in two-dimensional models on the
latitudinal variation of calculated ozone-column reduction (April). The increase of CIx is about 7 ppbv
in each case: AER model, scenario S2A; MPIC model, scenario SMA.
occurs too slowly compared to dynamics to significantly increase the ozone densities at the lower altitudes.
Particularly in the winter, it is likely that transport will be largely downward and poleward, at least in
the zonal and seasonal average. This brings down air parcels that are severely depleted in ozone, having
come from the photochemically controlled region above 35 km where ozone changes are expected to be
large in all the models. The ozone change characteristic of the upper stratosphere may be thought of as
"frozen" as air descends into the winter lower stratosphere, where photochemistry is too slow to change
it locally. On the other hand, oxygen photolysis occurs on a time scale that is substantially shorter than
the dynamical time scale at altitudes as low as about 20 km in the tropics. Therefore, photochemical self-
healing can be very effective at tropical latitudes, yielding important increases in local ozone density that
offset the depletions occurring at higher altitudes, similar to but larger than that seen in the one-dimensional
models.
An important element in the evaluation of latitudinal gradients in the ozone changes to be expected,
however, is the strength of horizontal mixing. If horizontal mixing rather than vertical motion dominates
the transport of ozone into high latitudes in the lower stratosphere, the large changes in ozone due to descend-
ing motion will be reduced by mixing with air in which self-healing may occur. It therefore is important
to understand the temporal and spatial structure of downward flow (particularly in the winter and spring)
and the competition between mixing and advection. As discussed in more detail in Chapter 12, the primary
differences between the models presented here are due to their differences in the formulation of dynamics.
The MPIC model is a classical Eulerian model in which large eddy diffusion coefficients are employed.
The AER and GS models are isentropic and residual Eulerian models, respectively, and employ much
smaller horizontal mixing coefficients relative to the MPIC model. This implies that the latitudinal gradients
in methane and in ozone depletion should be expected to be greater in the AER and GS models than in
the MPIC model. More detailed comparisons and discussions of these two types of models are presented
in Chapter 12.
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Figure 13-25. Computed local photochemical ozone replacement time (t = local ozone concentration
divided by twice the rate of molecular oxygen photolysis) in days (dashed lines) and ozone mixing ratio
in ppmv (solid lines) for the end of December from the GS model. Note the long ozone photochemical
replacement times ( > 100 days) in the lower stratosphere, particularly at high latitudes in the winter
hemisphere. The shaded area indicates the region where ozone is likely to be dynamically controlled.
Mixed Scenarios
Two-dimensional steady-state model studies were carried out in which it was assumed that methane
increased by a factor of two and nitrous oxide increased by a factor of 1.2 while C1x increased by 6.7
ppbv (GS), 6.8 ppbv (MPIC), and 15.3 ppbv (MPIC), compare Table 13-7. Latitude-altitude contour maps
of percentage ozone change are presented for the GScalculation for (NH) winter and spring (Figure 13-26a,b),
for the MPIC model with 6.8 ppbv increase of C1x for (NH) winter (Figure 13-27a) and for spring
(Figure 13-27b), and for 15.3 ppbv C1x for winter (Figure 13-28). Several interesting comparisons can
be made among these figures.
The general effect of increasing the methane abundance is to reduce the magnitude of the calculated
ozone changes. For the GS model, the qualitative features of the altitude-latitude contours are unchanged,
Figure 13-21 vs Figure 13-26, but there are interesting quantitative differences. The high altitude polar
maxima of ozone reduction are 55 % without increasing cn 4 and N20 and 45 % with the combined scenario.
755
MODEL PREDICTIONS
COUPLED CH4,NzO
DECEMBER
7ol,,,,,,,, 1SUMMER WINTER
6O
v
_= 50
c¢
40
==
30
20
gJ
C3
_P
k-
.J
LM
k-
x
O
h-
a.D.
-90 -70 -50 -30 -10 10 30 50 70 90
S LATITUDE N
MARCH
I I I I I I70
60
5O
4O
3O
2O
I
FALL
/ I
-90 -70 -50 -30 -10 10 30 50 70 90
S LATITUDE N
Figure 13-26. Effect of coupled perturbations--compare with Figure 13-21 Calculated steady-state local
percentage ozone change as a function of latitude and altitude--for 1980 fluorocarbon emission giving
8.0 ppbv CI x relative to reference atmosphere with 1.3 ppbv CIx, or an increase of 6.7 ppbv and 2 xCH4,
1.2 xN20 (Table 13-7, Scenario $2C, GS 2-D model).
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Figure 13-27. Effect of coupled perturbations-compare Figure 13-18. Calculated steady-state local
percentage ozone change as a function of latitude and altitude--for 1 980 fluorocarbon emission given
9.5 ppbv CI x relative to reference atmosphere with 2.7 ppbv CI x, or an increase of 6.8 ppbv and doubled
methane, 1.2 x N20 (Table 13-7, Scenario SMB, MPIC 2-3 Model).
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Figure 13-28. Same as Figure 13-27a but for twice the 1980 fluorocarbon flux, giving an increase of
15.3 ppbv CIx (Scenario SMC, MPIC model).
The saddlepoint near the equator is reduced from 35-40% (S2A) to 25-30% ($2C, combined scenario).
The calculated latitudinal gradient in ozone depletion at 40 km is slightly greater than in the chlorine only
case. In both cases the ozone depletion near 30 km is almost independent of latitude. The region of increased
ozone in the lower stratosphere (at 18 km) is very nearly the same in both cases, but it covers a slightly
greater range of latitude at low altitude for the case of the combined perturbation. In the region of ozone
increase, the maximum value of the increase is 15 % for S2A and 10% for $2C. These maximum values
near the equator are consistent with the interpretation as ozone self healing (greater penetration of oxygen-
dissociating radiation to lower altitudes as ozone is reduced), since larger ozone reduction in the upper
stratosphere shows larger ozone increase at 20 km at the equator. The GS model results in Figures 13-21
and 13-26 extend down only to 18 km, and thus do not show effects in the lowest stratosphere.
The MPIC cases in winter of 6.8 ppbv added C1 x (Figure 13-18a) and C1 x plus change of methane
and nitrous oxide (Figure 13-27a) are given down to 5 km altitude, and these figures allow for comparisons
throughout the stratosphere. Ozone reductions are somewhat smaller in the combined scenario in the upper
and middle stratosphere, but the structure of the contours is similar. In the lower stratosphere and upper
troposphere, there is a larger region of ozone formation in the case of added methane and nitrous oxide
than for the case of Ci x only. Ozone decreases in Figure 13-18a are turned into ozone increases in
Figure 13-27a in the lower Southern Hemisphere (summer) stratosphere above about 40 °, and in this region
there is insufficient solar radiation at wavelengths below 242 nm for this ozone increase to be "ozone
self healing" in the same sense that it was discussed in connection with the GS model (additional ozone
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formation from oxygen photolysis). The explanation might be called "ozone self-healing of the second
kind". As ozone is reduced by C1x in the upper stratosphere, there is increased penetration of solar radiation
at wave lengths below the ozone cross-section maximum (250 nm) which produces significant oxygen
dissociation at wavelengths around 210 nm down to about 20 km in the tropics. Also, there is increased
penetration of solar radiation above 250 nm, which produces significant singlet atomic oxygen (from ozone
photolysis) at wavelengths below 310 nm, down to the surface of the earth. This singlet atomic oxygen,
in part, reacts with water vapor or with methane to produce hydroxyl radicals. The hydroxyl radicals undergo
a series of reactions that both destroy and produce ozone (Chapter 4). In particular, there are the methane-
NOx-smog reactions, which give a net formation of ozone in the lower stratosphere and upper troposphere
(Chapter 4). In the lower stratosphere the NO x species slowly but non-negligibly destroy ozone, and
hydroxyl radicals convert the catalytically active NO2 into the inert reservoir species HNO3. In this way
hydroxyl radicals destroy an ozone destroyer, and this increases ozone by way of a double negative. Even
though the time scale for meridional transport of ozone is about 100 days, the residence time of carbon-14
and presumably ozone at about 20 km is the order of one year (Telegadas, 1971; Johnston et al., 1976),
and the relatively slow HO x and NO x photochemistry, which is largely driven by the penetrating solar
radiation near 300 nm, significantly modifies ozone even at high latitudes at this longer time scale. Nitrous
oxide is photochemically inactive at these low altitudes, and the increase of ozone as methane is increased
(Figure 13-18 vs 26) identifies the methane-NOx-smog reactions as an important component in the model
at these low altitudes. The "ozone self-healing of the second kind" and related photochemical reactions
that slowly destroy ozone make important contributions to the model-calculated ozone column. This discussion
is supplementary to that for "ozone self-healing" in connection with solar radiation near 200 nm, which
dissociates molecular oxygen.
The MPIC model for spring with 6.8 ppbv added C1x and with increased methane and nitrous oxide
(Figure 13-27b) shows in the upper stratosphere the two polar maxima and the equatorial saddlepoint
minimum that are characteristic of the GS and AER models at almost all seasons, with or without the
combined scenario (Figures 13-19, 20, 21, 26). The MPIC model without added methane for spring
(Figure 13-18b) also shows this structure to some extent.
An interesting feedback between chlorine and nitrogen oxides in the stratosphere is illustrated by the
two-dimensional MPIC model. Table 13-9 shows that as C1x increases the maximum mixing ratio of NOy
(NO + NO2 + NO3 + 2N205 + HNO3 + HNO4 q- C1NO3) increases. Upon photolysis, nitrous oxide
(N20) is converted to nitrogen and oxygen; and when nitrous oxide reacts with singlet atomic oxygen,
the principal product is nitric oxide (NO), which is the dominant source of stratospheric nitrogen oxides
(NOy). Nitrous oxide is photolyzed by solar radiation with wavelengths below about 210 nm, but singlet
atomic oxygen is mostly formed from ozone photolysis at wavelengths near 300 nm. The absolute amount
of solar radiation around 300 nm is greater than that around 200 nm, so that reduction of ozone by CIx
in the upper stratosphere more strongly increases nitric oxide formation (radiation near 300 nm) than it
increases nitrous oxide photolysis (radiation near 200nm) in the middle stratosphere. The net effect is
to increase the column of nitrogen oxides as stratospheric chlorine increases, which is demonstrated in
Table 13-9.
Model calculations indicate that ozone changes may have already occurred in the present day atmosphere
(2.7 ppbv total chlorine) compared to the atmosphere of 1965 (about 1.3 ppbv total chlorine), and these
calculations have implications for ozone monitoring. Figure 13-29 presents a contour plot of the calculated
percentage ozone changes for this period from the GS model for a C1x only scenario and neglecting
temperature feedback, and Figure 13-30 shows the same calculation from the MPIC model. These changes
should be considered upper limits because the mitigating effects of simultaneous methane and carbon dioxide
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Table 13-9. Effect of Increasing CIx on Maximum Value of Stratospheric NOy Mixing Ratio and on
Nitrous Oxide and Chlorofluorocarbon Lifetimes. MPIC 2-D Model.
Lifetime/Centuries
ppbv CIx ppbv NOy
Scenario at 40 km Maximum NzO CFC-11 CFC-12
1964 1.3 18 1.85 -- --
1985 2.7 18 1.8 0.5 1.5
1980 CFC Emission 9.5 22 1.65 0.5 1.4
1980 CFC Emission, 9.5 24 1.65 0.5 1.4
2 ×CH4, 1.2×N20
Twice 1980 CFC Flux, 18. 28 1.5 0.5 1.3
2 ×CH4, 1.2×NEO
increases have not been considered (see one-dimensional model calculations). At 40 km, both models indicate
large local ozone reductions in the north polar region (GS,30%; MPIC, 20%) and in the south polar region
(GS, 30%; MPIC, 10%), and both models give at least a 10% ozone reduction from pole to pole. The
GS model shows significant local ozone reductions even at 25 km in the summer and winter polar regions,
due to downward transport. This suggests that a monitoring strategy aimed at detecting an ozone response
at the earliest possible time should provide measurements at high latitudes, both in the lower and upper
stratosphere. Further, detailed measurements of the latitudinal distributions of methane and HC1 would
be of value in evaluating how realistic these predicted gradients in ozone depletion at high latitude might
be. Most of the ozone at high latitudes is located at low altitudes (below 25 km) where it is not readily
accessible to satellite observations. This poses a severe challenge to attempts to detect changes in the ozone
column and vertical profiles at high latitudes, where large changes in total ozone may occur at the earliest
times as the atmospheric chlorine content increases. However, a carefully designed program would be
needed to detect a clear trend against the extreme zonal and temporal variability at high latitudes in late
winter and spring, particularly in the Northern Hemisphere.
Comparisons
The AER and GS models represent one method of treating atmospheric motions in two dimensional
models, and the MPIC model represents a different method (Chapter 12). In comparison with atmospheric
observations, one method is more successful than the other in some cases, and the reverse applies in other
cases. As pointed out in Chapter 12, for example, the AER and GS models severely underestimate nitrogen
oxides in the lower stratosphere, at 30 degrees north for example, as compared with the observations by
the LIMS satellite. For 30 ° north during March, NOy vertical profiles are given in Figure 13-31 as
calculated by AER and by MPIC, and these are compared with the observed LIMS profile of NO2 and
HNO3 at night, which is a lower limit to NOy. For this example, the AER model underestimates nitrogen
oxides by a factor between 3 and 8 over the range of 25 to 20 km, whereas the MPIC model is more
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Figure 13-29. Calculated local percentage ozone changes from 1 965 (1.3 ppbv CI x) to 1985 (2.7 ppbv
CI x) using GS model and CI x only perturbation.
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successful in this range. In the middle and upper stratosphere, both models give satisfactory agreement
with observations. In the upper stratosphere the AER and GS models more nearly reproduce the methane
latitudinal variations. In spite of the differences in treatment of atmospheric motions and in spite of the
various agreements and disagreements between model calculations and observations, these two types of
model give the same general practical results so far as ozone changes by chlorine is concerned, for example,
Figure 13-24. Both types of model show ozone depletion by added chlorofluorocarbons at all latitudes,
both show a strong latitudinal gradient with minimum ozone reduction in the equatorial region.
It is interesting to compare two-dimensional global average calculations against local properties in
the same model. The global average vertical profile of ozone reduction for scenario S2A (6.7 ppbv increase
of Clx) according to the Garcia-Solomon model is shown by Figure 13-32, and the local profiles are shown
for 4 ° N and 61 ° N. The ozone decrease at high latitude is substantially larger than the global average
at all altitudes. For the AER model with S2A perturbation, the ozone-column decrease is plotted as a function
of latitude for all four seasons with the global average value indicated by a dashed line (Figure 13-33),
and a similar graph is given as a function of months of the year for 0, 28, 47, and 66 degrees north latitude
(Figure 13-34).
13.1.4 Comparison of 1-D and 2-D Results
Percentage changes of total ozone as calculated by one-dimensional models for various scenarios includ-
ing chlorofluorocarbons are summarized in Tables 13-2 and 13-3. Many of these cases are illustrated by
figures in Section 13.1.2, giving the vertical profile of calculated ozone change as a function of altitude.
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Figure 13-31. Comparison of calculated NOy according to AER and MPIC 2-D models with LIMS satellite
observed NO2 + HN03 at night at 30 ° N during March.
Global-average percentage ozone changes according to two-dimensional models are given by Table 13-8.
The seasonal and latitudinal dependence of the change of the ozone vertical column as calculated by 2-D
models are shown by figures in Section 13.1.3. This section compares the results of these 1-D and 2-D
models with respect to calculated ozone changes.
Three profiles of percentage change in local ozone from the AER 2-D model at 0 °, 30 °N, and 60 °N
in April are compared with the AER 1-D model profile in Figure 13-35 for 8 ppbv C1x relative to 1.2
ppbv C1x as reference. The 1-D profile does not correspond closely to any local 2-D profile. For instance,
the calculated self-healing effect occurs at a higher altitude (23 to 30 km) in the 1-D model than those
of the 0 ° and 30 °N profiles calculated by the 2-D model, which calculates no significant self-healing for
the 60 °N profile. The 1-D model calculates larger ozone reductions above 40 km than the 2-D model,
due in part to differences between the 1-D and 2-D model atmospheres (that is, temperature and air density)
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Figure 13-32. Vertical profiles of the calculated ozone changes shown in Figure 1 3-21 for 4 ° N, 61 o
N, and for the global average. (GS 2-D model, 6.7 ppbv increase of CIx).
and in part to the differences in the concentrations of transport dominated species such as water and methane
between the two models.
For the AER models, the calculated ozone reduction at the spring equinox is plotted against latitude
in Figure 13-36, together with the 1-D model result for the same perturbation. An important feature of
this comparison is that the 2-D model gives much larger ozone reductions over the temperate and polar
zones than that given by the 1-D model.
The global average 2-D results from Table 13-8 are compared with the 1-D results from Tables 13-2
and 13-3, and these comparisons are given in Tables 13-10 and 13-11. These tables are organized in terms
of a quantity called "sensitivity", S, which is defined as the percentage ozone reduction divided by the
ppbv of increased C1 x. For about a 7 ppbv increase of Clx, the sensitivity of the 2-D models is 1.06 and
1.32 % per ppbv, and the 1-D models give values between 0.41 and 1.06. In general the global average
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Comparison of 1-D and 2-D Model (Global Average) Results with Respect to Sensitivity
S and Linearity L, Where CIx Is the Only Perturbation. Sensitivity Is Percentage Ozone
Reduction Divided by ppbv CIx Increase. Linearity Is S(2)/S(1 ), Which Is 1.00 if the Ozone
Reduction Is Directly Proportional to CIx Increase.
Clx/ppbv % Ozone S L
Initial Final Increase Decrease - %/ppbv Model
1.3 8.2 6.9 8.5 1.23 2-D
1.3 15.5 14.2 18. 1.27 1.03 AER
1. 8. 7. 4.6 0.66 1-D
1. 15. 14. 15. 1.07 1.63 AER
7. 5.1 0.73 1-D
14. 12.2 0.87 1.20 LLNL
7. 2.9 0.41 1-D
14. 17.8 1.27 3.10 Harvard
1.1 8.1 7. 9.1 1.30 1-D
2.5 8.1 5.6 7.4 1.32
2.5 14.8 12.3 20.6 1.67 1.27 MPIC
1.0 7.5 6.5 4.1 0.63 1-D
1.0 14.0 13.0 8.8 0.68 1.08 IAS
2.7 9.5 6.8 7.2 1.06 2-D
MPIC
2-D ozone reduction is greater than that of the 1-D models. For about a 14 ppbv increase of Clx, the
sensitivity of the AER 2-D model is 1.27 % per ppbv, and the range of 1-D results is 0.87 to 1.67, which
averages to a value almost as large as that of the AER 2-D model (compare Figure 13-36).
For ozone reductions with doubled methane and with a 20 % increase in nitrous oxide in addition to
increases in Clx, 1-D and 2-D model results (MPIC) are compared in terms of " sensitivity" in Table 13-11.
Added methane reduces the sensitivity of both 2-D and 1-D models. For about 7 ppbv C1x increase, the
global average MPIC model gives 35 % greater ozone reduction than the average of the five 1-D models
in Table 13-11. For about 14 ppbv C1x increase, the 2-D model is 16% more "sensitive" than the average
of these 1-D models. The number of 2-D model calculations in this study is small, but within this small
sample it is found that the global average ozone reduction calculated by the 2-D models is greater than
that calculated by 1-D models for the same scenario.
For 1-D models, the reduction of ozone by increased C1x is not a linear function, as illustrated by
Figure 13-6. A plot of "change of ozone column" against "change of Clx" shows downward curvature.
The term "sensitivity" defined above increases with "change of Clx". An interesting question is whether
2-D models are linear or nonlinear in this sense of the word. In this study there are not enough 2-D model
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Table 13-1 1. Comparison of 1-D and 2-D (Global Average) Model Results with Respect to Sensitivity
S and Linearity L (for Definitions See Table 13-10). Increasing CIx and 2xCH4 and
1.2xN20.
Initial
Clx/ppbv % Ozone S
Final Increase Decrease - %/ppbv
L
Model
2.7 9.5
2.7 18.
1.1 8.1
2.5 8.1
2.5 14.8
6.8 4.5 0.66 2-D
15.3 11.1 0.73 1.10 MPIC
7.0 6.0 0.86 1-D
5.6 4.3 0.77
12.3 12.0 0.98 1.27 MPIC
7. 3.4 0.49 1-D
14. 7.8 0.56 1.15 LLNL
7. 3.0 0.43 1-D
14. 8.2 0.59 1.37 Harvard
7. 3.3 0.47 1-D
14. 8.8 0.63 1.47 AER
7. 3.1 0.44 1-D
14. 7.2 0.51 1.16 DuPont
1.0 7.5 6.5 2.3 0.35 1-D
1.0 14.0 13.0 5.6 0.43 1.23 IAS
results to test for linearity by means of a plot such as that of Figure 13-6. For any 2-D model used here,
there are only three values of Clx: a reference value, a value near 8 ppbv, and a value near 15 ppbv.
These three points can be used to estimate linearity in terms of change of sensitivity with increase of C1x.
In Tables 13-10 and 13-11, a quantity "linearity" L is defined as the ratio of two sensitivities. If this
ratio is 1.00 the change of ozone is linear over the range of C1x included in the test. For nonlinearity
in the sense of that shown by 1-D models (Figure 13-6), the value of L is greater than 1.00. With opposite
curvature L is less than one.
For added C1x as the only perturbation, the AER 2-D model is compared with the 1-D models of
this study for linearity in Table 13-10 as ratio of sensitivities, S. The values of L are given as the sixth
column of the table. For the AER 2-D model the global average value of L is 1.03, whereas the value
for the AER 1-D model for the same range of C1x is 1.63. The AER 1-D model result is strikingly more
nonlinear than global average results from the AER 2-D model. The other 1-D models give values of
L between 1.20 and 3.1. As discussed in Chapter 12, these differences in linearity among the models
is related to the amount of NOy predicted by the models. Over the range of 1 to 15 ppbv C1x, the global
average results of the AER 2-D model are much more nearly linear than the results of the 1-D models.
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Figure 13-33. Calculated ozone-column decrease as a function of latitude for each of four seasons for
conditions of Figure 13-23a with the annual, global-average value included as horizontal line (AER 2-D
model).
A similar result is obtained in Table 13-11, where increases of methane and nitrous oxide are included.
The MPIC 2-D model gives 1.10 as its value of L, where 1.00 represents linearity, and the MPIC 1-D
model has the value 1.27. The ozone-reduction results of the MPIC 2-D model are much more nearly
linear than those of the MPIC 1-D model. The 1-D models of Table 13-11 cover the range 1.15 to 1.41
in the ratio L. With added methane and nitrous oxide, the 1-D models are less nonlinear than they are
in the cases of added C1x only.
By use of the sensitivity function S for specific values of latitude and season for two different increases
in Clx, one can calculate a two dimensional map of the function L, which gives the local and seasonal
degree of nonlinearity of the 2-D models. For the AER 2-D model, values of S for both 6.9 and 14.2
ppbv are listed for seven latitudes and for four seasons in Table 13-12. Also included in the table are
the values of L for the same range of seasons and latitudes. At all seasons and latitudes, local changes
of ozone according to the 2-D model are much more nearly linear than any of the 1-D models (compare
Table 13-10). The range of values of L is 0.82 to 1.08, while the global average value is 1.03. The values
of L between 28 DSand 28 °N are all greater than that for the global average, that is more nonlinear; and
values in the polar region are somewhat less than 1.00, which corresponds to slight nonlinearity in the
opposite sense.
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by the AER 1-D model with three such profiles at 0, 30 and 60 degrees N calculated by the AER 2-D
model for April.
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Table 13-12.
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Local and Seasonal Ozone Sensitivity S (Percent Ozone Decrease Divided by ppbv CIx
Increase) and Test for Local and Seasonal Linearity L (S for 14.2 ppbv CIx/S for 6.9 ppbv
CIx) in Terms of AER Two-dimensional Model.
Case
Latitude
Season 85 °S 56 °S 28 °S 0 28 °N 56 °N 85 °N
S(14.2)
S(6.9)
L
W 1.70 1.37 0.71 0.63 1.37 2.23 2.15
Sp 1.71 1.93 1.05 0.59 0.93 1.78 1.91
Su 2.05 2.13 1.37 0.71 0.87 1.48 1.78
F 2.02 1.65 0.90 0.68 1.19 1.89 1.80
W 1.79 1.30 0.64 0.61 1.29 2.47 2.48
Sp 1.64 1.84 0.97 0.56 0.86 1.80 2.33
Su 2.07 2.28 1.20 0.67 0.81 1.47 2.00
F 2.18 1.71 0.81 0.63 1.08 1.91 1.92
W 0.95 1.06 1.11 1.04 1.06 0.90 0.87
Sp 1.04 1.05 1.08 1.05 1.08 0.99 0.82
Su 0.99 0.93 1.06 1.07 1.07 1.01 0.89
F 0.93 0.96 1.11 1.08 1.10 0.99 0.94
Global Average: S(14.2) = 1.27; S(6.9) = 1.23; L = 1.03.
AER l-D: S(14. ) = 1.07; S(7. ) = 0.66; L = 1.63
For C1x perturbations including increase of methane and nitrous oxide, values of the sensitivity function
S and the linearity test function L are given for the MPIC 2-D model as a function of latitude and season
in Table 13-13. The global average value of L is 1.10, and the range of values in Table 13-13 is 0.96
to 1.22. The difference between the maximum value and minimum value of L is 0.26, which happens
to be exactly the same as that for the AER model (Table 13-12). This result indicates that the latitudinal
and seasonal variation of linearity of the MPIC model and the AER model are about the same. On the
average, however, the MPIC model with L of 1.10 is more nonlinear than the AER model with average
L equal to 1.03.
In 1-D models the nonlinear phenomenon is thought to be driven by the strong chemical interactions
between the chlorine (Clx) and nitrogen (NOy) species. Prather et al. (1984) argued that as stratospheric
concentration of C1x approaches that of NOy a significant portion of NOy in the lower stratosphere will
be tied up in the form of C1NO3, a chlorine reservoir species formed by recombination of NO2 and C10.
Formation of C1NO3 reduces the concentrations of other forms of NOy species, including NO, NO2, HNO3,
and HNO4, resulting in higher OH in the lower stratosphere (since OH is removed mainly by reaction
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Table 13-13. Local and Seasonal Ozone Sensitivity S (Percent Ozone Decrease Divided by ppbv CIx
Increase) and Test for Local and Seasonal Linearity L (S for 15.3 ppbv CIx/S for 6.8 ppbv
CIx in Terms of MPIC Two-Dimensional Model, Including Double Methane and 20%
Increase of Nitrous Oxide.
Case
Latitude
Season 85°S 55°S 25°S 0 25°N 55°N 85°N
S(15.3)
S(6.8)
L
W 1.02 0.86 0.67 0.59 0.66 0.93 0.96
Sp 1.05 0.98 0.64 0.50 0.64 0.90 0.98
Su 0.97 0.95 0.64 0.62 0.68 0.80 1.00
F 0.97 0.89 0.63 0.60 0.64 0.85 0.98
W 0.91 0.80 0.59 0.55 0.57 0.94 0.98
Sp 0.92 0.90 0.55 0.45 0.58 0.92 1.02
Su 0.93 0.91 0.53 0.56 0.60 0.72 0.91
F 0.97 0.87 0.54 0.55 0.55 0.72 0.96
W 1.12 1.08 1.12 1.08 1.15 0.99 0.98
Sp 1.14 1.10 1.16 1.12 1.11 0.98 0.96
Su 1.05 1.04 1.22 1.10 1.13 1.11 1.11
F 1.00 1.02 1.19 1.10 1.16 1.18 1.14
Global Average: S(15.3) = 0.73; S(6.8) = 0.66; L = 1.10.
MPIC l-D: S(12.3) = 0.98; S(5.6) = 0.77; L = 1.27
with HNO 3 and HNO4 in the lower stratosphere). These factors, higher OH and lower NO, contribute
to the greater efficiency of the chlorine catalyzed ozone removal cycles at the high chlorine concentrations.
However, the region of the chemically induced nonlinearity occurs in the lower stratosphere of the model
(below 30 km), where C1NO3 formation is appreciable. This is also the region where transport is known
to play an important role in regulating the distribution of 03. Since the description of transport is quite
different in 1-D and 2-D models, the effect of nonlinear chemistry on lower stratospheric ozone is different
in these models.
The linear response of column ozone to stratospheric chlorine perturbations (Table 13-12, Figure 13-23)
calculated by the AER 2-D model at high latitudes during winter and spring may be explained in a qualita-
tive manner by the poleward-downward ozone transport argument put forward by Solomon et al. (1985b).
The effect of nonlinear local chemistry on lower stratospheric ozone at high latitudes is small relative
to the meridional ozone transport effect.
Isaksen and Stordal (1985) tested their two-dimensional model for linearity out to C1x increases of
21 ppbv and for three levels of NOy. For the standard NOy level, they found the global average ozone
reduction to be nearly linear with increasing C1x out to 12 ppbv and then to become significantly nonlinear
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Figure 13-36. Comparison of percentage ozone-column reduction as a function of latitude as calculated
by AER 2-D model with the values calculated by AER 1-D model for the same perturbation. For one
case total CIx is 8.2 ppbv and the other it is 15.5 ppbv, and the reference case is 1.3 ppbv CIx.
by 20 ppbv. Their case of low NOy was distinctly more nonlinear than the standard case, and the case
of high NOy was more nearly linear than the standard case.
In summary, for a given C1x perturbation the global average ozone reduction calculated by these 2-D
models is greater than the value calculated by 1-D models, the 2-D models show strong latitude gradients
of ozone reduction so that temperate and polar zones show larger ozone reductions than that found by
1-D models, and between 0 and 12 ppbv C1x the calculated ozone reductions as a function of increasing
C1x is nearly linear for 2-D models and highly nonlinear for the 1-D models.
13.2 DISCUSSION OF CURRENT MODEL PREDICTIONS AND ASSESSMENT OF RECOGNIZED
UNCERTAINTIES
13.2.1 Uncertainties in Model Predictions
The predictive value of the model results presented above cannot be judged without consideration
of their sensitivity to uncertainties in model input data and assumptions. Recognized uncertainties include
several factors: a) halocarbon release rate scenarios; b) long term trends in other photochemically active
trace gases; c) long term trends in species that affect the climate ; d) the rate coefficients of photochemical
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processes; e) atmospheric dynamics; and f) trends in solar radiation. It is possible to assess separately
and quantitatively some of these uncertainties, while others can only be qualitatively noted and flagged
for future concern.
13.2.2 History of Model Predictions for Assumed Perturbations
The history of model calculations gives a graphic hindsight picture of uncertainty in photochemical
modeling. The calculated effects on ozone by two standard assumed perturbations have been evaluated
approximately every year since 1974 by the group at Lawrence Livermore National Laboratory using the
then current photochemistry (WMO, 1981, pages 3-26). The one-dimensional model, including vertical
eddy diffusion, is calculated to steady-state for these perturbations. The assumed perturbations are: (1) A
large fleet of stratospheric aircraft emitting 2000 molecules of nitric oxide per second per cubic centimeter
over a one kilometer band centered at 20 kilometers; (2) chlorofluorocarbons 11 and 12 emitted steadily
at the 1974 production rates. These perturbations were considered separately; and the photochemical rate
coefficients, boundary values, and eddy diffusion function were those recognized at the time of the calculation.
Between 1974 and 1981, the steady-state change of the ozone vertical column calculated for each perturbation
underwent large excursions as new atmospheric species were found to be important and as values of rate
coefficients were remeasured, or in some cases measured for the first time. For example, the calculated
effect on the ozone column by the stratospheric aircraft went from -10% in 1974 to +4% in 1978 to
-7 % in 1981; and the calculated steady-state effect on the ozone column by the CFCs went from - 14 %
in 1975 to -7% in 1977 to -19% in 1979 and to -5% in 1981. These excursions were recognized as
growing pains in the science of stratospheric modeling.
This study is brought up to date by Figure 13-37. There have been no large changes in these calculations
during the last four years. The calculated change in the ozone vertical column by the standard CFC perturba-
tion has changed from -5% in 1981 to -4% in 1984 to -7% in 1985, and that for the standard NO x
perturbation has changed from -7% in 1981 to -12% in 1984 to -11% in 1985. However, as can
be seen from Section 13.2.3.1 (below), there is still room for future large changes in these perturbation
calculations on the basis of recognized uncertainties in photochemical rate coefficients.
Since 1977, the changes in the NO x effect have been strongly negatively correlated with changes in
the CFC effect. The varying predictions of Figure 13-37 are not due to changes in rate coefficients in
the C1x or NO x systems, but instead are largely caused by revisions in the rate coefficients in the HO x
system (WMO, 1981; Johnston, 1984). Increases in the calculated hydroxyl radical concentration at 25 km
are strongly correlated with greater ozone reductions by CFCs and with lesser ozone reductions by NO x.
The cause of this effect is that hydroxyl radicals bind catalytically active NO2 into the inactive form of
nitric acid, but they also release catalytically active chlorine atoms from inactive hydrochloric acid. The
sensitivity of these calculations to the calculated concentration of hydroxyl radicals at altitudes between
20 and 30 km emphasizes the need for these radicals to be measured in this range of the atmosphere.
13.2.3 Sensitivity to Chemistry and Photochemistry
Two types of uncertainty can arise in connection with photochemical processes. The first type is due
to experimental uncertainties in measured photochemical rate coefficients included in the model. The second
type concerns chemical species or photochemical reactions that are omitted from the model, either from
lack of quantitative data or because no one has thought of them yet. The first class of sensitivity of model
calculations to photochemical uncertainties is subject to quantitative analysis using evaluated rate data with
assessed uncertainties (DeMore et al., 1983, 1985; Appendix A) and previously developed methods.
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CALCULATED OZONE--COLUMN CHANGE TO STEADY STATE
FOR TWO STANDARD ASSUMED PERTURBATIONS
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Figure 13-37. Calculated ozone-column change to steady state for two standard assumed perturbations:
(a) 2000 molecules crn -3 s -1 of nitric oxide emitted over one kilometer interval centered at 20 km
(originally based on a hypothetical, large fleet of stratospheric aircraft); (b) CFC-11 and CFC-12 emit-
ted continuously at 1974 rate. These calculations were made at LLNL over this 11 year period using
then current photochemical parameters, eddy diffusion functions, and boundary conditions.
13.2.3.1 Ensemble Sensitivity to Uncertainty in Rate Parameters
A method of evaluating the effects of uncertainties in rate parameters was introduced by Stolarski
et al. (1978) and was used in the NRC 1979 evaluation (NRC, 1979, Appendices A and D). It uses a
Monte Carlo simulation where individual rate parameter values for each reaction are chosen at random
within an assumed probability distribution, which is based on the assessed uncertainties of the rate coefficients
(DeMore et al., 1983, 1985). With enough calculations of this type (typically several hundred to several
thousand), the ozone-change probability distribution implied by the joint uncertainty in all the modeled
reaction rates can be obtained.
Two separate Monte Carlo uncertainty analyses were performed for this assessment with currently
recommended values and evaluated uncertainties for chemical and photochemical rate coefficients
(Appendix A).
The first of these studies (Grant et al., 1985) utilized the LLNL 1-D model with fixed concentration
boundary conditions and without temperature feedback for the steady-state scenario S3B (15 ppbv C1x
vs a background of 1.3 ppbv Clx, 2xCH4, 1.2xN20) as presented in Table 13-2. In performing this study,
the maximization of information gained per model run was a major concern. Since the standard error is
proportional to the square root of the sample size, it was impractical to reduce the error sufficiently simply
by increasing the number of model runs. In order to significantly decrease the number of samples required
to achieve the needed level of estimation accuracy, a variance reducing technique known as Latin Hypercube
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Sampling (LHS), (McKay et al., 1979; Iman et al., 1981; Iman and Shortencarier, 1984) was chosen.
A detailed account of the sampling procedure used will be published (Grant et al., 1985).
In the LLNL study, two sets of 50 Monte Carlo runs plus a base line calculation were performed
for each of the ambient (no CFC) and perturbed (S3B, C1x = 15 ppbv, 2xCH4, 1.2xN20) scenarios. Two
pair of runs, each predicting extremely large ozone perturbations (beyond 3.5 standard deviations) were
eliminated to avoid unduly influencing the analysis. These two sets of runs also gave NOy levels much
smaller than indicated by available measurements. The calculated ozone change, its single standard deviation,
and the moments of skewness and kurtosis are shown in Table 13-14 for the remaining 98 paired runs.
Distribution histograms for the total ozone column perturbations and for ozone perturbations at 20, 30,
and 40 km are displayed in Figure 13-38.
As indicated by Figure 13-38 and Table 13-14 the uncertainty for the column total is less than that
for individual altitudes, indicative of a tendency for the variations applied to alter the 03 profile in addition
to changing total ozone. The column total and the perturbations for the altitudes of 20 and 30 km display
the negative skewness previously observed by Stolarski et al. (1978). These estimates also show a more
peaked distribution than a normal distribution with the same standard deviation.
For the total ozone column, the calculated single standard deviation range was -1.9 % to -13.5 %
for the full Monte Carlo calculation with the S3B scenario, and this result compares fairly well with range
of -4.2 % to -14.4% calculated for the nine single reaction variation treatment presented in the next
section for the same perturbation scenario.
The second Monte Carlo treatment using current reaction rate evaluation inputs was performed by
Stolarski and Douglass using the Goddard Space Flight Center one-dimensional model (Rundel et al.,
1978) as an update of their previous Monte Carlo studies (NRC, 1979; Stolarski, et al., 1978). These
studies have been performed as a function of CFC flux into the model atmosphere and carried to steady-
state; the CFC flux is imposed on a 1 ppbv background of C1x from CH3C1 and CC14 but no C1x from
CFC's. The calculation is parameterized in terms of 1985 CFC input flux which was taken to be 9.2 x
106 cm -2 for CFC-11 and 1.28 x 107 cm -2 s -_ for CFC-12. Boundary conditions for species like N20
and CH4 were set at today's measured values with small uncertainties due to measurement uncertainties.
Table 13-14. Statistical Moments for Percent Change in Ozone (Perturbed Chemistry Relative to
Ambient) Relative to That for the Unvaried Baseline Case Obtained for 98 Paired Runs
(Grant, et aL, 1985).
Altitude Baseline Standard Moment of Moment of
km % Change Deviation Skewness Kurtosis
Total Column -7.7 5.80 - 1.58 1.76
20 +3.9 6.28 - 1.88 3.24
30 - 11.2 9.96 - 1.18 0.22
40 -69.1 8.96 0.90 -0.34
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Figure 13-38. Monte Carlo calculated ozone changes in LLNL 1-D model. Distribution obtained for per-
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species necessary to maintain these mixing ratios were then determined, and these fluxes are held constant
when a CFC perturbation is imposed on the model. This means that when significant ozone depletions
occur in the model, the concentrations of these species will decrease, contrary to the present observed trend.
The results of the Goddard Monte Carlo calculations are displayed in Figure 13-39, the solid line
shows the calculated depletion in the ozone column as a function of CFC flux when the recommended
values for all input parameters are used in the model. The dashed curve is the mean depletion in the ozone
column for 329 cases in which probability distributions were included for all input parameters. These two
curves do not coincide, and the differences are statistically significant. Use of recommended values for
the cases of steady-state CFC release at the present-day fluxes gives a column ozone change of -5.0%,
while including the uncertainties, shifts this mean to -6.2% with a standard error of the mean of less
than 0.3 %. The curves cross for larger CFC fluxes and diverge until at 3.5 times the present CFC flux,
the recommended values give -40%, and the mean is -31% with a standard error of the mean of
approximately 1%. Also shown in Figure 13-39 are the one standard deviation uncertainties about the
mean derived from the data for the 329 cases. They are seen to increase as the size of the perturbation
increases. For the present-day CFC fluxes, the standard deviation is 5.5 % thus nearly encompassing zero
on one side and reaching almost -12 % on the other. As larger perturbations are considered, the 1 sigma
limits do move clearly away from zero but increase significantly in magnitude until at 3.5 times the present-day
fluxes -31% __+17% is obtained.
All of these statistical parameters must be considered an approximate guide inasmuch as the output
probability distributions are asymmetrical. Figure 13-40 shows a series of calculated probability histograms
of the depletion of the ozone column for perturbations of 1,1.5, 2, and 3 times the present-day CFC fluxes
as compared to an atmosphere with no CFC's. The distribution for the current CFC fluxes is clearly asym-
metrical with a mean of -6.2% and a most probable value of between -2 and -3%. The median for
this distribution increases as the fluorocarbon flux increases, and the distribution spreads toward higher
values and becomes more symmetrical.
In a study initiated too late for complete inclusion in this report, Stolarski and Douglass (1985) have
found that the uncertainty range of the Monte Carlo calculations can be narrowed from considerations
of atmospheric observations. The Monte Carlo calcu!ation seeks out all possible combinations of cases
within the range of the assessed uncertainties of the photochemical coefficients, but certain combinations
yield calculated species concentrations or distributions that are outside the range of extensive atmospheric
measurements. These cases are then excluded from the study. This screening procedure was applied to
the concentrations of NO, NO2, and C10 at 25 km. Keeping only those cases that fell within the range
of measurements of these three species at 25 km resulted in 125 cases, which had a mean ozone depletion
calculated for steady-state fluorocarbon emissions at the 1980 rate of -3.0% and a standard deviation
of 2.2%. This type of treatment of the ozone-CFC problem has the potential of bringing together and
using simultaneously the full body of critically evaluated photochemical data and a large body of atmos-
pheric observations, including satellite data. The method will, however, require careful development, includ-
ing how to handle observational errors. A serious limitation is that of one-dimensional modeling and the
uncertainty concerning what latitude and season of the real world observations are to be compared with
the calculations of the model.
13.2.3.2 Sensitivity to Uncertainty in Individual Rate Parameters
The Monte Carlo calculations show large changes in model predictions arising from the joint uncertainties
of all the rate coefficients. A special study was carried out to try to identify some individual reactions
that are especially important sources of these large changes in model predictions. The effect on calculated
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Figure 13-39. Monte Carlo calculated ozone-column changes (mean values, dashed line; medians,
squares; standard deviation, range bar) for CFC flux factors normalized to 1985 values. The calculated
changes based on the recommended rate parameters are shown as the solid line (Stolarski and Douglass
model).
ozone depletion induced by varying nine selected photochemical rate coefficients within their ,ranges of
evaluated uncertainties has been assessed.
This assessment of the impact of uncertainty in selected individual rate parameters has been performed
for steady-state scenario S3B using the LLNL one-dimensional model without temperature feedback. This
baseline scenario, as shown in Table 13-2 predicts a -7.8% change in column 03 relative to a CFC-free
atmosphere upon addition of 15 ppbv Clx, a doubling of current CH4 and a 1.2 factor rise in current N20.
The effect of uncertainties in selected individual rate constants was evaluated by changing individual
rate parameter expressions by their one-sigma evaluated levels (DeMore et al., 1985) and recalculating
the steady-state ozone change for the transition from a CFC-free atmosphere with current CH4 and N20
levels to a S3B scenario atmosphere.
In analogy with previous studies of this type, sensitivity parameters, ri(max), ri(min), and ri(ave) can
be defined such that:
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Figure 13-40. Monte Carlo calculated ozone-column-change distribution functions for four different CFC
fluxes, at 1.0, 1.5, 2.0, and 3.0 times the 1985 CFC flux (Stolarski and Douglass model).
ri(max ) = R(max) - R(rec) / k(max) - k(rec)
R(rec) k(rec)
ri(min) R(min) - R(rec) / k(min) - k(rec)
R(rec) k(rec)
ri(ave ) = [ri(max ) + ri(min)]/2
where k(rec) is the evaluation panel's recommended rate parameter, k(max) is [k(rec) + one sigma] and
k(min) is [k(rec) - one sigma], R(rec) is the calculated ozone change using the recommended rate constant
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(-7.8%), R(max) is the ozone change using k(max), and R(min) is the ozone change using k(min). For
many reactions, the NASA Evaluation Panel defines a one sigma uncertainty parameter, f, such that k(max)
= f k(rec) and k(min) = k(rec)/f. For these cases:
k(max) - k(rec)
k(rec)
= (f -1)
k(min) - k(rec)
k(rec)
DeMore et al. (1983) define:
= (1 - f)/f
f(T) = f(298) exp {(AE/R)[1/T - 1/298] }
where f(298) is the one-sigma correction for the room temperature rate constant and AE/R is the uncertainty
in the temperature dependent part of a bimolecular rate parameter as supplied by the evaluators. The values
of f are, therefore, often temperature dependent but were evaluated only at 230 K for this assessment.
A single standard deviation error contribution factor, ui, was calculated from
ui = ri(ave ) ln(f i)
for each reaction. Nine reactions identified as important in C1x perturbation studies were selected for as-
sessment. The reactions along with their calculated ri, fi, and u i factors are displayed in Table 13-15.
The sign of the sensitivity factor and the error contribution factor indicates whether increasing the reac-
tion rate parameter causes a larger (+) or smaller (-) decrease in column ozone for the S3B scenario.
The square root of the sum of the squares of the error contribution factors, ui, for the nine reactions
is written as <u>; and the one standard deviation cumulative uncertainty is calculated as:
U = exp <u>
and it has the value of 1.84. Thus, at the one sigma (68 %) confidence level, the variation in the calculated
-7.8 % ozone change for the S3B scenario due to evaluated uncertainties in these nine reactions are wi-
thin the range -7.8%/1.84 to -7.8% xl.84, which is -4.2% to -14.4%.
The NRC 1979 study presented a similar analysis based on a 1978 constant CFC emission scenario
for 20 reactions, including several shown in Table 13-15. In general, the r i values reported there are similar
to or smaller in magnitude than the cases in this table, while the evaluated fi factors for overlapping reactions
are nearly the same. However, all the fi values in the 1979 analysis ignored the uncertainty in the temper-
ature dependence of the assessed rate coefficients, so that the stated fi values and the resulting calculated
uncertainties were underestimated. As a result, the overall two-sigma uncertainty factor for the NRC (1979)
twenty-reaction case was 1.72, slightly smaller than the one-sigma uncertainty value found for the nine-
reaction case presented here.
This result should be discussed in context with the Monte Carlo calculation that uses atmospheric
observations to screen the distribution of cases. It appears that within the range of uncertainty of the pho-
tochemical parameters, the models would predict unrealistic values for the concentrations or profiles of
some measured species in the contemporary atmosphere. At present there is no systematic way to use
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atmospheric observations to screen this method of sensitivity to uncertainty in individual rate parameters,
unlike the situation with the Monte Carlo method. Unless an appropriate screening method can be devel-
oped for this method, future research on uncertainty analysis should probably be concentrated on the Monte
Carlo method.
13.2.3.3 Uncertainties Due to Chemistry Omitted From the Models
As discussed in Chapter 2, several classes of reactions have been proposed which have the potential
to significantly affect the impact of C1x and NO x on stratospheric chemistry. However, current deficiencies
Table 13-15. Single Rate Constant Variation Studies.
Sensitivity Factors
No. Reaction ri(max) ri(min) ri(ave)
Experimental Error
Uncertainty Contribution
Factor Factor
fi ui
1. C10 + O = C1 + 02 +0.60 +0.68 +0.64
2. C1 + CH4 = HC1 + CH 3 -0.48 -0.46 -0.47
3. OH + HC1 = C1 + H20 +0.56 +0.79 +0.68
4. OH + HNO3 = H20 + NO3 -0.51 -0.56 -0.53
5. OH + HNO4 = H20 + 02 + NO2 -0.16 -0.33 -0.25
6. O(_D) + M = O(3p) + M +0.60 +0.63 +0.62
7. O(_D) + N20 = 2 NO
= N2 + 02 -0.51 -2.00 -1.26
8. C10 + NO2 + M = C1ONO2 + M -0.31 -0.37 -0.34
9. 02 + hv (S-R) = 2.0 -0.58 -0.85 -0.72
1.43 +0.23
1.16 -0.07
1.32 +0.19
1.30 -0.14
2.20(a) -0.20
1.32 +0.17
1.30(b) -0.33
1.56(c) -0.15
1.40(d) -0.24
(a) Since the quoted uncertainty in the activation energy for this reaction is unsymmetrical
(AE/R = +270 and -500) the r i was calculated for a k(max) of 1.96k(rec) and a k(min) of k(rec)/2.46;
the fi value used in the calculation of ui is the square root of 1.96x2.46.
(b) The stated uncertainty of 1.30 is taken to be uncertainty in the branching ratio to 2 NO, not in the
overall rate, which was held unchanged.
(c) The one-sigma variation on the rate was calculated for M = 3.69 × 1017 cm -3 and T = 230K, taken
to be characteristic of 30 km altitude conditions. The uncertainty in both k o and k_ was accounted
for according to the intermediate regime equation recommended by DeMore et al., 1983. This analy-
sis yielded a k(max) = 1.54k(rec) and a k(min) = k(rec)/1.59, and the fi value of 1.56 is the square
root of 1.54 × 1.59.
(d) The factor of 1.40 was applied to the effective photoabsorption cross section and thus affects both
the atmospheric transmissivity as well as the oxygen photodissociation rate.
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in either detailed laboratory verification of the proposed kinetic mechanisms and rate parameters or in
situ measurements to establish sufficient levels of proposed stratospheric species prevent a solid case for
their inclusion at this time. Of course, these same deficiencies also currently prevent a quantitative assessment
of the uncertainty these unrepresented reaction classes pose.
Two reaction classes of potential, but as yet unproven, importance bear special notice. These are upper
stratospheric reactions of meteor deposited sodium compounds and lower stratospheric heterogeneous
reactions of reservoir species.
Sodium Chemistry
Stratospheric sodium chemistry poses a striking picture with basic sodium compounds formed in the
mesosphere from meteor ablated atomic sodium meeting acid compounds formed from Clx, NOx, and
COz in the lower stratosphere to form salt and water in the upper stratosphere (Murad et al., 1981). Model
results predict that downward diffusing molecular sodium will be found in the form of NaOH, NaOz,
and/or NaO (Liu and Reid, 1979; Sze et al., 1982). Each of these gas phase compounds react at a gas
kinetic rate with HC1 and probably quite rapidly with other acid gases such as HNO3 (Silver et al., 1984a;
Silver and Kolb, 1985). If NaC1 is formed by reaction with HC1 during the day, it is quickly destroyed
by photodissociation releasing atomic CI (Rowland and Rogers, 1982).
The rate of condensation of the mesospheric and upper stratospheric gaseous sodium compounds is
unknown, and therefore their concentration is difficult to model; furthermore, no attempt has yet been
made to measure them. However, if as little as one percent of the downward diffusing sodium reaches
the 40 km level in molecular form, a significant amount of atomic chlorine could be liberated from HC1
through catalytic reactions such as (Silver and Kolb, 1985):
NaO 2 -I- HC1 = NaC1 + HOE
NaC1 + h_, = Na + C1
Na + 0 2 "b M = NaO2 + M
Net: HC1 + 02 + hv = HO2 -I- C1
Heterogeneous Reactions of Reservoir Species
The mid and lower stratosphere contain a persistent but highly variable layer of sulfuric acid aerosols.
These aerosols are generally assumed to be composed primarily of supercooled liquid sulfuric acid and
water in an approximately 75 % H2SO4/25 % H20 weight ratio but they also contain significant impurities
such as CI-, Br-, and NH4+ (Cadle and Grams, 1975).
Model calculations have indicated that reactions which form or liberate NO x and C1x from their reser-
voir species: HNO3, HO2NOz, C1ONOz, HC1, and HOC1 can play a key role in C1x and NO x stratospher-
ic processes. A number of such reactions including:
C1ONO2 + HC1 = HNO3 + C12
N205 + H20 = 2 HNO3
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HO2NO2 + H20 = HNO 3 + H202
C10 + H20 = HC1 + HO2
have been demonstrated to be very slow in the gas phase but quite rapid on the surfaces of laboratory
apparatuses. As discussed in Chapter 2, it is quite conceivable that such reactions may proceed at a sig-
nificant rate as heterogeneous processes on stratospheric sulfuric acid aerosols. Definitive heterogeneous
kinetic experiments are clearly needed to allow further assessment of their heterogeneous reservoir reactions.
13.2.4 Uncertainty of Model Predictions to Choice of Boundary Conditions
For some species, especially nitrous oxide and methane, there is uncertainty as to whether to use constant
concentration or constant flux boundary conditions in model calculations. To illustrate this point, the AER
one-dimensional model was used to calculate the steady-state ozone reduction as a function of stratospher-
ic CI x as the only perturbation; but one calculation was made assuming constant surface concentration
of nitrous oxide as boundary condition and the other assuming constant surface flux (Figure 13-42). For
small amounts of added Clx, the two different boundary conditions give essentially the same calculated
ozone reductions, but for large C1x perturbations there is a substantial difference in the two calculated
ozone reductions.
The reason for this difference can be illustrated by a simple mechanism, using A to represent nitrous
oxide as the example:
Gross release from the surface, rate = P
Gross removal by the surface, rate = k[A]
Stratospheric destruction = flux rate F = f[A]
where f is a complicated function depending on the structure of the atmosphere between the surface and
the upper stratosphere and the chemical and radiation field in the stratosphere. At steady state
P = k[A] + f[A], [A] = P/(k + f), and F = P - k[A].
There are two limiting cases
(i) f < < k, then [A] = P/k, an equilibrium constant, and the constant-concentration boundary condition
is appropriate. If the stratospheric destruction coefficient f changes, the flux F changes, but the surface
concentration remains constant.
(ii) f> > k, then [A] = P/f is inversely proportional to f, F = P = constant gross surface production
rate, so that the constant flux boundary condition is appropriate. If the stratospheric destruction coeffi-
cient changes, the surface concentration changes but the flux remains constant.
For both nitrous oxide and methane, the production and destruction at the earth's surface (soils and waters)
are complex, incompletely solved biological, geological, chemical problems. In the absence of good
knowledge of the rates of surface sources and sinks, it is not obvious which type boundary conditions
is better, some modelers use one and some use the other, and for large chlorine perturbations it makes
a difference (for example, Figure 13-41).
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13.2.5 Sensitivity to Trends of Trace Gas Species
Model calculations of the ozone distributions in future perturbed atmospheres are strongly dependent
on the assumed rate of growth of trace gas species (for example, Figure 13-17; all cases in Sections 13.1
and 13.2 with mixed scenarios). Source strengths for several species (e.g. CFCs) are determined by tech-
nology and world-wide industrial growth. Emissions for others (e.g. N20, CH4, CO2, CO, NOx) are a
mixture of industrial, agricultural, and natural processes (see Chapter 3). The resulting atmospheric
concentrations depend on the rate of photochemical destruction within the atmosphere, on dynamical redistri-
bution of the tracer (stratospheric-tropospheric exchange), and on surface losses. Major perturbations to
stratospheric ozone are calculated to have a direct impact on the lifetimes of N20, CFC-11, CFC-12, and
CC14 (see, for example Table 13-9). These effects are based on the redistribution of stratospheric ozone
and the ultraviolet radiation field, and they can be predicted with some confidence by 2-D, and probably
even, 1-D models. The sources of some of these trace species involve the biosphere, soils, and the oceans;
and thus the uncertainties of the biosphere, soils, and the oceans are part of the uncertainty of atmospheric
models.
13.2.6 Ozone Changes Calculated to Occur in the Troposphere
Some models show calculated ozone changes in the troposphere, for example, Figures 13-1, 2, 3,
18, 19, 20. These portions of the calculated ozone-column change must be regarded as being especially
uncertain. Present models are primarily designed for stratospheric simulations. Large uncertainties exist
in connection with lack of knowledge of tropospheric NO x distributions, heterogeneous processes, and
non-methane hydrocarbons. Chapter 4 discusses tropospheric processes.
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Figure 13-41. Comparison of use of fixed flux boundary condition and fixed surface concentration
boundary condition for nitrous oxide in CFC perturbation calculations. Calculated ozone-column changes
as a function of stratospheric CI× level with AER 1-D model.
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13.2,7 Some Dynamical Uncertainties in Assessment Calculations
Ozone is jointly controlled by dynamics and photochemistry throughout the stratosphere. At high alti-
tudes during daylight hours, photochemistry is fast, but the distribution of photochemically active trace
species depend on longer-lived source molecules which are strongly influenced by atmospheric dynamics.
At low altitudes in the stratosphere, dynamics moves and mixes ozone faster than it is formed from oxy-
gen photolysis (Figure 13-25), but slow photochemical reactions operating over long ozone residence times
significantly increase or decrease local ozone concentrations. This subsection discusses some recognized
uncertainties and some recent insights in model treatment of atmospheric motions. (Fuller, more general
discussions of these problems are given in Chapter 12).
In one-dimensional models, all transport is represented as vertical in direction and diffusive in nature,
since transport is accomplished by an eddy diffusion coefficient function. In typical one-dimensional model
studies, Northern Hemisphere mid-latitude tracer data have been used to parametrize empirically the eddy
diffusion function to obtain agreement with observations of these species. Recently, a new suggestion has
been put forward concerning eddy diffusion functions (Holton, 1985; Mahlman, 1985): a different eddy
diffusion coefficient should be used for each species, depending on transport time scales (obtained from
considerations of higher dimensional models) and the variation of its lifetime with height and latitude.
This procedure is likely to affect perturbation calculations, since increasing chlorofluorocarbon abundances
yield changes in photochemical lifetimes, and therefore associated changes in the lifetime-dependent eddy
diffusion coefficients used in one-dimensional models. A detailed study of the possible importance of this
procedure in one-dimensional perturbation calculations has not yet been performed.
To evaluate seasonal and latitudinal variations in the local ozone response, at least a two-dimensional
(height-latitude) representation is required. In recent years a new insight has developed concerning the
importance of using two-dimensional models for CFC perturbation calculations: if advection is sufficient-
ly rapid, much larger ozone reductions are calculated at certain seasons for polar and temperate zones
than the global average or for corresponding one-dimensional models (Pyle, 1980; Haigh and Pyle, 1982;
Haigh, 1984; Garcia and Solomon, 1983; Solomon et al. 1985b). The discussion of this effect in terms
of Garcia and Solomon's model is as follows. All current one- and two dimensional models calculate large
ozone reductions by GFCs in the upper stratosphere near 40 km (Sections 13.1.2 and 13.1.3). The tropi-
cal lower stratosphere is characterized primarily by upward motion in the seasonal mean sense, so that
the large ozone depletions occurring at 40 km are not transported downward to lower altitudes at those
latitudes. At high latitudes, particularly in winter, the direction of net transport is downward in the zonal,
seasonal average. The chemical lifetime of ozone in the middle and lower stratosphere at high latitudes
is long in the winter because of the solar zenith angle and small fraction of sunlit hours in a day. Transport
into the middle and high latitude lower stratosphere is dominated by vertical advection, bringing down
strongly depleted ozone from the 35 to 40 km heights into lower altitudes. Large ozone depletions occur
at high latitudes throughout the stratosphere relative to that found in the tropics. However, the ozone abun-
dance at high latitudes in winter is influenced not only by vertical advection but also by horizontal mixing
associated with breaking planetary waves (McIntyre and Palamer, 1983; Leovy et al., 1985). An impor-
tant topic for future research is to study the competition between these two diffferent transport processes.
Different two-dimensional models, as discussed extensively in Chapter 12, use different treatments
for advective transport and horizontal mixing. In this study there are representatives for each of two different
approaches, one represented by the diabatic and residual Eulerian models of AER and GS, and the other
by the classical Eulerian model of MPIC. The two types of model differ substantially in their prediction
of NOy in the lower stratosphere. Figure 13-31, but even so they give comparable predictions of global
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ozone reduction. Tables 13-10 and 13-11. Both types of model show greater ozone-column reductions
in polar regions than in tropical regions; but in general, the AER and GS models give a greater range
to seasonal and latitudinal ozone changes than the MPIC model, as illustrated by Figure 13-24. These
differences are important in terms of considerations of ozone depletions by CFCs, and the nature of two-
dimensional atmosphere dynamics should be vigorously pursued.
Most of the ozone at middle and high latitudes lies below 20 km where it is likely to be subject to
mixing and dispersion associated with stratosphere-troposphere exchange processes (Allam and Tuck, 1984b;
Chapter 5). These processes are crudely parametrized in two-dimensional models. A great deal of further
research into the transport processes occurring in the lowest part of the stratosphere and upper troposphere
is needed to improve estimates of ozone column changes.
Comparison between the ozone changes calculated by the two-dimensional classical and residual Eulerian
models and consideration of the important effects of changes occurring in the region below 20 km is deter-
mining the behavior of the ozone column at extra-tropical latitudes suggest that dynamical uncertainties
associated with current two-dimensional models correspond to a factor of at least two in the uncertainty
in the evaluation of the ozone column change.
13.2.8 A Recently Published Article
Farman et al. (1985) published an article entitled "Large losses of total ozone in Antarctica reveal
seasonal C1Ox/NO x interactions" in which they report seasonally variable 5 to 30 % reduction of the south
polar ozone column during 1980-84 relative to 1957-73. Current two-dimensional models (Figures 13-29
and 13-30) give 15 to 25% reduction of local ozone at 40 km at the poles, and the MPIC model shows
between 2 and 3 % reduction of the ozone column there. The results reported in the article give much
larger ozone reductions in Antarctica than those given by the models. The article has not yet been assimi-
lated by the modeling community, and it is premature for this report to do more than to note it with great
interest and to recommend that it be given close attention in the near future.
13.2.9 Discussion of Total Uncertainty
When one looks at (i) the wide spread of model calculations of the ozone column change for the same
assumed perturbations over the last ten years (Figure 13-37), (ii) the range of ozone column changes cal-
culated by different one-dimensional models in 1985 for the same scenario (Table 13-2), and (iii) the large
uncertainty implied by a study of the variation of individual rate coefficients over their assessed uncer-
tainty range (Section 13.2.3.2; NRC, 1979), one gets the impression that the total uncertainty is very large
and that the solution to this problem is still far away. This impression is probably correct, but a recent
development indicates that the effect of the assessed uncertainty on photochemical coefficients is not as
large as (iii) indicates. The Monte Carlo treatment of one-dimensional models, when it covers the range
of assessed uncertainty in photochemical parameters and is screened by atmospheric observations of many
species and at several altitudes (Stolarski and Douglass, 1985; Section 13.2.3.1), promises to be a power-
ful method of calculating the effect of chlorofluorocarbons on the ozone column for any given scenario
for future changes of chlorofluorocarbons and other gases. After this method is carefully developed, it
may be hoped that the uncertainty in calculating ozone changes due to the assessed uncertainty of rate
coefficients will be no more than a factor of two.
Two-dimensional models supply information about seasonal and latitudinal ozone changes. This study
used two-dimensional models representative of two substantially different treatments of atmospheric dy-
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namics. For a given perturbation scenario, these two models gave satisfactory agreement concerning global-
average ozone reduction (Table 13-8), but they give different latitude trends (Figure 13-24). Both models
indicate that there is greater ozone reduction at temperate and polar latitudes than at tropical latitudes,
but one model gives almost a factor of two greater ozone reduction at temperate zones during certain seasons
than the other. It is estimated here (Section 13.2.7) that uncertainty in how to formulate atmospheric dy-
namics in the models contributes about a factor of two to the uncertainty of model predictions. This uncer-
tainty factor is based on the judgment of experts in the field, and it is not a statistically derived number.
In terms of (i) the assessed uncertainties in photochemical parameters as reduced by constraints introduced
by atmospheric observations and (ii) the recognized uncertainties in atmospheric dynamics, there may be
as little as a factor of four uncertainty in model predictions of ozone changes, given a prescribed scenario
for future changes of CFCs and other trace gases (CH4, N20, CO2, stratospheric NO x, tropospheric NOx).
In view of this range of recognized uncertainty, one should not be unduly surprized if a - 7 % ozone change
calculated in 1985 should be found to be -4% or -12% when calculated in 1988, for example.
The uncertainties due to unknown factors, such as unrecognized chemical species or unknown pho-
tochemical reaction rates, cannot be quantified.
Even if numerically accurate models were complete in photochemistry and satisfactorily approximat-
ed those aspects of atmospheric motions and other physical processes that strongly affect ozone, the models
still could not predict future ozone changes due to increasing chlorofluorocarbons unless they were supplied
with the future trends of other trace species. As the models continue to improve and as the body of field
measurements continue to expand, the inability to predict future trends of the trace species may become
the major source of uncertainty.
13.3 SUMMARY AND CONCLUSIONS
The calculations presented in this chapter were carried out by means of three two-dimensional and
six one-dimensional models using prescribed scenarios for natural and anthropogenic perturbations
(Tables 13-1, 7), prescribed values of insolation (Chapter 6), and a prescribed up-to-date set of chemical
and photochemical parameters (Appendix A). Differences among results therefore reflect differences in
the assumptions and methods of the models themselves (boundary values, eddy diffusion functions, diurnal
averaging, numerical methods). The results are presented in terms of scenarios, which were selected to
demonstrate the role of certain individual species and to illustrate possible future situations. The principal
results of these model calculations of ozone changes are:
(i). The long-term release of chlorofluorocarbons at the 1980 rate would reduce the ozone vertical
column by about 5 % to 8 % according to one-dimensional models (Scenario S 1A of Table 13-2, relative
to 1.3 ppbv C1x as background) and by a global average of about 9% according to two-dimensional models
(Table 13-8), which involves a reduction of about 4% in the tropics, about 9% in temperate zones, and
about 14 % in polar regions (Figures 13-24, 33, 34). A major finding of recent years, which is emphasized
in this report, is that two-dimensional models predict large seasonal and latitudinal variations in chlorine-
induced ozone-column reductions, so that there are larger ozone reductions at some seasons in temperate
and polar zones than that for the global average or that for one-dimensional models.
(ii). All models with all scenarios predict that this level of stratospheric chlorine (steady state produced
by 1980 CFC flux) will reduce local ozone at 40 kilometers by a large amount, 60 to 80 % (Table 13-3;
Figures 13-18 - 21).
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(iii). At about 80 % of the present level of CFC release, coupled with doubling methane and increasing
nitrous oxide by the factor of 1.2, one-dimensional models give ozone decreases of about 3 % (Table 13-2,
Scenario S2B), and a two-dimensional model gives an ozone decrease of about 4 % (Table 13-8). If doubled
carbon dioxide is added to the list of changes by other trace species, one-dimensional models predict ozone-
column changes between +0.1 and -3.5 % (Scenario $2C of Table 13-2). One-dimensional models predict
that the magnitude and even the sign of the ozone-column changes due to increasing CFCs depend on
the future trends of carbon dioxide, methane, and nitrous oxide.
(iv). If the release rate of CFCs should become twice the present level or if stratospheric C1x reaches
15 ppbv, the one-dimensional models predict that there will be 3 % to 12 % reduction of the ozone column,
regardless of realistically expected increases in carbon dioxide, nitrous oxide, and methane (Table 13-2,
Scenario $3C).
(v). The two-dimensional models calculate that between 1960and 1985 there were large (about 20 %)
local percentage ozone reductions at 40 km in the polar stratosphere (Figures 13-29, 30). These calculations
did not include the effects of increasing methane and carbon dioxide, which would tend to decrease the
calculated ozone reduction.
(vi). For atmospheric perturbations considered one at a time, the one-dimensional models calculate
the ozone steady-state vertical column to be increased by carbon monoxide, carbon dioxide, and methane;
and they calculate it to be decreased by chlorofluorocarbons, nitrous oxide, and stratospheric aircraft
(Table 13-4, Figures 13-7 to 12). These individual perturbations do not have an additive effect on ozone.
(vii). For some scenarios one-dimensional models predict an ozone reduction in the upper stratosphere
and an ozone increase in the lower stratosphere or troposphere, to give an ozone column increase. Two-
dimensional model results (Figures 13-18, 19, 20, 21) suggest that these particular one-dimensional results
be interpreted as an ozone-column increase in tropical regions and an ozone-column decrease at temperate
and polar regions; and even if there is a global average ozone increase, there might be significant ozone
column decreases in the temperate zone.
(viii). Time-dependent scenarios were considered using one-dimensional models with CFC growth
rates assumed to be 0%, 1.5 %, and 3 % per year. For a coupled scenario with increasing methane, carbon
dioxide and nitrous oxide, the ozone column effects are relatively small for CFC increases at 0% and
1.5% (Figure 13-17, Scenarios T1B and T2B). At 3% CFC growth and the coupled scenario (Figure 13-17,
Scenario T3B) the calculated ozone column decrease is 10% after 70 years and still rapidly decreasing.
(ix). Over the range 1 to 15 ppbv of stratospheric chlorine, one-dimensional models are strongly non-
linear in terms of ozone-column change as a function of added C1x (Figures 13-6, 41; Tables 13-10, 11),
but the two-dimensional models are nearly linear (Tables 13-10, 11) over this range of added C1x. If C1x
increases up to 21 ppbv are considered (see note at end of Section 13.1.4), a two-dimensional model shows
the same pattern of nonlinearity as the one-dimensional models. The onset of the nonlinearity occurs close
to the region where the C1x mixing ratio exceeds the background NOy mixing ratio.
(x). The changes in model predictions during the last four years have been less than the record of
the previous six years (Figure 13-37). Even so, there remain substantial recognized uncertainties in the
field of stratospheric photochemical model predictions. Two investigators carried out Monte Carlo calcu-
lations over the full range of the assessed uncertainties (Appendix A) of photochemical parameters. In
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one calculation, the ozone-column changes were calculated for an increase of [4,[01ff9'9_lx', a d_h_g": ,_,
of methane, and a 20 % increase of nitrous oxide. Within plus or minus one standard deviation of t_l_e'_tl'n- _t,tdlt,,.
symmetrical distribution of calculated ozone-column changes, the range was -1.9% to -13.5 %, where
the standard result was -7.7 % (Table 13-14). The second Monte Carlo calculation considered only C FC
perturbations, and varied the 1980 CFC flux by factors between 1 and 3.5 (Figure 13-40). Use of the
recommended photochemical parameters with the current (1985) CFC release rate gave the calculated steady-
state ozone-column change of -4.8 %, and the Monte Carlo calculation over the full range of the assessed
uncertainties of the photochemical parameters gave the average ozone-column changes of -5.7% and
the (one standard deviation) range of -0.3 % to - 11.1%. A recent development by Stolarski and Douglass
(1985) is that considering the atmospheric observations of many species and at several altitudes excludes
many of the Monte Carlo cases.When this screening is carried out, the central value of calculated ozone
change is the value most nearly consistent with atmospheric observations and the standard deviation of
the calculated ozone changes is substantially reduced.
(xi). The past and future changes of the trace species, methane, nitrous oxide, and carbon dioxide,
involve the biosphere and its great complexity. As stratospheric modeling matures during the next few
years, the biggest uncertainty in making future predictions will probably be the uncertainty in formulating
the scenarios for future changes in methane, nitrous oxide, and carbon dioxide.
13.3.1 Future Research
Regarding future research in model predictions, it is particularly important to encourage the develop-
ment of two-dimensional models. Two-dimensional models have progressed to the point where they in-
clude sophisticated photochemistry, and further development requires continued deep study of atmospheric
transport and dynamics. Two-dimensional models importantly give large latitudinal gradients in calcu-
lated ozone-column reductions, such that much larger ozone-column reductions are indicated in temperate
and polar regions than the global average or the result of one-dimensional models.
One-dimensional models still play a vital role in rapidly surveying a wide range of scenarios, and
in providing first approximations to many problems and to new ideas. The new Monte Carlo method that
screens the results against atmospheric observations should be given top priority; it probably should be-
come the standard tool for one-dimensional ozone-change assessment studies. As this method is developed
and refined, it should be extended to two-dimensional models.
The value of both one-dimensional and two-dimensional models depends on the quality of the input
photochemical and atmospheric data. Sensitivity studies carried out here show that model predictions are
still strongly changed within the recognized uncertainty limits of the photochemical data and field meas-
urements. To reduce this element of uncertainty, there should be continued support for research in pho-
tochemistry and in atmospheric measurement of trace species.
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14.0 INTRODUCTION
Within this chapter we discuss the measurements of temporal changes in ozone and temperature. Our
responsibility is to examine the data within the context of natural atmospheric variability and data prob-
lems and compare the results to numerical model calculations. In addition, we define the major issues
of what is required to achieve the goals.
We note that ozone and temperature are considered within the one chapter in that they are very closely
coupled via radiative, dynamic and photochemical processes, e.g. Chapter 8. Changes in one result in
changes in the other such that a complete examination of trends must verify both parameters in a consis-
tent system against a unified fully coupled predictive model. As we will see, below, the history of this
subject is such that sophisticated statistical trend analyses have been accomplished first on the ozone data
such that we can present quantitative results. Similar analyses for temperature, however, are only just
beginning so that the results are more qualitative although prevocative.
For each parameter the initial consideration is by instrument type as each system has its unique elements
that must be considered in long-term trend evaluation. Within each instrument discussion further breakdown
is accomplished by altitude.
14.1 OZONE TRENDS
14.1.1 Total Ozone
Over the past several years there have been several studies conducted in an attempt to detect any evi-
dence of a total ozone trend (e.g. Hill et al., 1977; Reinsel, et al., 1981; St. John et al., 1982, Angell
and Korshover, 1983b; Bloomfield et al., 1983). Most recent statistical analyses have adopted a time domain
approach to estimating a global trend. The ozone value Xt,j at time t and observing station j is represented
by Xt,j = _0j h t + 8=t,j where h t represents a predicted global trend, e.g. one caused by CFC's; _0j is a
multiplier that indicates the magnitude of the observed trend at station j; and _t,j represents an error process
to account for other influences on ozone. The _t,j series is typically assumed to be an autoregressive process
(e.g., Hill et al., 1977; Reinsel et al., 1981; St. John et al., 1982). This model is fit separately to the
ozone record from each station, and a global trend estimate is obtained by combining the station values
_0j. Bloomfield et al., (1983), on the other hand, introduce a frequency domain statistical model. This
model extends variance-components analysis to the time series case and incorporates both temporal and
spatial association found in the ozone data. A key feature of this model is the inclusion of a common global
term representing natural global variations in ozone.
Reinsel et al. (1981) found an increase of 0.28% in global total ozone over the period 1970-1978
with a standard error of 0.67%, while St. John et al. (1982) found an increase of 1.5 % with a standard
error of 0.5 % from '70 - '79 and Bloomfield et al. (1983) found an increase of 0.1% for the same period
with a standard error of 0.55 %. Thus, there is little overall support for the suggestion of a statistically
significant trend in total ozone.
Reinsel et al. (1985 - personal communication) have recently extended the analysis using data through
1983. Time series models were used to obtain a trend estimate for each station, where level shifts to account
for instrument recalibration were also included in the model for five stations (Mt. Louis, Mt. Abu, Lis-
bon, Buenos Aires, and Hradec Kralove). The overall trend estimate for total ozone change over the entire
period 1970-1983, with associated 95% confidence limits, is (-0.003 + 1.12) % per decade.
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Trend analyses were also performed using the f10.7 solar flux series and the Sunspot number series
separately as explanatory variables for the total ozone series at each station. Results were quite similar
in both cases, and the overall total ozone trend estimates for the period 1970-1983 are summarized as follows:
(-0.00 _+ 1.12) % per decade with no solar effect in model
(-0.17 +_ 1.10) % per decade with f10.7 solar flux in model
(-0.14 _+ 1.08) % per decade with sunspot series in model
The f10.7 solar flux series (as well as the sunspot series) was found to be mildly related to total ozone
overall, with the estimated effect of f10.7 solar flux on total ozone (averaged over 36 stations) equal to
(0.63 + 0.53)% ozone change per 100 units of f10.7 solar flux. This estimate corresponds to about a
one percent change in total ozone from solar cycle minimum to maximum.
These analyses all indicate no significant overall trend in total ozone during the fourteen year period
1970-1983, and suggest a mild relation between total ozone and f10.7 solar flux. The trend estimates are
about 0.2 % per decade more negative with the inclusion of data for 1983 than comparable estimates based
on data through 1982.
A major question of the statistical analyses has been the general lack of global coverage of the ground-
based observations suggesting possible spatial biases. For the most recent trend estimates given above
by Reinsel et al. (1985, personal communication), Figure 14-1 shows a plot of the trend estimates as a
function of latitude. Altogether, there does not seem to be any latitudinal effect, but if we examine this
diagram by region we see an interesting pattern. For example, all of the North American stations are below
the Indian network as are 6 of 7 European stations. While the analysis of Reinsel et al. (1981) takes this
type of regional networking into consideration, it suggests that more consideration should be given to the
representativeness of the data set. This will be discussed further below.
One element that deserves further discussion is the above observation that the total ozone trend through
1983 is more negative than the earlier results. This is related, at least, in part, to the strong ozone mini-
mum seen in the winter period 1982-1983. This effect is shown in Figure 14-2 for the global scale where
we present the monthly average total ozone integrated over the domain 60N to 60S for the period May
'79 through November '83 as measured from the operational TOVS system (Planet, et al., 1984). We
see that in the early part of the record the ozone values were higher than the general average level then
seemed to level off until the winter of '82-'83 when the values dropped to their lowest level. This period
of "ozone hole" is currently being examined in great detail and appears to be related possibly to two
events. The first is the volcanic eruption of E1 Chichon (Mexico) in April '82 which spewed large amounts
of material into the stratosphere (McCormick and Swissler, 1983); the second is the E1 Nino event of
'82-'83 which was accompanied by large-scale circulation changes in the atmosphere. Quiroz, (1983a)
through examination of stratospheric temperatures, has shown the difficulty of separating the signals from
these events. As the record continues, the ozone values appear to be returning slowly to their previous
levels. We might expect, then, that the ozone trend extended through 1984 will be slightly more positive
than that for 1983. One additional point is that the above decrease does not appear to be caused by the
volcanic cloud in an instrument sense (i.e. Mateer and Asbridge, 1980, Angell et al., 1985).
We might also ask the question as to how often major perturbations such as the 82-83 phenomena
occur and what will be their impact on a near real-time trend assessment. In Figure 14-3 we show the
average monthly deseasonalized total ozone values for North America and Europe for the periods from
the late 50's through 1983 (Reinsel et al., personal communication). Taken in this context the '82-'83
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Figure 14-1. Histogram and scatter plot of total ozone trend estimates using data through 1983. (Reinsel
et al., personal communication).
winter results do not look all that remarkable and we can see major perturbations at not infrequent inter-
vals. Taking the results of Figures 14-2 and 14-3 together, it appears that real-time assessment of the total
ozone variation may be easily influenced by current conditions and that this will require further analysis
of the data.
Recently Farman et al. (1985) have published the data in Figure 14-4 showing a large secular decrease
in total ozone for the month of October over their station at Halley Bay, Antarctica. Since 1957 the total
ozone over Halley Bay has decreased during the month of October by about 40 %. Other months show
significantly less trend. Satellite data from the Nimbus 7 TOMS instrument and the SBUV instrument
confirm these findings and show a minimum which is spatially confined to the high south polar latitudes.
As is shown in Figure 14-5 (taken from Bhartia et al., 1985) the minimum is surrounded by a large max-
imum which displays some wave structure. The minimum is distorted into an oblong shape and rotates
along with the maximum. Figure 14-5 shows a 5-day sequence in October of 1983 in which the rotation
is about 50 o. There is a marked tendency for the minimum to be displaced off the pole towards the direc-
tion of Halley Bay. For comparison, Figure 14-6 (Bhartia et al., 1985) compares October 3, 1979 to October
3, 1983 showing that 1979 had a similar structure to 1983 except that the deep minimum was missing.
These data indicate that some mechanism is at work in the cold southern polar night or polar twilight
that is not generally included in models. This clearly warrants further investigation.
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Figure 14-2. Global (60°N-60°S) monthly total ozone determined from NOAA TOVS system. (Planet
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Figure 14-3. Monthly average deseasonalized total ozone; North America (top), Europe (bottom). Units:
Dobson units. (Reinsel et al., personal communication).
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(Farman et aL, 1985.)
14.1.2 OZONE PROFILES
14.1.2.1 Ozone Balloonsonde
In a recent update of ozone variations determined from balloonsondes, Angell and Korshover (1983b)
determined that in the tropospheric layer of north temperature latitudes, 2-8 km, the data suggest a 12 %
increase in ozone between 1970 and 1981. This is accompanied by a 1-3 % decrease in the region 16-32
km. Since then, several on-going studies have focused on the quality of the ozonesonde data for trend
detection (Tiao et al., personal communication; Logan, 1985) and the discussion is presented here with
the authors' kind permission. Formal publication is planned for the near future. From Tiao et al., Ozonesonde
data from 13 stations have been processed to obtain monthly averages of ozone in 14 fractional Urnkehr
layers, (1A, 1B, 1C, 1D, 2A, 2B, 3A, 3B, 4A, 4B, 5A, 5B, 6A, 6B), (e.g. Table 14-3) and an additional
layer above 6B. For each station, the daily sonde data (in partial pressure) were first integrated into ozone
readings (in Dobson units) within each layer, and monthly averages for each layer were then computed
from the integrated readings. The data were screened to meet the following criteria:
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Figure 14-5. Sequence of 5 days (October 1, 1983-October 5, 1983) of total ozone measurements
from the Nimbus 7 TOMS instrument. (Bhartia et al., 1985.)
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Figure 14-6. Comparison of October 3, 1979 with October 3, 1983 total ozone measurements from
the Nimbus 7 TOMS instrument. (Bhartia et al., 1985.)
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- The correction factor (Chapter 8) was between .8 to 1.3 for ECC and .8 to 1.4 for Brewer.
- The balloon reached a burst level of 15.8 mbar (top of layer 5B).
- There were no zero partial pressure readings recorded in each daily sondes.
- The total ozone reading for the daily sonde data had a nonzero value.
The station locations, data span and methods of measurement are given in Table 14-1 (Tiao et al.,
personal communication), where the Canadian stations changed from the Brewer system to the ECC at
the designated times.
One of the first elements examined were the correction factors for the various instruments and, as
examples of this parameter, we present in Figure 14-7 (Reinsel et al., personal communication), the results
at Goose Bay, and Hohenpeissenberg. At Goose Bay we see that the individual months show large varia-
tions with a small tendency for decrease till 1980 where the change to ECC was effected. The impact
of this change will be discussed further below. For Hohenpeissenberg the diagram also shows some in-
teresting month-to-month variations and we note, in particular, the tendency for the corrections to increase
during the first few years followed by the strong minimum in the late '70's.
The cause of these tendencies in the correction factors is unclear and may be related to instrument
manufacture, personnel changes or changes in the Dobson system. The major point is that we can not
expect the correction factors to be random about some average value and that we will have to consider,
in detail, the possible impacts of these variations. As Hilsenrath et al. (1985) have indicated, this brings
into question whether or not the factors should be applied as they are, as a percentage change to the pro-
file, or in some height dependent manner.
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Figure 14-7. Monthly average ozone balloonsonde correction factors at Goose Bay (top),
Hohenpeissenberg (bottom). (Reinsel et aL, personal communication)
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Table 14-1. Ozone Balloonsonde Stations
Station Data Span Methods
Hohenpeissenberg 1/70- 2/83 Brewer
Biscarrosse 3/76- 1/83 Brewer
Lindenberg 1/75 - 2/83 Brewer
Payerne 9/68- 12/81 Brewer
Aspendale 6/65 - 5/81 Brewer
Churchill 10/73- 1/83 Brewer/ECC 9/79
Edmonton 10/70- 12/82 Brewer/ECC 9/79
Goose Bay 6/69- 12/82 Brewer/ECC 12/80
Resolute 1/66- 1/83 Brewer/ECC 12/79
Wallops Island 5/70 - 4/82 ECC
Kagoshima 1/70- 12/82 ECC
Sapporo 12/68- 12/82 ECC
Tateno 3/68- 12/82 ECC
The above notwithstanding, trend estimates (1970) have been obtained from the monthly averages
using standard models reported previously with and without an intervention at the 4 Canadian sites for
the changes of measurement method. As a cross-validation an overall trend estimate for each station was
obtained by calculating a weighted average of the individual estimates of the 15 layers. These estimates
may then be compared with the corresponding trend estimates obtained from the Dobson total ozone reading
on the ozonesonde file. The results are shown in Table 14-2 (Tiao et al., personal communication). For
the nine non-Canadian stations, the trends from weighted averages are in close agreement with those from
Dobson total ozone readings on the sonde file. For Churchill, Edmonton and Resolute, the agreement
seems much better without the intervention level adjustments. This is in direct contrast to what we would
expect and reflects, again, the question as to whether the correction factors between the Brewer Mast and
ECC sondes are applied in a consistent manner.
Finally, in Table 14-3 (Tiao et al., personal communication) we present the combined ozone trend
estimates (Table 14-2) in the various layers along with their 95 % confidence limits. We see that with and
without the data intervention at the 4 Canadian sites the negative trends in the lower stratosphere appear
statistically significant and of the same magnitude, about - 5 % per decade. In the lower troposophere,
however, the values are very different although they remain positive. Thus, there is evidence to suggest
the existence of overall negative trends at layers 3A and 3B, and perhaps also at 2B and 4A.
The results for the troposphere have recently been examined by Logan (1985) and her analysis in-
dicates that the surface ozone at mid-latitudes displays two modes of seasonal behavior: a broad summer
maximum within a few hundred kilometers of populated and industrialized regions in Europe and the United
States; and a summer minimum in sparsely populated regions remote from industrial activity, in Canada
and Tasmania, for example. She argues, in addition, that the current data base for different regions, in
combination with limited historical data indicates that summertime concentrations of ozone near the sur-
face in rural areas of Europe and the central and eastern U.S. may have increased by approximately 10-20
ppb (30-100%) since the 1940's. The seasonal cycle of ozone in the middle troposphere over Europe,
the United States, and northern Japan is very similar to that at the surface, with a summer maximum,
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Table 14-2. Ozone Trend Estimates (% Per Year) As Determined from Balloon Ozonesondes versus
Those Determined from Dobson Measurements. (Tiao et a/., personal communication.)
Station Ozonesonde
Aspendale -. 115
(6/65-5/82, Brewer) (.055)
Biscarrosse -.416
(3/76-1/83, Brewer) (. 114)
Hohenpeissenberg -. 174
(1/70-2/83, Brewer) (.052)
Lindenberg - .287
(1/75-2/83, Brewer) (. 128)
Payerne -. 149
(9/68-12/81, Brewer) (.045)
Kagoshima .136
(1/70-12/82, ECC) (.090)
Tateno .085
(3/68-12/82, ECC) (.082)
Sapporo .148
(12/68-12/82, ECC) (. 103)
Wallops Isl. .034
(5/70-4/82, ECC) (.075)
Churchill .473*
(10/73-1/83, Brewer/ECC 9/79) (. 118)
Edmonton .405*
(10/70-12/82, Brewer/ECC 9/79) (.095)
Goose Bay .029*
(6/69-12/82, Brewer/ECC 12/80) (.060)
Resolute -. 194*
(1/66-1/83, Brewer/ECC 12/79) (.045)
* without intervention adjustment.
** with intervention adjustment.
Total Ozone
Readings
on Sonde File
-. 162
(.075)
- .587
(. 185)
- .220
(.088)
- .269
(.266)
-.181
(.074)
.215
(. 155)
- .055
(.094)
.203
(. 138)
.037
(. 122)
.282
(.234)
.360
(. 149)
-. 123
(.099)
-.164
(.074)
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Layer
Above 6B
6B
6A
5B
5A
4B
4A
3B
3A
2B
2A
1D
1C
1B
1A
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Table 14-3. Ozone Trend Estimates and 95% Confidence Intervals
95% Interval (%/yr.) 95% Interval (%/yr.)
KM (w/o Intervention) (with Intervention)
35+ -.05 + .38 .22 + .56
30-35 .04 + .33 .27 + .54
.22 + .31 .46 _+ .51
25-30 .15 + .17 .18 + .21
.05 + .18 -.02 + .27
20-25 -.07 + .15 -.16 + .22
-.21 + .22 -.30 + .21
15-20 -.33 + .25 -.48 + .26
-.56 + .31 -.71 + .27
10-15 -.30 _ .53 -.48 _ .49
-.17 + .67 -.64 + .75
5-10 .93 + 1.04 .08 + .88
1.44 _ 1.23 .57 ___.74
0-5 1.43 ___ .87 .66 + .53
1.72 ___1.17 .75 _ .83
but it is quite different from that at 300 mb, which is characterized by a maximum in spring. There is
good evidence for an increase in ozone in the middle troposphere over Europe during the past 15 years,
and weaker evidence for a similar increase over Northern America and Japan. From this she argues that
the summer maximum in ozone and the observed trends are due to photochemical production associated
with anthropogenic emissions of NO x, hydrocarbons and CO from combustion of fossil fuels. A strong
seasonal variation in ozone observed at Natal, Brazil (6 °S) may also result from emissions of NO x and
hydrocarbons, in this case from agricultural burning. Maximum concentrations at Natal are similar to values
found at mid-latitudes in summer.
With the limited network of ozonesonde stations, however, the question remains as to whether the
tropospheric ozone increase is due to local pollution effects or is symptomatic of a more general atmospheric
behavior.
14.1.2.2 Umkehr Measurements.
Although there have been several recent analyses of Umkehr data (eg Angell and Korshover, 1983b;
Reinsel et al., 1983; Bloomfield et al., 1982), these have been limited in that they did not consider the
impact of stratospheric aerosols on the observations. This has been discussed by DeLuisi (1979) and Dave
et al. (1979) and it has been concluded that aerosols tend to induce significant negative errors in the Umkehr
measurements in the uppermost layers 7-9, with the largest percentage error occurring in layer 9.
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Based on this, Reinsel et al. (1984) have completed a statistical analysis of the Umkehr data where
atmospheric aerosols are taken into account. In the statistical trend analysis, time series models have been
estimated using monthly averages of Umkehr data over the past 15 to 20 years through 1980 at each of
13 Umkehr stations and at each of the five highest Umkehr layers, 5-9, which cover an altitude range
of approximately 24-48 km. The time series regression models incorporate seasonal, trend, and noise fac-
tors and an additional factor to explicitly account for the effects of atmospheric aerosols on the Umkehr
measurements. At each Umkehr station, the explanatory series used in the statistical model to account
for the aerosol effect is a 5 month running average of the monthly atmospheric transmission data at Mauna
Loa, Hawaii, the only long running aerosol data available. A random effects model is used to combine
the 13 individual station trends for each Umkehr layer. The analysis indicates statistically significant trends
in the upper Umkehr layers 7 and 8 of the order of -0.2 to -0.3 % per year over the period 1970-1980,
with little trend in the lower layers 5 and 6.
The results are shown graphically in Figure 14-8 (Reinsel et al., 1984) where we have added, for
comparison numerical model calculations from Wuebbles et al. (1983). We see that there is substantive
agreement between the observations and the model calculations.
There are several points to be raised on these results of the Urnkehr analysis. The first is that the
results, including the sign, are very sensitive to the inclusion of a stratospheric aerosol impact (i.e. Reinsel
et al., 1983, 1984). For this data record, the major impact is due to the volcanic eruption at Mt. Agung
in 1963 and to lesser extent that of Tiera Del Fuego in 1974 and possibly Mt. St. Helens in 1980. The
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Figure 14.8. Umkehr decadal trend 1970-1980. Units: percent per decade. (Reinsel et aL, 1984.)
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use of a single station such as Mauna Loa to account for the aerosol on a global basis is fraught with
difficulty and great care must be taken on the interpretation of the results. This was evidenced most recently
by the events of the volcanic eruption of E1 Chichon. Attempts (DeLuisi, personal communication) to
consider this event within the framwork of the previous analysis have not been free of difficulty. One
suggestion by DeLuisi is that there existed an actual decrease of ozone associated with the volcanic debris,
possibly due to heterogeneous chemistry or injected chlorine, but this is still quite uncertain. Considerably
more work will be required before we will be able to utilize the Urnkehr data through the E1 Chichon
event with some confidence.
Another point for consideration is the global representativeness of the 13 station network, an element
touched on in the total ozone trend section. For the Umkehr data, Reinsel et al. (personal communica-
tion) have examined the spatial sampling by examining the approximate 4 year period of the global SBUV
data. Their results are presented in Figure 14-9 where the trends over the period November '78 - April
'82 have been determined from SBUV zonal averages. Superposed on these curves are the values deter-
mined in 10 o× 10 o longitude/latitude boxes from the SBUV data that includes the Umkehr site. In layer
8, for example, we see that the North American and European stations are biased on the high side of
the curve and that Japanese stations tend to bring the overall average into line. Thus, the overall results
,.a, oc v,._ sensitive to the availability of the stations. This is taken to extreme in the Southern Hemisphere
where we see that the Australian station happens to coincide with the relative peak in the zonal average.
Because of this fortuitous sampling the overall station average is rather close to the total SBUV area weighted
trend. That the ground-based results are so sensitive to the spatial sample is, of course, precisely why
the NOAA operational satellite ozone measurement program was initiated. This will be discussed further
below.
As the final element in this section we discuss the inclusion of a solar flux variation within the trend
analysis. For the Umkehr data, Reinsel et al. (personal communication) have included the f10.7 cm solar
radio flux as an additional independent variable.
For each Umkehr layer, 5 to 9, and for a given Umkehr station, the model was used:
where
rt
St
Xt
Yt = It + St + 6°Xt + 3`lVlt + 3`2V2t + Nt
=monthly average for month t of a station's observations at a given layer
=seasonal component (annual and semi-annual)
=0 for t < T (T denotes 12/1969)
=(t - T)/12 fort > T
_o =annual rate of change parameter (trend)
Vlt =a smoothed version of the transmission data at Mauna Loa
3'1 =a parameter providing an empirical measure of the aerosol effect on Umkehr data
V2t =monthly mean of 10.7 cm solar radio flux (2800 MHz)
"/2 =a parameter for an empirical measure of the solar effect on Umkehr data
N t =an autocorrelated noise term, modelled as an autoregressive process to account for non-
independence of data
It =intercept which is very close to the average value
A term to account for a shift in mean level due to instrument recalibration was also included in the
model for some stations, as described above.
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Figure 14-9. SBUV zonal trend estimates in Umkehr layers compared to "Umkehr station blocks" for
period November 1978-April 1982. (Reinsel et al., personal communication)
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The trend estimates including the solar flux series are shown in Figure 14-8 as the solid triangles
(Reinsel et al., personal communication). We see that there is very little impact on the decadal trend with
this term added. The overall estimates for the regression coefficients of the solar flux series with accom-
panying 95 percent confidence intervals are 0.81 + 2.56, 0.46 __+1.80, 2.04 __+1.32, 1.53 + 0.78 and
1.18 + 0.86 percent, respectively, for layers 9 through 5. These coefficient estimates represent percen-
tage change in ozone per 100 units change in solar flux. The solar effect is largest in layer 7, and statistically
significant in layers 7 to 5. The estimates correspond to a solar effect on ozone from solar cycle minimum
to maximum of about 1.3, 0.8, 3.4, 2.5, and 2.0 percent, respectively, for layers 9 through 5.
It is not at all clear as to why the solar flux term should have a significant regression coefficient in
layers 7 and 6 and not in layers 9 and 8, and raises serious questions on the effect of the solar flux variations.
14.1.2.3 Satellite Measurements
Although the ozone satellite data are not yet of sufficient length to be able to examine decadal trends,
the Solar Backscatter Ultraviolet system (SBUV-2) is now operational on the NOAA satellite series. We
may expect, then, that these data will take their place among the long-term data sets such as Umkehr,
ozonesondes etc., and in this section we will outline the basic operational program including validation.
This will be compared to current estimates of anthropogenic impact such that the capabilities of early ozone
trend detection will be delineated. We note that the SBUV-2 satellite measurements are restricted to daytime
only total ozone and vertical profiles in the stratosphere above the ozone concentration maximum. There
is no satellite profile capability for the troposphere anticipated for the near future.
14.1.3 OPERATIONAL SBUV-2 OZONE MONITORING SYSTEM
A critical issue in the search for long term ozone trends using satellite-based sensors concerns the
separation of instrument sensitivity changes from true atmospheric variability. A thorough examination
of this requires careful characterization of the instrument over its entire lifetime. A significant improve-
ment in the new SBUV-2 as compared to previous system is the inclusion of an onboard calibration lamp
to assist in tracking any instrument-related changes in the ratio of backscattered ultraviolet radiance to
incident solar irradiance. This ratio is the fundamental measurable upon which the derived ozone abun-
dance depends. However, the new calibration check is only one of several evaluations that must be con-
ducted on a regular basis toward reaching the goal of obtaining a long term data base with negligible in-
strumental drift. Additional support in this regard will be provided by NASA's Shuttle-borne SBUV
(SSBUV). Regular flights of this freshly calibrated instrument in coincidence with measurements from
a free-flying SBUV-2 have the objective of detecting and correcting for possible sensitivity drifts in the
long term measurements.
When we incorporate the above internal calibrations at a rate of twice per week, and include effects
for daily sampling fluctuations, instrument noise and absolute calibration differences between operational
instruments launched over two years, the operational system is determined to be able to detect a global
ozone change of about 1.5 % per decade at the 95 % confidence level. This is considerably less than the
2.8% per decade estimate as predicted by Wuebbles et al. (1983) for Umkehr level 8.
A requirement to detect long term ozone trends of the magnitude predicted by theoretical scenarios
for chlorofluoracarbon chemistry places strict performance requirements on the operational SBUV-2 sen-
sors. To ensure a data base of the highest possible quality from the long term measurements program
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it is necessary to examine continuously the performance of the SBUV-2 instruments and to compare the
output products with independent measurements of high accuracy and precision. These procedures should,
in principle, allow detection and removal of any instrument anomalies, provide support for the validity
of the SBUV-2 inversion procedure, and will allow estimates of the ozone trend from independent data sets.
14.1.4 GROUND-BASED VALIDATION SYSTEM
14.1.4.1 Dobson/Umkehr Data
The basic NOAA satellite ozone validation program contains the following elements:
• 16 Primary Dobson stations - triennial calibration against Boulder standard instrument
• Other Dobson and M-83 sites with oversight via satellite consistency, WMO, U.S. and AES
calibration programs
• 16 primary Umkehr sites - includes 7 automated instruments
• Other Umkehr sites as available
• Aerosol impact evaluation by GMCC
• Balloonsonde measurements monitored by GMCC at 3 sites on a once-per-week schedule
• Other balloonsonde as available
• SSBUV
• Other sources as available:
Ozone rocketsondes
Solar observations
Within previous studies of ground-based data and comparisons with satellite data, several elements
that have been clearly exhibited are the variability between stations and that instruments change in time.
Based on this experience, it is clear that we must utilize a small subset of data sites that are well coor-
dinated and able to be recalibrated at regular intervals such as three years. Within the limitations of per-
sonnel and resources NOAA has selected 16 Dobson/Umkehr sites as this primary data base.The stations are:
1) Fairbanks, Alaska
2) Mauna Loa, Hawaii
3) Boulder, Colorado
4) Huancayo, Peru
5) Haute Province, France
6) New Zealand (tentative)
7) Perth, Australia
8) Edmonton, Canada
9) Goose Bay, Canada
10) Arosa, Switzerland
11) New Delhi, India
12) Varanasi, India
13) Sapporo, Japan
14) Tateno, Japan
15) Aspendale, Australia
16) Invercargill, New Zealand
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Of these, sites 1-7 are the recently automated Dobson stations and stations 8-15 have long-term records
extending at least to the mid 60's.
When a matchup of satellite and ground-based data at individual points is considered, two major sources
of error are included. The first involves the noise characteristics of the individual instruments plus any
space-time window involved in the matchups; the second is the difference in calibration between instruments
at individual stations. We define the first to have a variance of 0-2where 0-1is a representative value at
a station for rh matchups. For the second source, we define a2 as the variance of the average difference
(satellite minus station) at r/2 stations.
The combined variance for the two errors is then:
712
The standard deviation, SD, is (Var) 1/2and the 95 percent confidence level is given by twice the stan-
dard deviation.
Total Ozone
Based on the results of comparisons of Bhartia et al. (1984) for comparisons of Dobson with SBUV
for '79-'80, we find the following representative values:
0-1 - 5% 0-z _ 2.5%
_/1 - 100 _/2 - 58
with the result that
var = 0.11
SD = 0.33% 2×SD = 0.67%
Thus, for a yearly average, SBUV can be compared to the Dobson network to an overall 95 percent
confidence precision within one percent.
One caveat with the above is that there is an implicit assumption that each station is independent of
the others and that no latitudinal biases exist. Both assumptions appear reasonable based on the results
presented by Bhartia et al. (1984).
Vertical Profiles
Umkehr - SBUV
Based on the results of Bhartia et al. (1984) for '79-'80 the following values are representative:
0"1 _ 8% 0"2 -- 7%
r/1 _ 36 _2 - 11
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Consequently:
var = 4.62
SD = 2.15% 2xSD = 4.3%
Therefore, as shown in the two year SBUV data comparisons, on a yearly basis the SBUV can be
compared to the Umkehr observations to within five percent.
The above, however, is somewhat misleading in that it does not address two concerns for long-term
measurements. The first is that with a small number of co-location stations, particular emphasis must be
placed on station history and performance; the second is the impact of stratospheric aerosols on the data.
The approach to the former is that the ARL-GMCC group in Boulder, who maintain the Dobson interna-
tional standard instrument, has been tasked to develop a cross-calibration program for a set of Umkehr
stations on a three-year rotating basis. This, in conjunction with the added automated Dobson instruments
funded by EPA would increase the number of available sites to about 16 and decrease the tr2 standard
deviation to about four percent. This changes the previous statistics to:
var = 1.11
SD = 1.05% 2xSD = 2.11%
an improvement of about a factor of two.
On the question of the aerosol impact, there has been considerable recent effort by John DeLuisi
(ARL/GMCC) and Carl Mateer (AES, Canada) on determining correction factors for the Umkehr meas-
urements. This is an on-going project and the principal thrusts have been along two lines. The first is
the accumulation of precise lidar measurements; the second has been simple statistical regression of the
Umkehr data against the long-term atmospheric transmission data (solar radiation) at Mauna Loa as presented
by Reinsel et al. (1984). This latter approach is expected to be less precise than the former in that we
would expect some natural region-to-region variation of aerosols and the record includes stations with
modifications in time. The above not withstanding, if we examine the transmission record, (which does
not include the recent E1 Chichon event) we can ask how great an error would result with a 16 station
network if the Mt. Agung eruption was not recognized and no adjustments were made for stratospheric
aerosols. Utilizing these measurements and the results from Reinsel et al. (1984), we would expect a
bias in layer 9 of about 11.2 percent with a 95 percent confidence limit of - 4.8 percent and a bias in
layer 8 of about 7.3 percent with a 95 percent confidence limit of - 3.1 percent.
The implication of the above is that if we do not recognize an aerosol impact at all, then a significant
error results in the Umkehr estimates. On the other hand, if we do recognize the event even in as course
a manner as making lidar measurements at one site such as Mauna Loa, then the combined 95 percent
confidence limits of the SBUV and Umkehr comparisons (assuming no aerosol impact on the high level
SBUV data, which is rather reasonable) for a calibrated 16 station network are:
Layer 8 Layer 9
+3.79% +5.24%
Within the above scenario the results can be translated to our ability to detect a trend utilizing the
16 station network as a calibration mechanism for the SBUV-2 system assuming that the latter had no
internal calibration mechanism. The 95 % confidence limits for a decadal trend over various periods are:
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10 years 4.2 %
15 years 2.3%
20 years 1.5 %
Thus, while this system is not expected to provide trend estimates over 10 years to within the model
calculations of 2.8 %, it does become sufficient at 15 years and beyond. We note that to be able to discuss
a 2.4% decadal trend within 10 years would require about 45 observing stations.
14.1.4.2 Balloon Ozonesonde Data
For the low altitude, routine ozonesonde balloon program, again based on the results of Bhartia et
al. (1984) for '79-'80, the following values are representative, noting that in their comparisons they reference
all data to the Umkehr layers (i.e., they integrate the balloon ozone profile within the Umkehr layers):
al - 11% o2- 5%
r/1 _ 20 r/2 _ 10
var = 3.1
SD = 1.76%
2×SD = 3.52%
For Umkehr layer 6, this translates to a 95 % trend detection capability of about 3.9% per decade.
In the case of upper altitudes, ARL-GMCC has developed a high altitude system capable of utilization
to about 40 km and these are being launched in support of SBUV-2 about once-per-week. Sites selected are:
Hilo, Hawaii
Boulder, Colorado
Poker Flat, Alaska or Edmonton, Canada
Note that these data are coincident with Umkehr observations and will serve as an additional check
on these systems and the impact of aerosols.
Assuming a 15% noise value for the ozonesonde at 40 km and a 10% value for SBUV-2 with a 1.2%
standard deviation between stations, the 95 % confidence limits for a decadal trend over various periods are:
10 years 3.5 %
15 years 1.9%
20 years 1.2 %
Thus, as for the Umkehr observations, the data base is within the model trend estimates at 15 years
and beyond.
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14.2 TEMPERATURE TRENDS
14.2.1 Troposphere
In the troposphere the trend evaluation is based on 63 selected radiosonde stations. The impact of
including satellite data to supplement the rawinsondes is currently being evaluated.
Figure 14-10 (which is an update of earlier work, Angell and Korshover, 1983a; personal communi-
cation by authors) shows the time variation of the mean temperature in the tropospheric 850-300 mbar
layer for climatic zones, hemispheres and world (climatic zone boundaries at 10 o, 30 o and 60 °) as esti-
mated from radiosonde data. A 1-2-1 weighting has been applied twice to successive seasonal deviations
from long-term seasonal means. The variation in sea-surface temperature (SST in the eastern equatorial
Pacific) is shown at the bottom, and the arrows show the dates of Mt. Agung and E1 Chichon volcanic
eruptions. Tick marks are in June-July-August of indicated years. In the Northern Hemisphere the tem-
perature is indicated to have decreased from 1958 to about 1965, remained approximately constant from
1965 to 1975, and increased thereafter, so that the temperature in 1983 is comparable to the temperature
in 1958. In the Southern Hemisphere, however, this temperature is indicated to have decreased from 1958
to about 1965, and increased thereafter, so that the temperature in 1983 is higher than in 1958. Because
of the close relation between sea-surface temperature in the eastern equatorial Pacific (bottom trace of
Figure 14-10) and tropospheric temperature in the tropics a few seasons later, there is also a good relation
between this SST and global tropospheric temperatures a few seasons later. The pronounced increase in
this SST (El Nino) two seasons after the E1 Chichon volcanic eruption makes it difficult to detect any
cooling effect of the eruption.
14.2.2 Lower Stratosphere
Based on the same rawinsonde stations which have been used for the troposphere, the time variation
in the mean temperature in the 100-30 mbar layer has been prepared, Figure 14-11, (update of Angell
and Korshover, 1983a; personal communication by authors). The evidence for a long-term cooling of this
layer is better in the Southern Hemisphere than in the Northern Hemisphere. A temperature increase is
apparent following the eruptions of Agung and E1 Chichon, but there is no obvious association with SST
in eastern equatorial Pacific. We note also the pronounced cooling in polar latitudes in 1982 and 1983
following the E1 Chichon volcanic eruption. However, no generally accepted hypothesis is yet available
to explain it.
We should stress that the 63 station data base was selected on the basis of global coverage, albeit
with some gaps over the ocean areas and the southern Hemisphere. In addition, Angell and Korshover
(1983a) have compared their statistical methodology for surface temperature against independent gridded
analyses with quite favorable results.
For the investigation of long-term temperature changes in the lower stratosphere another series of
temperature data for the Northern hemisphere is available from the Stratospheric Research Group, Free
University Berlin. This data set which starts in July 1964 for most pressure levels, consists of daily
hemispheric analyses of temperatures (and geopotential heights), based largely on radiosonde observa-
tions. The daily hemispheric analyses have been analyzed by hand and have been digitized into a latitude-
longitude grid. Monthly mean statistics have been derived afterwards.
Figure 14-12 shows filtered zonal mean 30-mbar temperatures (°C). A 39 point filter has removed
the annual and the quasi-biennial cycles (Labitzke et al., 1985). Looking at these curves, several features
can be noticed:
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Figure 14-10. Time variation of the mean temperature in the tropospheric 850-300 mbar layer for climatic
zones, hemispheres and world (climatic zone boundaries at 10 ° , 30 ° and 60 ° ) as estimated from
radiosonde data. A 1-2-1 weighting has been applied twice to successive seasonal deviations from long-
term seasonal means. The variation in sea-surface temperature (SST in the eastern equatorial Pacific)
is shown at the bottom, and the arrows show the dates of Agung and El Chichon volcanic eruptions.
Tick marks are in July-June-August of indicated years. (Update Angell and Korshover, 1983a; personal
communication).
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zones, hemispheres and world as estimated from radiosonde data. Otherwise, see legend of Figure 14-10.
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Figure 14-12. Zonal means of filtered monthly mean 30-mbar temperatures (°C). (Update of Figure 7,
Naujokat, 1981 ).
Large variations with a time-scale of several years exist. The causes of these variations are not clear.
At higher latitudes the variations appear to be connected with the appearance of intense midwinter warm-
ings or undisturbed cold winters (Labitzke and Naujokat, 1983). Between 70 and 40 °N a "trend" of about
-0.6°/10 years can be seen from 1965 to 1979 in the data, if maxima or minima are considered. This
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"trend" is interrupted after 1979 at 40 °N, after 1980 at 50 °N, and after 1981 at 60 °N. The interruption
was earlier over low latitudes where the "cooling" stopped in 1972.
The cause of the warming over the tropics from about 1972 to 1979 is not clear at this time. However,
a warming attributed to the increased aerosol load after volcanic eruptions was demonstrated for the sum-
mer and fall of 1963 and 1982, when the stratosphere wanned markedly over the tropics from the erup-
tions of Agung and E1 Chichon, Figure 14-13. (Labitzke et al., 1983; Quiroz, 1983a; Parker and
Brownscombe, 1983).
The departures of the annual mean temperatures, averaged over 2 years, are summarized in a time-
latitude cross-section, Figure 14-14. The wanning episode in 1982 appears to be related to the increased
volcanic aerosol load. Labitzke (1985) has associated the continued cooling over high latitudes, Figure
14-14, to be a result of extremely low winter values which may be connected with a cooling due to the
increased aerosols in the polar night region and the formation of polar stratospheric clouds.
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Figure 14-13. Zonal mean 30-mbar temperatures (°C) during July at 10, 20, and 30°N, for the period
1962 through 1984. The 18-year average [T] is for the period 1964-1981. (Update of Figure 11, Labit-
zke and Naujokat, 1983).
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Figure 14-14. Time-latitude distribution of the deviations (1/10 K) of the annual averages, smoothed
over 2 years, from the 17-year mean 1965-1981. (Update of Figure 9, Labitzke and Naujokat, 1983).
An even clearer picture emerges, if only July, i.e., a relatively quiet summer month, is considered,
Figure 14-15. The data series for July starts in 1962 and the time-latitude section shows clearly the warm-
ing after Agung (March 1963) and after E1 Chichon (March 1982).
A serious difficulty that must be addressed is that the results from Figure 14-11 and 14-12 are incon-
sistent. For example, in the North Temperate regions of the former there is virtually no trend indicated
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Figure 14-15. Time latitude distribution of the deviations (1/10 K) of the July averages, smoothed over
2 years, from the 18-year mean 1964-1981. (Update of Figure 9, Labitzke and Naujokat, 1983).
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for the period 1965-1979, while a pronounced negative trend exists in the latter. Examination of similar
diagrams for the 100-and 50-mbar levels (not shown) shows that the cause is not simply the difference
between thickness and on-level temperature and this question must be resolved by further analysis.
14.2.3 Upper Stratosphere
Recent calculations, (e.g., Wuebbles, 1983b; de Rudder and Brasseur, 1985) with fully coupled one-
dimensional models suggest that a 1.5 °C decrease should have been observed from 1970-1980 in upper
stratospheric temperature. There have been several studies seeking this effect in available observational
data. Angell and Korshover (1978) found a 3 to 5 °C decrease in mean annual temperatures in the middle
and upper stratosphere (26-55 km) between 1970 to 1976. This cooling was found at Western Hemisphere
rocketsonde stations at all latitudes. Quiroz (1979a) restricted his study to summer (June, July, and August),
seasonal mean temperatures at 35 and 50 km from 1965 to 1977 at seven Western Hemisphere rocket-
sonde stations. This study used summer data because of the well-known reduced daily temperature varia-
bility during that season. In addition to many careful quality control procedures, Quiroz applied adjustments
for solar radiation of as much as 3.0 °C where necessary. This study also showed a decline in temperature
of 3 to 6°C between 1970 to 1976.
In a more recent study by Johnson and Gelman (1985) the Western Hemisphere rocketsonde network
reports were again the primary data base, but the period of record was extended to include 1965 to 1983
and additional quality control procedures to the data were used.
Quiroz (1979a) has discussed some of the problems involved in using rocketsonde data as published
by World Data Center A for Meteorology, Ashville, N.C., (in print through 1976 and extended on microfilm
through 1983). Quiroz points out that the published monthly averages may include data from falling sphere
sondes, and may also need to have appropriate adjustments ("correction") applied, based on the work
of Ballard (1967), Krumins (1972), or Staffensen et al. (1972). In addition, some observations are re-
ported to have abnormally high or abnormally low fall velocities, which render the observational data
from these soundings suspect.
Within Johnson and Gelman (1985) June monthly mean values for the 40-45 km layer were calculated
for all Western Hemisphere rocketsonde stations for which data were available. The quality control scheme
was as follows: (1) All falling sphere or experimental sensor soundings were rejected. (Quiroz and Gel-
man (1976) discuss the problems in using the data from sphere soundings.) (2) Any soundings flagged
in the data books as having doubtful or missing temperatures in the 40 to 45 km region were rejected.
(3) All soundings with a 43-km fall velocity more than two standard deviations from the mean June 43-km
fall velocity for the station were rejected. (4) Adjustments for radiation were applied in a similar manner
to that used by Quiroz (1979a). (5) If fewer than three soundings were available for a station for the month,
or if the soundings were all at the beginning or end of the month, the mean was not included.
Mean temperatures for each June were then used to calculate linear least-squares regression coeffi-
cients with latitude of the stations as the independent variable. The resulting coefficients were used to
calculate area-weighted mean temperatures for 25 °N to 55 °N. Results are displayed in Figure 14-16. A
2 to 3 °C temperature drop in the early 1970s is indicated in this diagram similar to the findings by Quiroz
(1979a) and Angell and Korshover (1978a). We note, however, that this temperature decline coincides
with a change in the principal observing system for the Arcasonde system to the Datasonde system.
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Figure 14-16. 40-45 km layer mean rocketsonde temperatures averaged over the north America (25-55
north latitude) for June in years 1965 to 1983. Heavy ticks indicate beginning and end of transition
from Arcasonde to Datasonde observing systems.
In order to study this temperature decrease more closely, similar mean temperatures were calculated
for the 25-30 km layer using both rocketsondes and support radiosondes. Results are displayed in Figure
14-17. There is no discernable long-term trend in radiosonde temperatures for this limited data sample
and period; however, in the 1965-1971 time period the rocketsonde temperatures averaged 1.11 °C higher
than the radiosonde means while in the 1972-1978 time period the rocketsondes averaged 1.06 °C lower
than the radiosonde temperatures. This approximately 2 °C decrease in rocketsonde mean temperatures
again corresponds to the change in observing systems.
From this, Johnson and Gelman (1985) conclude that the change in rocketsonde temperatures in the
early 1970s simply reflects a previously uncompensated change in the rocketsonde temperature measure-
ment system. It remains, then, to determine the true temperature variation taking the above into consider-
ation. As a simple exercise to determine a possible order of magnitude effect, we have fitted a linear regression
model to the 40-45 km temperature data for the limited period 1973-1983. This is after the major instru-
ment transition and the data should be uniform in quality. The results indicate a negative trend of -0.75 °C/de-
cade with a standard error of + 0.34 °C/decade. Wuebbles (1983b), although not for this specific time
period, suggests that a temperature decrease should exist on the order of -0.9 °C/decade at about 45 km.
Thus, substantive agreement at this altitude is suggested.
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Figure 14-17. As in Figure 14-1 6, except for 25-30 km. Solid line indicates mean temperatures derived
from support radiosondes; dashed line for corresponding rocketsondes.
Clearly, the above will have to be examined further with the more complete data sets in order to verify
these preliminary findings. We note especially that the results presented above for the lower stratosphere
summertime only can be quite different from yearly averages, Figures. 14-12-13.
14.2.4 Capability of Satellites to Measure Trends
As for the ozone trend section described above, the data of the long-term measurement program of
statospheric temperature within the NOAA operational satellite program are not yet of sufficient length
to determine decadal trends. We will discuss here, then the potential of this system and its capability to
meet the monitoring requirements. Following Wuebbels et al. (1983b), a 3 % decrease in ozone at about
2 mbar should be associated with about a 1.5 °C decrease in temperature. Following the notation in the
Ozone Section, 14-1, the combined variance for a satellite-rocketsonde comparison is
variance - an + _r_
r/l
172
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In contrast to the ozone comparisons when the different instruments are independently operated, the
U.S. meteorological rocketsonde program utilizes a single instrument type with consistent manufacture.
In theory, then, if the errors are purely random, o2 is zero and the relationship changes to
variance- o_
/] 1_]2
In practice, 02 is not zero. This may be due to essentially non-random errors in the satellite data or
to possibly some particular equipment feature at a specific site. Gelman (private communication) has indi-
cated that a representative value of o,, is about 4 °C and _/1 about 50. Depending on the particular period
of study, however, o2 can range from 1.6 to 2.5°C with a value for _/2 of 10. Note that the goal is to
be able to discern a trend of 1.5 °C/10 years or 0.15 °C/year - at the 95 % confidence limit. In Table 14-4
we see the results of the computation with varying values of o2. The worse case scenario suggests that
we will be able to detect the temperature impact within 15 years. In the theoretical extreme, if we can
achieve a lower value of 02, to the value of 1.6, then we will be able to detect a change of 1.2 °C over
ten years and if we can ultimately bring it to zero, the value is 0.4 °C over a decade.
The nature of the problem is depicted in Figure 14-18, where we show the period Sept. 1981-Oct.
1983. We note that at the time of this document the data from the Eastern Test Range (Cape Kennedy,
Antigua, Ascension Island) were being reprocessed and were not available for this analysis. The data from
these sites should be forthcoming in the near future. We also note that the data from Shemya indicated
an inconsistency with time that precluded their usage. The 02 value at 1 mbar is 1.9 °C while that at 2
mbar is 1.0°C. In both cases, however, it is clear that it is the value at Primrose Lake that is the major
departure from the average and, hence, to the standard deviation. The question is whether the values at
Primrose Lake are part of a pattern of satellite bias with latitude or are merely a reflection of some dif-
ficulty at site. That there are no other U.S. run sites at these latitudes makes the interpretation extremely
difficult. Data from the USSR network are currently under examination.
Finally, we point out that at 2 and 1 mbar, the average value of the TOVS-rocketsonde difference
at low to mid-latitudes is about - 1 °C and -9 °C, respectively. For the NOAA-6 period Oct. 1980-Sept-1981,
not shown, a similar pattern of difference with latitude is indicated, but the average in low latitudes is
about -5 °C and -8 °C. Thus a substantive change of about 4 °C is indicated at 2 mbar and about 1 °C
at 1 mbar between the operational instruments. This is thought to be caused by the use of filters in the
TOVS system that are not exactly reproducable one-to-the-other and stresses the need for a long-term
validation/calibration program.
Table 14-4. 95% Confidence Estimates of 10 Year Trends (K/IO Years), as Determined from TOVS
Satellite Data with Rocketsonde Verification: 02 is the Between Station Standard Devia-
tion (See Text) and t is the Length of the Data Series (Years).
02 (K)
t(Years) 2.50 1.60 0
10 1.78 1.19 0.4
15 0.97 0.64 0.2
817
OZONE AND TEMPERATURE TRENDS
k-
<
,,=,
g.
p-
4
2_
0 --
m
-2 --
m
4
-6
B
-10
-12
0
KWJ
ANALYSIS MINUS ROCKET SEPT. 81 - OCT, 83
PT.M
BS •
PR
ws•
• Wl
I I I I I
10 20 30 40 50
LATITUDE
4 B
f-
,,=,
o.
¢N
2 m
m
O_
t
4
-6 --
-8 --
-10 m
-12
0
KWJ
BS •
WS
PT.M
• Wl
1 1 I 1 l
10 20 30 40 50
LATITUDE
PR
KWJ KWAJALEIN
BS BARKINGSANDS
WS WHITE SANDS
PT.M POINT MUGU
Wl WALLOPS ISLAND
PR PRIMROSELAKE
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As stated at the outset, the ozone and temperature are so intimately coupled through radiation,
photochemistry and dynamics that any monitoring program must include both parameters as essential com-
ponents. Toward this, we have indicated above that the requirement exists for a high quality, independent
stratospheric temperature measurement system with which to verify the satellite instrument-to-instrument
consistency. Such a system does not exist and is a major weakness of the monitoring program.
14.3 SUMMARY
14.3.1 Ozone
• Global trend estimates of total ozone determined from the Dobson spectrophotometer network indi-
cate little overall support for the suggestion of a statistically significant trend during the fourteen year
period 1970-1983.
• Trend estimates from 13 ozone balloonsondes indicate statistically significant positive trends in the
lower troposphere and negative trends in the lower stratosphere. The interpretation of these results, however,
is clouded by uncertainties in instrument behavior and the lack of a global station network.
• Ozone trend estimates from 14 Umkehr stations indicate significant negative trends from 1970 to
1980 in the middle stratosphere that are in substantive agreement with results from one-dimensional numerical
models. The observational results are sensitive to the inclusion of a term to account for stratospheric aerosol
impact on the measurements and the spatial distribution of the sites, but do not appear sensitive to the
inclusion of a 10.7 cm flux variation (an indicator for solar flux variation).
• Examination of the NOAA SBUV-2 satellite measurement program indicates that if the system operates
as designed, it is capable of global ozone trend detection in the middle to upper stratosphere as well as
total ozone to within about 1.5% over a period of one decade at the 95% confidence level. This is an
estimate for the measuring system only, and does not include consideration of natural atmospheric varia-
tion which can be quite complex.
• As with other long-term measurement programs, however, it is necessary to examine continually
the SBUV-2 instrument performance and satellite products and compare them with independant data. We
note, moreover, that the SBUV-2 are inherently limited to total ozone and ozone profiles between 25 and
55 km. If we are to be able to determine ozone trends, unambiguously, from the surface to the overlap
region with the SBUV-2 profiles, a high-quality measurement program must exist.
14.3.2 Temperature
• The large cooling in rocketsonde temperatures reported for the early 1970's appears now to be
due to a change in the rocketsonde temperature measurement system. Taking this into account, statistical-
ly significant negative trends are observed in June rocketsonde data at 40-45 km from 1973-1983 that
are in substantive agreement with results from one-dimensional numerical models. These preliminary results
will have to be examined further with a more complete data set.
• Examination of the NOAA TOVS stratospheric satellite temperature measurement program indicates
that it is essential that the instrument-to-instrument consistency be verified by a high quality, independent
data system. Such a system does not exist.
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• Two independent analyses of lower stratospheric temperatures during the period 1965-1979 are
suggestive of a downward temperature trend. Inconsistencies between the two analysis, however, preclude
firm conclusions.
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15.0 INTRODUCTION
15.0.1 Background and Objectives
It is now generally recognized that anomalies in radiative forcings induced by trace gases of anthropo-
genic origin can become the dominant factor governing climate change on decadal to longer time scales.
One particular example is the greenhouse effect of CO2 increase which has been the subject of scientific
curiosity since the latter half of the nineteenth century (Tyndall, 1863; Arrhenius, 1896 and Chamberlin,
1899). Interest in the CO2 problem gained tremendous momentum during the last two decades; this time
period witnessed the development of a hierarchy of climate models with interactive clouds, oceans and
cryosphere to examine the climate change that might result from CO2 increase in the atmosphere. The
last two decades also witnessed an unprecedented surge of interest in understanding the sensitivity of the
ozone layer to chemical perturbations. The combination of these two developments gave rise to a series
of scientific discoveries (see WMO, 1982).
First was the finding that the greenhouse effects of many polyatomic trace gases (e.g., CFCs, ) were
greater than that of CO2 increase on a molecule per molecule basis. To cite one example, addition of one
molecule of CFC13 (CFC11) or CF2C12 (CFC12) to the atmosphere was calculated to have the same sur-
face warming effect as that due to an addition of 104 molecules of CO2. Subsequently, it was uncovered
that perturbations in stratospheric ozone can have perceptible effects on tropospheric climate through radiative-
dynamical interactions between the stratosphere and troposphere. Furthermore, tropospheric ozone, which
until recently was assumed to have negligible climate impact, was shown to be very effective in enhancing
the greenhouse effect. Over the years, other gases (CH4, N20, to cite a few) were added to the list of
important greenhouse gases, and the list is still growing. Finally, it has been estimated that if the present
rates of growth in the concentration of numerous trace gases continue unabated for the next several decades,
the surface warming due to trace gases could surpass the observed temperature changes of the past century.
In such estimates, the combined effect of increases in trace gas amounts (other than CO2) was comparable
to the greenhouse effect of CO2 increase. The estimated effects on stratospheric climate were also sub-
stantial and far exceed the decadal scale natural variations. General circulation model studies suggested
that the tropical tropopause temperatures are sensitive to perturbatioos in ozone and CFCs.
In effect, these unexpected developments forced the scope of the problem dealing with the green-
house theories of climate change to be broadened from the CO2-climate problem to the trace gas-climate
problem. This broadening of the scope of the problem posed a number of new theoretical, modeling and
observational challenges that could be largely ignored when dealing with the CO2-climate effects alone.
For example, we can no longer ignore the interactions between radiation, chemistry and dynamics, since
these determine the stability of the 03 layer to chemical perturbations. Radiative/dynamical interactions
in the troposphere and stratosphere, as well as exchange of trace gases between these two regions, have
emerged as key issues because of the potential importance of stratospheric H20 and O3 to climate. On
the observational front, it became clear that long-term trends in CH4, N20, CFCs, stratospheric and
tropospheric O3, and H20 are just as important as the trend in CO2 for understanding long-term climate
trends. These requirements have placed extremely stringent demands on the observational platforms both
with respect to instrument precision and sampling accuracies.
The two primary objectives of this report are (1) to describe the new scientific challenges posed by
the trace gas-climate problem and to summarize current strategies for meeting these challenges, and (2) to
make an assessment of the trace gas effects on troposphere-stratosphere temperature trends for the period
covering the pre-industrial era to present and for the next several decades. We will rely heavily on the
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numerous reports published on the CO2-climate problem with respect to climate modeling issues, such
as: model sensitivity; uncertainty in model results; role of feedback processes such as cloud and ice-albedo
feedback. We will discuss in some detail the role of the oceans in governing the transient climate response
to time varying CO2 concentrations. Although the issue of transient climate response is discussed exten-
sively in published reports dealing with the CO2-climate problem, recent work has shed some new light
onto this issue. Furthermore, the transient climate response is a crucial issue for assessing the trace gas
effects on past and future temperature trends.
15.0.2 Observed Temperature Trends and Theories of Climate Change
The most frequently used index of climate change is the observed trends in surface-air temperature
over the land areas of the globe. The instrumental record of surface-air temperature has recently been
extended backwards in time to the year 1860 by Kelly et al. (1984). Kelly et al. 's time series of annual
land averaged (Northern Hemisphere only) surface-air temperature is shown in Figure 15-1. The coldest
decades in the record occur prior to the 1900's and the warmest decades are centered around the 1940's.
The cooling trend that began around the 1940's ended in the 1970's, and temperatures during the early
1980's are comparable to the peak temperatures registered during the 1940's. Overall, the post-1940 period
has been consistently warmer than the pre-1900 period. This tantalizing feature has given rise to numer-
ous theories and plausibility arguments of climate change, most of which involve the observed increase
in CO2 and its greenhouse effect.
Various factors that govern climate change on decadal to longer time scales have been uncovered.
Many of the factors fall under the category of externally (external to the climate system) induced varia-
tions in the climate forcing terms. The first set of factors involves global scale changes in the radiative
heating such as due to: trace gases including CO2, frequency of volcanic events and variations in solar
insolation. Factors involving regional scale changes include changes in radiative forcing (turbidity, deforesta-
tion and desertification), thermal forcing (urban heat island) and thermodynamic forcing (alteration of
evaporation and precipitation by deforestation is one example). Decadal scale climate change may also
result from internal fluctuations in the interactions within the land-ocean-cryosphere-atmosphere system.
Such internal fluctuations include variations in ocean heat storage, sea-ice and glaciers.
OBSERVED TEMPERATURE TREND
1860 1880 1900 1920 1940 1960 1980
Figure 15-1. Observed surface-air temperature trends for land masses of the Northern Hemisphere (Kelly
et al., 1984).
822
CLIMATE
Of the various factors mentioned above, accurate determination of trends has been possible only for
CO2 concentrations (at least since the 1950's). The greenhouse effect of CO2 has received the most atten-
tion (in the literature) as a mechanism for climate change. For all other climate forcing terms, the measure-
ments are either non-existent or, when they exist, the accuracies are insufficient to determine decadal trends.
The lack of measurements has prevented identification of the causal factors for the temperature trends
of the last 125 years. Nevertheless, the magnitude of the temperature variations revealed in Figure 15-1
provides a valuable measure for assessing the importance of trace gas effects.
Stratospheric temperature trends are discussed in Chapter 14 of this report. The stratospheric temper-
ature records that are representative of hemispheric averages are available only for the past two to three
decades. This limited temperature record indicates significant decadal variations of the order of 2-5 K
in the mid- to upper-stratospheric temperatures.
15.0.3 Greenhouse Theory
The greenhouse effect is best illustrated by considering the annual and global average radiative energy
budget of the earth-atmosphere system. The incoming solar radiation, the reflected solar radiation and
the outgoing longwave radiation at the top of the atmosphere have been determined by satellite radiation
budget measurements and the values inferred from these measurements are shown in Figure 15-2. The
surface-atmosphere system emits to space roughly 236 W m -2, which balances the absorbed solar radia-
tion. The emitted radiation is mostly contained in wavelengths longer than 4 #m and hence, it is referred
to as longwave, infrared (IR) or terrestrial radiation.
At a surface temperature of 288 K, the longwave emission by the surface is about 390 W m -2,
whereas the outgoing longwave radiation at the top of the atmosphere is only 236 W m -2 (see Figure
15-2). Thus, the intervening atmosphere causes a significant reduction in the longwave emission to space.
This reduction in the longwave emission to space is referred to as the greenhouse effect. The most impor-
tant radiatively active atmospheric constituents that contribute to this greenhouse effect are H20, CO2
and clouds. Together these three constituents contribute roughly 90 % of the total effect and the H20 con-
tribution is the largest. The remaining 10% is due to 03, CH4 and N20. Climate model estimates, as well
as simple back-of-the-envelope type calculations, suggest that without the greenhouse effect but with the
solar absorption held fixed (at the present-day value) the global average surface temperature would be
about 254 K (WMO, 1982).
The radiatively active constituents absorb as well as emit longwave radiation, but the net effect is
to reduce the longwave radiation to space. The fundamental cause for the reduction is the decrease in
tropospheric temperature with altitude. The radiatively active gases absorb radiation emitted by the warmer
surface but emit to space at the colder atmospheric temperature; hence, the net effect is to reduce the
radiation to space.
The stratospheric emission and absorption of longwave radiation make an appreciable contribution
to the total greenhouse effect and, furthermore, add a considerable degree of complication to the simpli-
fied picture presented above. These complications arise because of the increase in temperature with alti-
tude in the stratosphere and because of the non-uniform ozone mixing ratio.
When the concentration of a radiatively active gas is increased, the longwave radiation to space is
diminished, which upsets the global energy balance shown in Figure 15-2. If the increase in the gas con-
centration does not alter the solar absorption, then the greenhouse effect will lead to an increase of radia-
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GLOBAL ENERGY BALANCE AND THE GREENHOUSE EFFECT
REFERENCE ATMOSPHERE WITH CFC's
\ /
J
AF = GREENHOUSE EFFECTS;
REDUCTION DUE TO
INCREASED IR TRAPPING
236-Z_F W.m -2
T s = 288 K
SURFACE
Figure 15-2. Global energy balance and the greenhouse effect.
tive energy available to the surface-atmosphere system. To maintain a balance with the net incoming solar
radiation, the surface-troposphere system should warm (in response to the excess radiative energy, i.e.,
radiative heating) and radiate more longwave radiation to space until the longwave emission to space balances
the absorbed solar radiation (i.e., until the energy balance at the top-of-the atmosphere is restored). Hence,
the greenhouse theory is based on this fundamental concept of global energy balance for the surface-
atmosphere system as a whole. Almost all of the modern day climate models (since the pioneering study
of Manabe and Wetherald, 1967) are built around this concept of global-annual energy balance for the
surface-atmosphere system. Numerous studies undertaken prior to the Manabe and Wetherald study, and
a few recent studies, have misunderstood the implication of this concept of surface-atmosphere energy
balance and have made erroneous interpretations of the surface temperature change due to CO2. These
studies infer surface temperature change from surface energy balance alone and ignore the energy balance
of the surface-atmosphere system.
15.0.3.1 Effect of Solar Absorption
There is a frequently held misconception about the greenhouse effect. In order to draw an analogy
between the CO2-warming effect and the actual greenhouse, it is frequently mentioned that CO2 increase
enhances the greenhouse effect because it allows solar radiation to penetrate to the surface while absorb-
ing longwave radiation. While it is true that CO2 is nearly transparent to solar radiation, the transparency
to solar radiation is not a necessary condition for enhancing the atmospheric greenhouse effect. For exam-
ple, H20 absorbs solar radiation very strongly longwave of 0.9 #m yet it is the strongest greenhouse gas.
This is because almost all of H20 solar absorption occurs within the troposphere (almost entirely within
the first 5 km from the surface). Since the troposphere and surface are efficiently coupled by convection,
large-scale motions and radiation, energy deposited within the lower half of the troposphere warms the
troposphere as well as the surface. Hence, gaseous absorption of solar radiation in the lower troposphere
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will have a surface warming effect. However, solar absorption that occurs within the stratosphere (as in
the case of O3) would have a surface cooling effect by reducing the energy available to the surface troposphere
system. In summary, solar absorption by a radiatively active gas will add to or ameliorate the greenhouse
effect depending on the altitude of solar absorption.
The role of climate models in the greenhouse theory is to estimate the climate response to the excess
radiative heating induced by the greenhouse effect. The response, of course, depends on feedback processes
involving the land, ocean, and atmosphere (including clouds). In addition to models, empirical studies
based on observed satellite data (Cess, 1976) have played an important role in estimating the climate response.
15.0.4 The Trace Gas-Climate Problem
Chemical pollutants in the atmosphere can modify the climate through one or more of the following
processes:
(i) Radiatively active gases: If the pollutants are radiatively active in the longwave region, they will
enhance the atmospheric greenhouse effect. In particular, several polyatomic trace gases (of anthropo-
genic origin) have strong absorption features in the 7-13/zm (Figure 15-3). This spectral region is referred
to as the atmospheric "window" since in this region the atmosphere is relatively transparent. In the 7-13 #m
TRACE GASES WITH ABSORPTION IN THE ATMOSPHERIC "WINDOW"
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Figure 15-3. Spectral locations of the absorption features of various trace gases. (Kiehl, private com-
munication). The spectral region between 7 to 13 #m is referred to as the atmospheric "window".
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region, roughly 70-90 % of the surface and cloud emission escapes to space. Consequently, pollutants with
strong absorption features in the 7-13 #m region are quite effective in enhancing the greenhouse effect.
In addition, perturbing gases such as CO2 and 03, which govern the magnitude of stratospheric longwave
emission and absorption, have significant impacts on stratospheric climate.
(ii) Chemically active gases: Gases such as CO and NO, which by themselves have negligible radia-
tive effects, can alter the concentrations of radiatively active gases such as CH4 and 03 by chemical inter-
actions.
(iii) Radiatively and chemically active gases: Gases such as CH4, are chemically active as well as
radiatively active. Methane oxidation in the troposphere can lead to increased tropospheric O3, and the
greenhouse effect of the increased tropospheric 03 can be comparable to that of CH4 increase. Likewise,
breakdown of CFCs in the stratosphere produce reactive chlorine which destroys 03, and the effect of
the 03 decrease can either amplify or ameliorate the CFC greenhouse surface warming depending on the
vertical distribution of the 03 decrease.
(iv) Ozone change and stratosphere-troposphere radiative interactions: 03 absorbs solar radiation in
addition to absorbing and emitting longwave radiation; hence, stratospheric O3 modulates the solar and
longwave radiation reaching the troposphere. Stratospheric 03 influences tropospheric climate through
a complicated set of stratospheric-tropospheric radiative interactions in both the solar and longwave radia-
tion regimes. The greenhouse effect of tropospheric 03 also plays a significant role in determining the
sensitivity of climate to O3 change. Consequently, it is very difficult to generalize the nature, the sign,
or the magnitude of the potential climate change due to O3 perturbations.
(v) Radiative-chemical interactions: These effects arise because of the strong temperature dependence
of the reaction rates of the various chain reactions in the stratosphere that ultimately govern the stratospheric
O3 concentration. The net effect of this dependence is such that a temperature increase (decrease) in the
upper stratosphere leads to 03 decrease (increase). Hence, stratospheric cooling due to increased CO2
leads to an increase in O3 which tends to compensate some of the CO2 induced cooling. This O3-temperature
feedback results in a negative feedback on temperature perturbations in the stratosphere. Furthermore,
a local O3 decrease allows deeper penetration of sunlight and permits enhanced O3 production at lower
levels. This interaction between O3 change and penetration of sunlight has a significant impact on the pro-
file of O3 change.
(vi) Interactions involving stratospheric dynamics: Large-scale motions in the stratosphere have a strong
impact on some of the climate change processes described earlier. First, the climate effect of O3 change
depends crucially on the vertical and latitudinal distribution of O3 change in the lower stratosphere which
is determined by the interactions between transport and chemistry. The second interaction concerns the
effect of altered dynamics due to changes in stratospheric diabatic heating (from 03 change) on the trans-
port of constituents. Perhaps the most important dynamics-transport effect concerns the interaction between
trace gas perturbation, tropopause temperature, and stratospheric H20.
(vii) Climate-chemistry interactions: The greenhouse warming of the surface causes an enhancement
in the evaporation of moisture from the land and oceans resulting in an increase in the tropospheric H20.
This, in turn, through photolysis and H20 chemistry can perturb OH in the troposphere. Since OH plays
a dominant role as a cleansing and oxidizing agent for tropospheric gases (including pollutants), the altered
OH can potentially perturb the concentration of radiatively active species such as CH4 and 03 (and possibly
others).
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The above description basically gives the scope of the problem that we will be dealing with in this
report. The nature of the various interactive processes and the potential surface temperature effect of vari-
ous radiative perturbations are described schematically in Figure 15-4. The surface temperature change
shown in Figure 15-4 for 03 is for a uniform change in 03 within the troposphere and stratosphere. Since
the surface temperature effects of 03 depend very strongly on vertical distribution of the 03 change, the
results shown in Figure 15-4 can not be scaled for non-uniform 03 change. Finally, the climate sensitivity
to radiative perturbation depends on feedbacks involving temperature, H20, clouds, ice and snow cover,
and on feedbacks between the ocean and the atmosphere (and possibly the biosphere). A comprehensive
discussion of these topics is beyond the scope of this report and, furthermore, is unnecessary since several
detailed reports (Charney, 1979; Smagorinsky, 1982) are available on this topic.
15.0.5 The Need for Model Studies
The nature of the radiative forcing arising from the myriad of interactive processes mentioned earlier
is so complex that numerical models with varying degrees of complexity are needed to identify the magni-
tude of the various processes. The array of models needed for the trace gas-climate problem include:
(i) 1-D radiative-convective models to identify the important greenhouse effects and tropospheric-
stratospheric radiative interactions.
(ii) 1-D radiative-convective chemistry models to examine the role of radiative-chemistry interaction
in the stratosphere.
(iii) 2-D transport-chemistry models to estimate the magnitude of seasonal and latitude variations of
03 change.
(iv) 2-D "fixed dynamical heating rate" models to examine the possible magnitude of temperature
changes in response to trace gas perturbations.
(v) 3-D stratospheric models: These models with comprehensive treatment of radiation and dynamics
can play a central role in elucidating the role of dynamics in governing the interaction between radiative
perturbations and temperature perturbations. Furthermore, these models are necessary to examine the poten-
tiaUy important problem of how alterations in stratospheric meridional and vertical thermal gradients impact
tropospheric dynamics through stratosphere/troposphere dynamical interactions. There is also another
important class of 3-D models concerned primarily with atmospheric transport and chemistry. Such models
are essential for evaluating the robustness of the conclusions of the I-D and 2-D models concerning O3
perturbations as well as for understanding the nature of interactive chemistry and transport. These 3-D
models should ultimately lead to the development of self-consistent 3-D models that account for the inter-
actions between radiation, chemistry and dynamics.
(vi) 3-D climate models with and without interactive oceans: In these models, the perturbations in
trace gases are prescribed. The model determines the climate change (troposphere and stratosphere) due
to the imposed perturbations. These models, in conjunction with the 1-D radiative-convective models,
play a central role in the assessment of trace gas effects on climate.
More detailed discussions of these models are given in Section 15.2.
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Figure 15-4. (a) Examples of climate effects due to chemically and radiatively active gases (Ramana-
than, 1980). (b) One dimensional radiative-convective model estimates of surface temperature effects
of various global radiative perturbations. All of the results, except for CH4, and the figure are adapted
from Hansen et al., 1981. The CH4 result was obtained as follows: The radiative forcing of doubled
CH4 as given in WMO (1 982) is multiplied by the climate sensitivity of Hansen et al. (1 981) model to
obtain _T s.
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15.1 NATURE OF RADIATIVE FORCING
Radiative forcing due to trace gases can be considered either in terms of the changes in the fluxes
of radiative energy into and out of the entire system (i.e., surface-troposphere system) or in terms of the
change in the vertical distribution of the radiative heating rates. The choice between the two quantities
depends on the region of interest. Within the troposphere, the vertical mixing of sensible and latent heat
by convection and large scale motions is considered to be quite rapid compared to the time scales associat-
ed with radiative adjustments. As a result, the vertical distribution of the tropospheric temperature change
is largely governed by dynamical processes while the mass weighted tropospheric temperature change
is governed by the radiative forcing of the column. Hence, as a first approximation, we can ignore the
details of the vertical distribution of the tropospheric radiative forcing and focus, instead, on the radiative
forcing of the entire surface-troposphere system. Since the surface-troposphere radiative forcing is simply
the change in the net radiative flux at the tropopause, it is rather straightforward to assess the importance
of trace gas radiative forcing. The only minor complication is that we have to account for changes in
stratospheric temperature and longwave emission in order to compute the flux changes at the tropopause.
Within the stratosphere, however, time scales associated with radiative adjustments are comparable to,
or faster than, those associated with dynamical processes. As a result, the magnitude of the stratospheric
climate change is influenced strongly by the vertical distribution of the radiative heating rate perturbation
within the stratosphere.
The trace gas radiative forcing is estimated from radiation model calculations by fixing all other
parameters (e.g., temperature, humidity) in the model and then computing the changes in the radiative
flux due solely to the change in the constituent of interest. Such estimates are fundamental to a proper
understanding of the temperature response yielded by climate models. The longwave absorption features
of the trace gases that are considered in this report are shown in Tables 15-1a and 15-lb.
15.1.1 Greenhouse Gases With Weak Solar Absorption
With the exception of H20, 03 and NO2, all other gases shown in Tables 15-1 a and 15-1 b have either
weak or no absorption bands in the solar spectrum. Increasing the concentration of the gases with weak
solar absorption subjects the troposphere to a net radiative heating accompanied by either a strong (e.g.,
CO2) or weak (e.g., CH4) longwave cooling of the mid to upper stratosphere.
15.1.1.1 CO= - Current Understanding and Recent Findings
The best known example of tropospheric heating/stratospheric cooling is the radiative forcing due
to doubling of CO2 (Figure 15-5). The significant enhancement of the cooling rate from the middle
stratosphere to lower mesosphere shown in Figure 15-5 is due to the increase in emission to space from
the wings of the non-overlapping Lorentzian lines within the CO2 15/zm band system. The vertical distri-
bution of the cooling rate perturbation (Figure 15-5a) is largely governed by the vertical temperature gra-
dient (the temperature increases with altitude from 15 to about 50 km and decreases above 50 km). Since
the 15/_m Planck function (i.e., CO2 emission) increases exponentially with temperature, the cooling rate
perturbation follows the temperature profile.
As opposed to the stratospheric effects, the CO 2 increase enhances the tropospheric radiative heating
(Figure 15-6). The surface-troposphere radiative heating (flux change at the tropopause) has strong latitudinal
gradient varying from about 4.5 to 5 W m -2 in the tropics to about 2 W m -2 in the polar region. The
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Table 15-1a. Summary of Spectroscopic Data As Given in WMO (1 982). More Recent Compilation Can
Be Found in Smith et al. (1985).
Band
Strength z
Rough spectral at 296 K
Molecule Band I range (cm -1) (cm -2 atm -I) Comments 5
H20 rotation 0 - 1650 1306 Current improvements underway --
02 640 - 2800 257 problem of the continuum absorption
CO2 15 _m 550 - 800 = 220 Current improvements underway
system?
10 t_m 850 - 1100 0.04
system?
4-3 _m 2100 - 2400 =2440
system?
03 v3 312 V3 band intensity to be multiplied by
01? 950 - 1200 13 1.11?. Problem of the half-widths
v2+ v3- 02? 10 (constant with quantum?)
v2 600- 800 16
N20 02 520 - 660 24 Current improvements underway
v_ 1200 - 1350 218 Line intensities re-examined
1)37 2120 - 2270 1247
CH4 v4 950 - 1650 134 Current improvements underway
CH3D v3 and v6 1000- 1425 105
SO 2 I)3 1300 -- 1400 763 Current improvements underway for
vl? 1000 - 1200 87 these three bands
v2? 400 - 600 97
NO2 1)3 1550 - 1650 1515 Current improvements underway for
02? 600 - 900 92 these three bands
NH, 1)2 500 - 1350 534 Data recently revised
rotation? 20 - 400 440
HNO3 v4 1330 680 A difficult molecule. Requires additional
1)2 1670- 1750 500 work
OCS 113? 1950 - 2100 1954 The fundamental v2 band is not compiled
vt 810 - 890 27 and should be
H2CO compilation starting Bands active in the thermal IR should be
at 270 cm-1 plus compiled
far infrared
HOCI Vl compilation starting Bands active in the thermal IR should be
at 3400 cm-l compiled
CH3CI vl, v4, 3v6 compilation starting Bands active in the thermal IR should be
at 2900 cm-I compiled. The data does exist
H202 1200-1350 318 Preliminary
C2H2 1)5 640 - 810 951 Should be developed
2v5 - vs? 640 - 820 112
HCN v2 580 - 850 822 Other bands available
C2H6 119 700 - 950 36 Other bands available
C2H4 v7 900- 1100 455 Preliminary
C3H8 735 - 760 2 Preliminary
CFCs 800 - 1200 Not yet compiled in data catalogs --
F11 850 - 1250 Laboratory spectra available
F12 1070- 1250
F13
t A question mark indicates bands less important than the main bands but which could eventually play a role in radiation modeling (to be checked).
2 Actually, the sum of the strengths of the lines present in the compilation (296 K). Isotopic band intensities are not added except for the estimate
of a band system intensity (e.g., the 15/zm CO2 system).
3 Most comments were taken from L.S. Rothman (private communication).
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Table 15-1b. Absorption Features of Atmospheric Trace Gases -- More Recent Compilations.
Band Intensity
Rough Spectral Range (cm-_ (atm cm)-, 296K)
Molecule (cm-0 Measurement Range Recent Value Reference*
1. CFCs
CFC13 (Fll) 800-900 1540-1828 1828 K,P, S
1050-1100 531-721 679
CF2CI 2 (FI2) 875-950 1265-1490 1446 K,P,S
1060-1125 1141-1226 1141
1125-1175 728-821 767
CF3C1 (F13) 750-825 116-145 116 P
1075-1125 1758-2311 1758
1175-1240 2116-2767 2116
CF4 (F14) 600-650 39-57 39 P,S
1250-1300 3850-5472 5472 S
CHC1F2 (F22) 780-840 219 N;R
1080-1140 637
1280-1340 101
C2F 6 (Fl16) 880-740 135 P
1080-1150 975
1220-1280 3374
2. Others
CC14 730-810 1214-1869 1325 P
CHCI3 740-820 797-1107 930 P
1190-1250 129-190 129
CH3CCI3 700-750 277 N;R
1050-1110 154
1360-1410 13
CHF3 1110-1160 2224-3540 2693 P,S
CH2F 2 1060-1120 1230-1485 1230 P,S
CBrF3 1060-1110 1908 P
1180-1240 1914
PAN 570-620 72 N;R
760-820 296
1130-1190 301
1270-1330 251
1700-1760 531
*K: Kagan et al. (1983); P: Pugh, L.A., and K. Narahari Rao (1976); N;R: Measured values by Niki
(Ford Motors, Dearborn, MI) and cited in Ramanathan et al. (1985); S: Smith et al. (1985).
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CHANGE IN ATMOSPHERIC HEATING RATES DUE TO CO 2 DOUBLING
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Figure 15-5. Computed change in radiative heating rates for a doubling of CO=: (a) Stratosphere-
mesosphere; Fels et al., 1980; (b) troposphere & lower stratosphere; Ramanathan, 1981
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global average value of the surface-troposphere heating (AQ) is about 4.2 W m -2 (for a CO 2 doubling)
and AQ scales roughly as:
z_Q = c In F
where c is a constant and F is the ratio of CO2 concentration to a reference value. For a doubling of CO2,
the global average AQ consists of roughly 1.6 W m -2 due to enhancement in downward emission from
the stratosphere (mostly due to CO2) and about 2.6 W m -2 due to decrease in the upward flux at the
tropopause, and both these quantities vary significantly with latitude (Figure 15-6).
In addition to the 15 #m bands, CO2 has absorption features in the 7.6 #m and 10/_m (2 bands) region
and also has several bands in the solar spectrum (Table 15-2). The 7.6 #m and 10 #m bands have fre-
quently been ignored by climate models. For CO2 doubling, the 7.6 #m bands have a negligible effect
CO2 GREENHOUSEEFFECT:
STRATOSPHERICAND TROPOSPHERICCONTRIBUTIONS
4 I I I I
2 x CO2, ANNUAL
_
=-2
O _ STRATOSPHEREAT= O
"_'X_ STRATOSPHEREFDH
I I I I
0 20 40 60 80
LATITUDE (°N)
Figure 15-6. Separate contributions from the troposphere and the stratosphere to the total heating of
the surface-troposphere system, due to doubled C02, for annual mean conditions. The stratosphere con-
tribution is given by the increase in the downward radiative flux from the stratosphere. Stratospheric
temperatures are held fixed as CO= is increased for the AT = 0 curve, whereas they are allowed to
change according to the fixed dynamical heating assumption (See Section 15.2.1 ) for the FDH curve.
(Ramanathan et al., 1979).
833
CLIMATE
and the two bands in the 10 #m region contribute roughly 5 to 10% (of the 15 #m greenhouse effect).
The solar bands have negligible impact on the stratospheric heating rates and on the surface-troposphere
radiative forcing. However, they have a non-negligible impact on the partitioning of the forcing between
the surface and the troposphere. For example, for a doubling of CO2, the increased CO2 solar absorption
within the troposphere reduces the surface absorption of solar radiation by about 0.3 W m -2 and enhances
the tropospheric solar absorption by about 0.4 W m -2 (Hansen et al., 1981). In the 15 #m region, H20
also has strong absorption features, and the overlapping of H20 absorption with CO2 bands ameliorates
the greenhouse effect. Most climate models include the overlapping effect of H20 lines but ignore the
strong n20 continuum absorption (in the 15 #m region) which was only discovered in the early 1970's.
Table 15-3 illustrates the influence of H20-CO2 overlap on the CO2 radiative forcing for midlatitude sum-
mer conditions when the ameliorating effect of H20-overlap is expected to be large. The H20 absorption
reduces the surface heating (i.e., enhanced CO2 downward emission) by an order of magnitude but ameliorates
the surface-troposphere heating by only 15 %, half of which is due to the continuum absorption. The model
results in Table 15-3 are for clear-sky conditions, and the inclusion of clouds (accounted for in most cli-
mate models) ameliorates the surface-troposphere heating by another 10 to 20%.
In summary, the radiative forcing due to CO2 arises from a complex chain of processes, and it is
reasonably straightforward to account for most of these processes. However, attempts (in the published
literature) to oversimplify the radiative calculations have led to significant errors and misinterpretations
of the greenhouse effects (e.g., Newell and Dopplick, 1979; Idso, 1980).
Table 15-2. Long-Wave and Solar Bands of COa
Spectral Region,
#m Band Type
12-18
10
7.6
Long-Wave Bands
Fundamental, isotopic, and hot bands
(Total of 76 bands)
Two hot bands (9.4 and 10.4 #m region)
Isotopic bands
4.3
Others
Solar Bands
Fundamental, isotopic, and hot bands (see Dickinson
[1972] for a listing of the number of bands in each
spectral region)
There are numerous combination and overtone bands
between 1 and 3 #m. See Dickinson (1972) for
more details.
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Table 15-3. Effects of 12-18 #m H20 Absorption on the Radiative Forcing Due To CO2 Doubling.
Clear-sky Tropical Atmosphere Conditions. (Kiehl and Ramanathan, 1983)
Radiative Forcing Comments
(W m-O
(i) Surface-troposphere heating
CO 2 only
CO 2 "_ H20 lines
CO 2 "_ n20 lines + continuum
6.4 Change in the net
5.9 longwave flux at
5.4 the tropopause
(ii) Surface heating
CO 2 only
CO2 q- H20 lines
CO2 q- H20 lines + continuum
6.9 Increase in the
3.6 downward emission
0.4
15.1.1.2 Gases with Absorption Bands in the 7-13/_m Region
The atmosphere is relatively transparent in this spectral region as revealed dramatically in the spec-
tral distribution of the longwave emission to space measured by the NIMBUS 3 IRIS instrument (Figure
15-7). The maximum emission by the planet occurs in the 7-13 #m region where roughly 70-90% of the
radiation emitted by the surface and clouds escapes to space. CH4, N20 and most other anthropogenic
trace gases (in particular, the polyatomic trace gases) have strong absorption features in this spectral region
and, hence, are effective in enhancing the greenhouse effect. CH4 and N20, in their present-day concen-
trations of 1.65 and 0.30 ppmv, respectively, contribute about 3.5 W m -2 to the radiative forcing of the
surface-troposphere system, which is comparable to the greenhouse effect due to a doubling of CO2.
The vertical distributions of the forcing due to increases in CH4, N20 and CFCs are shown in Figure
15-8. The corresponding radiative forcing of the surface-troposphere system and that of the surface alone
are shown in Table 15-4 for comparison purposes. The model results shown in Figure 15-8 and Table
15-4 are clear-sky estimates computed with tropical atmospheric profile. The tropical profile is chosen
since CFC effects on atmospheric radiative heating rates are a maximum in the vicinity of the tropical
tropopause (e.g., see Dickinson et al., 1978). The surface-troposphere radiative forcing for globally aver-
aged conditions is also significantly smaller than the tropical clear-sky values shown in Table 15-4; for
example, for CO2 doubling, the clear-sky tropical profile yields a value of 5.4 W m -2 (see Table 15.3
and also Table 3 of Kiehl and Ramanathan, 1983) as opposed to about 4.2 W m -2 for globally averaged
conditions.
The CH4 and N20 effects shown in Figure 15-8 are similar to those of CO 2 in many respects. They
all show tropospheric heating and stratospheric cooling. Furthermore, the surface radiative heating (i.e.,
downward emission at the surface) is only a small fraction of the total greenhouse effect, as in the case
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Figure 15-7. Sample spectra from the IRIS instrument on board NIMBUS-3 satellite. The dashed lines
indicate the effective radiation temperature for different wavelengths. Source: Hanel et al., 1972.
Table 15-4. Surface-Troposphere Radiative Forcing Due To Increase in CH4, N20 and CFCs for Clear-sky
Tropical Profile (Source: Kiehl, 1985).
Units: W m -2
CFC 11 & 12
2 x N20 2 X CH4 (0 -- 2 ppb) 2 x CO2"*
Surface-troposphere 0.7 0.9 1.2 5.38
forcing*
Surface forcing 0.12 0.15 1 0.4
* Downward stratospheric emission contributes about 10 % for N20; and about 2 % for CH 4 and CFCs.
** The CO2 results are taken from Kiehl and Ramanathan (1983). The values given here are taken from
their narrow band Malkmus model results (see Table 3 of Kiehl and Ramanathan, 1983).
of CO2. However, the enhancements in stratospheric cooling rates for CH4 and N20 doubling are an order
of magnitude smaller than that of a doubling of CO2.
The CFC effects differ significantly from CH4, N20 and CO2 in the following aspects: (a) the maxi-
mum in the local heating rate occurs at the tropopause and (b) the CFC surface heating (i.e., downward
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TRACE GAS INCREASE AND ATMOSPHERIC RADIATIVE HEATING RATES
(TROPICAL ATMOSPHERE); SOURCE: KIEHL (1985)
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Figure 15-8. Computed change in radiative heating rates (AQ) due to trace gas increase. The calcula-
tions are for clear-sky conditions and employ tropical profile.
emission at the surface in Table 15-4) is almost equal to the surface-troposphere forcing, whereas, for
the other gases the surface heating is only a small fraction of the total effect. By scaling the CFC green-
house effect of about 1.2 W m -2 at the tropopause for a 0 to 1 ppbv (each of CFC11 and 12) increase
with that (5.4 W m-2; see Table 15-3) for a CO2 doubling, we see that the radiative forcing resulting
from the addition of 1 molecule each of CFC 11 and 12 is more than that due to the addition of 104 molecules
of CO2. The principal reasons for the extreme efficiency of CFCs are: CFC band strengths are several
times stronger than those of CO2 (see Tables 15-1a and lb); CFC absorption increases linearly with its
concentration, whereas the CO2 greenhouse effect scales logarithmically with the CO2 amount; and CFC
absorption occurs in the atmospheric window (see WMO, 1982, for further discussions).
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15.1.2 Greenhouse Gases with Strong Solar Asorption: 03
On a global-annual average, stratospheric 03 absorbs about 12 W m -2 of solar radiation and about
8 W m -2 of 9-10/zm radiation emitted by the surface-troposphere system. It also emits about 4 W m -2
(2.5 W m -2 up to space and 1.5 W m -2 down to the troposphere). Thus, stratospheric O3 contributes to
a net heating of the stratosphere which is balanced by longwave cooling due to CO2 and H20. In effect,
stratospheric 03 helps modulate the solar and longwave fluxes to the troposphere.
The largest impact of stratospheric 03 change is felt in the stratosphere itself (Figure 15-9). The solar
heating rate perturbation peaks in the vicinity of the stratopause. With respect to the longwave heating
rate perturbation (Figure 15-9b), 03 reduction causes a decrease in the lower stratospheric heating rates
(due to decreased absorption of surface emission) and an increase in the mid to upper stratosphere heating
rates (due to decreased emission).
Reduction in stratospheric 03 can modify the surface temperature via two competing processes: more
solar radiation is transmitted to the surface-troposphere system, thereby contributing to a surface warm-
ing; on the other hand, the cooler stratosphere (due to decreased solar and longwave absorption) emits
less to the troposphere which would tend to cool the surface. The solar warming and the longwave cooling
effects are comparable in magnitude, and the magnitude as well as the sign of the net effect depends very
critically on the magnitude of the stratospheric temperature change which in turn depends strongly on
latitude and season.
The magnitude of the longwave cooling effect depends on the altitude of 03 reduction, whereas the
magnitude of the solar warming effect depends solely on the reduction in total column amount. Conse-
quently, changes in stratospheric 03 can have different effects on the surface temperature depending on
the vertical distribution of the 03 change. This dependence is revealed in Figure 15-10 which shows the
computed change in surface-troposphere radiative heating for two different profiles of 03 change. While
the uniform 03 reduction leads to a net radiative cooling, the non-uniform 03 change profile (denoted
by CFM; Figure 15-10b _ leads to a net increase in the heating. For the CFM perturbation, most of the
decrease in 03 occurs in the upper stratosphere and, hence, the reduction in longwave emission (due to
stratospheric cooling) is not "felt" by the troposphere with the result that the solar warming dominates
over the longwave cooling effect. The profile shown in Figure 15-10a is the ozone change vs. altitude
calculated by models using the photochemistry which was current in 1979. Today's (1985) one-dimensional
models show significantly less ozone change in the lower stratosphere (see Chapter 13). Two-dimensional
models show a highly latitude-dependent ozone change in the lower stratosphere with increases predicted
at low latitudes and decreases at high latitudes. (see Chapter 13).
Since the net effect on tropospheric radiative forcing is obtained as a difference between solar and
longwave effects, it depends strongly on latitude and season. In middle to higher latitudes, even the sign
of the effect depends on season (e.g., see the CFM curve in Figure 15-10).
Although the troposphere contains only about 10% of the total 03, the longwave opacity of present
tropospheric 03 amounts is nearly the same as that of present stratospheric O3 amounts (due to the pres-
sure broadening effects on the O3 9.6/xm band line shape). Furthermore, both solar and longwave effects
of tropospheric Oa change influence the surface temperature in the same direction in contrast to the oppos-
ing solar and longwave radiative effects induced by stratospheric O3 change. As a result, surface tempera-
ture is significantly more sensitive to changes in tropospheric O3 than to stratospheric 03 changes. In fact,
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Figure 15-9. Radiative drives (K day -1) for the ozone reduction experiments: (a) _Jsw, the change in
shortwave heating due to a 50% ozone reduction; and (b) (_Q9.6, the change in 9.6/_m 03 band heat-
ing rate due to a 50% ozone reduction, with the temperatures in all cases held fixed at the control values.
Source: Fels et aL, 1980.
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Figure 15-10. The dependence of computed change in the net radiative flux at the tropopause to assumed
vertical profile of 03 change. (a) The CFM profile is similar to the profile yielded by photo-chemical models
which were current in 1979 for the effect of adding CFC's while holding other gases constant. Present
models show less effect in the lower stratosphere and even give increases especially at low latitudes;
(b) the computed change in the net flux at the tropopause for the CFM profile and for a 30% uniform
03 reduction. Source: Ramanathan and Dickinson, 1979.
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for a uniform 03 change, tropospheric 03 change is about two to three times as effective as stratospheric
03 change in altering the radiative forcing (e.g., see Table 15-5).
The strong dependence of the computed surface temperature change to the altitude and latitude of
of O3 perturbation is summarized in Figure 15-11 (adapted from Wang et al., 1980). This figure shows
the computed surface temperature change (per cm-atm of 03 change) as a function of the altitude at which
03 is perturbed. For both the tropical and mid-latitude profile, the computed surface temperature change
is most sensitive to ozone change (on a per molecule basis) within the upper troposphere and lower
stratosphere. The larger sensitivity of the tropical profile is mainly due to the warmer tropical surface
temperature and the colder tropical tropopause temperature both of which tend to maximize the green-
house effect of Oa.
15.1.3 Additiveness of the Greenhouse Effects
The question to be addressed here is: would the computed change in tropospheric radiative forcing
due to the simultaneous addition of two or more gases to the atmosphere be the same as that of summing
up the effects of adding each gas separately? This question arises because the absorption features of several
gases appear in the same spectral region. For example, the CF4, CH4 and N20 bands occur in the 6-8/_m
region; N20 bands in the 15 #m region overlap with CO2 bands; CFC bands overlap with 03 bands; etc.
To a large extent, model calculations show that the error involved in the additive assumption is less than
5% or so.
The above conclusion becomes invalid once one or more of the added gases alters a radiatively active
constituent through chemical interactions. For example, both CFCs and CH4 influence 03 through chemistry.
CH4 is estimated to lead to an increase in O3 in the upper troposphere and lower stratosphere, whereas
Table 15-5. Computed Surface-Troposphere Radiative Forcing Due To Uniform Reduction in 03; Globally
Averaged Conditions with Average Clouds.
Radiative Forcing _
Os Perturbation (W m -2) Source
-25 % in the total column
-25 % in the stratosphere
-25% in the troposphere
-0.6 to -0.7 W m -2
-0.1 to -0.2 W m -2
-0.4 to -0.5 W m -2
Inferred from
Hansen et al. (1981) 2
Ramanathan and
Dickinson (1979)
Fishman et al. (1979a)
The values cited here account for stratospheric temperature changes to the imposed perturbations.
2 These authors give results for surface temperature change and the radiative forcing was inferred by multiply-
ing the temperature change with their model sensitivity (i.e., k as given by Eq. 1 defined in Section 15.2.2)
which is about 1.4 W m -2 K -1.
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Figure 15-11. Computed change in surface temperature (per unit local 03 change) as a function of alti-
tude at which 03 is perturbed. The surface temperature sensitivity curve is shown for midlatitude (solid)
and tropical (dashed) atmosphere conditions. Source: Wang et al., 1980.
an increase in CFCs would lead to a decrease in 03 in the stratosphere. Simultaneous addition of CH4
and CFCs may not produce the same change in the vertical profile of 03 as that obtained by superposition
of the individual 03 changes produced by CH4 and CFCs. Since the tropospheric effects depend on the
vertical distribution of the 03 perturbation, the validity of the additiveness assumption needs to be examined
in the case of trace gases that chemically impact other radiatively active gases.
15.1.4 Effects of Aerosols
Stratospheric aerosols of volcanic origin undergo episodic variations while tropospheric aerosols can
undergo episodic or secular variations. It is necessary to understand the nature and magnitude of the
"signature" of aerosols on the observed trends of surface-troposphere-stratosphere temperatures before
we can identify the role of trace gases on long term (decadal) climate trends. The above necessity is the
primary motivation for including a brief discussion on aerosols in the present chapter.
A detailed description of our current understanding of aerosol effects on climate can be found in WCP
(1983). Aerosols can impact climate either directly by absorption and scattering of solar and longwave
radiation or indirectly by altering optical properties of clouds (Lenoble, 1984). Aerosols can influence
cloud optical properties in one of the following two ways (Lenoble, 1984): (1) Aerosols lodged within
a water droplet or ice crystal can alter the radiative properties of the cloud; (2) aerosols can also serve
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as condensation or freezing nuclei and influence the size and concentrations of droplets or ice crystals
which in turn govern the radiative properties of clouds (Twomey et al., 1984). The aerosol-climate problem
is so complicated that after decades of research, it is still difficult to make any general statements about
whether aerosols cool or warm the climate. However the direct radiative effects are relatively better under-
stood than the indirect effects and hence we will focus on the direct radiative effects of aerosols.
The visible optical depth of the background stratospheric aerosols is of the order of 0.01 or less, and
hence, has a negligible impact on climate (WCP, 1983). The background tropospheric aerosol is estimated
(by climate models) to cause a global surface cooling of about 1 to 3 K (see Table 2.2 of WCP, 1983).
However, small changes in the assumed optical properties of aerosols (e.g., single scattering albedo and/or
backscattered fraction; also see Lenoble, 1984) can change the computed effect from cooling to warming.
With respect to climate change, aerosols of volcanic origin in the stratosphere and of anthropogenic
origin in the troposphere have the potential for influencing temperature trends within the stratosphere and
troposphere on time scales ranging from a few years to several decades.
The stratospheric volcanic aerosols have been shown to affect the tropospheric climate in the follow-
ing way. Aerosols produce two competing effects: (1) the scattering and absorption of solar radiation by
the aerosols reduce the solar radiation reaching the troposphere and (2) they increase the atmosphere's
longwave opacity. By decreasing the direct solar radiation and increasing the scattered radiation, the aerosol
contributions can cool the troposphere. The increased longwave opacity and solar absorption can also heat
the stratosphere. As the volcanic cloud ages, some SO2 is oxidized to sulfuric acid to produce more aerosols
(Hofman and Rosen, 1983); existing aerosols increase in mean radius (Hofman and Rosen, 1982), which
in turn increases the Mie scattering in the visible spectral region. To account fully for aerosol effects upon
climate, it is necessary to follow the cloud dispersion, the oxidation of SO2, the change in the size distri-
bution, the geographical location, the height and vertical structure of the aerosol cloud. To use this infor-
mation effectively in a model, it is also necessary to know the aerosol refractive index (Reck and Hummel.,
1981), from which the aerosol extinction, single scattering albedo and the asymmetry factor may be calculated.
One of the best documented and better understood effects of volcanic aerosols is their effect on
stratospheric temperatures. Stratospheric temperature statistics recorded over the last two decades clearly
reveal the low latitude warming in the lower stratosphere following the eruption of Agung in 1963 and
E1 Chichon in 1982 (WCP; 1983). In the special case of the effects of the E1 Chichon eruption of 4 April
1982 (McCormick et al., 1984; Michalsky et al., 1984), isolation of its stratospheric signal from the ther-
mal effects of the E1 Niho event and the quasibiennial oscillation indicates that a temperature increase
of 1-3 °C at 30 mb occurred between the equator and 35 ° latitude (Labitzke et al., 1983; Quiroz, 1983a).
Harshvardhan et aL (1983) used a nine-layer zonally averaged energy balance model with ice-albedo feedback
to estimate that the maximum surface cooling should have been 0.3-0.4 °C, 2.5 years following the erup-
tion. They expected the largest zonal temperature change to occur around 70 °N with a value 0.5-0.6 °C.
Their model also predicted an increase in the reflected solar radiation at the top of the atmosphere of about
3-4 W m -2.
Episodic aerosol disturbances in the troposphere have also been shown to lead to regional climatic
effects. The most important of these disturbances are arctic haze (Leighton, 1983), Saharan dust (Fou-
quart et al., 1984) and urban aerosols (Galindo, 1984). Amongst these disturbances, arctic haze may turn
out to be an important issue for the trace gas-climate problem for several reasons. First, observations
indicate that arctic haze contains large amounts of anthropogenic compounds like soot and sulfuric acid
(Blanchet and List, 1984). Secondly, it has been shown recently (Wilkness and Larson, 1984) that con-
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tinental air masses (containing soot and other anthropogenic gases) can be transported over very long dis-
tances (e.g., from Asia to Arctic). Hence, the arctic haze can exhibit a secular trend in the future. Thirdly,
the arctic haze has a substantial impact on the springtime solar heating rates (Porch and MacCracken,
1983). Under clear-sky conditions, the haze layer can enhance the heating rate by as much as 50%. The
climatic effects of the haze are expected to be concentrated in the arctic region and might change with
time (since the haze is of anthropogenic origin). Since the trace gas effects on tropospheric climate are
also expected to be large in the arctic region (see Sections 15.4 and 15.5), the potential effects of the
haze on arctic climate can make it difficult to infer the trace gas effects.
In summary, aerosols can produce a sizeable "noise" in meteorological data which makes it very
difficult to establish a direct relationship between trace gas increases and climate change. While some
models exist (Lenoble, 1984) to predict the climatic consequences of stratospheric aerosols, more research
needs to be done in measurements and in modeling to establish the role of tropospheric aerosols in cli-
mate. In particular, we need to establish trends (if any) in the tropospheric aerosols and their radiative
properties. Perhaps, the best hope for assessing aerosol effects is to monitor the albedo of the planet from
satellites with a high degree of precision (within 0.1%).
15.1.5 Current Status in Trace Gas Radiative Treatment
Numerous approximations are invoked within climate models to simplify the treatment of the radia-
tive effects of trace gases (e.g., the use of band models). For example, an international study entitled
"the intercomparison of radiation codes used in climate models (ICRCCM)" undertook the task of com-
paring clear-sky longwave fluxes and cooling rates computed by about 40 radiation models including line-
by-line, narrow-band and broad-band models (see the appendix for further discussion of the band models).
The results of this study have been published as a World Climate Research Programme report by Luther
and Fouquart and this report will be referred to as ICRCCM (1984). The principal findings of the ICRCCM
(1984) study, which focused on clear-sky longwave calculations for H20, CO2 and 03 are given below:
(1) The line-by-line models are in very good agreement with each other (within 1% in the computed
fluxes). (2) The radiation codes used in climate models differ significantly from each other. For example,
the net radiative flux change (for clear-sky mid-latitude summer condition) at the tropopause due to CO2
doubling (i.e., the radiative forcing of CO2 doubling) yielded by the models ranged from 4.5 to 7.5 W
m -2. To give another example, the range in the computed downward flux at the surface for a mid-latitude
summer atmosphere (with only water vapor) is about 60 W m -2. (3) Because of large uncertainties in
H20 line shapes and in the physics of the H20 continuum, there is an urgent need to validate line-by-line
calculations with accurate laboratory data and with flux measurements in the atmosphere.
Since H20, CO2 and O3 are discussed in great detail in the ICRCCM study, the present discussion
will focus on the other trace gases listed in Table 15-1. Climate models generally employ narrow-band
or broad-band models for CH4 and N20 and employ various versions of the optically thin approximation
for all other gases in Table 15-1.
The validity of the optically thin approximation is discussed in detail in WMO (1982; see the appen-
dix by Cess in that report). For concentrations of CFC's (and others in Table 15-1) of several ppbv or
less, the optically thin approximation when employed in conjunction with the exponential sum-fitting method
has been shown (Ramanathan et al., 1985) to yield the same accuracy as the more detailed narrow-band
model. The next step is to assess the accuracy of the approaches used in narrow- and broad-band models.
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The effect of simplified model approaches can be evaluated by intercomparing models of varying com-
plexity. This technique for evaluating models is illustrated in Annex 1 for the p4 band of CH4 (located
at 1300 cm-_). The following is a summary of the analyses given in the Appendix:
(a) It is possible to define and derive a self-consistent narrow-band or broad-band model that agrees
excellently with line-by-line calculations both for homogeneous and for inhomogeneous optical paths (i.e.,
atmospheric path);
(b) The choice of spectral interval for the narrow-band model is quite arbitrary. The spectral interval
has to be chosen by comparing with line-by-line calculations.
(c) Line half-width and its temperature dependence are available for only a minor fraction of the several
thousand lines within each band. The lack of this data is a major source of uncertainty in line-by-line
calculations.
For CFC's and all other gases except CH4 and N20, the relevant narrow-band model parameters are
unavailable. Even the integrated band strengths are unavailable for many potentially important gases such
as CFC113 and 114. Furthermore, for many of the gases the hot bands (i.e., bands for which the lower
vibrational state is an excited state) overlap strongly with the fundamental bands (e.g., see Varanasi and
Ko, 1978 for CFC11 and 12). In such instances, it is important to determine the strengths of the hot bands
for accurate modeling of the opacities in band models.
15.2. THEORY AND MODELS
15.2.1 Stratospheric Response to Perturbations
The study of climatic impacts within the stratosphere due to added trace constituents is of special interest
for several reasons. First, for reasonable projections of future trace constituent distributions, the expected
temperature changes in the upper stratosphere are nearly an order of magnitude greater than the expected
surface changes. Second, these expected temperature changes are essentially independent of ocean tempera-
ture changes and cloud feedback effects. Both processes are a source of considerable uncertainty in assessing
tropospheric climate change.
Climate change in the stratosphere is also different because temperature change there is coupled directly
with photochemical processes. The strongest link is with the temperature dependence of the equilibrium
ozone. For example, the cooling effect of increasing CO2 in the upper stratosphere superficially involves
virtually no chemistry. However, as temperatures drop, ozone amounts increase, leading to a local heat-
ing effect. This is an important negative feedback. In addition, increases of the trace gases, particularly
CH4, H20, N20 and chlorofluorocarbons, tend to lead to 03 decreases (and cooling effects) in the upper
stratosphere. However, such local decreases of 03 affect the incoming solar ultraviolet radiation such that
greater penetration into the lower stratosphere would be allowed. This acts to increase local heating there,
but more importantly, increases production of O3 below. This process produces a very significant "self-
healing" effect on the total O3 column, while leading to significant changes in the shape of the ozone
profile. This, in turn, affects the local temperature.
The almost bewildering array of interactive feedback processes in the stratosphere implies that they
can be understood only through careful, self-consistent modeling of the radiative-photochemical-dynamical
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system. Ultimately, this modeling must be done with fully interactive, time-dependent, three-dimensional
models.
For a number of reasons, such complete models remain impractical today. The most well known reason
is the tremendous computational requirements for a fully comprehensive model. However, even if such
resources were now available, the current strategy of using a hierarchy of models ranging from the very
simple to the very complex would still be the appropriate one. This is because there remain significant
uncertainties in our understanding of many aspects of the radiative-photochemical-dynamical system. Useful
reductions of such uncertainties require a wide range of considerably more focused research activities.
Without improved understanding and modeling capability in all components of the problem, the power
of more comprehensive modeling treatments tends to be diminished.
These difficulties are amplified by the very serious uncertainties in the projected changes in atmospheric
trace constituent amounts. To explore such problems, typically a generous range of possibilities (scenarios)
is considered.
This situation has led to a wide variety of modeling approaches, all of which work to reduce the com-
plexity of the problem and emphasize various sets of scientific questions. Some of these modeling approaches
are surveyed below.
15.2.1.1 Role of Radiative-Photochemical-Diffusive Models
The simplest approach that comes close to allowing an understanding of the complex interactions among
radiation, photochemical and transport processes is the so-called one-dimensional (I-D) model. These models
allow no horizontal variations and thus may logically be considered to represent globally averaged (in
the horizontal) conditions. Historically, however, they often have been used to represent local conditions,
usually at some appropriate "midpoint" latitude such as 30 °. Historically, the 1-D models have usually
considered only photochemical problems, with the required transport being parameterized by carefully
chosen but empirical "eddy" diffusion coefficients (e.g., McElroy et al., 1974, Hunten, 1975).
Such 1-D models have been shown to be very powerful tools for understanding complex chemical
feedbacks in spite of their simplicity. Moreover, they have served as the basic tool for most of the pre-
vious assessments of the expected impacts on stratospheric ozone changes due to various anthropogenic
activities (e.g., National Research Council, 1979). Typically, these models have prescribed temperatures
and thus have only indirect implications for stratospheric climate changes.
More recently, some investigators have begun efforts to couple these chemically oriented 1-D models
with the Manabe and Wetherald (1967) type radiative-convective 1-D climate models. These include Luther
et al. (1977) and Boughner (1978).
To date, the main concern has been with including the effects of climatic feedback on calculated ozone
changes. As the effects of radiatively important trace species other than CO2 become the object of more
serious climatic attention, the inclusion of photochemical feedbacks in the climate system will gain more
research attention. However, in such cases the limitations of the 1-D model framework will become more
severe. This is particularly so for the calculation of chemical/climatic feedbacks through stratospheric water,
a trace substance whose spatial distribution seems to be fundamentally dependent upon 3- D processes.
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15.2.1.2 Two-Dimensional Effects
In both climatic and chemical problems, there are many physical processes that at best are poorly
represented in 1-D models. The next logical step is to construct a 2-D model in the meridional-vertical
plane. This allows inclusion of many important sun-angle dependent processes. Most models in this category
have prescribed transport processes in various combinations of zonally symmetric and "eddy" mechanisms.
In the past, the main concern has been with the problem of self-consistent prescription of mean and
eddy transport processes. Recently, conceptual progress (Plumb and Mahlman, 1985) and semi-empirical
successes (e.g., Garcia and Soloman, 1983; Ko et al., 1985; Guthrie et al., 1984) have been achieved.
This progress has been mainly in the "transport/chemistry only" models in which the transport doesn't
really change as the constituents or the climate of the stratosphere change.
Early attempts to produce self-consistent dynamical response in 2-D models were given in Vupputuri
(1978) and Pyle and Rogers (1980a). In these models the eddy fluxes are essentially specified (usually
through local eddy diffusion coefficients), but the meridional circulation is calculated self-consistently in
response to these fluxes. In a more fundamental sense, these models are not really climate models either
since the fundamental eddy forcing remains prescribed through large changes in constituents. They might,
however, capture an important part of the 2-D "non-dynamical" part of the climatic response to trace
constituent changes. Such models can yield temperature changes that are very close to the "fixed dynami-
cal heating" (FDH) limit described in the next section.
15.2.1.3 Three-Dimensional and Dynamical Effects
Since it is clear that both chemical and dynamical processes are inherently three-dimensional, it is
inevitable that 3-D climate/chemical models will play an increasing role in analysis of such trace gas/climate
problems. However, even as such models are employed, they can provide information which at times
may show ways in which full 3-D processes may not have to be modeled explicitly once they are well
understood. For example, the work of Mahlman et al. (1985) indicates that all long-lived stratospheric
gases exhibit predictable structure provided that the complete 3-D structure is solved for one of them and
the chemistry of each of the gases of interest is known. In this context, it is likely that full 3-D solutions
will not be required for each of the ever growing list of radiatively active gases that may influence climate.
In the context of predicting stratospheric climate change, it is of interest to inquire whether 3-D models
are really required. The answer to this probably can be supplied only with a properly posed 3-D model.
An early attempt in this regard was offered by Fels et al. (1980). They pointed out that there are two
possible extremes of stratospheric climatic responses to changes in trace constituents. These are
(1) "dynamical adjustment" and (2) "radiative adjustment." For dynamical adjustment, the net dynamical
heating (sum of adiabatic heating mechanisms in the thermodynamic equation) adjusts so that the temperature
doesn't change. For radiative adjustment (see also Fels and Kaplan (1975), and Ramanathan and Dickinson
(1979)) the temperature changes so that the net dynamical heating doesn't change.
Since the net dynamical heating is a function of the degree to which the stratosphere is dynamically
forced, "radiative adjustment" means in this context that no further changes in dynamical forcing occur
as a result of changing trace constituents. This is why Fels et al. (1980) refer to this as the "fixed dynami-
cal heating" (FDH) limit. The attractive feature of the FDH limit (if valid) is that, in principle, climatic
calculations can be performed with purely radiative models. However, this requires that such radiative
models perturb about realistic atmospheric structure (either real or modeled). The experiments of Fels
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et al. (1980) suggest strongly that mid and high latitudes of the stratosphere are rather well described
by the FDH limit. For tropical wind systems, however, considerable dynamical adjustment is expected.
They offer a mechanistic model that explains why significant dynamical adjustment is expected mainly
in the tropics.
The calculations of Fels et al. (1980) pertain to annual mean conditions and may not necessarily reflect
the validity of the FDH model for other seasons (in particular, the winter polar regions where dynamical
processes play a crucial role in maintaining the thermal structure). Nevertheless, it seems safe to conclude
that, on an annual mean basis, the stratospheric temperature response to radiative heating perturbations
is governed to a large extent by longwave radiative adjustment processes.
15.2.2 Troposphere Response and the Role of Feedbacks
One of the fundamentally important concepts which has emerged out of the numerous I-D, 2-D and
3-D climate model studies is that the surface temperature change is largely determined by the radiative
forcing of the surface-troposphere system (i.e., net flux change at the tropopause). The computed surface
temperature change is neither strongly dependent on the vertical distribution of the radiative heating within
the troposphere nor does it depend strongly on the manner in which the radiative heating is partitioned
between the surface and the troposphere. The reason for the insensitivity of the computed surface temper-
ature change to the vertical heating distribution has been explained in the introduction to Section 15.1.
The model results that helped forge this concept are numerous and only a few examples will be given
below: (a) The radiative forcing of the surface-troposphere system due to a 2% increase in solar insolation
and due to a CO2 doubling agree within about 10%. But, the partioning of this forcing in terms of surface
forcing and tropospheric forcing is vastly different. Yet, almost all climate model studies, including the
general circulation model studies (e.g., Wetherald and Manabe, 1975; Hansen et al., 1984) show that
the computed surface temperature change for the 2 % solar radiation increase is within 10% of that due
to CO2 doubling; (b) Likewise, as shown in Section 15.1, the vertical distribution of the radiative heating
due to CFCs and CH4 or CO2 are drastically different. Yet, the computed surface temperature change
due to the individual gases scales almost linearly with respect to their radiative forcing of the surface-
troposphere system. The conclusions derived from these studies apply only to small deviations from the
observed climate and should not not be generalized to large perturbations.
Three different types of climate models have been used to compute the climate change due to trace
gas perturbations: energy balance models (EBMs), radiative-convective models (RCMs) and general cir-
culation models (GCMs).
15.2.2.1 Energy Balance Models: the Zero Climate Feedback Limit
The concept of surface-troposphere radiative forcing is particularly useful for inferring the role of
feedback processes since it enables the problem to be formulated in terms of a zero-dimensional climate
model. Denoting the perturbation in surface/troposphere radiative heating (i.e., the radiative forcing) as
AQ, the surface temperature change AT s can be related to AQ by the relation (Dickinson, 1985):
ATs AQ
- X (I)
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where k is referred to as the climate feedback parameter. The net (solar + longwave) radiative forcing,
AQ, is the net (down minus up) radiative flux change at the tropopause due to the trace gas change. The
change in the net flux is computed by holding the surface and tropospheric temperatures fixed at the refer-
ence value but allowing the stratospheric temperatures to come to equilibrium with the radiative heating
perturbation. These subtle requirements of computing AQ have been ignored at times (in the literature)
with catastrophic errors. For example, Equation (1) has been applied by estimating AQ at the surface which
tends to underestimate AT s by a factor of two to four (see Ramanathan, 1981) or by estimating AQ at
the top of the atmosphere without allowing the stratosphere to come to equilibrium which tends to under-
estimate AT s by a factor of two (see the discussions in Schneider, 1975)
In general, k estimated by the hierarchy of simple and sophisticated climate models lies in the range of:
1 < k < 4Wm-ZK -_.
For the simplest case in which the earth-atmosphere system radiates as a black body with an effective
radiating temperature of 254 K, k = 40 T 3 (=3.7 W m -2 K-0. For this case, a doubling of CO2 (note
AQ _ 4.2 W m -2) would yield a surface warming of about 1.1 K. This simple model implicitly assumes
that the troposphere and surface are coupled so that the same temperature change occurs in the troposphere
or at the surface, i.e., the lapse rate is assumed to be an invariant of climate. More importantly, this model
ignores all climate feedback processes involving temperature, humidity, clouds and others. The only feed-
back this model includes is the negative feedback between temperature and longwave emission (Dickin-
son, 1982). Hence, the climate response obtained from a model with fixed lapse rate, fixed atmospheric
composition and fixed planetary albedo is referred to as zero climate feedback case and the change in
surface temperature for this case is denoted by (ATs) o.
The EBM given by (1) imposes the energy balance at the top-of-the tropopause. There are also sur-
face energy balance models (SEBMs) which solve for AT s by imposing surface energy balance. A recent
review by Schlesinger and Mitchell (1985) shows that a wide range of values for k may be obtained (0.3
to 10 W m-ZK-0 for SEBMs depending upon modeling assumptions. In several cases where the k is out-
side the range of 1 to 4 W m-2K -1, the cause has been traced to the assumptions that violated the first
law of thermodynamics (Cess and Potter, 1984).
There are also 1-D (latitude) and 2-D (latitude and altitude) EBMs which have played an important
role in illustrating the magnitude of several climate feedbacks. These EBMs are reviewed in North et al.
(1981).
15.2.2.2 Radiative-Convective Models
Radiative-convective models determine the equilibrium vertical temperature distribution for an atmos-
pheric column and its underlying surface for given insolation and prescribed atmospheric composition
and surface albedo. An RCM includes submodels for the transfer of solar and longwave radiation, the
turbulent heat transfer between the earth's surface and the atmosphere, the vertical redistribution of heat
within the atmosphere by dry or moist convection, the atmospheric water vapor content and cloud amount.
The radiative transfer models used in RCMs are frequently identical to those used in GCMs. The vertical
heat redistribution by convective atmospheric motions is modeled as an adjustment whereby the tempera-
ture lapse rate of the atmosphere is prevented from exceeding some given value. The amount of water
vapor is detemined in RCMs either by prescribing the absolute humidity or the relative humidity; in the
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latter case the amount of water vapor increases (decreases) with increasing (decreasing) temperature. Finally,
the fractional cloudiness and the temperature or altitude of the cloud tops are either prescribed or predicted.
The zero-climate feedback limit in the RCM is obtained by prescribing the lapse-rate, absolute humidity
and planetary albedo and by holding them fixed as surface and atmospheric temperatures vary. The com-
puted surface temperature change for the zero climate feedback case, (ATs) o, generally ranges from 1.3 K
(Manabe and Wetherald, 1967; Ramanathan, 1981) to 1.2 K (Hansen et al., 1984). Both of these values
are reasonably close to the value of 1.1 K obtained from the zero-dimensional EBM (Section 15.2.2.1).
Hence, (ATs)o is a nearly model-independent parameter and is a useful measure of the radiative forcing
due to a given change in atmospheric composition.
To indicate the importance of the climate feedback processes listed in Table 15-6, we introduce a
climate feedback factor, F, which is defined as:
F - ATs (2)
(ATs)o
where AT s is the change in surface-air temperature with the feedback. The (ATs)o, AT s and F obtained
for CO2 doubling with various hypothesized feedbacks are shown in Table 15-6.
The water vapor feedback (second row in Table 15-6) is one of the better understood feedback processes
and was introduced in the RCM by Manabe and Wetherald (1967) based on the fact that the observed
zonally averaged relative humidity is quite insensitive to seasonal changes in temperatures. With fixed
relative humidity, the water vapor amount increases with an increase in surface temperature according
to the Clausius-Clapeyron relation. Since H20 is the most important greenhouse constituent, the H20-T s
feedback increases computed AT s by roughly 50 to 80% depending on the model (see Manabe and
Wetherald, 1967; the review paper by Ramanathan and Coakley, 1978; F in Table 15-6). The increased
solar absorption by H20 contributes roughly 10% to the H20-T s feedback.
Other parameters such as lapse rate, cloud top temperature, cloud cover will have a significant impact
on X. The numbers in Table 15-6 indicate the potential importance of these feedbacks. However, the mag-
nitude and even the sign in some instances (e.g., clouds) of these feedbacks are not well known.
Another important feedback concerns the snow and ice albedo feedback. With an increase in surface
temperature, snow and ice cover will melt which may lead to a decrease in the areal extent of snow and
ice cover; this will lead to a decrease in surface albedo and a corresponding increase in the absorbed solar
radiation. This positive feedback has been the subject of scores of EBM, RCM and GCM studies. Generally,
according to Dickinson (1985), several models have converged to the conclusion that the ice-albedo feed-
back amplifies global average AT s by about 15% (also see last column of Table 15-6); note, however,
that the magnitude of amplification by any one feedback depends on the other feedbacks included. It should
also be noted that the ice-albedo feedback has a significant impact on polar surface temperature change.
15.2.2.3 General Circulation Models
The principal prognostic variables of an atmospheric GCM are the temperature, horizontal velocity,
and surface pressure, which are governed, respectively, by the thermodynamic energy equation, the horizontal
momentum equation, and the surface pressure tendency equation. With the mass continuity equation and
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Table 15-6. Feedback Analysis Using the Oregon State University 2-Layer RCM. (Source: Schlesinger,
Private Communication)
Feedback Mechanism
Ts (1 x C02) AT s
(°C) (°C) F 2
None [ATs)o] 1 15.28 1.35
Water Vapor 3 14.53 1.94 1.4
Lapse Rate 4 9.53 0.88 0.7
Cloud Temperature 5 15.28 1.73 1.3
Cloud Cover 15.28 1.38 1.0
Cloud Optical Depth 7 15.28 1.39 1.0
Surface Abedo a 15.43 1.56 1.2
Water Vapor 3 and
Lapse Rate 4 9.38 1.19 .9
Cloud Temperature 5 14.20 2.79 2.1
Cloud Cover 6 15.12 1.81 1.3
Cloud Optical Depth 7 15.39 1.70 1.3
Surface Albedo a 14.58 2.39 1.8
Water Vapor 3,
Cloud Temperature 5,
and Surface Albedo a
14.14 3.85
(ATs)o is calculated by the RCM without feedbacks.
2 F = ATs/(ATs)0.
3 With the fixed relative humidity profile of Manabe and Wetherald (1967).
4 With the moist adiabatic lapse rate.
5 With fixed cloud temperature prescribed equal to that of the 1 × CO2 simulation with no feedback.
6 With variable cloud cover prescribed similarly to that of Wang et al. (1981) and cloud albedo, absorp-
tivity and transmissivity.
7 With variable optical depth r prescribed similarly to that of Wang et al. (1981) and cloud albedo, absorptivity
and transmissivity parameterized in terms of r following Stephens et al. (1984).
8 With variable surface albedo prescribed as in Wang and Stone (1980).
the hydrostatic approximation and appropriate boundary conditions, these equations form a closed system
for an adiabatic and frictionless atmosphere. But the general circulation of the atmosphere is the large-
scale, thermally driven field of motion in which there are interactions between the heating and motion
fields. Therefore, several additional prognostic variables, with corresponding governing equations and
appropriate boundary conditions, must be added to simulate the heating. Of these, the most important
is the water vapor, which is governed by the water vapor continuity equation. Because the atmosphere
is largely heated by the underlying surface through the exchange of sensible and latent heat, and because
snow lying on the ground can have a large influence on the surface albedo, the ground temperature, soil
moisture, and mass of snow on the ground are prognostic variables, governed by energy, water, and snow
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budget equations for the ground. In addition to the prognostic variables, GCMs have many diagnostic
variables, among which clouds may be one of the most important.
The equilibrium changes in surface air temperature AT s simulated by 7 selected GCMs for a doubled
CO2 concentration are presented in Table 15-7. The first four studies were performed with atmospheric
GCMs coupled to a swamp ocean model which has zero heat capacity and no horizontal or vertical heat
transports. These coupled atmospheric GCM/swamp ocean models are run without a seasonal insolation
cycle to prevent the freezing of the ocean in the latitudes of the polar night. The last three studies were
performed with atmospheric GCMs coupled to a fixed-depth mixed layer ocean model which has heat
capacity, prescribed horizontal heat transports (zero except in Hansen et al., 1984), and no vertical heat
transports. These coupled atmospheric GCM/fixed-depth mixed layer ocean models are run with the seasonal
insolation cycle.
Table 15-7 shows that the models without the seasonal insolation cycle give surface air temperature
warmings of 1.3 to 3.0 K for a doubling of CO2, while the models with the seasonal insolation cycle give
annual average warmings of 3.5 to 4.2 K (also see footnote 2 in Table 15-7). It is difficult to identify
the specific causes for the wide range of surface air temperature warming simulated by the models with
a swamp ocean because these models differ in geographical domain, land/ocean distribution and orography
as well as in their treatment of clouds, snow and sea ice (Schlesinger, 1984). It is therefore gratifying
that the three simulations with the atmospheric GCM/fixed-depth mixed layer ocean model having a global
Table 15-7. Surface Air Temperature Change Induced by a Doubled CO2 Concentration As Simulated
by Selected General Circulation Models.
Study ATs (K)
Manabe & Wetherald (1975)
Manabe & Wetherald (1980)
Schlesinger (1983)
Washington & Meehl (1983)
Washington & Meehl (1984)
Hansen et al. (1984)
Manabe & Wetherald _
2.9
3.0
2.0
1.3
3.5
4.22
4.0
Unpublished study. See Schlesinger and Mitchell (1985).
2 This version of the Hansen et al. GCM has less sea-ice than observed. They also report results with
an alternate version of the GCM which has roughly 15 % more sea-ice than observed and this "alternate"
version yielded a ATs of 4.8 K.
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domain, realistic land/ocean distributions and orography, and interactive clouds produce comparable global
mean surface air temperature warmings.
15.2.2.4 The Importance of Cloud Feedback
One of the least understood and potentially important feedbacks is the feedback involving clouds. The
issues to be addressed are threefold. The first concerns the response of cloud cover, cloud base and cloud
tops to temperature changes; the second concerns the change in cloud radiative properties (i.e., albedo
and emissivity); and the last is the relationship between the above changes and the radiative forcing due
to the clouds. The limited number of studies on this tough problem have led to the following conflicting
inferences. Empirical studies using satellite radiation budget data in conjunction with cloud cover data
have indicated that even if cloud cover changes substantially, the radiative changes would be negligible
(Cess, 1976). Similar empirical studies, but using different satellite data sets (see Cess et al., 1982), have
suggested that an increase (decrease) in clouds would lead to a large radiative cooling (heating). The impli-
cation of these studies is that an increase (decrease) of global average clouds by about 4% i.e., from 50
to 54% (or decrease to 46%) would be sufficient to ameliorate (amplify) the CO2 effect by a factor of
2 or more. Recent GCM studies, on the other hand, indicate that cloud feedback could amplify the CO2
warming by about 25 to 50%.
The GCM studies have largely ignored the so-called cloud-optics feedback (Charlock, 1982; Somerville
and Remer, 1984). In this feedback, the cloud liquid water increases with an increase in T s such that the
cloud albedo increases with an increase in T s. The increase in cloud albedo provides a negative feedback.
RCM calculations (Charlock, 1982, and Somerville and Remer, 1984) suggest that the cloud optics feed-
back may reduce AT s by a factor of 1.5 to 2.
The fundamental difficulty in the way of realistic attack on the cloud problem is the fact that the processes
that govern cloud formations and their radiative effects occur on scales ranging from several meters to
several tens of kilometers. Theoretical, modeling and observational breakthroughs are needed to bridge
the gap between the spatial scales of climate models and the scales of cloud formation. In the interim,
we have to acknowledge the potentially large source of uncertainty in model estimates of climate sensitivity
and explore imaginative ways of verifying model sensitivity with observations.
15.2.3 The Implications of HzO-Climate Feedback
Most climate models and, in particular, all of the GCMs indicate that an increase in tropospheric
water vapor content will accompany the greenhouse warming of trace gases. The increase in H20 is a
strong function of latitude and altitude ranging from 5 to 15% in the low latitudes to as much as 50%
in the polar regions (e.g., see Washington and Meehl, 1984). As described earlier (Section 15.2.2) this
H20 feedback amplifies the surface warming by about 50 to 80 %. In addition to providing the positive
climate feedback, the increase in tropospheric H20 has important implications to tropospheric chemistry
(Hameed et al., 1980; Callis et al., 1983a; WMO, 1982).
The increase in H20 can lead to increased production of tropospheric OH which, in turn, may lead
to enhanced oxidation of CH4, CO and O3 (see Figure 15-4), and possibly other chemicals. Since OH
plays a dominant role as a cleansing agent of tropospheric pollutants, surface-troposphere temperature
changes (through the H20 feedback) can have substantial influence on the concentrations of other green-
house gases (e.g., O3 and CH4) in the troposphere. The nature and magnitude of this climate-chemistry
feedback is discussed in Section 15.3.
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The second important role of H20 feedback concerns the interactions between low-latitude tropopause
temperatures and stratospheric H20. The direct radiative forcing of trace gases such as CFCs and O3 are
particularly large in the vicinity of the tropical tropopause (Figures 15-8 and 15.9). Furthermore, GCM
results reveal a large change in tropical tropopause temperatures in response to 03 change (Figure 15-12)
or to CFCs (Dickinson et al., 1978). Since the stratospheric H20 concentration is believed to depend criti-
cally on this temperature, substantial cooling (or warming) of the tropopause may lead to a substantially
drier (or wetter) stratosphere.
Large changes in stratospheric water vapor have important radiative and chemical consequences. For
example, a doubling of stratospheric H20 from 3 to 6 ppm can lead to a 0.6 K surface warming (Wang
et al., 1976). Since H20 is a controlling factor in stratospheric HO x chemistry (Liu et al., 1976), altered
stratospheric H20 can also influence stratospheric concentrations of 03 and CH 4.
15.3 EFFECTS ON ATMOSPHERIC AND SURFACE TEMPERATURES
Most of the trace gases that have been detected in the atmosphere are listed in Table 15-8 together
with information pertinent to their presently known sources, sinks, lifetimes, and present concentrations.
The direct greenhouse effects of these gases will be discussed first, to be followed by discussions of the
effects arising from chemical perturbations.
15.3.1 Direct Effects
Most of the gases shown in Table 15-8 have absorption features in the longwave spectrum (see
Tables 15-1 a and 15-1 b). Many of the gases shown in Table 15-8 have a substantial surface warming effect
at 1 ppbv level (see Figure 15-13). For reference purposes, Figure 15-13 also shows the surface warming
due to uniform increases in tropospheric 03 between 0 to 12.5 km, CH4 and N20. All of the gases shown
in Figure 15-13 have strong absorption features in the "window" region of 7-13 #m. Bands of gases such
as CF4 occur in the same wavelength as CHa and N20 bands. Because of this band overlap, CF4, in spite
of having the strongest band (band strength of about 5000 cm -2 atm -_, see Table 15-1b) of the gases
shown in Figure 15-13, does not have as large a surface warming as some of the other CFCs. The direct
greenhouse effects have also been estimated by numerous recent studies (e.g., Briihl and Crutzen, 1984;
Wang et al., 1985; Ramanathan et al., 1985; Owens et al., 1985b).
The radiative-convective model (RCM) results for AT s due to increases in CFCs, CH4 and N20 have
differed significantly among models. Recent studies (Ramanathan et al., 1985 and Owens et al., 1985b)
have attempted to clarify the sources for the discrepancy. For CFCs, most of the differences were traced
to the use of different spectroscopic data and to differences in model sensitivity. When these results were
scaled to the same model sensitivity of AT s = 2 K for a doubling of CO2 and to the most recent CFC
band strengths of Kagann et al. (1983), all of the models (Ramanathan, 1975; Reck and Fry, 1978; Lacis
et al., 1981; Ramanathan et al., 1985) except the Owens et al., (1985) model, yield a surface warming
of 0.52 to 0.56 K for a 0 to 2 ppbv increase in each of CFCll and CFC12. The Owens et al., model
yields a AT s of 0.45 K (see Owens et al., 1985b for a more complete discussion of this intercomparison).
A similar scaling procedure of model sensitivity (i.e., AT s =2 K for CO2 doubling) for doubling of CH4
and N20 shows a spread of about 0.2 to 0.3 K for doubling of CH4 and about 0.35 to 0.45 K for doubling
of N20 (see Table 9 of Owens et al., 1985b). These differences strongly suggest the need for an ICRCCM
(1984) type intercomparison study for the trace gases shown in Figure 15-13.
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Figure 15-12. Temperature change due to 50% ozone reduction as simulated by (a) the FDH model
and (b) the GCM. (Fels et al., 1980).
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Figure 15-13. Computed surface air temperature change due to a 0 to 1 ppbv increase in trace gas
concentrations. Tropospheric O_, CH4 and N=O increases are also shown for comparison. For these three
gases, the factor of increase is indicated in the figure. For example, for tropospheric Oz, the bottom
part of the shaded region is the temperature change due to a uniform increase in O_ from 0 to 12 km
by a factor of 1.15. Source: 1-D radiative-convective model results of Ramanathan et al. (1985).
It is important to note that increasing levels of these gases are essentially additive and have the poten-
tial to add directly and significantly to the greenhouse effect of the present day atmosphere. Furthermore,
several of the important gases shown in Table 15-8 (e.g., F13; F116; F13B1; CF4) have lifetimes in ex-
cess of 100 years, and hence, if their use increases in the future, these gases have the potential for a sub-
stantial impact on climate on time scales of several hundred years.
15.3.2 Indirect Effects
In addition to the direct effects, many of the trace gases perturb temperatures indirectly through phys-
ical or chemical mechanisms that cause the distributions, or concentrations of other optically active con-
stituents to be changed. The nature of some of the interactions leading to these indirect effects were shown
in Figure 15-4. Most well known of these is perhaps the stratospheric destruction of O_ due to reaction
with chlorine and chlorine oxides formed as a result of stratospheric photolysis of chlorine bearing com-
pounds (e.g., CF2C12, CFCla, CCI_, and CH3C1). The altered atmospheric levels O3 will affect both the
tropospheric and stratospheric radiative budgets at both solar and infrared wavelengths. Furthermore, tem-
perature changes can perturb chemistry through the H20 feedback (Section 15.2). These and other exam-
pies are discussed in the following paragraphs.
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15.3.2.1 H20-Temperature Feedback Effects on Tropospheric Chemistry
As discussed in Section 15.2.3, climate models including GCMs indicate that an increase in tropospheric
humidity accompanies the computed surface/troposphere warming (due to the greenhouse effect of trace
gases). For example, a 2 K tropospheric warming in the RCM (due to CO2 doubling) leads to an increase
of H20 that ranges from about 10 to 30% (Figure 15-14). The increase in H20 can lead to enhanced OH
production through the reaction (Hameed et al., 1980):
O(ID) + H20 -- 2OH (1)
which also acts as a direct loss reaction for ozone as O(1D) is in instantaneous equilibrium with 03. Fur-
ther loss of ozone may take place through the reactions:
OH + O3 -" HO2 d- 0 2 (2)
HO2 q- 03 --,, OH + 202 (3)
However, at high NO x levels, ozone is efficiently produced through the catalytical cycle:
HO2 -t- NO -- NO2 q- OH (4)
NO2 q- hp -- NO + O (5)
0 + 02 + M -- 0 3 -_ M (6)
The main source for HO2 is OH reacting with CO (see discussions later under the CO section) rather
than reaction (2). Hence, reactions (4) to (6) lead to a net 03 production. However, due to the large observed
variations in tropospheric NO levels, with extremely low values in some remote regions, one could expect
either ozone production or ozone destruction as a result of the reactions (1) to (6).
Tropospheric CH4 levels may also be reduced by the reaction
CH4 + OH -- CH 3 q- H20 (7)
For a doubling of CO2, the 1-D latitudinal energy balance model (Hameed and Cess, 1983), with
a AT s of 3.1 K, shows a decrease in tropospheric 03 and CH4 of 11% and 17% respectively; the radiative-
convective model, with a AT s of 2 K, computes a decrease of 5-7% for tropospheric 03 and 9-14% for
CH4. Because of the nonlinearities in the H20-T coupling and other nonlinearities in the chemistry, simul-
taneous perturbations may exacerbate the effect (e.g., see Figures 15-15 and 15-16). For example, a doubling
of CO2 with a CFC increase (due to steady state injection of CFCll and CFC12 at the 1977 emission
rate) results in a computed decrease of about 16 % for O3 (see Figure 15-15) and about 26 % for CH 4 (Callis
et al., 1983a).
The O3 and CH4 changes resulting from the H20-T coupling have a negative feedback effect on the
computed AT s. For a CO2 doubling, the computed surface warming decreases by about 10% with the
inclusion of the decreases in 03 and CH4 (Hameed and Cess, 1983). All of the results described above
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to CO= increase. Source: 1-D model results of Callis et al. (1983a).
depend very strongly on the assumed background levels of NO x (Hameed et al., 1979; also see Figure
15-15), since the ozone formation as described above as well as the products in the methane oxidation
scheme depend on NO concentrations.
15.3.2.2 Effects of CO=
Carbon dioxide does not react chemically to any significant degree in the troposphere or stratosphere.
However, the stratospheric temperature decrease that is computed to result from CO2 increase (Manabe
and Wetherald, 1967) will alter the reaction rates and can lead to stratospheric 03 increases (Boughner
and Ramanathan, 1975). The 03 increase can, in turn, have a negative feedback on the CO2-induced
stratospheric cooling. Numerous coupled 1-D model studies (Boughner, 1978; Owens et al., 1985) have
estimated this feedback. For a doubling of CO2, the model calculations generally indicate a column 03
increase of 2 to 6% (see Table 6 of Owens et al., 1985). This 03 increase is mainly concentrated above
20 km where the enhanced solar heating (due to 03 increase) reduces the stratospheric cooling due to
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CO2 increase by about 20% (Figure 7 of Owens et al., 1985). The effect of the O3-T feedback on surface
temperature is negligible.
15.3.2.3 Effects of CH4
Recent studies (Blake and Rowland, 1985 and Blake et al., 1982) show that tropospheric concentra-
tions of CHa have been increasing at a rate of about 1 percent per year over the last 4-6 years. The causes
of this increase are not known at present. Both changes in the release rate of methane and in the loss rate
due to changes in OH concentrations, reaction (7), affect atmospheric CH4 levels. In addition, as the methane
oxidation by reaction (7) is a main loss path of OH in the free troposphere, increases in the release rate
of methane lead to a decrease in OH, and thereby to a further increase in methane levels. With continued
increases in methane in the future, this positive feedback mechanism could become increasingly impor-
tant. Recent 2-D model studies (Isaksen and Hov, 1985) suggest that this feedback may account for 30%
of the methane increase at present. However, since the magnitude of this feedback depends on the assumed
emission of NOx, the contribution of this feedback to the observed CH 4 increase is highly model dependent
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(Crutzen, private communication). A reduction of tropospheric OH levels due to CH4 increase will also
lead to reduction of the rate of scavenging (by OH) of CH2F2, CHC1F2, CH2C12, CH3CC13, and SO2 leading
to increased lifetimes (and hence, concentrations) of these species with attendant perturbations to the infrared
radiative balance. Increases in tropospheric methane will, provided sufficient amounts of NO x are present,
lead to enhanced ozone production through reaction (4) and the reaction:
CH302 + NO -CH30 + NO2 (8)
followed by reactions (5) and (6), where productions of CH302 and HO2 are enhanced. 2-D model esti-
mates show that tropospheric ozone increases due to increased methane levels vary strongly with latitude,
height and season (Crutzen and Gidel, 1983; Isaksen and Stordal, 1985). In 2-D models, the most pronounced
ozone increase is obtained at equatorial latitudes, with ozone increases of approximately 20% in the middle
and upper troposphere for a doubling of present methane levels (see Figure 15-17). In the 1-D model,
the greenhouse effect of enhanced tropospheric 03 amplifies the CH4 greenhouse effect by as much as
75% (Table 8 of Owens et al., 1985b).
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Figure 15-17. Latitudinal-height cross-section of future ozone changes (in %) due to releases of CFCs
(CFC11 and CFC12), N=O and CH4, estimated in a 2-D diabatic circulation model (Isaksen and Stordal,
1985). The following assumptions are made with regard to future release rates and concentration rates:
CFCs are in steady state with 1980 release rates, N=O increases with a factor 1.4 from its 1980 value
(300 ppb at the surface), CH4 increases with a factor 2 from its 1980 value (1.65 ppm at the surface).
The numbers given are for February.
Furthermore, increases in CH 4 are calculated to lead to similar, but less pronounced increases in lower
and mid-latitudinal stratospheric ozone through their effect on HO x, C1x and NO x species (WMO, 1981).
For example, CH4 can mitigate the ozone destruction by the chlorine catalytic cycle in the middle stratosphere
(around 40 km) because it can transform the C1 atoms to HC1 (Briihl and Crutzen, 1984). An additional
effect is that oxidation of methane may lead to substantial increases in H20 levels in the middle and upper
stratosphere (see Callis et al., 1983a; Owens et al., 1985b).
15.3.2.4 Effects of N=O
Weiss (1981) has reported data that suggest that atmospheric N20, currently at levels of 300 ppbv,
was increasing at the rate of 0.2 percent per year between the years of 1976-1980. Khalil and Rasmussen
(1983) suggest an increase of 0.3 percent per year between the years of 1978-1981.
The indirect effects of increases of atmospheric N20 arise from the reaction:
N20 + O(1D) -- 2NO (9)
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Reaction (9) is the principal source of stratospheric NOy (= NO + NO2 + HNO3 + NO3 + HNO4 +
HNO2 + 2 x N205 + ...). Consequently, increases in atmospheric N20 levels will lead to increases
in stratospheric NOy and the subsequent reduction of stratospheric O3 by catalytic destruction through
the reactions
NO + 03 -- NO2 -I- 02 (10)
NO2 + O --. NO + 02 (11)
If increases in N20 occur at the same time as increases in the chlorine bearing compounds (e.g., CF2C12,
CFC13, and CC14), the net effect will depend upon the details of the projected increases and their vertical
distributions. Increasing stratospheric NOy levels will provide a buffer for the stratospheric 03 against
catalytic destruction by C1x (= C1 + C10 + HOC1 + C1NO3 + C102 -k ...) through the reaction
NO2 -1- C10 + M -- C1NO3 -t- M (12)
where C1NO3 represents a temporary reservoir of relatively inactive chlorine. It will also affect the parti-
tioning of chlorine species through the reaction
C10 + NO -. CI + NO2 (13)
The chemical perturbations induced by N20 increase are so complicated that even the sign of the
tropospheric 03 change is uncertain. For example, for a doubling of N20 surface flux (leading to a 93 %
increase in surface concentration of N20) the computed 0-10 km column change in 03 ranges from -2 %
to +4% depending upon the background levels of tropospheric NO + NO2 (see Figure 15-16); the
stratospheric 03 column decreases by about 7%.
15.3.2.5 Effects of CO
Carbon monoxide is itself not radiatively active and therefore does not manifest any direct effects
on the earth-atmosphere radiative balance. However CO does scavenge atmospheric OH through the reaction
CO + OH - CO2 + H (14)
The reduction of tropospheric OH, as noted earlier, can, in turn, affect the abundance of numerous other
species including 03, CH4, and hydrocarbons which are not fully halogenated (Sze, 1977; Logan et al.,
1978 to name a few). This has been discussed earlier in reference to CH4 increase.
Large interhemispheric differences in the present day atmosphere are exhibited by CO due primarily
to anthropogenic emissions (Logan et al., 1981). In addition, increases in tropospheric CO have been
suggested by recent studies (Rasmussen and Khalil, 1981; Fraser et al., 1981; Graedel and McRae, 1980;
and Khalil and Rasmussen, 1984). Clearly, consideration should be given to the indirect climatic effects
of CO, particularly since model calculations (e.g., Hameed and Cess, 1983) have suggested the effects
to be significant.
For a doubling of the surface flux of CO (leading to a factor of 2.5 increase in CO), the OH decrease
through reaction (14) can lead to increases in CH4 of about 40 to 50% and to increases in column 03
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of about 12 % (Callis et al., 1983a; Hameed et al., 1979 and Hameed and Cess, 1983). In the model calcu-
lations (Callis et al., 1983a), the increase in CH4 also leads to stratospheric H20 increase of about 7 to 12 %.
15.3.2.6 Effects of NO x (NO + NO=)
As pointed out repeatedly in the earlier discussions, the indirect effects of trace gases depend critically
on the tropospheric concentration of NO x. Photochemical model calculations have also revealed the signifi-
cant sensitivity of the computed tropospheric O3 to the concentration as well as the vertical distribution
of NO x (Fishman and Crutzen, 1978; Liu et al., 1980). Tropospheric NO x has a variety of natural and
anthropogenic sources (e.g., Logan, 1983): combustion and biogenic emissions are major surface sources;
high flying aircraft, downward transport from stratosphere are important upper tropospheric sources. In
addition, lightning may also contribute significantly in the upper troposphere. The removal of NO x is
through wet and dry deposition, mostly after its conversion to soluble species such as HNO3 and N205.
The exact removal process is not well understood and difficult to model without a realistic 3-dimensional
model.
The indirect climate effect of NO x arises because of its effect on O3. Within the troposphere, the
chemistry and photochemistry of NO x is an important source of 03 through reactions (4) to (6). Within
the upper troposphere of the Northern Hemisphere (NH) the NO x emission from high flying aircraft is
considered to be as important a source as natural sources of NO x (Liu et al., 1980).
Although all models agree that anthropogenic NO x emissions at the surface and by aircraft will result
in the increase of tropospheric 03, problems in modeling NO x distribution make it difficult to obtain a
reliable quantitative evaluation of the 03 increase, particularly in the boundary layer where non-methane
hydrocarbons play an important yet complex role in the photochemical production of O3. In the upper
troposphere, model calculated 03 increase in the Northern Hemisphere ranges from a few percent (Isaksen,
1980, Derwent, 1982; Crutzen and Gidel, 1983) to as high as 30 percent (Liu et al., 1980). The major
difference is due to assumed natural background NO x sources in the upper troposphere. In the lower
troposphere, estimated 03 increase in the Northern Hemisphere is about 20 percent (Isaksen, 1980).
From the above discussion, it is probably reasonable to assume a 5 % increase in the Northern Hemisphere
tropospheric 03 for the decade of 1970 (e.g., Liu et al., 1980; Isaksen, 1980) due to anthropogenic NO x
emissions. The Northern Hemisphere surface-troposphere radiative heating due to this 03 increase is roughly
a third of that due to the observed CO2 increase for the decade of 1970.
15.3.2.7 Effects of Halogenated Hydrocarbons
A large number of halogenated hydrocarbons (Table 15-8) have direct effects (Figure 15-13) as well
as indirect effects in both the troposphere and the stratosphere. Species not fully halogenated may be expected,
at elevated concentrations, to contribute to the reduction of tropospheric OH with subsequent effects on
tropospheric O3 and CH4 and taking place. However, this effect is expected to be small provided the con-
centrations of the species remain of the order of a few ppbv or less.
Some of these species released in the troposphere will be photodissociated in the stratosphere with
the release of halogens which may catalytically destroy O3. Of most concern at present and for the immediate
future is the catalytic destruction of ozone by chlorine released from the photodissociation of CFzC12 and
CFCI3. This destruction occurs due to the reactions
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C1 + 0 3 -- CIO + 0 2 (15)
C10 + O- C1 + 02 (16)
Recent cstimates suggest that steady state emissions of CF2C12 and CFC13 may reduce the column
sum of 03 by 3-5 % with local reductions of 30to 50 % between 35 to45 km (Cicerone et al., 1983a, Wuebbles
et al., 1983; Owens et al., 1985a; to name a few). Reductions in stratospheric 03 of such magnitudes will
have a significant impact on stratospheric thermal structure (Figure 15-18). Furthermore, within the upper
stratosphere, the computed cooling due to CFC-induced O3 reduction is as large as that due to CO2 doubling
(compare the "CFCs" curve with the "2 CO2" curve in Figure 15-18).
Since the effect of stratospheric 03 change on surface temperature depends very critically on the vertical
distribution of 03 change, the computed surface temperature effects have fluctuated in magnitude as well
as in sign over the years. For example, the computed 03 perturbation profiles that were reported prior
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to the early 1980's yielded a slight surface cooling (Wang et al., 1980). The more recent profiles of O3
change yield both a surface cooling (Callis et al., 1983a) and a surface warming (Owens et al., 1985a;
Ramanathan et al., 1985). The primary source of the difference is the magnitude of 03 changes in the
upper troposphere and lower stratosphere, an issue which is somewhat unresolved at this time.
Irrespective of the sign of the computed surface temperature effect, the magnitude is non-negligible.
For example, the recent studies of Owens et al. (1985) and Ramanathan et al. (1985) estimate a surface
warming of 0.1 K due to 03 change resulting from steady state injection of CFCs at constant mid-1970's
emission rates which is about 25-30 % of the computed warming due to the direct greenhouse effect of
the CFCs. Furthermore, 03 effects on climate depend on season and latitude (see Section 15.1.2) and
both of these effects have been ignored in current climate model studies. Clearly, the O3-climate effects
resulting from the addition of chlorines to the stratosphere deserves continued study.
15.4 TRANSIENT CLIMATIC EFFECTS OF INCREASING ATMOSPHERIC C02
15.4.1 Observed Increases In C02
Measurements taken at Mauna Loa, Hawaii show that the CO2 concentration has increased from
315 ppmv in 1958 to 342 ppmv in 1983 (Elliott et al., 1985, see Figure 15-19), an 8% increase in 25 years.
A variety of direct CO2 measurements and indirect reconstructions indicate that the pre-industrial CO2
concentration during the period 1800 to 1850 was 270 ___10 ppmv (WMO, 1983b). Analyses of the future
usage of fossil fuels suggest that the CO2 concentration will reach twice the pre-industrial value by 2100
(Nordhaus and Yohe, 1983). The change in surface air temperature induced by a doubling of CO2 as simulated
by climate models was discussed in Section 15.2.2. The computed changes in global mean surface air
temperature ranged from 1.3 to 4.2 K with the three most recent GCM results falling near the upper end
of this range (see Table 15-7). Since such a global warming represents about 25 to 100% of that which
is estimated to have occurred during the 10,000-year transition from the last ice age to the present inter-
glacial (Gates, 1976; Imbrie and Imbrie, 1979), there is considerable interest in the identification of a
CO2-induced climatic change, and in the potential impacts of such a change on the spectrum of human
endeavors.
The majority of the simulations of CO2-induced climate change have been performed to determine
the change in the equilibrium climate of the earth resulting from an abrupt increase in CO2 such as doubling
from 300 to 600 ppmv. These equilibrium climate change simulations have not been concerned with the
time required for the climate change to reach its equilibrium. More recent studies have focused on the
transient response of climate to both abrupt and realistic increases in the CO2 concentration.
15.4.2 Transient Effects
The equilibrium temperature increase corresponding to the CO2 increase from the year 1850 to 1980
can be determined using Equation 1 of Section 15.2.2 with the direct radiative forcing AQ scaled to that
for a CO2 doubling, AQ2x. This scaling yields (Augustsson and Ramanathan, 1977):
AQ = AQ2x {ln[C(1980)/C(1850)]1Tffn J (1)
where C is the CO2 concentration. Combining these equations and noting that (ATs)2x = AQ2x/X (see
Equation 1 of 15.2), yields
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Figure 15-19. Concentration of atmospheric CO2 at Mauna Loa Observatory, Hawaii from 1958 to 1983.
The "calculated" curve is the curve used in the climate model calculations shown in Figure 15-21.
ln[C(1980)/C(1850)] }ATs = (ATs)2x In 2 (2)
If we assume that (ATs)2x -- 4 K based on the results from the GFDL, GISS and NCAR models, then
for the CO2 concentration increase from 270 (year 1850) to 338 ppmv (year 1980), AT s = 1.3 K. However,
the reconstructed Northern Hemisphere surface air temperature record (see Figure 15-1) indicates a warming
from 1880 to 1980 of about 0.6 K. Does this difference mean that the sensitivity of the GCMs is too large
by a factor of two? The likely answer is: not necessarily, since the actual reponse of the climate system
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lags the equilibrium response because of the thermal inertia of the ocean. This can be illustrated by the
energy balance model
dAT s
Cs - AQ - _,ATsdt
where C s is the heat capacity of the upper ocean. When equilibrium is achieved, dATs/dt = 0 and (ATs)eq
= AQ/X. However, the transient solution
ATs(t ) = (ATs)eq(1 -- e-t/_ 0
shows that equilibrium is approached exponentially with a characteristic "e-folding" time z_ = Cs/X. In
the following two sections the studies of this lag of the climate system are reviewed.
15.4.3 Results From Simplified Models
The transient response of the climate system to an abrupt CO2 increase has been investigated with
planetary energy balance, radiative-convective and simplified atmospheric general circulation models in
conjunction with box-diffusion, box-advection-diffusion and two-box ocean models as well as with sim-
plified oceanic general circulation models. The box-diffusion ocean model consists of a fixed-depth mixed
layer (the box) surmounting the thermocline and deep ocean in which vertical heat transport is treated
as a diffusive process with prescribed thermal diffusivity x. The box-advection-diffusion ocean model
is a box-diffusion model with a prescribed value for oceanic upwelling. The two-box ocean model is com-
prised of a fixed-depth mixed-layer box and an intermediate water box which exchange heat vertically
with a prescribed ventilation time.
The results from 6 studies of the transient response to abrupt heating are presented in Table 15-9.
Hoffert et al. (1980), using a box-advection-diffusion model, and Schneider and Thompson (1981), using
a two-box ocean model, obtained e-folding times of 10 to 20 years. A slightly larger e-folding time of
25 years was obtained by Bryan et al. (1982) and Spelman and Manabe (1984) with a simplified coupled
atmosphere-ocean general circulation model in which the geographical domain was restricted to a
120 °-longitude sector extending from equator to pole, with the western half of the sector occupied by
land at zero elevation and the eastern half by ocean with a uniform depth of 5000 m. On the other hand,
Hansen et al., (1984) used a box-diffusion ocean model and obtained 27, 55 and 102 year e-folding times
corresponding to assumed X values of 2.15, 1.4 and 1 Wm -2 K -1, respectively. Bryan et al. (1984) used
an uncoupled global oceanic general circulation model and found an e-folding time of about 100 years
in response to an imposed 0.5 K upper ocean surface warming. Lastly, Siegenthaler and Oeschger (1984)
obtained a 60 year e-folding time in their study using a box-diffusion model.
The studies presented in Table 15-9 indicate that the e-folding time ze lies between 10 and 100 years.
If ze - 10 years then the actual response of the climate system would be quite close to the equilibrium
response and the disparity between the latter for the 1850 to 1980 warming and that observed would mean
that the climate sensitivity of recent GCMs is larger than that of nature. On the other hand, if re - 100
years, then the actual response of the climate system would be quite far from the equilibrium response,
thus indicating that the sensitivity of GCMs may not be inconsistent with the observed temperature records.
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Table 15-9. e-Folding Time re for Abrupt Heating from Selected Climate Model Studies.
re
Study Model (Years)
Hoffert et al. (1980) Planetary energy balance climate model
and a box-advection-diffusion ocean model
8 -20
Schneider & Thompson Planetary energy balance model and a 13
(1981) two-box diffusion ocean model
Bryan et al. (1982)
Spelman & Manabe
(1984)
Hansen et al. (1984)
Bryan et al. (1984)
Coupled atmosphere-ocean general
circulation model with simplified geography
and topography
Radiative-convective climate model and
a box-diffusion ocean model
Global oceanic general circulation model
Planetary energy balance climate model
and a box-diffusion ocean model
Siegenthaler &
Oeschger (1984)
25
27
55
102
100
60
The factors that contribute to the wide range in r e have been investigated by Wigley and Schlesinger
(1985) using their analytical solution for the energy balance climate/box-diffusion ocean model and by
Hansen et al. (1984) using numerical solutions of the box-diffusion model and a 3-D GCM. Both studies
found that r e depends (approximately) quadratically on X-_ and linearly on the thermal diffusivity x. As
shown in Figure 15-20, the analytic result of Wigley and Schlesinger (1985) is in close agreement with
the numerical results obtained by Hansen et al. (1984) for x = 1 cmZs-_. However, in view of this
dependence of z e on k and x the determination of whether 7-_10 or 100 years requires a coupled global
atmosphere-ocean general circulation model (AOGCM) in which both the climatic gain (k -_) and the
oceanic heat transport are self-determined. Long term integrations from a simulation with such AOGCMs
are currently not available. However, preliminary results from an AOGCM indicate that an energy
balance/multi-box ocean model with a self-consistent x adequately describes the time evolution of the
2 x CO2 - 1 × CO2 differences in the surface-air temperature (Schlesinger et al., 1985). The required
thermal diffusivity x for the energy-balance climate/box-diffusion ocean model to represent the transient
response of the AOGCM was determined to be 2.25 cm_s -_ (Schlesinger et al., 1985).
15.4.4 Results for a Realistic CO= Increase
The discussions thus far have been for the transient response of the climate system to an instantaneous
doubling of the CO2 concentration. However, the CO2 concentration has not abruptly changed in the past,
nor is it likely to in the future, at least not by an instantaneous doubling. Instead, the CO2 concentration
has increased more or less continuously over the observational period since 1958 (Figure 15-19).
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Figure 15-20. The e-folding time re versus x/X2 for abrupt heating perturbations. The linear relation (line)
is predicted by the analytical solution of Wigley and Schlesinger (1985). The data points are from the
numerical computations of Hansen et al. (1984) for x = 1 cm2s-1
Recently, Hansen et al. (1984) and Wigley and Schlesinger (1985) have estimated the temperature
change from 1850 to 1980 induced by the increasing CO2 concentration during this 130-year period.
Figure 15-21, based on the study of Wigley and Schlesinger (1985), shows the 1850-1980 surface temper-
ature change as a function of the equilibrium surface for a doubled CO2 concentration. Let us assume
that the latter is 4 K based on the recent equilibrium warmings simulated by the GFDL, GISS and NCAR
atmospheric GCM/fixed-depth mixed layer ocean models. If the climate system had no thermal inertia,
the 1850-1980 surface temperature change would be in equilibrium with the instantaneous 1980 CO2 con-
centration, and the warming would be given by Equation (2). As shown in this figure, this instantaneous
equilibrium warming would be 1.3 K. However, when the heat capacity and vertical heat transport of
the ocean are considered, as shown by the curves for the oceanic thermal diffusivities x = 1 and
= 3 cm2s -t, the 1850-1980 warming is reduced to about 0.5 to 0.7 K. This level of CO2-induced
warming does not conflict with the temperature changes revealed in the observational record (see Figure 15-1).
Figure 15-21 also shows that even if the CO2 concentration were to increase no further in the future,
the earth's surface temperature would continue to increase by about 0.7 K (= the balance of the 1.3 K
equilibrium warming for our example) in its approach to its new equilibrium value. This delayed approach
to the new equilibrium surface temperature brings out the following important issue concerning the transient
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Figure 15-21. The temperature change from 1850to 1980 versus the equilibrium temperature change
for doubled CO2. The instantaneous equilibrium curve is given by equation (2). The curves x = 1 and
x = 3 are from the results of Wigley and Schlesinger (1985).
effects: the present warming is "small" and perhaps within the natural variation of climate because the
ocean sequesters heat within its interior but, because of this, when the warming becomes demonstrably
evident, continued future warming is inevitable, even if the CO2 concentration were prevented from increasing
further. As shown in Section 15.5, this hidden but inevitable future warming can itself increase in the
future as other greenhouse gases such as N20, CH4 and CFCs are added to the earth's atmosphere.
15.5 TRACE GAS EFFECTS ON OBSERVED AND FUTURE CLIMATE TRENDS
Greenhouse forcing of the climate system has accelerated in recent years due to the growth of a number
of trace gases. We illustrate this quantitatively by estimating the decadal increment in greenhouse forcing
for several trace gases and compare this with the forcing due to increasing CO2 in the same decades.
15.5.1 Conceptual Framework for the Assessment
The potential effects of trace gases on past and future temperature trends have been estimated by
numerous studies (Hansen et al., 1984; Briahl and Crutzen, 1984; Wang et al., 1985; Ramanathan et al.,
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1985; to cite just the recent analyses). The present assessment, while it combines the salient features of
the earlier work, is an independent analysis of the trace gas effects on past and future climate trends.
We do not explicitly employ a climate model but, instead, compute the zero-climate-feedback surface
temperature change, (/_Ts)o, from the radiative-convective model of Lacis (1985). The computed (ATs)o
is then multiplied by the feedback factor, F (see Equation 2, Section 15.2.2.2), to obtain the expected
climate forcing, zlTs.
The (ATs)o is the equilibrium change in surface air temperature which would occur as a result of a
change in atmospheric composition in the absence of any climate feedbacks. As described in Section 15.2.2,
(ATs)o is a nearly model independent measure of the radiative forcing. For example, for a doubling of
CO2, (ATs)0 for RCMs is in the range of 1.2 to 1.3 K; the RCM used in this study yields a value of:
tATs(2 x C02)]o = 1.26 K (1)
The (ATs) o also avoids current uncertainties in climate sensitivity; also, since it refers to equilibrium
response, it is independent of uncertainties in climate response time.
The next issue concerns the choice of the feedback factor, F. Climate feedbacks and climate sensitivity
are discussed in Section 15.2.2. It is sufficient for our purposes to note that the estimate of equilibrium
global mean climate sensitivity reported by the National Academy of Sciences (Charney, 1979; Smagorinsky,
1982) is
z_Ts (2 × CO2) = 3 + 1.5 K (2)
The above climate sensitivity range covers a factor of three, with AT s ranging from 1.5 to 4.5 K.
It is easier to justify the lower and the upper limits than the mean value of 3 K. For example, RCMs
generally yield a value of 2 K while GCMs with seasonal cycle and realistic geography yield values ranging
from 3.5 to 4.2 K (see Table 15-7). Hence, in this report, we avoid the use of a mean value for ATs,
but instead adopt the range recommended by the National Academy reports:
1.5 _< AT s (2 x CO2) -< 4.5 K (3)
Since the zero-climate-feedback forcing for doubled CO2 is 1.26 K for the present RCM, the climate
sensitivity range given by (3) corresponds to the feedback factor F[= ATs/(ATs)o; Equation (2) of 15.2.2.2]
of:
1.2 <F < 3.6 (4)
It is because of this large range for F that we have avoided the use of a specific climate model in the
present analyses. In order to account for the climate sensitivity yielded by RCMs and GCMs, we adopt
the following two values:
AT s (2 × CO2) = 2 K; i.e., F = 1.6
AT s (2 × CO2) = 4 K; i.e., F _ 3.2 (5)
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15.5.2 Greenhouse Forcing from 1850 to the 1980"s
The sources and observed trends for the trace gases are discussed extensively in Chapters 3 and 12
of this report. Hence, only a brief summary is given in the ensuing discussions.
COz. The abundance of atmospheric CO2 was 315 ppmv in 1958 when Keeling initiated accurate
monitoring. Thus, since a variety of techniques indicate that the CO2 abundance was 2700-10 ppmv in
1850 (WMO, 1983b), the mean decadal growth of CO2 for the period 1850-1958 was about 4 ppmv/decade.
By contrast, the current rate of growth of CO2 is about 15 ppmv/decade. The decadal greenhouse forcing
due to CO2 growth is illustrated in Figure 15-22 for the period 1850-1960 and for recent decades.
Chlorofluorocarbons. The release rates of CF2CI 2 (F12) and CFC13 (F11) into the atmosphere can
be estimated from production data available from the manufacturers (CMA, 1982). Under the assumption
of 150 and 75 year lifetimes for F12 and F11, respectively, decadal growth rates are obtained (Rind and
Lebedeff, 1984) which are in good agreement with recent atmospheric measurements (GMCC, 1983).
The resulting decadal climate forcings are shown in Figure 15-22. It is apparent that these chlorofluorocarbons
now add substantial climate forcing, though their contribution was negligible in the period 1850-1960.
Less abundant chlorine and fluorine compounds, such as CHC1F2 (F22), CC14, CFa and CH3CC13
also have significant growth rates and infrared absorption strengths (see Tables 15-1, 15-1b and 15-8).
However, the growth histories and absorption strengths are on the whole less well known than for F11
and F12. CC14 apparently had a higher growth rate in the 1960's and 1970's than it does now, while F22
and CH3CC1 have grown rapidly in recent years, with a higher growth rate than that of F11 and F12.
In Figure 15-22 we include a greenhouse contribution for these other CFCs with a net radiative forcing
that is 20 percent of that for Fll and F12. However, this is meant more as a reminder that these other
CFCs need to be considered, rather than as an accurate estimate of their greenhouse contribution.
CH4. Methane has been measured to be increasing for the last several years at a rate of the order
of 1 percent/year (Blake et al., 1982; Blake and Rowland, 1985; Rasmusson and Khalil, 1984b; Ehhalt
et al., 1983b). Also, measurements of air bubbles trapped in polar ice cores (Craig and Chou, 1982;
Rasmusson and Khalil, 1984b) indicate that the methane abundance was about 0.7 ppmv from 25,000
years ago to 500 years ago, with an increase beginning sometime between 200 and 500 years ago. We
estimate the CH4 greenhouse forcing for Figure 15-22 by taking the abundance at 1 ppmv in 1850, 1.4
ppmv in 1958, 1.5 ppmv in 1970 and 1.65 ppmv in 1980; the growth rate is taken as 1.5 percent/year
in the 1980's.
N20. Nitrous oxide was measured to be increasing at a rate of about 0.2 percent/year in the 1970's
(Weiss, 1981). Recent measurements (NRC, 1983) suggest that the current growth rate may be closer
to 0.3 percent/year. These values are used to estimate the N20 greenhouse forcing for Figure 15-22. Although
it seems likely that N20 may have had a small rate of increase in the period 1850-1958, there are no obser-
vations providing a quantitative measure. However, in the near future, ice core data should yield a reliable
pre-industrial value (Gammon, private communication).
Stratospheric H20. Since the abundance of water vapor in the troposphere is controlled basically
by atmospheric temperature and other meteorological variables, changes in tropospheric H20 are con-
sidered as a climate feedback mechanism rather than as a forcing mechanism. However, in the upper
stratosphere H20 is produced by methane oxidation, and therefore increase of methane may increase
stratospheric H20. The change of stratospheric H20 would be delayed after any increase in tropospheric
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Figure 15-22. Decadal additions to global mean greenhouse forcing of the climate system. (_Ts) o is
the computed temperature change at equilibrium (t -- oo) for the estimated decadal increases in trace
gas abundances, with no climate feedbacks included. Formulas for (_Ts) 0 as a function of the trace
gas abundances are given by Lacis et al. (1981). (a) Past additions. Except for O3 and stratospheric
H20 trends, the estimated trace gas increases are based on measurements as discussed in section 15.5.2;
(b) Future additions. Adopts Case A scenario discussed in Section 1 5.5.3 and given in Table 1 5-10,
which assumes that the sum of all trace gases other than those expressly indicated provides a forcing
similar in magnitude to that of CFC11 and CFC12.
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CH4 by the time required for transport from the troposphere to the upper stratosphere. The greenhouse
forcing of H20 in Figure 15-22 is based on the added stratospheric H20 which Wuebbles (private commu-
nication, 1985) estimates to be associated with increase of CH4. It is apparent that the greenhouse warming
from added stratospheric H20 is about 50% as great as the direct CH 4 greenhouse warming. These esti-
mates do not include the CH4-O3 feedback (see Section 15.3).
Oa. Ozone is an effective greenhouse gas because of its strong absorption band at 9.6 #m. Present
understanding of atmospheric chemistry, as described elsewhere in this volume, suggests that growth of
atmospheric CFCs will eventually deplete stratospheric 03 substantially and increase tropospheric O3, with
a net column-integrated reduction of Oa. The net greenhouse effect of this would be a slight warming,
because of the greater greenhouse efficiency of tropospheric ozone molecules (Ramanathan and Dickinson,
1979; Lacis, 1985; Owens et al., 1985a). In addition, as discussed in Section 15.3, increases of atmospheric
methane, carbon monoxide and nitric oxides tend to increase tropospheric 03 (also see Cicerone, 1985).
However, a recent 3-D transport model study (Levy et al., 1985) indicates the potential importance of
transport in governing the 03 distribution. The relative importance of transport and hydrocarbon/nitrogen
oxide chemistry in governing tropospheric ozone production is as yet an unresolved issue (Levy et al., 1985).
Recent measurements of 03 are not inconsistent with a long-term trend of increasing tropospheric
ozone (Angell and Korshover, 1983b; Bojkov and Reinsel, 1985; Logan, 1985). For example, analyses
of Northern Hemisphere ozonesonde data from 11 stations reveal a statistically significant 1.1% per year
increase in the free troposphere ozone over a 15 year period; Southern Hemisphere ozone seems to have
undergone very little change in the same period (Bojkov and Reinsel, 1985). These and other findings
(Logan, 1985; Angell and Korshover, 1983b) based on observed ozone data are also consistent with esti-
mates of ozone production from anthropogenically released hydrocarbons and nitrogen oxides (Isaksen,
1980; Vukovic et al., 1985; Isaksen and Hov, 1985); NO x emissions from aircraft (Liu et al., 1980) and
CO from incomplete combustion (Logan et al., 1978). In spite of this apparent consistency between theory
and observations, the large natural variability of tropospheric ozone when considered in conjunction with
the poor spatial coverage of the ozone measurement stations prevents firm conclusions regarding trends.
We estimate the potential O3 greenhouse effect by using trends for O3 which were computed by Wuebbles
et al. (1983) on the basis of scenarios for atmospheric methane, nitrous oxides and carbon dioxide; however,
we decreased this computed (ATs) o by the factor 0.5, because much of the O3 change would be confined
to the hemispheric or smaller scale. The resulting tropospheric 03 climate forcing, indicated by a dotted
bar in 15-22, is very uncertain, but is obviously a potentially important contributor to the greenhouse effect.
The following major conclusions follow directly from Figure 15-22:
(1) Non-CO2 greenhouse gases are now adding to the greenhouse effect by an amount at least com-
parable to the effect of CO2; this is a fundamental change from the situation during the period
1850-1960.;
(2) The rate of increase of the total greenhouse forcing is now 3-10 times greater than the mean rate
for the period 1850-1960, due to both increase in the growth rate of CO2 and recent growth of
other trace gases.
(3) The cumulative value of (ATs) o for the period 1850-1980 is 0.56 K; CO2 increase contributes
0.4 K and the other trace gases contribute the balance of 0.16 K. The radiative forcing of 0.56 K
would yield an equilibrium surface-air temperature change of about 0.9 K [= 0.56 × 1.6] and
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about 0.6 K for CO 2 increase alone for a climate model whose equilibrium sensitivity is ATs(2
× CO2) = 2 K. These results are consistent with the earlier RCM estimates of Briihl and Crutzen
(1984; 0.6 K for CO2 alone and 1 K for all gases) and that of Ramanathan et al. (1985; 0.6 K
for CO2 alone and about 0.9 K for all gases) for surface-air temperature. The range in the equilib-
rium surface-air temperature change is 0.7 to 2 K, where we have adopted Equation (4) to multiply
the (ATs)0 of 0.56 K with the range in F.
(4) The computed stratospheric cooling for the period 1850-1980 is slightly under 1 K between 25-30 km
and about 3 K between 35-45 K. These calculations do not include the effects of CFC-induced
O3 change which can amplify the cooling due to CO2 increase by about 20%.
15.5.3 Greenhouse Forcing Projected Into the Next Century
We consider three scenarios (Case A, Case B and Case C) projecting trace gas greenhouse forcing
into the future. The three scenarios are summarized in Table 15-10. The use of more than one scenario
seems essential because of major uncertainties in our understanding of the causes of the trace gas changes
and the great difficulties in projecting economic, population and other key factors. We compare these
scenarios with the range of trace gas forcings estimated by Ramanathan et al. (1985) for 2030. The scenarios
adopted by Ramanathan et al. (1985) are shown in Table 15-8 (see the column under the heading probable
range).
The Case A scenario is an extrapolation of current growth rates for measured gases, and it includes
an allowance to approximate the effect of several gases that are poorly measured and/or have uncertain
absorption strengths. The resulting radiative forcing for this scenario is shown in Figure 15-22b and is
near the middle of the range estimated by Ramanathan et al. (1985). The Case B scenario includes only
five greenhouse gases that are measured reasonably well and it assumes rapidly decreasing growth rates.
The resulting radiative forcing is near the lower limit of the range estimated by Ramanathan et al. (1985).
In Case A (current growth rates), CO2 increases at a constant growth rate from 270 ppmv in 1850
to 315 ppmv in 1958, as observed by Keeling for the interval 1958-1984 and subsequently with a 1.5 percent
growth of the annual increment. CFC13 and CF2C12 emissions are from reported rates to date and assume
3 %/yr increased emission in the future, with atmospheric lifetimes for the gases of 75 and 150 years,
respectively. CH4 increases at a constant growth rate from 1 ppmv in 1850 to 1.4 ppmv in 1958, 0.6%/yr
in the 1960's, 1%/yr in the 1970's and 1.5 %/yr thereafter. N20 increases according to the semi-empirical
formula of Weiss (1981), the rate being 0.1%/yr in 1958, 0.2%/yr in 1980, 0.4%/yr in 2000 and 0.9%/yr
in 2030. Potential effects of several other trace gases (such as 03, stratospheric H20, and chlorine and
fluorine compounds other than F11 and F12) are approximated by multiplying the CFC effect by a factor
of 2.
In Case B (reduced growth rates) the annual increment in CO2 is reduced from 1.5% today to 1%
in 1990, 0.5 % in 2000 and 0 in 2010, which compares to _ 4 % during the period 1900-1970 and is below
projected rates for population growth; the resulting ACO2 is constant at 1.9 ppmv yr -1 after 2010. The
annual growth in CF2C12 and CFC13 emissions are reduced from 3% today to 2% in 1990, 1% in 2000
and 0 in 2010; because of their finite lifetimes, the annual increments in atmospheric abundance decrease
with time after 2010. The methane annual growth rate decreases from 1.5% today to 1% in 1990 to 0.5%
in 2000. N20 increases are based on Weiss' (1981) formula, but the parameter specifying annual growth
in anthropogenic emissions decreases from 3.5 % today to 2.5 % in 1990, 1.5 % in 2000 and 0.5 % in 2010.
No increases are included for other chlorofluorocarbons, 03, stratospheric H20 or any other gases.
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CFC13; 3%/yr growth in
CF2C12 emissions
Table 15-10. Trace Gas Scenarios.
Trace Case A Case B
gas Current growth rate Reduced growth rate Case C*
CO 2 1.5%/yr growth in 1.5 %/yr growth to 1990 Time-dependent;
annual CO2 increment** 1.0% yr from 1990-2000 averages about
0.5%/yr from 2000-2010 2%/yr growth in
0%/yr after 2010 in annual CO2
annual CO2 increment increment
3%/yr growth to 1990 1.5%/yr growth
2 %/yr from 1990-2000 in emissions
1%/yr from 2000-2010
0%/yr after 2010
CH4 1.5%/yr growth in 1.5%/yr growth to 1990 1%/yr growth in
CH4 abundance 1.0%/yr from 1990-2000 CH4 abundance
0.5%/yr after 2000
N20 Weiss (1981) formula Weiss formula with 0.25%/yr growth in
3.5%/yr growth to 1990; 3.5%/yr growth in N20 abundance
yields 0.2%/yr growth emissions
in abundance in 1980, 2.5%/yr from 1990-2000
0.4%/yr in 2000, 1.5%/yr from 2000-2010
0.9%/yr in 2030 0.5%/yr after 2010; yields
0.2%/yr growth in
abundance in 1980,
0.33%/yr in 2000,
0.34%/yr in 2030
0 3 and Assumed greenhouse None Includes only 03
other forcing by these gases is effects. 03
trace the same as that of CFEC12 change is explicitly
gases and CFC13 computed from a
chemistry model
This the same scenario used in the Model Predictions Chapter (See their Case 4; Chapter 12.)
The CO2 increment in 1985 was taken as 1.5 ppmv, and this increment increased by 1.5 %/yr in Case A. This
case is appropriate if fossil fuel use increases by 1.5 %/yr and the "airborne fraction" of CO2 remains constant,
for example. Note that this growth rate is much less than the 4%/yr growth rate that existed in the 100 years
before 1973.
The Case C scenario is adopted from the "model predictions" chapter (Case 4 of Chapter 13). The
Case C scenarios fall in between Case A and Case B. Case C, like Case A, adopts current growth rates
but chooses the lower limit of the observed growth rates. For example, it adopts 1.5 %/yr growth in CFC13
and CF2C12 emissions as opposed to the 3 %/yr growth assumed in Case A; the growth in CH4 abundance
is reduced to 1%/yr instead of 1.5%/yr in Case A. Furthermore, trace gases other than CO2, CFC13 and
CF2C12, CH4, N20 and 03 are not included in Case C.
The Case A, Case B and Case C scenarios are summarized in Table 15-10; the time dependent con-
centrations for Case A and Case B are shown in Table 15-11. The computed greenhouse forcings are
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Table 15-1 1. Trend in concentrations. From 1985 to 2100, the concentrations are derived from the
scenarios A and B shown in Table 15-10.
Date CO2 (ppm) CH4 (ppm) NzO (ppb) CCi3F (ppb) CCIzF 2 (ppb)
1850 270 1.00 282 0 0
1900 290 1.17 284 0 0
1958 315 1.40 293 .01 .03
1970 325 1.51 297 .07 .13
1985 346 1.79 305 .24 .40
A B A B A B A B A B
2000 372 371 2.24 2.12 319 318 .42 .41 .72 .71
2015 404 400 2.80 2.28 343 335 .71 .61 1.22 1.07
2030 445 428 3.50 2.46 383 353 1.15 .78 1.99 1.41
2050 515 466 4.71 2.72 483 377 2.13 .96 3.72 1.80
2100 818 562 9.91 3.49 1432 439 9.68 1.24 17.00 2.60
illustrated in Figure 15-23 for the period 1960-2030. Case A yields a forcing that has a slightly larger
forcing than the nominal scenario of Ramanathan et al. (see Figure 15-24). Case A yields a forcing equivalent
to doubled CO2 (with 1 × CO2 defined as 315 ppmv) before 2030; Case C yields this level slightly after
2030; while Case B yields this level of forcing before 2060. The time to reach effective doubled COz
forcing is greatly accelerated by the non-COz trace gases, which provide roughly half of the greenhouse
forcing. A comparison of the forcing by CO2 and other trace gases is illustrated clearly in Figure 15-24,
taken from Ramanathan et al. (1985); although the relative contributions of the various trace gases in their
scenario are somewhat different from either Case A or B, the results are qualitatively very similar. The
following points should be noted first before comparing the Ramanathan et al. (1985), hereafter referred
as R, results with those shown in Figure 15-23. The 1-D RCM model of R computes both surface temper-
ature (Tg) surface-air temperature (Ts). In the R model, the computed DT s is larger than DTg by
10% - 13%. For CO2 doubling, the R model yields a ATg - 1.9 K and a AT s -2.1 K. The R model
results in Figure 15-24 shows that, for the period 1980-2030, the equilibrium surface warming, i.e., ATg,
is 1.54 K (AT s - 1.7 K) due to all gases including CO2 and that due to CO2 increase alone is 0.71 K
(AT s - 0.8 K). For the same period of 1980-2030, the Case A scenario in Figure 15-23 yields [for the
AT s (2 × CO2) = 2 K model] a AT s of 1.8 K for all gases including CO2 and a AT s of 0,8 K for the CO2
increase by itself. The cumulative AT s for the Case B and Case C scenarios are respectively 1. I and 1.25
(see Figure 15-23). The stratospheric O3 decrease due to CFCs also causes a surface warming, and the
magnitude of about 0.1 K (see Figure 15-24) is roughly 30% of the direct greenhouse effect of CFCs.
Other studies (e.g., Owens et al., 1985) also yield a warming of about 0.1 K due to CFC-induced stratospheric
03 decrease.
The computed stratospheric temperature changes due to CO2 and other trace gases are substantial
(see Figure 15-25). Above 30 km, the cooling due to CO2 increase (alone) is more than doubled by the
other trace gases. The primary contribution to the enhancement in stratospheric cooling is the (computed)
03 decrease due to CFC increase. To the extent that trace gases (other than CO2) cause a large
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Figure 15-23. Greenhouse forcing for three trace gas scenarios: Case A, which uses current growth
rates, and Case B, which assumes substantial reductions in growth, as described in the text. Case C
is similar to Case A but with medium growth rate. The "CO2 growth only" curve applies to Case A
scenario. See Table 1 5-10 for further details. _To is the equilibrium greenhouse warming for no climate
feedbacks. The "doubled CO2" level of forcing occurs when the CO2 and trace gases added subse-
quent to 1958 provide a radiative forcing equivalent to doubling of CO2 from 315 ppm to 630 ppm.
surface/troposphere warming and a much larger stratospheric cooling, their direct climatic effects are
virtually indistinguishable from those of CO2.
15.5.4 Regional Effects
There is general agreement that climate sensitivity is not globally uniform. Both empirical evidence
from past climate changes and global climate models indicate that the surface air temperature response
is magnified at high latitudes and thus somewhat muted at low latitudes, in comparison to the global mean
response. This high latitude enhancement is expected on theoretical grounds, because the ice-snow albedo
feedback only operates at high latitudes and because the relative stability of the atmosphere there tends
to confine surface warming or cooling to low altitudes. The high latitude enhancement of the warming
is illustrated in Figure 15-26, which shows model results for the annual mean surface air temperature
increase from the 4 × CO2 experiment of Manabe and Stouffer (1980). Qualitatively similar results are
obtained with other general circulation models (Hansen et al., 1984; Washington and Meehl, 1984).
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CUMULATIVE SURFACE WARMING
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Figure 15-24. Cumulative equilibrium surface warming resulting from the trace gas scenario of Table
15-8 (source: Ramanathan et al., 1985). In this 1-D model, the surface-air temperature change is larger
than the surface temperature change by about 10%. The (_Ts)o can be obtained by dividing the indi-
cated surface temperature change by a feedback factor (F) of about 1.5.
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15.5.5 Equilibrium and Transient Temperature Response
The climate forcings discussed above are given in terms of the equilibrium (t -- _) response with
no climate feedbacks. In order to convert these forcings to an expected temperature response, it is necessary
to account for (1) climate feedback mechanisms, and (2) the finite response time of the climate system.
As explained in Section 15.4, these two effects are not independent; a greater positive climate feedback
leads to a longer climate response time. Also note that, although climate forcings usually can be computed
with an accuracy of the order of 20 percent for a given change in atmospheric composition, the uncertainties
in the strength of climate feedbacks and in the climate response time are much greater.
The transient temperature response involves additional complications because of the difficulty in properly
accounting for the climate system's thermal inertia, which is due mainly to the large effective heat capacity
of the oceans. Ocean circulation and mixing are not yet adequately observed, and ocean general circula-
tion models are just reaching the point at which they can be applied to the transient climate problem. However,
the essence of the ocean's effect in delaying the greenhouse wanning can be demonstrated with a simple
"box diffusion" model for the ocean (Oeschger et al., 1975; Cess and Goldenberg, 1981; Hansen et al.,
1981). In this model, it is assumed that heat perturbations are rapidly mixed as a passive tracer into the
deeper ocean in a way that can be approximated as one-dimensional diffusion. Although this model does
not account for the buoyancy effects of sea-surface temperature changes in modifying the penetration depth
of the radiative forcing, it provides a reasonable fit to the globally averaged results of a coupled ocean-
atmosphere GCM (see Bryan et al., 1984 for further elaboration of this issue). The effective diffusion
coefficient is estimated from measurements of transient tracers to be n = 1-2 cm 2 s-_ (Oeschger et al.,
1975; Ostlund et al., 1976; Broecker et al., 1980). The resulting relationships between equilibrium climate
sensitivity, vertical diffusion coefficient and ocean response time have been illustrated in Section 15.4 above.
The expected warming of the ocean mixed layer is shown in Figure 15-27a for the trace gas scenario
Case A (current growth rates for CO2, CH4, N20, CF2C12 and CFC13 plus an allowance for other trace
gases) and in Figure 15-27b for the trace gas scenario Case B (reduced growth rates, only CO2, CH4,
N20, CF2C12 and CFC13 included). In both cases, results are shown for two values of equilibrium climate
sensitivity [ATs(2 × CO2) = 2 K and 4 K] and for two values of the vertical diffusion coefficient
(x = 1 cm 2 s -_ and 2 cm 2 s-_).
In order to facilitate interpretation of the transient results, the equilibrium AT s results are summarised
below for the model with AT s (2 × CO2) = 2 K. For the 1850-1980 period, both Case A (Figure 15-27a)
and Case B (Figure 15-27b) have an equilibrium AT s of 0.9 K (see major conclusion no. 3 in Section
15.5.2). For the 1980-2030 period, the equilibrium AT s for Case A and Case B are about 1.8 and 1.1
K respectively (as inferred from Figure 15-23). Hence the range in equilibrium AT s, in view of the range
in climate sensitivity given by Equation (3), is 0.7 to 2 K for the 1850 - 1980 period while for the 1980
- 2030 period the range is 0.8 to 2.4 K for Case B and is 1.4 to 4.1 K for Case A.
These models show a warming of the mixed layer between 0.4 and 0.8 K for the period 1850-1980.
This range is not inconsistent with the estimated increase of 0.54-0.6 K in Northern Hemisphere surface
air temperature in that period (Kelly et al., 1984; also see Figure 15-1). While the agreement with observed
temperature trends is encouraging, it is difficult to conclude much from this comparison because (1) other
climate forcings are likely to have operated over this time scale; for example, variations in stratospheric
and tropospheric aerosols, changes in ground albedo due to desertification and changes in forest cover,
and possible variations of solar irradiance are some of the other important radiative forcings; (2) the observa-
tions of surface air temperature are uncertain because of poor spatial coverage, especially in the nineteenth
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Figure 15-27. Ocean mixed layer temperature response to the two trace gas scenarios in Table 15-10
in a 1-D radiative/convective model with a box-diffusion ocean: (a) Case A (current growth rates for
C02, CH4, N20, CF2CI2, and CFCI3 plus an allowance for other trace gases), and (b) Case B (reduced
growth rates with only C02, CH4, N20, CF2CI2, and CFCI3 included). Results are shown for two values
of the equilibrium climate sensitivity and two values of the vertical diffusion coefficient (in cm2s-1).
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century; (3) these model calculations refer to the ocean mixed layer, while observations are of surface
air over land and ocean; this surface air temperature may be more sensitive than the mixed layer tempera-
ture; for example, in three-dimensional doubled CO2 experiments with fixed ocean temperature the global
surface air temperature increased by about 0.3 K.
The computed surface-air temperature change for the period from 1850 to 2030 is in the range of
1.2 to 2.4 K (see the lowest estimate in Figure 15-27b and the largest estimate in Figure 15-27a). The
equilibrium change for the cases shown in Figure 15-27 is in the range of 2 to 5.4 K and the difference
between the two ranges reflect the potential influence of the oceans in delaying the "signal." If the oceans
indeed have a significant delaying effect on the equilibrium warming, and if the decadal rates of increase
in trace gas concentrations continue unabated (at the present rates) for the next several decades, then the
climate system would be increasingly in a state of disequilibrium with the radiative forcing by the trace
gases (Hansen et al., 1984).
15.5.6 Conclusions
The assessment presented here reveals the following features:
(a) From the pre-industrial era to the 1950's, the greenhouse effect of CO2 was the major source
of anthropogenic impact on climate; this picture changed drastically since the early 1960's. During the
last two decades or so, trace gases other than CO2 have begun to contribute as much as the CO2 increase
to the upward trend in anthropogenically induced radiative forcing.
(b) The cumulative effect of the increase in CO2 and other trace gases for the period from 1850-1980
is an equilibrium surface warming of 0.7 to 2 K, where the threefold uncertainty is due to current uncer-
tainties in climate sensitivity. The contribution of the non-CO2 trace gases to the cumulative equilibrium
surface warming is about 30% (see the results cited under major conclusion no. 3 in Section 15.5.2).
Time dependent calculations with a box-diffusion ocean model suggest that about 0.4-0.8 K of the (0.7
to 2 K equilibrium value) surface warming should have occurred during 1850 to 1980.
(c) A variety of scenarios that employ the upper and lower range of the observed growth rates of
trace gas concentrations or their emission rates, show that if the current growth rates of trace gases con-
tinue unabated for the next several decades, trace gases other than CO2 can have as much impact as CO2
on future trends of surface-troposphere-stratosphere temperatures. For the various trace gas scenarios con-
sidered in this study, the equilibrium surface warming for the period 1980 to 2030 range from 0.8 to 4.1
K. This wide range is due to the range in the assumed scenario as well as that due to the uncertainty in
climate model sensitivity.
(d) Thus for the 180 year period from 1850 to 2030, our assessment suggests a trace gas induced
cumulative equilibrium surface warming in the range of 1.5 to 6.1 K. Because of the huge thermal inertia
of the world oceans, only about 40 to 50 % of the above equilibrium warming will be realized by the year
2030. Consequently, if the current rate of increase in trace gas concentrations continue unabated for the
next several decades the climate system would be increasingly in a state of disequilibrium with the radia-
tive forcing by the trace gases.
(e) In addition to CFCll, CFC12, CH4, N20 and 03, radiatively active gases with long lifetimes
of the order of 100-500 years (F13, F114, F115, F14, F13B1; see Table 15-8) may also become important
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if their growth rates increase for the next several hundred years. The current concentrations of these gases
are so small that they are projected to have a negligible impact on a 50-100 year time scale.
15.6 SCIENTIFIC CHALLENGES FOR THE FUTURE
The basic theme that emerges out of the discussions thus far is that the climatic effects of trace gases
other than CO2 are largely determined by the interactions between radiation, air-chemistry, transport of
gases and large scale dynamics. The primary challenge then is to improve our understanding of the role
of the above interactions in governing the observed distributions of temperatures and trace gases; and more
importantly, improve our insights into their role in governing the sensitivity of the climate system to anthropo-
genic perturbations. Our current understanding of the above interactions is largely derived from globally
averaged 1-D models or from highly parameterized zonally averaged 2-D models.
In what follows, the discussions will focus more on the challenges that are unique to trace gases other
than CO2. Hence, we do not cover some fundamentally important modeling issues such as cloud-feedback
and the role of oceans; these issues are covered in ample detail in documents related to the CO2-climate
problem.
15.6.1 Theoretical and Modeling Issues
15.6.1.1 Interactions in the Troposphere
Additions of both chemically active gases (e.g., CO, NOx) and radiatively active gases (e.g., CH4)
were shown to lead to substantial increases in tropospheric Oa and CH4 which in turn enhance the green-
house effect. This indirect climate effect was shown to be as large as the direct radiative effect (Section
15.3). Furthermore, CH4 and O3 concentrations were also modulated by the feedback between tempera-
ture and H20. The principal constituents that are responsible for these chemistry-climate interactions in
the troposphere are the radicals OH and HO2. These interactions, which are illustrated schematically in
Figure 15-28, are not only important for understanding climate sensitivity to trace gases but are also important
for understanding the causal mechanisms for the observed trends in CH4 and 03. Many of the gases shown
in Figure 15-28 have strong spatial and temporal variations. Hence, current analyses of these interactions,
which are largely based on 1-D models, should be viewed merely as illustrative of the potential importance
of the interactions (shown in Figure 15-28).
As a first step towards a more quantitative understanding of the interactions, the following key issues
should be addressed:
(i) The relative role of transport and chemistry in governing the behavior of 03, NO x, CO (and others
in Figure 15-22) should be determined. The transport processes include: downward transport of O3 and
NO x from the stratosphere, upward transport of pollutants (e.g., CO) from the boundary layer, and lateral
transport. A quantitative study of this issue requires not only interactive transport-chemistry models, but
also simultaneous measurements of 03, NOx, CO and H20 (as a minimum set) at a few selected locations
to verify the model assumptions and simulations (Levy et al., 1985).
(ii) Since the T-H20 feedback is an important issue for the chemistry involving OH and since the
temperature change (due to the trace gas greenhouse effect) is expected to be a strong function of latitude,
attention should be given to the latitudinal and seasonal dependence of the interactions in Figure 15-22.
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Figure 15-28. Schematic of the climate-chemistry interactions involving OH and H02 chemistry in the
troposphere. Surface temperature increase (ATs > O) due to the greenhouse effect of trace gases
(including C02) leads to an increase in H20 which contributes to an increase in OH. The addi-
tion of NOx, CO and CH4 reacts with OH and H02 to alter CH4 and tropospheric 03 which in turn modu-
lates the greenhouse effect.
(iii) The response of biogenic source molecules such as CH4 and N20 to surface temperature changes
are not well known and should be examined for their potential role as a feedback mechanism.
15.6.1.2 Sensitivity of Stratospheric HzO
An important issue that has repeatedly come up during the last five years but still has not received
a careful scrutiny concerns the sensitivity of stratospheric H20 to perturbations in tropical tropopause tem-
peratures. As discussed in earlier sections, GCMs and other models reveal the tropical tropopause
temperatures to be quite sensitive to perturbations in CO2, CFCs and 03. However, current studies have
focused largely on zonal average temperatures, whereas the entry of low levels of H20 into the stratosphere
may depend on the extreme (cold) tropical tropopause temperatures rather than the zonally averaged value.
Model studies with a special emphasis on the geographical regions where H20 enters the stratosphere
in conjunction with special observational programs (for determining H20, temperature and cloud distribu-
tion) are needed to shed new insights on this problem.
15.6.1.3 Interactions in the Stratosphere
The continued growth of halogenated hydrocarbons in the troposphere presages reduced 03 in the
stratosphere. The subsequent effects of such changes on atmospheric opacity, thermal and dynamical structure
in the stratosphere, and stratosphere-troposphere exchange bear directly on concerns about climate-chemistry
issues. For example, the radiative effect of stratospheric 03 perturbation due to CFCs can add as much
as 30% to the surface warming due to the direct greenhouse effect of CFCs. Furthermore, latitudinal effects
of the O3 change on thermal structure are important. To date, most of the coupled radiative-chemical calcula-
tions of O3 change have been performed with 1-D models. There is a strong need to develop coupled
radiative-chemical-dynamical models (both 2-D and GCMs) and to examine the full scope of the climate-
chemistry impact on tropospheric climate.
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15.6.2 Observational Challenges
One of the most challenging issues on the observational front is the accurate determination of the
long term (decadal) trends in CH4, N20, CO, HO x, NO x, tropospheric and stratospheric Oa and finally,
tropospheric and stratospheric H20. As mentioned repeatedly in this report, there are significant uncer-
tainties in our current estimates of the rate of growth of CO, O3 and NO x. The main source of the prob-
lem is the significant spatial and temporal variation of CO, O3 and NO x. The primary challenge is to design
a strategy that will minimize the sampling errors, and such strategies can only evolve from active interac-
tions between modeling and observational groups. The measurements of the above gases are also crucial
for validating coupled transport-chemistry models.
Another equally challenging issue is the determination of trends in the radiative forcing (of the climate
system) and the constituents that contribute to the radiative forcing. Included in this category are: solar
radiation and its spectral variation at the top-of-the atmosphere, planetary albedo and its spectral distribution
in 2 or 3 wavelength regions (e.g., UV, visible and IR), stratospheric aerosols, tropospheric aerosols including
arctic haze, and important radiatively-active trace gases including CO2, CH4, N20, 03 vertical distribution,
F11, F12, F22, CH3CC13, and stratospheric H20. Since the effects of aerosols, cloud-feedback and ice-
albedo feedback are manifested in the planetary albedo, accurate determination of the planetary albedo
should be one of the fundamental goals of future observational programs. The measurements described
above are crucial for inferring the causal mechanisms for climate change. Of equal importance is con-
tinued monitoring of stratospheric, tropospheric and surface temperatures. These measurements, if they
are made with high quality, excellent calibration and redundancy checks, can provide perhaps the only
attractive approach for verifying the climate sensitivity of the models.
Finally, we have to develop and maintain an adequate spectroscopic data base for trace gases. For
all of the CFCs and for a number of other compounds (e.g., CH3CC13; PAN; CF3Br) which have strong
greenhouse effects, spectroscopic line parameters are either unavailable or unpublished. Furthermore, for
the available data, there are significant discrepancies in the measured band strengths (e.g., F11 and F12
band strengths differ by 20 to 30% between different measurements). Moreover, current measurements
do not separate out the contribution of the hot bands in the spectra; such identifications are crucial for
incorporating the temperature dependence of the opacity in climate models. The availability of such meas-
urements will promote line-by-line calculations which can then serve as a basis for treatment of the radia-
tive effects of trace gases in climate models.
In preparing the ensuing assessment, the panel benefitted significantly from consultations with the
following scientists: Dr. J.T. Kiehl for computing radiative heating due to trace gases; Dr. S. Liu for
contributing to the subsection on NO x and Drs. M. Geller, S. Manabe, F.S. Rowland, P.J. Crutzen,
R.E. Dickinson, R. Gammon, A. Ghazi, N. Husson, M.A.H. Smith, N. Sundararaman, D. Wuebbles
and R.T. Watson for their comments on the text. The panel thanks G. Escobar for preparing and proofreading
the chapter.
ANNEX 1: ACCURACY OF BAND MODEL APPROACHES FOR CH4
Band models may be divided into two categories: narrow-band models in which the longwave spec-
trum is divided into spectral intervals ranging from 1 cm -1 in width, and broad band models which
employ analytical expressions either derived from theory or laboratory data to treat the absorption within
the entire band. In the evaluation of a band model, two issues are involved: (1) the ability of the band
model to accurately characterize the total band absorptance for a homogeneous optical path through the
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gas (i.e., constant temperature and pressure), and (2) the ability of the band model to characterize absorp-
tion and emission along inhomogeneous paths (i.e., atmospheric applications). In order to treat inhomo-
geneous paths, a scaling approximation must be invoked in the band model.
The second item above is of particular importance with respect to broad-band models. Although several
broad-band scaling approximations have been suggested (Chan and Tien, 1969; Cess and Wang, 1970;
Edwards and Morizumi, 1970), there has not been a definitive examination of their accuracies.
The strategy of the present section is as follows. A reference line-by-line calculation will first be
described, followed by the presentation of narrow-band and broad-band models that are tuned, for a
homogeneous gas, to the line-by-line calculation. Thus, a hierarchy of band models is obtained, with these
band models yielding virtually identical homogeneous band absorptances for the homogeneous case. The
scaling approximations for the narrow-band and broad-band models are evaluated by applying the models
to atmospheric profiles (the inhomogeneous case). Accompanying this will be a brief discussion concern-
ing pitfalls associated with the use of narrow-band models.
The line-by-line calculations used the line locations and intensities from a JPL data tape (Orton and
Robiette, 1980), with the line intensities being renormalized to a total band intensity of 129 cm-2atm -'
at 296 K (e.g., Varanasi et al., 1983). The Lorentz half-width per unit pressure, 3,°, was taken to be
3,°(cm -1 atm -t) = 0.06 (296/T) (1)
for all lines, based upon Varanasi et al. (1983) who obtained a nitrogen-broadened value of 0.063 (with
a standard deviation of 0.003) for 77 lines within the wavenumber interval 1300-1353 cm-L In that there
are roughly 12,500 lines on the JPL tape, this comprises a rather extensive extrapolation. Although the
line-by-line calculations serve as a reference, there are still some uncertainties associated with line-by-line
model results because our knowledge of line half-widths is meager at best.
The narrow-band model is a modification of the Goody random band model (Goody, 1952), for which
the transmittance of a spectral interval Aw is given by
Tzxu = exp{-(S_JAo_)[1 + (S_u w/Tr3,)] -',2} (2)
where Sao_is the sum of the line strengths within the interval, w is the absorber amount, and 3' is defined by
SAo_3, = C[_(3"SjK)I/2] 2 (3)
where SjK denotes the individual line strengths and the summation is over all lines within z_0. Conven-
tionaUy, C = 4/7r to be consistent with the limit of strong nonoverlapping lines (e.g., Goody, 1964). But
if there is a significant number of coincident or near-coincident lines, C < 4/_" since coincident lines
would be linearly summed. For present purposes, A_0 = 5 cm -1, with elaboration on this choice to be
given later.
Turning next to the broad-band model, that due to Ramanathan (1976) is adopted, for which the total
band absorptance is expressed by
I u 1A = 2Aoln 1 + _,j4 + u(1 + 1/fl (4)
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where u = Sw/Ao with S the total band intensity, Ao is the bandwidth parameter,/3 is proportional to
the ratio of a mean line half-width to a mean line spacing, and here the summation refers to the two over-
lapping _2CH4 and 13CH4 isotope bands.
The relevant coefficients appearing within both the narrow-band and broad-band models have been
evaluated through regression fits to homogeneous-gas line-by-line calculations, with the result that
C = 0.762 (5)
A0(cm-') = 102.8(T/300) (6)
/3 = 0.0838(300/T) (7)
As discussed above, one would anticipate that C < 4/7r = 1.273 if coincident lines are a factor, which
may indeed be the case for the v4 band due both to line splitting and the presence of a Q branch. But
the considerable difference between Equation (5) and C = 4/_" might include other factors as will shortly
be discussed.
A comparison of both the narrow-band and broad-band models with the line-by-line results is illus-
trated in Figure 15-29. A single curve is used for both band models since there is no distinguishable differ-
ence between them. Similar agreement with the line-by-line results exists for temperatures spanning the
range from 220 K to 300 K.
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Figure 15-29. Comparison of narrow-band, broad-band and line-by-line determinations of the CH4 total
band absorptance. The CH4 amount in cm-atm refers to STP.
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As discussed in more detail by Cess et al. (1985), the virtual equivalence of the band models with
the line-by-line calculations allows an evaluation of band-model scaling approximations. For this purpose
the McClatchey et al. (1971) midlatitude summer atmosphere has been employed, neglecting overlap with
water vapor and clouds. Table 15-12 summarizes calculations for the reduction in infrared flux at the top
of the model atmosphere (25 km), at the tropopause (13 km), and at the surface, for an increase in methane
volumetric mixing ratio from 1.75 × 106 to 3.5 x 106.
The use of Curtis-Godson scaling within the narrow-band model is as described by Rodgers and Walshaw
(1967). Although this two-parameter scaling is exact in the weak-line and strong-line limits, the present
atmospheric methane abundance lies between these two asymptotic limits. Thus, methane serves as a good
test of Curtis-Godson scaling, and Table 15-12 confirms the validity of this often-used scaling approximation.
For the broad-band model, three different three-parameter scaling approximations are compared in
Table 15.12 (Chan and Tien, 1969; Edwards and Morizumi, 1970; Cess and Wang; 1970). All three scaling
approximations overestimate the flux reduction at the surface, with Chan-Tien scaling producing the smallest
errors for the three flux reduction calculations.
On a similar point, several band models which have been employed in atmospheric radiation calcula-
tions are compared in Table 15.13 with the line-by-line results. These include the conventional random
band models of Goody (1952) and Malkmus (1967), the broad-band model of Donner and Ramanathan
(1980), and a broad-band model due to Cess and Chen (1975) which they developed for Jovian applica-
tions, but which was utilized for terrestrial applications by Hameed et al. (1980). The primary failing
of the latter band model can be traced to the assumption by Cess and Chen (1975) that individual multiplets
could be treated as a single Lorentz line; i.e., they neglected line splitting.
Returning to the narrow-band model, the present CH4 example serves to illustrate certain pitfalls
associated with random band models. Consider first the present choice of 5 cm-_ intervals. As pointed
out by Kiehl and Ramanathan (1983) for CO2, significant errors occur if one employs spectral intervals
greater than 10 cm -_. This is due to the statistics of the band, as manifested by the averaging procedure
of Equation (3), being variable throughout the band. One way of minimizing this effect is to choose small
Table 15-12. Comparison of model calculations for the change in infrared flux due to an increase in
CH4mixing ratio from 1.75 × 106 to 3.5 × 106. The respective scaling approximations are
listed in brackets, while the numbers in parentheses denote the percentage differences
from the line-by-line values.
Flux Reduction (W/m z)
Model Top Tropopause Surface
Line-by-Line
Narrow Band [Curtis-Godson]
Broad Band [Chan-Tien]
Broad Band [Edwards-Morizumi]
Broad Band [Cess-Wang]
1.78 1.78 2.40
1.79 (0.6) 1.78 (0.0) 2.41 (0.4)
1.77 (-0.6) 1.78 (0.0) 2.61 (8.8)
1.79 (0.6) 1.79 (0.6) 2.63 (9.6)
1.85 (3.9) 1.83 (2.8) 2.67 (11.3)
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Table 15-13. Comparison of model calculations for the change in infrared flux due to an increase
in CH, mixing ratio from 1.75x 106 to 3.5× 106 . Curtis-Godson scaling is used for
the Malkmus and Goody models, while Chan-Tien scaling is employed for the
Donner-Ramanathan and Cess-Chen models. The numbers in parentheses denote the
percentage differences from the line-by-line values.
Flux Reduction (W/m 2)
Model Top Tropopause Surface
Line-by -Line 1.78 1.78 2.40
Malkmus 1.99 (11.8) 1.97 (10.7) 2.61 (8.8)
Goody 2.05 (15.2) 2.04 (14.6) 2.72 (13.3)
Donner-Ramanathan 1.55 (- 12.9) 1.57 (- 11.8) 2.17 (-9.6)
Cess-Chen 1.00 (-43.8) 1.00 (-43.8) 1.44 (-40.0)
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Figure 15-30. Narrow-band CH4 total band absorptance as a function of wavenumber interval (A_) as
employed within the narrow band model. The methane abundance of 1.368 cm-atm (at STP) coincides
with the atmospheric column abundance for a CH4 mixing ratio of 1.75 × 10-6.
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Figure 15-31. Narrow-band CH4 total band absorptance for _o_= 5cm -1 and as a function of
wavenumber shift of the interval spacing. The methane abundance of 1.368 cm-atm (at STP) coincides
with the atmospheric column abundance for a CH4 mixing ratio of 1.75 x 10 -6.
intervals with the hope that this will produce near-uniform statistics within each interval. But if the inter-
vals are too small, there will not be a sufficient number of lines within each interval to yield meaningful
statistics.
Ideally, one would anticipate that there should be an interval range over which the computed band
absorptance is invariant to the choice of interval size, with the intervals being sufficiently large so as to
contain a statistically meaningful number of lines, but at the same time sufficiently small so that Equation
(3) produces meaningful statistical averages. However, as illustrated in Figure 15-30, CH4 does not produce
such a clearly defined range of intervals. The small plateau from roughly 5 to 8 cm -1 was the sole moti-
vation for our choice of a 5 cm -1 interval size.
A second issue concerns the location of the intervals. Figure 15-31 illustrates a band absorptance
calculation in which the locations of the interval spacings (Ao_ = 5 cm -I) are progressively shifted, with
a shift of 5 cm-I denoting a return to the original interval locations. For example, wavenumber shift = 0
corresponds to interval locations of 1200-1205 cm -_, etc., while for wavenumber shift = 1 cm -_ these
are 1201-1206 cm -_, etc. As may be seen in Figure 15-31, this can result in a 5 percent variation in band
absorptance, an effect that is again related to a variation in band statistics within the 5 cm -_ intervals as
the interval positions are shifted.
In addition to the problem of coincident or near-coincident lines, as previously discussed with respect
to Equation (3), the effects portrayed within Figures 15-30 and 15-31 additionally influence the evaluation
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of C as given by Equation (5). For this reason, the present narrow-band models should not be applied
to conditions well removed from those for which Equation (5) was evaluated.
As a final point, it must be emphasized that CH4 represents an extreme case concerning the points
raised with respect to Figures 15-30 and 15-31, since the _4 band possesses both line splitting and a Q branch.
Experience with vibration-rotation bands of other gases (D.P. Kratz and R.D. Cess, private communication)
indicates that these problems are somewhat less severe in the absence of line splitting, and are considerably
less severe in the absence of both line splitting and a Q branch.
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KINETICS AND PHOTOCHEMISTRY
APPENDIX A
KINETICS AND PHOTOCHEMICAL DATA BASE
The data tbr chemical kinetics rate constants and photochemical cross sections used in the present
assessment were taken from a compilation prepared in early 1985 by the NASA Panel for Data Evalua-
tion. That compilation is entitled "Chemical Kinetics and Photochemical Data for Use in Stratospheric
Modeling", and is published by the Jet Propulsion Laboratory as JPL Publication 85-37.*
The NASA Data Evaluation Panel was established in 1977 by the NASA Upper Atmosphere Research
Program for the purpose of providing a standardized, critical tabulation of the latest kinetics and
photochemical data for use by modelers in computer simulations of stratospheric chemistry. The 1985
edition represents the seventh evaluation prepared by the panel. In earlier years the evaluations were up-
dated annually; however, with the steadily increasing completeness and reliability of the data, future re-
evaluations are expected to be held approximately biennially.
Chapter 2 of the present assessment is an independent appraisal of the overall quality of the chemistry
data base, along with discussions of other topics such as the best methods for testing the completeness
of the chemical model and the question of error appraisal in data evaluation. Chapter 13 presents the results
of model calculations using the data base, and also provides calculations which show the sensitivities of
model predictions to uncertainties in the chemical data.
The following tables of data for chemical rate constants and equilibrium constants are excerpted from
JPL 85-37, and are included for convenience to the reader who may not have immediate access to the
complete publication.
*A copy of JPL Publication 85-37 may be obtained from the Documentation Section, Bldg. 111-116B,
Jet Propulsion Laboratory, Pasadena CA 91109.
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Table 1, Rate Constants for Second Order Reactions
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
0 + 02 _ 03
0 + 0 3 -_ 02 + 02
O(1D) + N20 -.¢ N2 + 02
NO + NO
O(1D) + H20-¢ OH + OH
O(1D) + CH 4 -¢ OH + CH 3
H2 + CH20
O(1D) + H 2 d OH + H
O(1D) + N 2 -'¢ 0 + N2
O(1D) + N 2 _ N20
O(1D) + 02 .-_ 0 + 02
O(1D) + 03 _ 02 + 02
-_02 +0+ 0
*O(1D)
O(1D)
O(1D)
O(1D)
O(1D)
O(1D)
O(1D)
O(1D)
O(1D)
+ HCg _ products
+ CC_ 4 _ products
+ CFCg3 _ products
+ CF2C_ 2 _ products
+ CF 4 _ CF 4 + O
+ CCg20 _ products
+ CFC_O _ products
+ CF20 _ products
+ NH 3 _ OH + NH 2
O x Reactions
(See Table 2)
8.0xi0 -12 2060±250
O(ID) Reactions
4.9xi0 -II 0±I00
6.7xi0 -II 0±I00
2.2xi0 -I0 0±I00
1.4xlO -I0 0±i00
1.4xlO -II 0±i00
l.OxlO -I0 0±i00
1.8xlO-ll -(107±100)
(See Table 2)
3.2xi0 -II -(67±100)
1.2xlO -I0 OtlO0
1.2xi0 -I0 0±I00
1.5xlO -I0 OtlO0
3.3xi0 -I0 OtlO0
2.3xi0 -I0 OtlO0
1.4x10 -10 0±I00
l.SxlO -13 0±]00
3.6x10 -10 0±100
1.9xlO -I0 0±I00
7.4xi0 -II 0±I00
2.5xi0 -I0 0±I00
8.0xlO -15 1.15
4.9xi0 -II 1.3
6.7xi0 -II 1.3
2.2xi0 -I0 1.2
1.4xlO -I0 1.2
1.4xlO -11 1.2
1.0xlO -I0 1.2
2.6xi0 -11 1.2
4.0xlO -11 1.2
1.2xlO -I0 1.3
1.2xi0 -I0 1.3
1.5xi0 -I0 1.2
3.3xi0 -I0 1.2
2.3xi0 -10 1.2
1.4xi0 -I0 1.3
1.8xi0 -13 2.0
3.6xi0 -I0 2.0
1.9xi0 -I0 2.0
7.4xi0 -11 2.0
2.5x10 -I0 1.3
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R ± A(E/R) k(298K) Factor/298K
O(ID) + CO 2 _ O + CO 2
*O(ID) + HF -_ OH + F
H + 02 _ BO 2
H + 03 _ OH + 02
H + HO 2 _ products
O+ OHIO2 +B
O + HO 2 _ OH + 02
O + H202 _ OH + HO 2
*OH + HO 2 _ H20 + 02
H20 + 02
OH + 03 -_ HO 2 + 02
OH + OH _ H20 + 0
H202
*OH + H202 -_ H20 + HO 2
OH + H 2 -+ H20 + H
HO 2 + HO 2 -_ H202 + 02
H202 + 02
HO 2 + 03 -_ OH + 202
7.4xi0 -II -(117±100) l.lxlO -I0 1.2
1.4xlO -I0 0±I00 1.4xlO -I0 2.0
HO x Reactions
(See Table 2)
1.4x10 -I0 470±200 2.9xi0 -II 1.25
7.4xi0 -II 0±400 7.4xi0 -II 1.6
2.2xi0 -II -(llTtlO0) 3.3xi0 -II 1.2
3.0xlO -II -(200±200) 5.9xi0 -ll 1.2
1.4xlO -12 2000±1000 1.7xlO -15 2.0
1.7xlO -II -(416t200) 7.0xlO -II 1.3
3.0xlO-31[M] -(500±500) 1.6xlO-30[M] 2.0
1.6xi0 -12 940±300 6.8xi0 -14 1.3
4.2xi0 -12 242±242 1.9xlO -12 1.4
(See Table 2)
3.1x10 -12 187_88 1.TxlO -12 1.3
6.1xlO -12 2030±400 6.7x10 -15 1.2
2.3x10 -13 -(590±200) 1.7x10 -12 1.3
1.Tx10-33[M] -(1000±400) 4.gx10-32[M] 1.3
1.4xlO -14 580_88 2.0xlO -15 1.5
N + 02 -_ NO + O 4.4xi0 -12
N + 03 -_ NO + 02
N + NO -_ N 2 + O 3.4x10 -II
N + NO 2 -_ N20 + O
NO x Reactions
3220±340 8.9xi0 -17 1.25
- <l.OxlO-15 -
0±I00 3.4xi0 -II 1.3
- 3.0xlO -12 3
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
O + NO _ NO 2
O + NO 2 _ NO + 02
O + NO 2 _ NO 3
O + NO 3 _ 02 + NO 2
O + N205 _ products
O + HNO 3 _ OH + NO 3
O + HO2NO 2 _ products
03 + NO _ NO 2 + 02
NO + HO 2 _ NO 2 + OH
*NO + NO 3 _ 2NO 2
OH + NO _ HONO
OH + NO 2 _ HNO 3
*OH + HNO 3 _ H20 + NO 3
OH + HO2NO 2 _ products
HO 2 + NO 2 _ HO2NO 2
03 + NO 2 _ NO 3 + 02
03 + HNO 2 _ 02 + HNO 3
NO 2 + NO 3 _ N205
#N205 + H20 _ 2HNO 3
*OH + NH 3 _ H20 + NH 2
(See Table 2)
9.3xi0 -12 0_750 9.3xi0 -12 i.i
(See Table 2)
l.OxlO -II 0±150 l.OxlO -II 1.5
_ - <3.0xi0-16 -
_ _ <3.0xi0-17 -
7.0xlO -II 3370±750 8.6xi0 -16 3.0
1.8xi0 -12 1370±200 1.8x10 -14 1.2
3.7xi0 -12 -(240±80) 8.3x10 -12 1.2
1.3xi0 -II -(250±250) 3.0xlO -11 1.3
(See Table 2)
(See Table 2)
(See ¢ below) 1.3
1.3xi0 -12 -(380_ 8) 4.6xi0 -12 1.5
(See Table 2)
1.2xi0 -13 2450±140 3.2xi0 -17 1.15
_ _ <5.0xi0-19 -
(See Table 2)
- - <2xi0-21 -
3.5xi0 -12 925±200 1.6xlO -13 1.4
* Indicates a change from the previous Panel evaluation (JPL 83-62).
# Indicates a new entry that was not in the previous evaluation.
:_ OH + HNO3 pressure and temperature dependence fit by
ko = 7.2 × 10 -15 exp(785/T)
k3[M]
k(M,T) = ko + -- with k2 = 4.1 × 10 -16 exp(1440/T)
k3[M]
l+--
k2 k 3 = 1.9 x 10 -33 exp (725/T)
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
NH 2 + HO 2 _ products
WNH 2 + NO _ products
*NH 2 + NO 2 _ products
NH 2 + 02 _ products
WNH 2 + 03 _ products
WOH + CO _ CO 2 + H
OH + CH 4 _ CH 3 + H20
*OH + C2H 6 _ H20 + C2H 5
OH + C3H 8 _ H20 + C3H 7
OH + C2H 4 _ products
OH + C2H 2 _ products
OH + H2CO _ H20 + HCO
OH + CH3OOH _ products
OH + HCN _ products
*OH + CH3CN _ products
HO 2 + CH20 _ adduct
O + C2H 2 _ products
O + H2CO _ products
O + CH 3 _ products
CH 3 + 02 _ products
CH 3 + 02 _ CH302
CH2OH + 02 _ CH20 + HO 2
*CH30 + 02 _ CH20 + HO 2
- - 3.4xi0 -II 2
3.8xi0 -12 -(450±150) 1.7xlO -II 2
2.1xlO -12 -(650±250) 1.9xlO -II 3
- _ <3xi0-18 -
4.8xi0 -12 930±500 2.1xlO -13 3
Hydrocarbon Reactions
- 1.5xlO-13(l+O.6Patm ) 1.3
2.4xi0 -12 1710±200 7.7xi0 -15 1.2
l.lxlO -II 1090±250 2.8xi0 -13 1.25
1.6xlO -II 800±250 l.lxlO -12 1.5
(See Table 2)
(See Table 2)
l.OxlO -II 0±200 l.OxlO -II 1.25
l.OxlO -II 0±200 l.OxlO -II 2.0
1.2xlO -13 400±150 3.1xlO -14 3.0
4.5xi0 -13 900±400 2.2xi0 -14 2.0
- - 4.5xi0 -14 i0.0
2.9xi0 -II 1600±300 1.4xlO -13 1.3
3.0xlO -II 1550±250 1.6xlO -13 1.25
l.lxlO -10 0±250 l.lxlO -I0 1.3
_ _ <3xi0-16 -
(See Table 2)
- - 2xlO -12 I0
8.4xi0 -14 1200±300 1.5xlO -15 2
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R ± A(E/R) k(298K) Factor/298K
HCO + 02 _ CO + HO 2
CH 3 + 03 _ products
CH302 + 03 _ products
CH302 + CH302 _ products
*CH302 + NO _ CH30 + NO 2
CH302 + NO 2 _ CH302NO 2
CH302 + HO 2 _ CH3OOH + 02
#NO 3 + CO _ products
#NO 3 + CH20 _ products
C_ + O 3 _ C_O + 02
C_ + H 2 _ HC_ + H
C_ + CH 4 _ HC_ + CH 3
C_ + C2H 6 _ HC_ + C2H 5
C_ + C3H 8 _ HC_ + C3H 7
C_ + C2H 2 _ products
C_ + CH3OH _ CH2OH + HC_
C_ + CH3C_ _ CH2C_ + HC_
C_ + CH3CC_ 3 _ CH2CC_ 3 + HC_
C_ + H2CO _ HC_ + HCO
C_ + H202 _ HC_ + HO 2
C_ + HOCk _ products
C_ + HNO 3 _ products
C_ + HO 2 _ HC_ + 02
3.5xi0 -12 -(140±140) 5.5xi0 -12
5.4xi0 -12 220±150 2.6xi0 -12
_ - <ix10-17
1.6x10 -13 -(220±220) 3.4xi0 -13
4.2xi0 -12 -(180±180) 7.6xi0 -12
(See Table 2)
77xio-14 -_13oo_98o_ 6.OxlO-lZ
_ - <ix10-15
_ _ 6xi0-16
C_O x Reactions
2.8xi0 -II 257±100 1.2xlO -11
3.7xi0 -11 2300±200 1.6x10 -14
9.6xi0 -12 1350±150 l.OxlO -13
7.7xi0 -11 90±90 5.7xi0 -II
1.4x10 -10 -(40±2507 1.6xlO -I0
_ - ixl0-12
6.3x10 -II 0±250 6.3xi0 -II
3.4xi0 -II 1260±200 4.9xi0 -13
_ - <4x10-14
8.2xi0 -11 34±100 7.3xi0 -II
1.1xlO -ll 980±500 4.1xi0 -13
3.0x10 -12 130±250 1.9x10 -]2
_ - <l.7x10 -14
1.8xi0 -11 -(170±2007 3.2xi0 -II
1.3
2
1.25
1.2
3.0
1.5
1.15
1.25
1.1
1.1
1.5
10
2.0
1.2
1.15
1.5
2.0
1.5
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + &(E/R) k(298K) Factor/298K
OH + CgO
c_ + c_20 _ c_ 2 + c_o
C_ + OC_O _ C_O + C_O
C_ + C_ONO 2 _ products
c_ + No_ Nocx
C_ + NO 2 _ C_ONO (C_NO 2)
Cg + C_NO _ NO + Cg 2
C_ + O2 _ C_OO
C_ + C_oo _ C_ 2 + 02
C_O + C_O
*C_O + O _ C_ + 02
C_O + NO _ NO 2 + C_
C_O + NO 2 _ C_ONO 2
C_O + HO 2 _ HOC_ + 0 2
C_O + H2CO _ products
*CgO + OH _ products
C_O + CH 4 _ products
C_O + H 2 _ products
CgO ÷ CO _ products
CgO + N20 _ products
C_O + C_O _ products
C_O + 0 3 _ C_OO + 02
OC_O + 02
*OH + HC_ _ H20 + C_
4.1xlO -11 450±200 9.1xlO -12 2.0
9.8x10 -11 0±250 9.8x10 -11 1.2
5.9x10 -11 0±250 5.9x10 -11 1.25
6.8x10 -12 -(160±200) 1.2x10 -11 1.3
(See Table 2)
(See Table 2)
2.3xlo-ll 2.3x o-  3.0
(See Table 2)
1.4xlO -I0 0±250 1.4xlO -I0 3.0
8.0xi0 -12 0±250 8.0xlO -12 3.0
4.7x10 -II 50±100 4.0xlO -II 1.3
6.2xi0 -12 -(294±100) 1.7xi0 -11 1.15
(See Table 2)
4.6xi0 -13 -(710_ 8) 5.0xlO -12 1.4
~I.0x10 -12 >2060 <l.OxlO -15 -
l.OxlO -11 -(120±150) 1.5xlO -11 1.6
~l.0xlO -12 >3700 <4.0xlO -18 -
~l.Ox10 -12 >4800 <l.0xlO -19 -
~l.OxlO -12 >3700 <4.0xlO -18 -
~l.OxlO -12 >4260 <6.0xlO -19 -
l.OxlO -12 >4000 <l.Ox10 -18 -
l.OxlO -12 >4000 <l.OxlO -18 -
2.6xi0 -12 350±100 8.0xlO -13 1.2
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
OH + HOC_ _ H20 + C_O
OH + CH3C_ _ CH2C_ + H20
OH + CH2C_ 2 _ CHC_ 2 + H20
OH + CHC_ 3 _ CC_ 3 + H20
OH + CHFC_ 2 _ CFC_ 2 + H20
OH + CHF2C_ _ CF2C_ + H20
OH + CH2C_F _ CHC_F + H20
OH + CH3CC_ 3 _ CH2CC_ 3 + H20
OH + C2C_ 4 _ products
OH + C2HC_ 3 _ products
OH + CFC_ 3 _ products
OH + CF2C_2 _ products
OH + C_ONO 2 _ products
O + HC_ _ OH + C_
0 + HOC_ _ OH + C_O
O + C_ONO 2 _ products
O + C_20 _ C_O + C_O
O + OC_O _ C_O + 02
NO + OC_O _ NO 2 + C_O
#Cg + CH3CN _ products
#Cg + NO 3 _ C_O + NO 2
#C_O + NO 3 _ products
#OH + C_ 2 _ HOC_ + C_
3.0xlO -12 150_ 8 1.8X10 -12 I0
1.8x10 -12 1112±200 4.3xi0 -14 1.2
4.5XI0 -12 1032±200 1.4xlO -13 1.2
3.3xi0 -12 1034±200 1.0x10 -13 1.2
8.9Xi0 -13 1013±200 3.0xlO -14 1.3
7.8x10 -13 1530±200 4.6XI0 -15 1.2
2.0xlO -12 1134±150 4.4xi0 -14 1.2
5.4xi0 -12 1820±200 1.2xlO -14 1.3
9.4xi0 -12 1200±200 1.7xlO -13 1.25
5.0xlO -13 -(445±200) 2.2xi0 -12 1.25
~l.OxlO -12 >3650 <5.0xlO -18 -
~l.OxlO -12 >3560 <6.5xi0 -18 -
1.2xlO -12 333±200 3.9xi0 -13 1.5
l.OxlO -II 3340±350 1.4xlO -16 2.0
l.OxlO -II 2200±1000 6.0xlO -15 I0
3.0xlO -12 808±200 2.0xlO -13 1.5
2.9xi0 -II 630±200 3.5xi0 -12 1.4
2.5xi0 -II i160±300 5.0xlO -13 1.5
2.5xi0 -12 600±300 3.4xi0 -13 1.5
_ _ <2.0xi0-15 -
- - 7.6xi0 -II 2.0
- - 4.0x10 -13 2.0
- - 6.5xi0 -14 1.2
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
#HC_ + C_ONO 2 _ products
#HC_ + HO2NO 2 _ products
Br + 03 _ BrO + 02
Br + H202 _ HBr + HO 2
Br + H2CO _ HBr + HCO
*Br + HO 2 _ HBr + 02
BrO + O _ Br + 02
BrO + C_O _ Br + OC_O
Br + C_ + 02
BrO + NO _ NO 2 + Br
BrO + NO 2 _ BrONO 2
BrO + BrO _ 2 Br + 02
Br 2 + 02
BrO + 03 _ Br + 2 02
BrO + HO 2 _ products
BrO + OH _ products
*OH + HBr _ H20 + Br
OH + CH3Br _ CH2Br + H20
O + HBr _ OH + Br
#OH + Br 2 _ HOBr + Br
F+O3_FO+O 2
F+H2_HF+H
1.4xlO -II
l.OxlO -II
1.7x10 -ll
3.0xlO -II
6.7xi0 -12
6.7xi0 -12
8.7xi0-12
(See Table 2)
1.4xlO -12
6.0xlO -14
~ixlO-12
1 .IxlO -II
6.1xlO -13
6.6xi0 -12
- <l.0xlO-18 -
- <IxlO-20 -
BrO x Reactions
755±200 l.lxlO -12 1.2
>2500 <2.0xlO -15 -
800±200 l.lxlO -12 1.3
- 8.0xlO -13 3.0
0±250 3.0x10 -II 3.0
0±250 6.7xi0 -12 2.0
0±250 6.7xi0 -12 2.0
-(265±130) 2.1xlO -II 1.15
-(150±150) 2.3xi0 -12 1.25
-(600±600) 4.4xi0 -13 1.25
>1600 <5.0xlO -15 -
- 5.0xlO -12 3.0
- l.OxlO -II 5.0
0±250 1.1xlO -II 1.3
825±200 3.8xi0 -14 1.25
1540±200 3.7xi0 -14 1.3
- 4.8xi0 -II 1.3
FO x Reactions
2.8xi0 -II 226±200
1.6xlO -I0 525±250
1.3xlO -II 2.0
2.7xi0 -II 1.3
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A(E/R) k(298K) Factor/298K
F + CH 4 -_ HF + CH 3
*F + H20 -_ HF + OH
F + 02 _ FO 2
F + NO _ FNO
F + NO 2 _ FNO2(FONO)
NO + FO -_ NO 2 + F
FO + FO -_ 2 F + 02
FO + 03 -_ F + 2 02
-+ FO 2 + 02
FO + NO 2 _ FONO 2
O + FO -) F + 02
O + FO 2 -_ FO + 02
#CF302 + NO _ CF30 + NO 2
#CF2C_O 2 + NO _ CF2C_O + NO 2
#CFC_202 + NO _ CFC_20 + NO 2
#CC_302 + NO 9 CC_30 + NO 2
OH + H2S _ SH + H20
*OH + OCS _ products
OH + CS 2 _ products
OH + SO 2 _ HOSO 2
O + H2S _ OH + SH
O + OCS -> CO + SO
O + CS 2 -+ CS + SO
3.0xlO -I0 400±300 8.0xlO -II 1.5
4.2xi0 -II 400±200 l.lxlO -II 3.0
(See Table 2)
(See Table 2)
(See Table 2)
2.6xi0 -II 0±250 2.6xi0 -II 2.0
1.5xlO -I I 0±250 1.5xlO -I 1 3.0
(See Table 2)
5.0xlO -II 0±250 5.0xlO -II 3.0
5.0xlO -II 0±250 5.0xlO -II 5.0
3.9xi0 -12 -(400±200) l. SxlO -II 1.3
3.1xlO -12 -(500±200) 1.6xlO -II 1.3
3.5xi0 -12 -(430±200) l.SxlO -II 1.3
5.7xi0 -12 -(330±200) 1.7xlO -II 1.3
SO x Reactions
5.9xi0 -12 65±65 4.7xi0 -12 1.2
3.9xi0 -13 1780±500 l.OxlO -15 i0
(See Table 2)
l.OxlO -II 1810±550 2.2xi0 -14 1.7
2.1xlO -II 2200±150 1.3xlO -14 1.2
3.2xi0 -II 650±150 3.6xi0 -12 1.2
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R + A (E/R) k(29gK) Factor/298K
O + SH 9 H + SO - -
S + 02 _ SO + O 2.3xi0 -12 0±200
S + 03 _ SO + 02 - -
S+OHgSO+H - -
SO + 02 _ SO 2 + O 2.4xi0 -13 2370±500
SO + 03 _ SO 2 + 02 3.6xi0 -12 flOOr200
SO + OH _ SO 2 + H - -
SO + NO 2 _ SO 2 + NO - -
SO + C_O _ SO 2 + C_ - -
SO + OC_O _ SO 2 + C_O - -
SO + BrO _ SO 2 + Br - -
SO 2 + HO 2 _ products - -
CH302 + SO 2 _ products - -
*SH + 02 _ OH + SO - -
C_ + H2S _ HC_ + SH - -
C_ + OCS _ SC_ + CO - -
CAO + OCS _ products - -
C_O + so 2 _ C_ + SO 3 - -
#SH + H202 _ products - -
#SH + 03 _ HSO + 02 - -
#HSO + 03 @ products - -
#SH + NO 2 _ HSO + NO - -
#SH + NO _ HSNO (See Table 2)
#HOSO 2 + 02 _ HO 2 + SO 3 - -
1.6xlO -I0 5.0
2.3xi0 -12 1.2
1.2xlO -II 2.0
6.6xi0 -II 3.0
8.4xi0 -17 2
9.0xlO -14 1.2
8.6xi0 -II 2.0
1.4xlO -II 1.3
2.3xi0 -II 3.0
1.9xlO -12 3.0
>4.0xlO-ll
<l.OxlO-18
<5.0xi0-17
<l.OxlO-17
7.3xi0 -II 1.4
<l.lxlO-16
<2.4xi0-16
<4.0xi0-18
<5xi0-15
3.2xi0 -12 3.0
Ixl0 -13 5.0
3.2xi0 -II 1.5
4.0xlO -13 3.0
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
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Table 1. (Continued)
Uncertainty
Reaction A-Factor E/R _+A(E/R) k(298K) Factor/298K
#SO 2 + NO 2 -_ products
#SO 3 + NO 2 -_ products
#SO 2 + 03 -_ SO 3 + 02
#CS + 02 _ OCS + O
#CS + 03 _ OCS + 02
#CS + NO 2 -_ OCS + NO
#Na + 03 _ NaO + 02
NaO 2 + O
#Na + 02 _ NaO 2
#NaO + HC_ _ products
#NaOH + HC_ _ NaC_ + H20
_ _ <2xi0-26 -
- - 1.0xl0 -19 I0
3.0x10 -12 >7000 <2xlO -22 -
- - 2.9xi0 -19 2.0
- - 3.0xl0 -16 3.0
- - 7.6xi0 -17 3.0
Metal Reactions
5x10 -I0 0±400 5x10 -I0 1.5
<3x10 -II 0±400 <3x10 -II -
(See Table 2)
2.8xi0 -10 0±400 2.8xi0 -I0 3.0
2.8xi0 -I0 0±400 2.8xi0 -I0 3.0
*Indicates a change from the previous Panel evaluation (JPL 83°62).
#Indicates a new entry that was not in the previous evaluation.
906
KINETICS AND PHOTOCHEMISTRY
Table 2. Rate Constants for Three-Body Reactions
Reaction
Low Pressure Limit
ko(T) = k_Oe(T/300)-n
High Pressure Limit
k_(T) = k_O(T/300) -m
k_ °° n k_ ° m
0 + 0 2 _ 0 3
O(1D) + N2 _ N20
*H + 02 _ HO 2
OH + OH _ H202
*O + NO _ NO 2
O + NO 2 _ NO 3
OH + NO _ HONO
OH + NO 2 _ HNO 3
*HO 2 + NO 2 _ HO2NO 2
*NO 2 + NO 3 _ N205
c_ + No _ C_NO
*C_ + NO 2 _ C_ONO
C_NO 2
c_ + o2 _ c_oo
CAO + NO 2 _ CAONO 2
BrO + NO 2 _ BrONO 2
F + 0 2 _ FO 2
F + NO _ FNO
*F + NO 2 _ Products
FO + NO 2 _ FONO 2
*CH 3 + 02 _ CH302
(6.0±0.5)(-34) 2.3±0.5 - - -
(3.5±3.0)(-37) 0.6i26 - - -
(5.5±0.5)(-32) 1.6±O.5 (7.5±4.0)(-Ii) 0±I
(6.9±3.0)(-31) 0.8_8: _ (1.0±0.5)(-11) 1.0±1.0
(9.0±2.0)(-32) 1.5±0.3 (3.0±1.0)(-11) 0±1
(9.0±1.0)(-32) 2.0±1.0 (2.2±0.3)(-11) 0±1
(7.0±2.0)(-31) 2.6±1.0 (1.5±1.0)(-11) 0.5±0.5
(2.6±0.3)(-30) 3.2±0.7 (2.4±1.2)(-11) 1.3±1.3
(2.0±0.5)(-31) 2.7±1.5 (4.2±1.O)(-12) 2.O±2.0
(2.2±0.5)(-30) 4.3±1.3 (1.5±0.8)(-12) 0.5±0.5
(9.0±2.0)(-32) 1.6±0.5 - - -
(1.3±0.2)(-30) 2.0±I.0 (1.0±0.5)(-10) 1.O±1.0
(1.8±0.3)(-31) 2.0±i.0 (I.0±O.5)(-i0) i.O±I.O
(2.0±1.0)(-33) 1.4±1.4 - - -
(1.8±0.3)(-31) 3.4±1.0 (1.5±0.7)(-11) 1.9±1.9
(5.0±2.0)(-31) 2.0±2.0 (1.O±0.5)(-11) 1.O±1.0
(1.6±0.8)(-32) 1.4±1.0 - - -
(5.9±3.0)(-32) 1.7±1.7 - - -
(1.1±0.6)(-30) 2.0±2.0 (3.0±2.O)(-11) 1.0±I.0
(2.6±2.0)(-31) 1.3±1.3 (2.0±I.0)(-11) 1.5±1.5
(4.5±1.5)(-31) 2.0±I.0 (1.8±0.2)(-12) 1.7±1.7
ko(T)[M] 0.6{1 + [log,o(ko(T)lM]/ko_(T))]2}-INote: k(Z) k(M,T) (1 + k o (T) [M] / kao (T))
The values quoted are suitable for air as the third body, M.
*Indicates a change from the previous Panel evaluation (JPL 83-62).
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Table 2. (Continued)
Reaction
Low Pressure Limit
ko(T) = k_e*(T/300)-n
High Pressure Limit
koo(T) = k_O(T/300) -m
I_ °° n k_ ° m
CH302 + NO 2 _ CH302MO 2
*OH + SO 2 _ HOSO 2
*OH + C2H 4 _ HOCH2CH 2
*OH + C2H 2 _ HOCHCH
#CF 3 + 0 2 _ CF302
#CFC_ 2 + 02 _ CF¢_202
#CC_ 3 + 02 _ CC_302
(1.5±0.8)(-30)
(3.0±1.0)(-31)
(1.5±0.6)(-28)
(5.5±2.0)(-30)
(4.5±1.0)(-29)
(5.0±0.8)(-30)
(1.0±0.7)(-30)
#CFC_202 + NO 2 _ CFC_202NO2(3.5±0.5)(-29)
#HS + NO _ HSNO (2.4±0.4)(-31)
#Na + 02 _ NaO 2 (1.9±1)(-30)
4.0±2.0
3.3±1.5
0.8±2.0
0.0±0.2
2±2
2±2
2±2
4±2
3±1
1.1±0.5
(6.5±3.2)(-12) 2.0±2.0
(1.5±0.5)(-12) 0_
(8.8±0.9)(-12) O_
(8.3±1.0)(-13) -2.0_:_
(8±6)(-12) 1±1
(6.0±1.0)(-12) 1±1
(2.5±2)(-12) i±I
(6.0±1.0)(-12) 2±2
(2.7±0.5)(-11) O_
(2.0±1.8)(-I0) 0±i
ko(T) [M] 0.6{1 + [log,o(ko(T) [M]/koo(T))] 2} -tNote: k(Z) k(M,T) (1 + ko (T) [M] / koo (T))
The values quoted are suitable for air as the third body, M.
*Indicates a change from the previous Panel evaluation (JPL 83-62).
#Indicates a new entry that was not in the previous evaluation.
908
KINETICS AND PHOTOCHEMISTRY
Table 3. Equilibrium Constants
Reaction A/cm 3 molecule -1 B/°K Log Keq(300)
NO 2 + NO 2 _ HO2NO 2
*NO 2 + NO 3 _ N205
C_ + 02 _ C_OO
C_O + 02 _ C_O-O 2
F + 02 _ FO0
CH302 + NO 2 _ CHBO2NO 2
2.33 x 10 -27 10,870 -10.90
1.52 x 10 -27 11,153 -10.68
2.43 x 10 -25 2,979 -20.30
<1.3 x 10 -26 <5,230 <-18.30
5.32 x 10 -25 7,600 -13.27
1.15 x 10 -25 3,582 -19.75
1.30 x 10 -28 11,192 -11.68
K/cm 3 molecule -1 = A exp (B/T) [200 < T/K < 300]
*Indicates a change from the previous Panel evaluation (JPL 83-62).
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B-O INTRODUCTION
It is now well recognized that accurate modeling of radiative transfer phenomena in a planetary atmos-
phere requires very good knowledge of the parameters describing the radiation absorption or emission
properties of the optically active gases involved in the medium considered. The increasing impact of physical
techniques for the remote sensing of the thermal structure and composition of the earth's atmosphere re-
quires continuous research to achieve a better understanding of molecular spectra of radiatively active
gases and necessitates the compilation of accurate relevant spectroscopic data.
The purpose of the appendix is to review the status of spectroscopic database and current laboratory
spectroscopy in the infrared to the microwave for atmospheric remote sensing. Reviews of this type have
been given by the WMO as part of a meeting on potential climatic effects of ozone and other minor trace
gases (WMO, 1983) and by NASA (Smith, 1985), and in the proceedings of a CMA-NBS workshop on
atmospheric spectra held in 1983 (CMA-NBS, 1985).
This appendix is divided into eight sections beginning with the introduction in Section B-0. In
Sections B-1 and B-2, several aspects of quantitative atmospheric spectroscopy are considered, using a
classification of the molecules according to the gas amounts in the stratosphere and upper troposphere,
and reviews of quantitative atmospheric high-resolution spectroscopic measurements and field measurements
systems are given. Laboratory spectroscopy and spectral analysis and prediction are presented in Section B-3
with a summary of current laboratory spectroscopy capabilities. Spectroscopic data requirements for accu-
rate derivation of atmospheric composition are discussed in Sections B-4 and B-5, where examples are
given for space-based remote sensing experiments of the atmosphere: the ATMOS (Atmospheric Trace
Molecule Spectroscopy) and UARS (Upper Atmosphere Research Satellite) experiments. Section B-6 is
devoted to a database assessment including:
-- a review of the basic parameters involved in the data compilations;
-- a summary of information on line parameter compilations already in existence: the AFGL (Air
Force Geophysics Laboratory) catalog (McClatchey et al., 1973; Rothman et al., 1983 a,b; 1985),
the GEISA (Gestion et Etude des Informations Spectroscopiques Atmospheriques; word transla-
tion: Management and Study of Atmospheric Spectroscopic Information) catalog (Chedin et al.,
1980; 1985, Husson et al., 1982; 1985), the JPL catalog (Poynter et al., 1981, 1984);
-- a summary of current laboratory spectroscopy studies.
Finally, the major recommendations for further work in laboratory spectroscopy to support atmospheric
measurements are presented in Section B-7.
B-1 OVERVIEW OF ATMOSPHERIC SPECTROSCOPY
During the last twenty years, atmospheric spectroscopy has proven to be a powerful tool for the iden-
tification and quantification of previously unknown stratospheric gases as well as for more accurate quan-
tification and monitoring of known species. The initial detection of stratospheric HNO3 (Murcray et al.,
1968) and NO2 (Goldman et al., 1970) and the increased interest in stratospheric chemistry in relation
to the effects of supersonic transports (SST) and chlorofluorocarbons (CFC) on the ozone layer have serv-
ed to intensify the atmospheric spectroscopy studies. Indeed, most of the atmospheric species involved
in the various photochemical cycles of the stratosphere, and particularly in the ozone photochemistry,
are currently being measured, or scheduled to be measured, with high sensitivity spectrometers from the
ground, aircraft, balloon and spacecraft.
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Simultaneous measurements of 03 and related species are required for a more complete evaluation
of the ozone problem. Therefore, the discussion of atmospheric spectroscopy and ozone has to include
all of the possibly related species.
Traditionally, classical spectroscopy has focused mostly on spectral line positions and energy levels.
Modern theoretical and experimental developments made spectroscopy a very effective quantitative tool,
and the identification and quantification of atmospheric species from their spectra has become a major
part of today's atmospheric science. This requires the study of absolute line intensities and line shapes
in addition to line positions.
The atmospheric long geometric path obtainable at large zenith angles is a major factor in increasing
the sensitivity of spectroscopic measurements to trace constituents. Some species are not observable from
the ground and require high altitude platforms such as balloons or aircraft to minimize the interference
by other species (especially H20). Most of the measurements are made in either solar absorption or atmos-
pheric emission modes. In general, the absorption measurements yield higher spectral resolution, but the
emission measurements yield larger dynamic range. In ground-based measurements, signal-to-noise ratios
over 1,000 have been achieved. In aircraft and balloon borne measurements, a signal-to-noise ratio of
-100 is typical.
In this text, several aspects of quantitative atmospheric spectroscopy, its current status and accuracies,
and its anticipated developments as a part of modern atmospheric measurements are presented. The discussion
will concentrate on the infrared to microwave spectral region, but many of the concepts addressed apply
to the entire electromagnetic spectrum. The evaluation will be made mostly in relation to the assessment
of current knowledge and the requirements for future measurements and interpretation of ozone and related
species.
B-2 QUANTITATIVE HIGH-RESOLUTION ATMOSPHERIC SPECTROSCOPY
The major quantitative spectral parameters include:
-- individual line parameters;
-- total and spectral band model parameters;
-- approximate line or band absorption coefficients;
-- continuum coefficients;
The line parameters include:
-- line positions, energy levels, absolute transition probabilities, and energy level populations;
-- quantum number dependence and temperature dependence of Lorentz halfwidths;
-- non-Lorentzian line shapes (cores and wings).
The two series of above parameters are classified in order of decreasing accuracy.
A complete knowledge of the line parameters allows line-by-line simulations of atmospheric spectra
which can lead to very accurate quantification of atmospheric gases. Indeed, this has become a standard
tool of modern atmospheric spectroscopy, and extensive improvements in line parameter data banks are
currently being made. The existing line parameters compilations and their accuracies are discussed separately
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in this Appendix. Considerable research is also being devoted to semi-empirical quantification methods
for line wings and the various coefficients which are needed to supplement the line-by-line simulations.
In general, the molecules of interest can be classified according to their optical depths in the stratosphere
and upper troposphere as in Table B-1.
Table B-1. Classification of Atmospheric Molecules 1
Optical
Category Constituent Type Path Molecules
[1] "major" long
[2] "minor" medium
[3] observed "trace" small
[4] predicted "trace" small
H20, CO2, 03, N20, CO, CH4, 02, N2,
atomic O
NO, NO2, NH3, HNO3, HF, HCI, OCS,
H2CO , HCOOH, HCN, C2H2, C2H6,
CF2C12, CFC13, CF4, CC14, CHF2C1
C10, CIONO2, HO2, OH
N205, CH3C1, HOC1, HNO4, HNO2,
H202, HBr, 502, H2S, H2504, C3H8,
C2H4.
_According to the optical depths of the molecules in the stratosphere and upper troposphere.
In category [ 1] of Table B- 1, the long geometric path, relative to the optical depth, of field measurements
gives rise to spectral features of many weak transitions (isotopes, hot bands, etc.) not usually encountered
in ordinary laboratory spectroscopy. For the infrared active molecules such as H20, CO2, O3, N20, CO
and CH4, this means that high rotational and vibrational quantum numbers for the participating energy
levels, high order terms in the Hamiltonian expansions, and various resonance interactions between specific
levels must be known. Indeed, for the polyatomic molecules in this list, it has proven necessary to do
simultaneous analysis of several bands, taking into account high-order rotational terms and extensive vibration-
rotation interactions. In addition, hyperfine line parameters are now needed not only for the microwave
lines, but also for light diatomic molecules (e.g., NO and OH) observed in the infrared. For the infrared
inactive molecules, such as N2 and 02, electric quadrupole line transitions and pressure-induced transi-
tions are significant (pressure-induced transitions of CO2, N20 and CH4 should have only a small effect
on atmospheric spectra).
In category [2], the medium geometric path involves relatively simpler spectra for the small molecules
(NH3, HCN). However, the spectra of the larger molecules (CC14, C1ONO2) can be quite complex. The
spectroscopic analysis of some of the larger molecules where the full line structure cannot be resolved
requires the application of semi-empirical methods, such as band models, for quantification of these molecules
from atmospheric spectra.
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In categories [3] and [4], the small geometric path implies much simpler spectroscopic analysis. However,
some of these molecules are unstable, and others are large molecules, so that the quantitative analysis
can be quite complicated. Nevertheless, the "linear region of the curve of growth" approximation is ap-
plicable to most of these species so that the halfwidth and line shape dependence are not very significant
for their quantification in the atmosphere.
The above list includes all of the species that have been measured to date in the stratosphere and upper
troposphere by infrared and/or microwave spectroscopy. Other stratospheric infrared active species not
listed here, such as NO3, have been identified and quantified by their visible and ultraviolet (UV) spec-
tra. It is important to realize, however, that with the current improvement in instrumental and theoretical
techniques, it is anticipated that new species will be identified which may have strong catalytic effects.
Thus, category [4] includes several potential species predicted by current photochemical/dynamic models
but not yet confirmed. While the line parameters for some of these species are accurately known, only
a first order quantification is needed for the initial identification.
The spectral resolution of the measurements is an important parameter in atmospheric spectroscopy.
While many quantitative measurements can be made successfully from medium resolution spectra, the
true stratospheric halfwidth of spectral lines is of the order of 0.001 to 0.02 cm _. Only 10 years ago,
none of the field spectrometers were capable of measuring infrared atmospheric spectra at this resolution.
Currently, a number of such high resolution field instruments are available and used for more sensitive
quantitative atmospheric spectroscopy, for both absorption and emission spectra. These include grating,
Fourier, laser and microwave spectrometers as well as others.
An extensive summary of the last 10 years [1975-1985] of atmospheric spectroscopic measurements
of the species in Table B-1 is given in Table B-2; it is limited to spectral measurements of medium to
high resolution only (better than 0.5 cm-'), thus excluding lower resolution spectrometers and wide band
filter instruments used extensively in many atmospheric measurements. Only results published in refereed
journals and papers in preparation have been included. Table B-3 includes spectroscopic systems now
under development for stratospheric and upper tropospheric species measurements, with classifications
similar to those in Table B-2. The explanations of the instrumental abbreviations used in Tables B-2 and
B-3, as well as the institution abbreviations of Table B-3, are given in Annex B- 1 and Annex B-2, respec-
tively, at the end of this appendix.
Despite the large number of spectral lines involved in the atmospheric spectrum (more than 500,000
lines), it is usually effective to perform detailed laboratory measurements only on a relatively small number
of lines in preselected regions. Such measurements can yield relative or absolute intensity and line shape
quantification with accuracy on the order of 1% to 5 %. Combining such results with modern spectroscopic
theories allows, in many cases, determination of line parameters in much wider spectral regions with ac-
curacies of 10% or better. The selection of intervals for quantitative analysis will be specific to the planned
experiment. Several laboratories are now equipped with high resolution quantitative spectroscopy systems,
and are suited for such measurements. These include grating, Fourier, laser and microwave spectrometers
with specialized absorption cells for various temperatures, pressures and optical paths for stable as well
as unstable and corrosive gases. These are described separately in the following section.
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Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985).
Spectral Region
(cm -1)
Measurement Resolution*
Accuracy Reference Vehiclet Instrument:[: (cm -1) Method**
H20
20-130
20-120
36-85
1600-1610
1599-1608
3229-3238
30-110
30-80
1323-1327,1602-1608
794-798, 945-950
1288-1326, 1595-1600,
1840-1846, 2860-2870,
2940-2950
1600-1608
3815-3825
3949-3951
1350-1570
1335-1350,
278-400,
1600-1608,
80-220,
2900-3000
1450-1650
1450-1650
HDO
7-85
1469-1513
1450-1486
COz
2382-2392
794-798, 945-950
2046-2056
3505-3509
700-800
700-800
03
20-90
1011-1012
20-120
50% Clark & Kendall (1976) Balloon FTS 0.2 Emiss.
Kendall & Clark (1978) Balloon FTS 0.06 Emiss.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Niple et al (1980) Balloon FTS 0.02 Absorp.
30% Louisnard et al (1980) Balloon Grille 0.1 Absorp.
20% Farmer et al (1980) Balloon FTS 0.15 Absorp.
Kendall & Clark (1981) Balloon FTS 0.06 Emiss.
10% Naylor et al (1981) Balloon FTS 0.15 Absorp.
15% Girard et al (1983) Aircraft Grille 0.1 Absorp.
15% Goldman et al (1983a) Ground FTS 0.02 Absorp.
10-20% Louisnard et al (1983) Balloon Grille 0.1 Absorp.
15%
15-20%
15%
15-20%
10%
5%
15%
40%
Girard and Louisnard (1984) Balloon Grille 0.1 Absorp.
Lippeus et al (1984) Spacelab Grille 0.1 Absorp.
Park et al (1984) Balloon/ FTS/ 0.04/ Absorp./
Balloon FTS 0.15 Absorp.
Rinsland et al (1984b) Balloon/ FTS/ 0.02/ Absorp./
Aircraft FTS 0.06 Absorp.
Murcray et al (1985a) Balloon/ Grating/ 0.5/ Emiss./
Balloon/ Grating/ 0.25/ Emiss./
Balloon/ Grille/ 0.1/ Absorp./
Balloon/ FTS/ 0.03/ Emiss./
Balloon Grating 0.04 Absorp.
Kunde et al (1985) Balloon FTS 0.05 Emiss.
Murcray et al (1985b) Balloon FTS 0.08 Emiss.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Rinsland et al (1984b) Balloon/ FTS/ 0.02/ Absorp./
Aircraft FTS 0.06 Absorp.
Farmer et al (1980) Balloon FTS O. 15 Absorp.
Goldman et al (1983a) Ground FTS 0.02 Absorp.
Louisnard et al (1983) Balloon Grille 0.1 Absorp.
Park et al (1984) Balloon/ FTS/ 0.15/ Absorp./
Balloon FTS 0.04 Absorp.
Kunde et al (1985) Balloon FTS 0.05 Emiss.
Murcray et al (1985b) Balloon FTS 0.08 Emiss.
Clark & Kendall (1976) Balloon FTS 0.2 Emiss.
Frerking el al (1977) Ground LHS 0.007 Absorp.
Kendall & Clark (1978) Balloon FTS 0.06 Emiss.
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Table B-2. Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985). -- Continued
Spectral Region Measurement Resolution*
(cm -1) Accuracy Reference Vehiclet Instrument_ (cm -1) Method**
03 -- Continued
1043.14-1043.18
7-85
1720-1725
2778-2804, 3044-3056
30-80
30-80
6.876, 7.032
1001-1004
1045-1085, 2046-2056,
2130-2138
2084-2085
1080-1085
2130-2135
700-800, 1100-1200
900-1060,
80-220
975-994, 1044-1090,
1109-1172
700,800, 1100-1200
N20
2200-3500
10-40
1177-1187
1878-1881
1247-1249
1323-1327, 2134-2143
1288-1295
2205-2212
1150-1300
1150-1300
CO
40-65
2145 -2167
2040-2050, 2134-2143
2046-2056, 2130-2138
Solar CO
2046-2056, 2134-2143
2130-2138
CH4
2900-3030
3000
1228-1249
25%
10%
15%
10%
10%
10%
10-30%
20%
15-20%
5%
15%
10-30%
20-50%
10%
10-25 %
10-30%
15-25%
10%
Abbas et al (1978) Ground LHS 0.0002 Absorp.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Goldman et al (1980) Balloon FTS 0.02 Absorp.
Farmer et al (1980) Balloon FTS 0.15 Absorp.
Kendall & Clark (1981) Balloon FTS 0.06 Emiss.
Naylor et al (1981) Balloon FTS 0.15 Emiss.
Waters et al (1981) Balloon MWS Absorp.
Goldman et al (1983a) Ground FTS 0.02 Absorp.
Louisnard et al (1983) Balloon Grille 0.1 Absorp.
Marche et al (1983) Ground SISAM 0.02 Absorp.
Girard et al (1983) Aircraft Grille 0.1 Absorp.
Girard and Louisnard (1984) Balloon Grille 0.1 Absorp.
Kunde et al (1985) Balloon FTS 0.05 Emiss.
Robbins et al (1985) Balloon/ Grating/ 0.25/ Emiss./
Balloon FTS 0.03 Emiss.
Rinsland et al (1985c) Ground FTS 0.005 Absorp.
Murcray et al (1985b) Balloon FTS 0.08 Emiss.
Farmer et al (1980) Balloon FTS 0.15 Absorp.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Coffey et al (1981a) Aircraft FTS 0.06 Absorp.
Rinsland et al (1982c) Balloon FTS 0.02 Absorp.
Goldman et al (1983a) Ground FTS 0.02 Absorp.
Girard et al (1983) Aircraft Grille 0.1 Absorp.
Louisnard et al (1983) Balloon Grille 0.1 Absorp.
Muller et al (1985) Spacelab Grille 0.1 Absorp.
Kunde et al (1985) Balloon FTS 0.05 Emiss.
Murcray et al (1985b) Balloon FTS 0.08 Emiss.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Farmer et al (1980) Balloon FTS 0.15 Absorp.
Girard et al (1983) Aircraft Grille 0.1 Absorp.
Louisnard et al (1983) Balloon Grille 0.1 Absorp.
Girard et al (1983) Aircraft Grille 0.1 Absorp.
Louisnard et al (1983) Balloon Grille 0.1 Absorp.
Ackerman et al (1978/79) Balloon Grille 0.1 Absorp.
Farmer et al (1980) Balloon FTS 0.15 Absorp.
Goldman et al (1983a) Ground FTS 0.02 Absorp.
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SPECTROSCOPIC DATABASE
Review of High-Resolution Microwave to tnfrared Spectroscopic Field Measurements of
Atmospheric Gases {1975-1985). - Continued
Spectral Region
(cm- I)
Resolution*
Measurement
Accuracy Reference Vehicle'_ Instrument_ (cm-I ) Method**
CH4 -- Continued
1323-1327, 2863-2871,
2929-2947
1288-1326, 2860-2870,
2940-2950
3010-3020
1350-1570
2974-3020
1335-1350,
2821-3385
1200-1400
1200-1400
02
20-100
6-85
30-110
30-110
1603-1604
1440-1680
80-220
Atomic 0
68.6-68.9, 158.2-158.4
157-159
NO
15%
15-20%
1902-1917 25-50%
1890-1892, 1908-1910, 40%
1914-1916
1898-1903
1846, 1857, 1915 20-50%
1845-1860, 1910-1925 20-30%
1845-1848, 1859-1863, 20%
1913-1917
1913-1917
1840-1846 15-25%
36-64
1897-1903 20%
1987
1914-1919
NO_
1595-1601 20-30%
1603-1608 20%
1604-1607 20-50%
Girard et al (1983) Aircraft Grille
Louisnard et al (1983) Balloon Grille
Lemaitre et al (1984) Spacelab Grille
Rinsland et al (1984b) Balloon/ FTS/
Aircraft FTS
Muller et al (1985) Spacelab Grille
Zander et al (1985) Balloon/ Grating/
Balloon FTS
Kunde et al (1985) Balloon FTS
Murcray et al (1985b) Balloon FTS
Clark & Kendall (1976) Balloon FTS
Carli et al (1980) Balloon FTS
Clark & Kendall (1980) Balloon FTS
Kendall & Clark (1981) Balloon FTS
Goldman et al (1981b) Balloon FTS
Rinsland et al (1982b) Balloon FTS
Traub & Chance (1985) Balloon FTS
Carli et al (1985a) Balloon FTS
Clark et al (1985) Balloon FTS
Ackerman et al (1975) Balloon Grille
Fontanella et al (1975) Aircraft Grille
Bradford et al (1976) Ground FTS
Blatherwick et al (1980) Balloon FTS
Murcray et al (1980) Balloon FTS
Coffey et al (1981a) Aircraft FTS
Girard et al (1983) Aircraft Grille
Louisnard et al (1983) Balloon Grille
Carli et al (1983) Balloon FTS
Rinsland et al (1984a) Ground FTS
Webster & Menzies (1984) Balloon TDL
Laurent et al (1985) Spacelab Grille
Ackerman et al (1975) Balloon Grille
Fontanella et al (1975) Aircraft Grille
Blatherwick et al (1980) Balloon FTS
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0.1
0.1
0.2
0.2/
0.6
0.2
0.5/
0.1
0.05
0.08
0.2
0.003
0.05
0.06
0.02
0.02
0.03
0.003
0.01
0.1
0.1
0.06
0.02
0.02
0.06
0.01
0.1
0.003
0.01
0.0O02
0.1
0.1
0.1
0.02
Absorp.
Absorp.
Absorp.
Absorp. /
Absorp.
Absorp.
Emiss./
Absorp.
Emiss.
Emiss.
Emiss.
Emiss.
Emiss.
Emiss.
Absorp.
Absorp.
Emiss.
Emiss.
Emiss.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
Absorp.
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Table B-2. Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985). - Continued
Spectral Region Measurement Resolution*
(cm -1) Accuracy Reference Vehiclet Instruments (cm -I) Method**
NO2 -- Continued
1600-1610 Niple et al (1980) Balloon FTS 0.02 Absorp.
1600-1610 20% Coffey et al (1981a) Aircraft FTS 0.06 Absorp.
36.5-39.0 Kendall & Clark (1981) Balloon FTS 0.06 Emiss.
1602-1608 15% Girard et al (1983) Aircraft Grille 0.1 Absorp.
1595-1600 6-50% Louisnard et al (1983) Balloon Grille 0. I Absorp.
2880-2930 15-25% Camy-Peyret et al (1983) Ground FTS 0.01 Absorp.
67-68 Carli et al (1983) Balloon FTS 0.003 Emiss.
2880-2930 Flaud et al (1983) Ground FTS 0.01 Absorp.
2890-2930 25-50% Kendall & Buijs (1983) Balloon FTS 0.04 Absorp.
1595-1600 Girard & Louisnard (1984) Balloon Grille 0.1 Absorp.
1575-1610 Kunde et al (1985) Balloon FTS 0.05 Emiss.
1595-1599 Laurent et al (1985) Spacelab Grille 0.1 Absorp.
1600-1615 Roscoe et al (1985a) Balloon Grating 0.5 Emiss.
OH
60-90
61.0-61.4, 83.6-84.0
80-220
61-62, 83-84
118-189
Solar OH
825-960
810-960
2400-3300
HF
4038-4040
4038-4040
41.0-41.2
3833-4040
4038-4040
160-250
4038-4041
4038-4041
3944-4009
4039-4041,
3877-3878
160-250
163.9-164.1
HC1
2923-2947
2923-2928
2929-2947
5O%
20%
25%
20%
20%
6-20%
50%
40%
20%/
30%
20%
4O%
25%/
Kendall & Clark (1979) Balloon FTS 0.06 Emiss.
Carli et al (1983) Balloon FTS 0.003 Emiss.
Chance & Traub (1985) Balloon FTS 0.03 Emiss.
Carli et al (1985a) Balloon FTS 0.003 Emiss.
Goldman et al (1981c) Balloon FTS 0.02 Absorp.
Goldman et al (1983b) Balloon/ FTS/ 0.02/ Absorp./
Ground FTS 0.01 Absorp.
Grevesse et al (1984) Ground FTS 0.01 Absorp.
Zander (1975) Balloon Grating 0.08 Absorp.
Farmer & Raper (1977) Balloon FTS 0.15 Absorp.
Carli et al (1980) Balloon FTS 0.003 Emiss.
Buijs et al (1980) Balloon FTS 0.05 Absorp.
Farmer et al (1980) Balloon FTS 0.15 Absorp.
Traub & Chance (1981) Balloon FTS 0.03 Emiss.
Zander (1981a,b) Balloon Grating 0.04 Absorp.
Girard et al (1982) Aircraft Grille 0.2 Absorp.
Girard et al (1983) Aircraft Grille 0.2 Absorp.
Park et al (1984) Balloon/ FTS/ 0.02/ Absorp./
Balloon FTS 0.04 Absorp.
Farmer et al (1985) Balloon FTS 0.03 Emiss.
Carli et al (1985a) Balloon FTS 0.003 Emiss.
Ackerman et al (1976) Balloon Grating 0.22 Absorp.
Bradford et al (1976) Ground FTS 0.06 Absorp.
Farmer et al (1976) Ground/ FTS/ 0.15/ Absorp./
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Table B-2. Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985). - Continued
Spectral Region Measurement Resolution*
(cm -i) Accuracy Reference Vehiclet Instruments (cm -1) Method**
HC1 -- Continued
10% Aircraft FTS 0.15 Absorp.
2926-2927 25-50% Farmer and Raper (1977) Balloon FTS 0.15 Absorp.
2841-2844, 2924-2946 30% Raper et al (1977) Balloon FTS 0.15 Absorp.
2925-2946 15% Buijs et al (1980) Balloon FTS 0.05 Absorp.
40-83 Carli et al (1980) Balloon FTS 0.003 Emiss.
2841-2844, 2924-2946 20-50% Farmer et al (1980) Balloon FTS 0.15 Absorp.
124-126, 144-146 27% Chance et al (1980) Balloon FTS 0.03 Emiss.
140-250 20% Traub & Chance (1981) Balloon FTS 0.03 Emiss.
2775-2776, 2942-2943 20-25% Marche et al (1980a,b) Ground SISAM 0.03 Absorp.
103.0-105.5 Kendall & Clark (1981) Balloon FTS 0.06 Absorp.
2942-2946 17-24% Zander (1981a,b) Balloon Grating 0.04 Absorp.
2942-2946 25-30% Girard et al (1982) Aircraft Grille 0.1 Absorp.
2942-2946 25 % Girard et al (1983) Aircraft Grille 0.1 Absorp.
40-83,110-187 Carli et al (1985a) Balloon FTS 0.003 Emiss.
140-250, 15%/ Farmer et al (1985) Balloon/ FTS/ 0.03/ Emiss./
2821-3385 22-27 % Balloon FTS 0.1 Absorp.
2803-3057 Fast et al (1985) Balloon FTS 0.1 Absorp.
HBr
49.9-50. I, 83.3 Carli et al (1985a) Balloon FTS 0.003 Emiss.
CIO
853.122 30% Menzies (1979) Balloon LHS 0.001 Absorp.
6.816 25% Parrish et al (1981) Ground MWS <0.001 Emiss.
6.816 40% Waters et al (1981) Balloon MWS <0.001 Emiss.
853.125 30-40% Menzies (1983) Balloon LHS 0.001 Absorp.
856.5, 859.8 Mumma et al (1983) Ground LHS 0.001 Absorp.
6.8163-9.2941 5-25% Solomon et al (1984) Ground MWS <0.001 Emiss.
22.8-23.0 Carli et al (1985b) Balloon FTS 0.003 Emiss.
OCS
2050-2060 10-30% Mankin et al (1979) Aircraft FTS 0.06 Absorp.
2046-2056 30-50% Louisnard et al (1983) Balloon Grille 0.1 Absorp.
2040-2050 15 % Girard et al (1983) Aircraft Grille 0.1 Absorp.
H2CO
2806-2808, 2868-2871 75% Barbe et al (1979) Ground SISAM 0.03 Absorp.
HCOOH
1100-1108 75% Goldman et al (1984a) Balloon FTS 0.02 Absorp.
NH3
825-935 Murcray et al (1978) Ground FTS 0.06 Absorp.
927.22-927.30 20-25% Hoell et al (1980) Ground LHS - 0.001 Absorp.
C
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Table B-2. Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985). - Continued
Spectral Region Measurement Resolution*
(cm -i) Accuracy Reference Vehiclet Instruments (cm -t) Method**
HNO3
1324-1336 30% Fontanella et al (1975) Aircraft Grille 0.1 Absorp.
860-890 Bradford et al (1976) Ground FTS 0.006 Absorp.
9-25 Carli et al (1980) Balloon FTS 0.003 Emiss.
1720-1725 Goldman et al (1980) Balloon FTS 0.02 Absorp.
1720-1725 20% Coffey et al (1981a) Aircraft FTS 0.06 Absorp.
875-900 22% Lippens & Muller (1981) Ground FTS 0.13 Absorp.
1323-1327 20-30% Girard et al (1982) Aircraft Grille 0.1 Absorp.
1323-1327 20-30% Girard et al (1983) Aircraft Grille 0.1 Absorp.
1320-1326 10-20% Louisnard et al (1983) Balloon Grille 0.1 Absorp.
867-873 50% Goldman et al (1984c) Balloon FTS 0.02 Absorp.
1320-1326 Girard & Louisnard (1984) Balloon Grille 0.1 Absorp.
884 Murcray et al (1985b) Balloon Grating 0.25 Emiss.
850-925 Kunde et al (1985) Balloon FTS 0.05 Emiss.
870-900 Pollitt et al (1985) Balloon Grating 0.25 Emiss.
860-900 Murcray et al (1985b) Balloon FTS 0.08 Emiss.
N2
2395-2420
2395-2420
2395-2420
HCN
3270-3290
25-60
3287-3287.5,
3299-3300
3270-3300
CH3CI
2870-3010
H2Oz
6.83
51-54, 93-96,
111-113
90-150
CFC13 (F-11)
830-860
830-860
830-860
824-864
840-860
840-860
10%
25%
50-75%
50%
2O%
8%
16-24%
Camy-Peyret et al (1981) Ground FTS
Goldman et al (1981b) Ground FTS
Rinsland et al (1981) Balloon FTS
Coffey et al (1981b) Aircraft FTS
Carli et al (1982) Balloon FTS
Rinsland et al (1982a) Ground FTS
Smith & Rinsland (1985) Balloon FTS
Kendall & Buijs (1983) Balloon FTS
Waters et al (1981) Balloon MWS
Kendall & Clark (1981) Balloon FTS
Chance & Traub (1984) Balloon FTS
Williams et al (1976) Balloon Grating
Bradford et al (1976) Ground FTS
Lippens & Muller (1981) Ground/ FTS/
Ground FTS
Zander et al (1983) Ground FTS
Kunde et al (1985) Balloon FTS
Murcray et al (1985b) Balloon FTS
0.01
0.06
0.15
0.06
0.003
0.01
0.15
0.04
<0.001
0.06
0.06
0.3
0.06
0.13/
0.13
0.01
0.05
0.08
Absorp.
Absorp.
Absorp.
Absorp.
Emiss.
Absorp.
Absorp.
Absorp.
Emiss.
Emiss.
Emiss.
Absorp.
Absorp.
Absorp. /
Emiss.
Absorp.
Emiss.
Emiss.
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Table B-2. Review of High-Resolution Microwave to Infrared Spectroscopic Field Measurements of
Atmospheric Gases (1975-1985), -- Continued
Spectral Region Measurement Resolution*
(cm -i) Accuracy Reference Vehicle? Instrument:_ (cm -1) Method**
CF2C12 (F-12)
918-925
900-940 20%
920-940, 1160-1162 24%
920-925
910-930
CIONO2
1291-1293 25%
779-781 60-80%
CHFzCI (F-22)
828-830 75%
828-830 20-24%
C2H:
776-778 40%
776-777 22%
3250.5-3251, 15%
3304.8-3305.3
C2H6
822-823 17%
821-823 40%
2975-2990,
2976-2977
CC14
785-810 30%
CF4
1275-1290
HO2
8.859-8.866 15%
Bradford et al (1976) Ground FTS 0.06 Absorp.
Williams et al (1976) Balloon Grating 0.3 Absorp.
Zander et al (1983) Ground FTS 0.01 Absorp.
Kunde et al (1985) Balloon FTS 0.05 Emiss.
Murcray et al (1985b) Balloon FTS 0.08 Emiss.
Murcray et al (1979) Balloon FTS 0.02 Absorp.
Rinsland et al (1985b) Balloon FTS 0.02 Absorp.
Goldman et al (1981d) Balloon FTS 0.02 Absorp.
Zander et al (1983) Ground FTS 0.01 Absorp.
Goldman et al (1981a) Balloon FTS 0.02 Absorp.
Zander et al (1982) Ground FT5 0.01 Absorp.
Rinsland et al (1985a) Ground FTS 0.01 Absorp.
Zander et al (1982) Ground FTS 0.01 Absorp.
Goldman et al (1984b) Balloon/ FTS/ 0.02/ Absorp./
Aircraft FTS 0.06 Absorp.
Coffey et al (1985) Aircraft/ FTS/ 0.06/ Absorp./
Ground FTS 0.01 Absorp.
Williams et al (1976) Balloon Grating 0.3 Absorp.
Goldman et al (1979) Balloon FTS 0.02 Absorp.
De Zafra et al (1984) Ground MWS <0.001 Emiss.
? Type of instrument platform.
_: See Annex B-I for explanation of the instrument abbreviations.
* For interferometric spectra, this is either the apodized or the unapodized resolution, depending on how the data were analyzed.
** Emission or absorption measurements.
A slash (/) indicates that two experiments were treated in the article. A comma (,) indicates multiple spectral regions.
Note: It is inevitable, in any extensive compilation such as this, that a few works will inadvertently be overlooked. Our apologies to any authors
whose publications have thus been accidentally omitted.
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Table B-3. Some Examples of High Resolution Infrared to Microwave Atmospheric Spectrometer Systems
in Progress
Spectral
Institution¶ Instrument* Resolutiont Interval s Vehicles Method**
JPL FTS 10 500 - 5000 Shuttle Absorp.
FTS 10 500 - 5000 Balloon Absorp.
TDL 0.2 330 - 3300 Balloon Absorp.
MET.FRANCE Grille 100 1000 - 4000 Aircraft Absorp.
NASA Goddard Cold FTS 20 650 - 2000 Balloon Emiss.
NCAR TDL 1 800- 1300 Aircraft Absorp.
LPMOA Orsay FTS 10 650 - 4000 Balloon Absorp.
LPM Reims FTS 3 1000 - 1600 Ground Absorp.
LHS 0.3 1000 Ground Absorp.
SAO Harvard FTS 4 80 - 250 Balloon Emiss.
U. Calgary FTS 15 20 - 90 Balloon Absorp.
U. Denver/AFGL Cold FTS 60 650 - 2500 Balloon Emiss.
U. Denver FTS 3 650 - 2500 Balloon Absorp.
LHS 0.3 1000 Ground Absorp.
U. M_nchen Cold FTS 100 650 - 2000 Balloon Emiss.
¶ see Annex B-2 for explanation of the institution abbreviation
* see Annex B-1 for explanation of the instrument abbreviation
t Resolution in units of 10-3 cm x. For interferometric spectra, it is either the apodized or the
unapodized resolution, depending on how the data were analyzed.
s spectral interval in units of cm '
$ type of instrument platform.
** emission or absorption measurements
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B-3 LABORATORY SPECTROSCOPY BY SPECTRAL ANALYSIS AND PREDICTIONS
Laboratory measurement capabilities in the infrared and microwave regions have undergone signifi-
cant evolution in the past ten years. Examples of current laboratory spectroscopy capabilities are listed
in Table B-4. Where the exact frequency range was not known we have used near infrared (IR) to mean
the region near 2#m, mid-IR to mean the region near 10/zm, and far-IR to mean the region near 100/xm.
There are approximately 60 microwave groups of similar capability. Rather than list them all, we have
summarized them in the last entry in the table. Instrument and institutional abbreviations are expanded
in Annex B-1 and B-2, respectively.
With the advent of computer assisted data analysis, it is now possible to reproduce the experimental
absorption profile with model lineshapes to within experimental errors. However, due to our lack of
understanding of the systematic errors in instrument performance, the significance of the derived lineshape
parameters is less certain. With care, line positions can be retrieved to 1/20 to 1/100 of the instrumental
width, and intensities and collisional widths can be retrieved to 5 %. Systematic effects which degrade
these accuracies include multiple lines, channeling, source power variations with frequency, and continuum
contributions. Development of believable capabilities for measurement of intensities and widths which
are more accurate than 5 % will require much more work and a coordinated program of intercomparisons
between different laboratories. Moreover, it should be emphasized that accurate laboratory data are more
readily obtained for the more stable trace species such as CH4, etc., compared to the reactive compounds
such as C1ONO2 and HNO3, due to the difficulty in manipulating these compounds in the laboratory.
Use of predictive models has always been an essential part of interpreting the spectrum. A model
Hamiltonian is used to assign the spectrum and predict the relative intensities and energies of the levels
involved in the transition. The complexity of the model varies with the complexity of the molecule, but
challenges the state of the art only when there are multiple interacting vibrational states. Typically, line
positions can be fit to better than one part in 107 in frequency. Prediction of line centers can be made
with known errors deduced from the fit, although care must be taken in extrapolating out of the range
of measured quantum numbers.
Relative intensities within a band can also be predicted from the molecular Hamiltonian. Absolute
intensities require measurements of gas concentration in the infrared or permanent dipole moments in the
rotational region. In the case of resonances or severe centrifugal interaction, corrections to the predicted
intensities may be required. Halfwidth predictions require collision theory which is not as well developed
as the theory used for frequency and intensity predictions. Current approximate theories, such as the
Anderson-Tsao-Curnutte (ATC) method (Anderson, 1949; Tsao and Curnutte, 1962) or the Quantum Fourier
transform (QFT) method (Davies, 1975), reproduce widths to 10% if adjustable parameters are used (Robert
and Bonamy, 1979; Lacome et al., 1983; Gamache and Davies, 1985). More exact available theories re-
quire several orders of magnitude more computing resources.
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Table B-4. Examples of Some Current Infrared to Microwave Laboratory Spectroscopy Capabilities.
Institutiont Instrument* Resolution_ Spectral Interval¶ Sample Cells
AFGL FTS 3 400-4000
Duke U. Submillimeter 0.003 3-35 2 m
IROE FTS 1.3 10-200 1.4 m
ISM-CNR FTS 20 IR 20 m
JPL Laser Sideband 0.01 10-100 2 m cooled, DC discharge
Submillimeter 0.003 3-35
TDL 1 mid-IR
FTS (Bomem) 4 400-4000 0.8 m
FTS (Nicolet) 60 8-4000
JRC Ispra TDL 1 mid-IR cooled cells
FTS (Bruker) 30 mid-IR 60 m, 256 m
Kitt Peak NSO FTS 5 500-4000 384 m White cell
LIR Orsay FTS 3 600-4000 cooled cells
TDL 1 mid-IR
LPM Reims SISAM 20 IR
FTS 2 800-4000 4 m cooled, 30 m,
LHS heterodyne 0.1 mid-IR 3 km
LPMOA Orsay FTS (Bomem) 20 400-9000
LSM-ENEA TDL 3 620-760 1 m
LSM Paris FTS (Bomem) 1 600-10000 40 m cooled
TDL 1 mid-IR
NASA Ames FTS (Bomem) 4,60 400-4000 30 cm cryogenic,
35 m, 3000 m
FTS (Nicolet) 60 35 m, 3000 m White cells
TDL 1 mid-IR
NASA Goddard TDL 1 mid-IR
FTS 60 4-4000
CO2 laser heterodyne 0.1 900-1100
NASA Langley TDL 1 mid-IR 5, 10, 25,
FTS (Nicolet) 60 400-4000 50 cm cooled
NBS Boulder CO2 difference laser 0.01 10-200
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Table B-4. Examples of Some Current Infrared to Microwave Laboratory Spectroscopy Capabilities. --
Continued
Institutiont Instrument* Resolution_ Spectral Interval¶ Sample Cells
NBS Washington
NCAR
NOAA/NESDIS
NPL
NRC Canada
OSU
RAL
U. Bologna
U. Denver
FTS (Bomem) 4 8-4000 cooled cells
FTS (Nicolet) 60 35 m, 3000 m White cells
TDL 0.1, 1 mid-IR
difference frequency 1 near-IR
FTS 20 IR atmospheric spectra
TDL 1 mid-IR 8 m cooled
grating spectrometer
FTS 15 10-200
FTS (Bomem) 4 400-4000
FTS (Nicolet) 60 400-4000
FTS (Bomem) 4 400-4000
FTS 12 IR-Visible
grating spectrometers
FTS (Eocom) 60
FTS (Bomem) 20
FTS (Bomem) 4
U. Louvain Intracavity (CO2,CO) 0.01
Laser Stark spectrometer
U. Oulu FTS 3
U. Stony Brook grating spectrometer 100
TDL 1
(+ 60 institutions) microwave 0.001
see text
500-400
far-IR
up to 1000
IR
0.3-3
13 m
2 km cooled
cooled 5 m, 20 m,
1000 m
20 m
atmospheric spectra
5 cm to 100 m
cooled
2 m some cooled
t See Annex B-2 for explanation of the institution abbreviation.
* See Annex B-1 for explanation of the instrument abbreviation.
$ unapodized in units of 10-3cm -_
¶ in units of cm-
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B-4 USE OF SPECTROSCOPIC DATA TO DERIVE ATMOSPHERIC COMPOSITION
Analysis of atmospheric data consists of identifying the species that give rise to individual features
in the atmospheric spectra and retrieving important atmospheric parameters as a function of altitude (ver-
tical profiles). The general tasks involved are:
- line-by-line identification of observed features (including detection of new species);
- upper limits of species not directly observed;
retrieval of volume mixing ratios of observed species;
retrieval of pressure and temperature profiles.
To accomplish these tasks, the observed spectra are often compared to synthetic spectra, the computation
of which requires good knowledge of:
the spectroscopic parameters and line shapes;
the instrumental effects of the spectrometer;
the pressure and temperature profiles of the atmosphere;
the estimates of the concentrations or volume mixing ratios of species as a function of altitude;
the geometric path.
In an analysis of atmospheric data, identifications of spectral features are often made by computer
matching of the observed line centers of the spectral lines to values given in the spectroscopic database
and by visual inspection of plots computed with approximate atmospheric parameters. Once the features
in a spectrum are generally identified, then one can say with confidence that the absorptions of a particular
species are not observed and obtain upper limits of concentration.
The retrievals of vertical concentration profiles and pressure or temperature profiles from the spectra
are done using various methods (such as least squares techniques, equivalent-width method, etc.). The
measurements are made for altitudes from sea level to 120 km where atmospheric pressures range from
1 to 10 -6 atm and temperatures from 300 K to 180 K. In practice, the vertical profiles can be obtained
through the "onion-peel" approach; in this, parameters for the uppermost altitudes (pressure, temperature,
number density, etc.) are retrieved first and then held fixed in the computed spectra when determining
the parameters at lower altitudes. A complimentary method of retrieving vertical profiles involves the
fitting of an observed radiance profile to a simulated profile, with the fitting done simultaneously at every
altitude point over the range of intensity. The simultaneous spectral radiance profiles are generated using
available spectroscopic data and assuming an atmospheric model for the gas (or gases) of interest. As
a practical matter, researchers may select small spectral intervals that contain absorptions of just a few
(or one) species whose vertical profiles are to be obtained by the retrieval technique. The interval may
be as small as 1 cm -_ or as large as a few hundred cm -j, depending on the application.
As indicated in Section B-3, the essential molecular parameters required for the interpretation of at-
mospheric data are positions, strengths, widths and lower state energies of those species which contribute
to the atmospheric spectrum. The required accuracies of these molecular parameters will vary according
to how they are to be used. The identification of the spectral features and determination of upper limits
can be readily accomplished with only moderately accurate parameters. In a spectrum recorded at 0.01
cm -_ resolution, with a signal-to-noise ratio of 100:1, features can be readily matched by computer if
the line positions in the database are given to only 0.003 cm t and strengths to only + 20% with ground
926
SPECTROSCOPIC DATABASE
state energies known to 5 %. In fact, many of the features in the ongoing atmospheric atlases, such as
those from the University of Denver (Blatherwick, et al., 1982; Goldman et al., 1982), the Kitt Peak
Solar Atlas (Delbouille et al., 1981) and the IROE-CNR Atlas (Baldecchi et al., 1984) have been assigned
and quantified using current database compilations. These databases must be as complete as possible and
contain the parameters of all lines that might be observed. For the trace species, this can generally be
achieved by study of the fundamentals and a few of the weaker overtones and hot bands. For the major
gases, parameters of many bands and several isotopes with strengths ranging over four to six orders of
magnitude are needed. In all, the database appropriate for today's technologies probably consists of over
500,000 entries.
Molecular parameters of features in the selected intervals will be utilized in the computer retrieval
of atmospheric parameters and therefore must be known with better accuracies. For example, Figure B- 1
shows a comparison between observed and computed spectra overlaid with the differences between the
two (the residuals labelled O-C) plotted below. The observed spectrum is a laboratory spectrum of CH 4
recorded at 0.01 cm -l resolution with a signal-to-noise ratio of 500:1 using the FTS (Fourier transform
spectrometer) at Kitt Peak NSO. As an illustration, different types of errors have been introduced in the
parameters of the computed spectrum. In the left panel, the positions of the three strong lines (a, b, c)
are in error by 0.0001, 0.0005 and 0.0030 cm -_, respectively, while at the right, the strengths of the
same three lines (d, e, f) are in error by 1%, - 5 % and 15 %, respectively. Visually, the two spectra appear
to be in good agreement in both panels, but the residuals in the difference plots are considerably different
around each line. Whether or not these errors will adversely affect the retrieval of atmospheric parameters
depends on the signal-to-noise ratio of the observed spectrum. If the signal-to-noise ratio of the observed
spectrum of Figure B-1 were 100:1, the errors in lines b and e would be substantially masked. However,
the errors in lines c and f would still interfere with the functioning of an algorithm which uses the residuals
to direct its action. The retrieval mechanism would try to adjust atmospheric parameters to compensate
for errors in the molecular parameters, thus resulting in an incorrect retrieval of atmospheric physical
and chemical properties.
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Figure B-1. A Comparison of Observed and Synthetic Spectra of CH4.
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An example of how uncertainties in a particular spectroscopic parameter (line strengths) impact the
accuracy of a retrieved vertical profile is shown by Figure B-2. For this, a profile of ozone was generated
using a specific value of strengths for a series of lines and a particular profile. The profile was then
recalculated, but included a 3 % change in the strengths of all 03 lines, and the ozone profile was adjusted
to force a fit between the two calculations. In Figure B-2, the standard deviation in percent between the
adjusted ozone profile and the assumed profile is shown (on the vertical axis) versus altitude. The uncer-
tainty in the line strengths is seen to give rise to errors of 2.5% to 3% over the altitude range of 20 to
50 km, and there is, to first order, a one-to-one correspondence between the uncertainty in the spectroscopic
parameter and the induced error in the retrieved ozone. For reference, the impact of adding an 0.5 K
bias and an 0.25 K random error to the temperature knowledge is also shown (lower trace), along with
the errors associated with the combination of the two (upper trace).
As discussed in the main body of this document, understanding of the atmospheric chemistry and
circulation requires detailed knowledge of vertical profiles of many diverse molecular species. The detec-
tion of some of the important trace species, which contribute only a small percentage of intensity to an
atmospheric spectrum, can be achieved only with complete spectroscopic knowledge of all species whose
transitions overlap the region of the target species. A good example is provided by the recent detection
of C10 at 22.9 cm-' (Carli et al., 1985b). This feature has been observed in emission spectra recorded
with the same instrument during two balloon flights, one in 1979 and another, with a better signal-to-noise
ratio, in 1983. This identification was made possible only after new laboratory data of ozone isotopes
and vibrationally-excited ozone became available. These species contribute to the submillimeter stratospheric
spectrum with features that have an intensity comparable to that of C10 and cause a background structure
which, if not identified, must be considered as measurement noise. Without these new laboratory data,
even the 1983 field measurements, with better signal-to-noise ratio, could not be interpreted.
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Another example is provided by the recent study of CIONO2 in the 780 cm -_ region (Rinsland et al.,
1985b). After balloon-borne spectra (recorded at 0.02 cm -_ resolution and long geometric path) revealed
several inadequacies in the database for this region, new laboratory research was done to improve the
positions and strengths of 03 and to provide a semi-empirical spectral model for CIONO2 parameters.
Once completed, it also became clear that the atmospheric spectrum also contained features arising from
the solar atmosphere. In particular, solar OH, Av = l, lines were found to be important in the CIONO2
region, and new work on this species was done. Finally, the improved database was used to do a least
squares fitting of the balloon spectra involving 03 and CO2 with residuals to 1% and C1ONO2 with residuals
to 4%.
Thus it should be emphasized that the complete spectroscopic needs of remote sensing are difficult
to specify completely until the data from a specific application are examined in detail. One may predict
the needs according to species known to be found in the atmosphere or from chemical models that predict
the probability of their existence, but quite often a new and interesting analysis of atmospheric data also
results in a redefinition of the spectroscopic parameters required.
B-5 EXAMPLES OF SPECTROSCOPIC DATA REQUIREMENTS FOR SPACE-BASED
REMOTE SENSING OF THE ATMOSPHERE
B-5.1 The Spectroscopic Requirements of ATMOS
The objective of the ATMOS (Atmospheric Trace Molecule Spectroscopy) investigation is to measure
the concentrations and distribution of gases in the upper atmosphere. In May 1985, the ATMOS instru-
ment, a modified Michelson interferometer, orbited the earth aboard the space shuttle at an altitude of
350 km to record the infrared absorption spectrum in the 2 to 16 um region at a resolution of 0.01 cm -_
(unapodized). This spectrometer obtained an interferogram every 1.1 seconds with signal-to-noise ratios
in the transformed spectrum of 100:1 or better, using the sun as the optical source and optical filters with
widths of 600 to 1500 cm -_. The mission provided data from 19 occultations (sunrise and sunset) for a
total of 2000 individual spectra. In a typical orbit, the atmospheric data covered altitudes ranging from
16 to 350 km with a vertical resolution of better than 2 km. Yearly reflights are planned.
The species to be investigated during 1985 are shown in Table B-5. They include the major gases
(which account for 85 % of the observed absorption features), several chemical families of species (nitrogen,
hydrogen, halogen) and also hydrocarbons and sulfur compounds.
Analysis will include retrieval by least squares techniques of the pressure-temperature vertical pro-
files and volume mixing ratios of detected species, as well as upper limits of species not observed, and
identification of spectral features. For the first two tasks, small portions of spectra containing unblended,
single transitions of one of the targeted species, will be carefully selected from the large volume of available
ATMOS spectra and used in the least squares retrieval of parameters. These regions are generally one
to two cm-_ wide. Efforts will be made to choose windows in which only absorptions of an individual
target molecule appear, if possible. Table B-6 lists the general spectral regions where tentative windows
are found along with the molecule targeted for detection in each interval.
The interpretation of ATMOS data requires accurate line positions, strengths, widths, and lower state
energies of the species listed in Table B-5. Additional parameters may be required for radicals of major
gases, species that arise from the outgassing of the shuttle and species previously undetected in the upper
atmosphere as well as features from the solar spectrum. As summarized in Table B-7, the required ac-
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Table B-5. Species to be Investigated by ATMOS
Major gases
H20, CO2, 03, N20, CO, CH4, N 2, O2
Minor and Trace gases
Nitrogen family: NH3, NO, NO2, N205, HNO2, HNO3, HNO4, HCN
Hydrogen family: H202, HOE, H2CO, HCOOH, HDO
Halogen family: Chlorofluorocarbons [CFCI3 (F- 11), CF2C12 (F-12),
CF2HC1 (F-22)], CH3CC13, CH3CI, CC14, HC1, HF,
C10, HOCI, C1ONO2, COF2, COC1F, CH3F, CF4
Hydrocarbons, Sulfur compounds and others:
C2H2, C2H4, C2H6, C3H8, OCS, SO 2
curacies of individual parameters vary greatly according to the use made of them. Positions must be known
at least to a third of a line width so that the spectral features can be identified and detection windows
selected. For the retrieval of vertical profiles, it is desirable that positions be good to 0.0005 cm _ (or
better), although in practice, one can often recognize and compensate for small errors in positions through
computer software.
Knowledge of line shapes and Doppler and Lorentz widths are needed for data covering the lower
part of the stratosphere. Below 35 km, where the pressure is greater than 0.01 atm, the Lorentz contribu-
tion to the line profile becomes increasingly important, particularly at longer wavelengths. The accuracies
needed for general feature identification are crude (50 %), but better accuracies (2 % to 5 %) are needed
for the retrieval of vertical profiles.
The line strengths are needed with accuracies of 20 % to 2 %, depending on usage. To identify the
spectral features, select detection windows for targeted species, and determine upper limits, strengths to
20 % are sufficient. However, for transitions used in the vertical profile retrievals, requirements are much
more stringent. With the ATMOS data, the volume mixing ratios are obtained using 5 to 25 transitions
per molecule for which strengths (and widths) are known to 5 % (a total of 1000 lines). For the retrieval
of pressure-temperature profiles, some one hundred CO2 lines are to be used for which line strength ac-
curacies of 1% to 2% are needed.
Over the next decade, the ATMOS project will generate a wealth of atmospheric data which can be
analyzed in a reasonable time period only if computerized methods of data reduction and analysis are
employed. The task requires (among other things) that a comprehensive computer-accessed database be
available. The majority of the parameters can be of modest accuracies (0.003 cm -I for positions and 20%
for strengths in the worst case), but for some 1000 selected transitions, accuracies of 0.0005 cm -_ for
positions and 1 to 5 % for strengths are needed.
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Table B-6. General Spectral Regions of the ATMOS Analysis
Regiont Targeted Species
650- 750
750- 880
920- 960
1040-1080
1100-1120
1150-1180
1200-1400
1460-1540
1600-1700
1890-1930
2000-2100
2140-2200
2230-2240
2300-2450
2580-2590
2670-2690
2720-2740
2800-2870
2900-3080
3200-3310
3380-3445
3800-3870
4030-4150
4495-4510
4600-4630
CO 2
CO2, HNO2, HNO3, HNO4, CIO, CIONO2, CFC13 (F-11), CF3CI (F-13), C2H2, C2H6, COCIF,
fOE12, COF2, CC14, OCS
NH3, C2H4
03
HCOOH
CFEC12 (F-12)
H20, H202, HOCI, CH4, CF4, N205, N20, 502, HNO3
H20, 02
H20, NO2, 02
CO2, N20, NO
CO2, OCS
N20, CO, 03
N20
CO2, N20, N2
N20
CH4
HC1
03, HECO
CH4, CH3CI, HC1, nECO, 03, C2H6
H20, HCN
N20
H20
HF
CH4
CH4, CO 2
-_ cm-J
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Table B-7. ATMOS Spectroscopic Parameter Accuracy Requirements
Lower
Uses Positions I" Strengths Widths$ States
# of
Lines
a. Identify species 0.003 20% 50% 20% 4x 105
b. Upper limits 0.003 20% 50% 20% 103
c. VMR profiles* 0.0005 5% 5% 5% 103
d. P-T profiles** 0.0005 2 % 2 % 1% 102
t cm -I
1: air-broadened
* volume mixing ratios
** pressure-temperature profiles
B-5.2 UARS Program Spectroscopic Requirements
The Upper Atmosphere Research Satellite (UARS), which is scheduled for launch in the fall of 1989,
will provide global synoptic monitoring of the earth's upper atmosphere from a 600 km orbit for a period
of two years.
The goals of the UARS program have been defined (Banks, 1978) as:
- to understand the mechanisms that control upper atmosphere structure and variability;
- to understand the response of the upper atmosphere to natural and anthropogenic perturbations;
- to define the role of the upper atmosphere in climate and climate variability.
To accomplish these goals, three categories of measurements will be performed (Reber, 1985):
- atmospheric composition and structure: This involves the measurement of upper atmospheric species
distribution and temperature and is directed towards the study of global photochemistry with em-
phasis on ozone layer chemical cycles;
- dynamics: Involving the measurement of upper atmospheric wind and temperature fields;
- energy input: Involved primarily with the measurement of solar irradiance and particle energy
deposition.
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To illustrate the spectroscopic requirements of the UARS project and to keep within the infrared to
microwave guidelines of this report, only the four experiments dealing with chemical species are discussed
here; comprehensive details of all of the experiments, and their requirements are available as part of the
UARS Project Spectroscopy Requirements Document (Roche, 1985), being generated by the UARS
spectroscopy working group.
A list of all species to be measured by the four composition/structure experiments, CLAES (Cryogenic
Limb Array Etalon Spectrometer), ISAMS (Improved Stratospheric and Mesospheric Sounder), MLS
(Microwave Limb Sounder), and HALOE (Halogen Occultation Experiment), is given in Table B-8 with
associated spectral intervals. Figure B-3 displays this information on an altitude grid along with details
of two other UARS experiments. As seen from this table and figure, UARS will provide (in certain cases,
for the first time) global measurements of stratospheric and lower mesospheric chlorine species including
C10, C1ONO2, HC1, CF2C 12(F-12), and C FC 13(F-11). It will also provide more complete measurements
of the global distribution of ozone and important species in the stratospheric Ox, NO x and HO x chemistry
and should provide improved measurements of global temperature and pressure.
All four experiments view the earth limb between approximately 10 and 100 km altitude and depend
on the inversion of either emitted or absorbed radiances to infer the altitude distribution of species concen-
trations and temperature. As discussed previously, the inversion process requires data on spectroscopic
line parameters including line position, intensity, halfwidth, and line shape for all species of interest over
a temperature range of at least 180 to 300 K and an atmospheric pressure range from a few to several
hundred millibars. Furthermore, since two of the experiments (HALOE and ISAMS) employ gas cells
with relatively high concentrations of the target gases, self-broadened halfwidths and line shapes will be
required for these species in addition to air-broadened data.
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Table B-8. UARS Atmospheric Spectroscopy Measurements
Atmospheric Composition and Structure
Spectral Interval/
Instrument Description Species/Parameter Line Frequency [cm-']
CLAES
Cryogenic Limb Array
Etalon Spectrometer
ISAMS
Improved Strato-
spheric and
Mesospheric Sounder
MLS
Microwave Limb
Sounder
HALOE
Halogen Occultation
Experiment
Solid-hydrogen cooled
spectrometer sensing
atmospheric infrared
emissions
Mechanically cooled
spectrometer sensing
atmospheric infrared
emissions
Microwave radiometer
sensing atmospheric
emissions
Gas filter/radiometer
sensing sunlight
occulted by the
atmosphere
HC1 2838-2848
NO 1892-1902
NO2, H20 1600-1610
N20, CH4, C1ONO2 1288-1298
CF2C12 (F12), CO2 920-930
HNO3 874-884
CFC13 (F11), 03, Aerosol 835-845
03, Pressure, Temperature 787-797
CO 2
H20, NO2
CO
NO
N20
CH4
O3
HNO3
2325, 666
Pressure 1590
Modulated 2174
Radiometer 1887
1266
1298
Radiometric 1030
884
C10
H202
03
H20
02 - Pressure
6.866
6.874
6.926
6.159
2.117
HF ] 4047-4109
HCI / Gas Correlation 2910-2970CH4 2870-2912
NO 1883-1917
COJPressure } 3537-3608
NO2 Radiometric 1591-1607
H20 1 06-1522
03 976-1017
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To assess the accuracy requirements for these spectroscopic parameters, each experiment has to exer-
cise specific inversion algorithms against simulated data, in a similar manner to that described above in
Section B-4, and establish the impact of uncertainties in spectroscopic input data on the accuracy of retrieved
geophysical parameters. As Table B-8 indicates, this is a nontrivial task in view of the number of species
and spectral intervals being studied. Further, each spectral interval containing one or more target species
will have a set of interfering species whose line parameters need to be known, and selected spectral inter-
vals may also require accurate knowledge of continua such as collision-induced O2 and N2 absorption bands,
continuum absorption in H20, and aerosol effects.
In general, the more complete and accurate the spectroscopic parameters are, the more accurate the
geophysical parameters will be (at least to the inherent sensitivity and calibration limits of the individual
experiment). It is also important to note that, in many instances, the availability of improved spectroscopic
data even after launch and orbital data acquisition can be used to advantage to upgrade geophysical data.
The specialized and detailed accuracy requirements of these four diverse experiments will constitute
the major portion of the UARS requirements document mentioned above. General accuracy requirements
over stratospheric temperature (Tstrat) and pressure (Pstrat) ranges are summarized in Table B-9. However,
many common requirements exist for all the experiments, and most of these are included in Section B-7.
B-6 DATABASE ASSESSMENT
There are several spectroscopic databases for high resolution atmospheric transmission and emission
simulations. The AFGL compilation became available in 1973 (McClatchey et al., 1973) and has since
been updated on the average of every two years (Rothman et al., 1983a,b). The GEISA compilation began
in 1976 for internal use and was published for the first time in 1980 (Chedin et al., 1980); most of its
data (Chedin et al., 1985: Husson et al., 1985) are in common with the AFGL compilation. In addition,
an atlas of microwave and submillimeter transitions is available from JPL (Poynter and Pickett, 1984).
The initial emphasis of each of the three compilations varied. The AFGL compilation was intended for
terrestrial atmospheric problems, the GEISA compilation for terrestrial and giant planetary atmospheres,
and the JPL catalog for astrophysical studies. The GEISA compilation also provided software for efficient
use of its database. These databases now overlap in that they include many of the same molecular transi-
tions relevant to remote sensing. Table B-10 summarizes the parameters that are currently incorporated
into the compilations. The parameters are given in order of frequency for all significant transitions of
molecular and atomic species of interest (provided that they are available in a suitably quantitative form).
Until 1984, the AFGL and GEISA compilations included for each absorption line of a given molecule,
the following parameters:
- the resonant frequency in vacuum cm ';
- the intensity in cm-V(molecule cm -2) at 296 K;
- the collision halfwidth HWHM (halfwidth at half-maximum), in cm _ atm -_ at 296 K;
- the lower state energy of the associated transition in cm-';
- the quantum identifications (vibrational, rotational, electronic level, hyperfine, and splitting designation
if necessary);
- the entry date, isotope and molecule codes.
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Table B-9..Typical Spectroscopic Parameter Accuracy Requirements for UARS Composition
Measurement Experiments
Parameter CLAES HALOE ISAMS MLS
Line Position
Line Intensity
+0.001 cm -_
< 5 % over Tstra t
Collision- < 5 % over Tstra t
Broadened and Pstrat
Halfwidths Air-Broadening for
all species
_0.001 cm -t
< 5 % over Tstra,
< 5 % over Tstra t
and Pstrat
Air-Broadening for
all species
Self-Broadening
for HF, HC1, NO,
CH4
+0.001 cm -_
<6% over Tstra t
< 5 % over Tstra t
and Pstrat
Air-Broadening for
all species
Self-Broadening
for PMR species
Absorption Collision- Collision- Collision-
Continua induced O2 band, induced O2 band, induced 02 band,
H20 continua, H20 continua, HEO continua,
<5% = <3% <5%
+_30 kHz
< 2 % over Ts,rat
< 2 % over Tstra_
and Pstrat
Air-Broadening for
all species
However, some basic modifications have been made recently in the compilations (in addition to inclu-
sion of new species). For example, the impact of the temperature variation of the halfwidth 3'(T) of a
line on the accuracy of radiative transfer computation is now accepted to be very important (as explained
by Chedin et al., 1985). As a result, in 1984, the temperature-dependence of halfwidth has been introduc-
ed as a new parameter in the GEISA catalog by giving the value of the exponent "n" in the expression
",/(T) = 3,(To)(To/T)n, where 3,(T) is the collision halfwidth at T, and T o is a reference temperature (e.g.,
296K).
In addition, five new parameters will be included (or at least are to be considered when reliable infor-
mation becomes available) in the 1985 new AFGL format:
- the transition moment in debyes;
- the self-broadened halfwidth in cm-' atm _ at 296 K;
- the pressure shift of the line in cm -_ atm -_ at 296 K;
- approximate error estimates for frequency, intensity and halfwidth;
- references for frequency, intensity and halfwidth.
The major part of all the above-mentioned line parameters is also included in the JPL catalog (see Table B-10).
As can be seen, the compilations attempt to present for each transition, molecule-dependent unique
parameters from which synthetic spectra can be calculated. Issues such as line shape or coupling between
the radiation field and matter have been left to individual computer algorithms used in calculating syn-
thetic spectra. Likewise, phenomena such as continua which are not amenable to discrete quantization
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Table B-IO. Spectroscopic Database Parameters
Parametert Database
Type Unit AFGL JPL
GEISA
GEISA84 AFGL85
MOL
ISO
p
S
R
g
3'
%
E"
n
molecular specie index
isotopic variant index
resonant frequency
intensity of transition
transition moment
upper state degeneracy
air-broadened halfwidth
self-broadened halfwidth
lower state energy
temperature-dependence
of halfwidth
pressure shift of
transition
cm-1
cm 1/(molecule cm -2)
Debye
ref
cm-' atm- _ x
cm- ' atm- '
cm -1 x
cm-_ atm-_
v' upper vibrational quanta x
v" lower vibrational quanta x
Q' upper rotational quanta x
Q" lower rotational quanta x
e error estimates for major
parameters
citations for major
parameters
x X x x
X x x X
x X x x
X x X x
©
x
©
X
©
X
©
©
x
x
x
X
©
©
t Reference temperature 296 K
© New parameter for GEISA (1984 Edition) or AFGL (1985 Edition)
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are not included on the databases. In some cases, bands of heavier molecules whose transitions are separated
by a fraction of a Doppler width and are hence unresolvable by most laboratory and field instruments
have been relegated to a separate file on the most recent AFGL compilation where pseudo-band models
have been supplied.
Table B-11 summarizes the present situation with respect to the molecules classified in Table B-1.
These species are a subset of those available on the compilations. In the second column, arbitrary spectral
intervals have been given (in reciprocal centimeters) which roughly correspond to the submillimeter region
(if present) and various regions of the infrared spectrum, further subdivided for important species where
different qualities of the data prevailed. The third column presents the log of the minimum and maximum
line intensities in units cm-'/(molecule cm -2) at 296 K. This information is given as a very good guide
in evaluating the effect of a species on long path attenuation problems and includes the extremes of the
three databases. In some cases, very weak transitions have been retained due to either consideration of
hot bands necessary for nonlocal thermodynamic equilibrium problems, or flame spectra, or transitions
in the millimeter region. The number of transitions, again, represent the union of the databases. The fifth
column (under quality) gives an evaluation of the three most significant parameters in terms of calculating
atmospheric spectra and retrieval of atmospheric profiles, namely the frequencies (v), strengths (S), and
halfwidths (30 of the transitions. The designation "A" is a judgement that the data are good for many
applications; "B" signifies that the data are good for some applications considered here but need improve-
ment; and "C" indicates that the data require major improvement. It must be realized that for major con-
stituents, the classification of A, B, or C in a particular spectral region is, for the most part, very difficult
since regions containing strong transitions, with very accurate parameters, usually also contain less ac-
curate parameters for hot bands, isotopic lines, or weak bands in resonance. The sixth column lists the
current availability of data in each interval on the AFGL, GEISA, and JPL databases, respectively. Under
the comments heading, remarks on present deficiencies, problems, and other highlights of a species have
been given. The need for self-broadened widths, which are required by some of the experiments discussed
in Section B-5-2, has been abbreviated as "SB."
In addition to current work involved with adding completed work to the databases, there are many
laboratory measurements which are in progress. A sampling of this work is listed in Table B-12. (Instru-
ment and institutional abbreviations are expanded in Annex B-1 and B-2.) Because it was necessary to
suppress many of the details of these investigations, it may appear that there is considerable overlap in
the studies in progress. In the case of linewidth and intensity measurements, this duplication is desirable
as a check for systematic errors, as discussed above. In addition, measurements using different techniques
often provide complimentary data sets. For example, diode laser systems are typically used to measure
a few lines to high resolution, while Fourier instruments typically are used to measure many more lines
at necessarily lower resolution.
B-7 CONCLUSIONS AND RECOMMENDATIONS
The status of the spectroscopic database and current laboratory research given in this appendix is related
to the accuracies with which atmospheric composition can be determined from spectral measurements.
Further limitations are imposed by the inherent uncertainties of different atmospheric experiments and
by the optical paths involved. With the present capabilities available for laboratory spectroscopic
measurements and calculation of those spectroscopic parameters which cannot be measured, it is now routine
to obtain line positions with high absolute accuracy (+30 kHz in the microwave, 0.001 cm -I or better
in the infrared). Intensity and halfwidth measurements are more difficult. While relative intensities can
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Table B-11. Summary of Spectroscopic Databases
Specie
Spectral Intensity Number of Quality* Database**
Intervalt Ranges Transitions v S y A G J Comments***
H20
C02
03
N20
CO
CH 4 and
CH3D
02
N2
O
NO
NO2
NH3
HNO 3
HF
0-500 -32,-18 49000 A A B x x x
500-5000 -27,-19 B B B x x
5000-17900 -27,-20 C C C x x
400-1400 -27,-19 60000 A B B x x
1800-2400 -37,-18 A B B x x
2400-9700 -27,-20 A B B x x
0-300 -26,-21 49000 A B B x x
500-1200 -25,-20 A B B x x
1600-2900 -26,-21 B B B x x
2900-3100 C C B x x
0-50 -25,-22 16000 A A A x x
500-1400 -24,-19 A A A x x
1600-5200 -24,-19 B B A x x
0-150 -24,-21 600 A A B x x
1900-6400 -24,-19 A A B x x
0-100 -29,-27 27000 A A B x x
900-2000 -29,-19 A B B x x
2200-3200 40,-19 A B B x x
4100-6100 -23,-20 C C B x x
0-300 -35,-25 2200 A A B x x
1400-16000 -30,-23 A B B x x
2000-2600 -34,-28 100 A B C x x
68-158 -22,-21 2 A A C
0-100 -35,-22 7400 A A B x x
1500-4000 -44,-19 A B B x x
0-100 -25, 26000 A A C
600-3000 -24,-19 A B B x x
0-400 -29,-21 7000 A A B x x
400-2200 -28,-19 B B B x x
0-100 -26,-21 57000 A A C x x
840-1750 -23,-17 C C C x x
0-8000 -24,-17 60 A A B x x
Better precision needed due to
interference with other species
l aKI >2 lines need improvement; SB
Strengths to 1% needed for P,T
retrievals for ATMOS and UARS; SB
X Better precision needed due to
interference with other species;
Missing transitions needed between
8.3-6.3 /,m and < 3.2 t_m
Not all available measurements
have been incorporated; SB
x SB
x Some hot bands missing
Some transitions missing between
2-1.6/xm; SB
x Pressure induced bands needed;
coefficients available
Pressure induced bands needed
SB
x SB
X
6/zm region to be revised; 3 #m
region needed
Several strong fundamentals missing;
7.7 t_m bands needed
SB
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Table B-11. Summary of Spectroscopic Databases (continued)
Spectral Intensity Number of Quality* Database**
Specie Intervalt Range_ Transitions _ S _ A G J Comments***
OCS
H2CO
HC1 0-400 -24,- 18 200
2400-8500 -24,-19
0-40 -28,-21 700
800-2100 -23,-18
0-100 -38,-19 2700
2700-3000 -20,-19
HCOOH 0-100 -28,-21 1888
1060-1160 -22,-20 3388
HCN 0-150 -24,- 18 800
550-3450 -25,-19
CzH2 600-3400 -25,-18 1200
C2H6 700-1000 -25,-21 5400
CF2C12, CFCI3, CF4, CC14, CHF2C1
C10 0-100 -29,-21 6000
760-900 -24,-20
C1ONO2 0-100 -24,-22 8500
HO2 0-100 -25,-20 6200
OH 0-100 -31,-18 8500
1250-10000 -81,-19
NzO5 -- --
CH3C1 2900-3200 -25,-21
HOC1 0-300 -26,-19
1150-3800 -23,-20
HNO 4 -- HNO2 --
H202 0-300 -26,-20
1150-1350 -23,-20
6700
15600
3300
A A B x x x
A A B x x
A A B x x x
A B B x x
A A C x x x
A A C x x
B A C
B B C x
A A B x x x
A A B x x
A A B x x
C C C x x
A A B
A C B
A A C
A A C
A A C
A B C
A B C
A A C
A B C
A A C
A B C
X X X
X X
SB
3.4 and 2.4 #mbands needed
-5.7 _mband needed
x Available data not yet incorporated
Major improvement required;
3.3 #m Q-branch strengths needed
Band models and cross sections are
available
X
x high resolution IR data needed
x x x New extended rotational
x x prediction forthcoming
-- Cross sections available
x x Incomplete vibrational spectrum
x Missing fundamental
X X
X X
Incomplete data
Missing data for high quantum numbers
Only one IR band at present,
3 #m region needed
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Table B-11. Summary of Spectroscopic Databases (continued)
Spectral Intensity Number of Quality* Database**
Specie Intervalt Range_ Transitions _ S 3' A G J Comments***
HBr 0-350 -24,-18 300 A A B x x x
2200-9800 -24,-19 A A B x x
SOz 0-200 -24,-20 18200 A A C x x
400-2550 -23,-19 A B C x x
HzS 0-600 -27,-19 4100 A A C x x
990-1600 -23,-21 . A A C x x
HzSO4 .....
C2H 4 900-1100 -21,-18 200 B B C x
C3H 8 .....
Missing fundamentals
Available data not yet incorporated
No data
Only a single band at present
No data
5"Spectral intervals are given in units of cm '.
NB: 1 /_m corresponds to 10,000 cm -_.
:_Spectral intensities range is the log of the minimum and maximum line intensities in units of cm-'/
(molecule cm-2).
* The quality codes indicate: A, good for many applications; B, good for some applications but needs improvements;
C, needs major improvements. The three columns refer to line position (_), line strength (S), and halfwidth (3").
** Database codes are: A, AFGL (1985); G, GEISA (1984); J, JPL (1984) catalog.
*** The need for self-broadened widths has been abbreviated as "SB".
Table B-12. Some Examples of Infrared to Microwave Current Laboratory Spectroscopy Efforts
Molecule Spectral Coverage (cm _) Instrument I Data Type s Accuracy 3 Institution 4
H20 2-4 MW line shapes 2% JPL
20-350 FTS F 0.0001 cm _ NRC Canada
0-300(H20,HDO) MW,FTS F 0.00001 cm _ JPL
500-2000(HDO) FTS F 0.004 cm _ AFGL
700-1200(continuum) grating,TDL "I,W 10%, 5% U. Stony Brook
900-5000(AK > 1) FTS I 5% JPL
1000-2000 FTS F(calib.) 0.0001 cm _ JPL
1250-1380(H20,HDO) TDL I,air-W,N2-W 3% NASA Langley, CWM
1400-1800 grating,TDL I,W 10%, 5% U. Stony Brook
1500-1523 TDL I,Nz-W,self-W 3% NOAA/NESDIS,CWM
1523-1600 TDL I.N2-W,self-W 3% NOAA/NESDIS
1600(HDO) FTS F 0.001 cm t JPL
2100-2900(HDO) FTS F,I 0.001 cm _, 5% LPMOA Orsay
5000-5500(180) FTS F,I 0.001 cm _, 5% LPMOA Orsay
7550-7660 FTS air-W,self-W 10% Douglas RL,
Kin Peak NSO
16000-25000 FTS F,I 0.001 cm _ LPMOA Orsay
10000-25000 FTS F,I 0.001 cm _ JPL
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Table B-12. Some Examples of Infrared to Microwave Current Laboratory Spectroscopy Efforts
(continued)
Molecule Spectral Coverage (cm-') Instrument _ Data Type 2 Accuracy 3 Institution 4
CO2 500-4000(high temp) FTS F 0.0005 cm ' AFGL
600-750 grating,TDL I,W 10%, 5% U. Stony Brook
670-720 TDL self-,N2-W NOAA/NESDIS
700-800(hot band) FTS F 0.005 cm -_ LSM Paris
700-800(hot band) TDL l,self-W,N2-W 5% LIR Orsay
700-1100 FTS F,I 0.001 cm _, 5% JPL
800-1100 FTS F,I,W, 0.002 cm ', 5% OSU
900-1000 CO2 laser self-W,N2-W,O2-W 3%-5% LIR Orsay
1800-4200(isotopes) FTS F,I 0.0004 cm ', 2% NASA Langley, CWM
1900-4000(isotopes) FTS F 0.0004 cm -t AFGL
2086-2307 FTS F 0.0005 cm _ LIR Orsay
2270-2600 FTS F,I, self-W,N2-W 0.005 cm t, 3% LSM Paris
2200-2400 grating,TDL I,W 10%, 5% U. Stony Brook
2300-2400 FTS I 2% NRC Canada
2400-2600(continuum) FTS self-W,N2-W U. Rennes, LSM Paris
7550-7660 FTS F 0.005 cm ' Douglas RL,
Kitt Peak NSO
03
N20
CO
CH4
02
FIR-500 MW,FTS F,I 0.0001 cm ' JPL,IROE, U. Bologna
500-900 FTS F,I 0.001 cm ', 10% JPL, U. Denver
LPM Reims, NASA
Langley, CWM
600-5000 FTS F,I,W 0.001 cm ', 5%, 3% RAL
950-1200 FTS,LHS I,N2-W,Oz-W 2%, 2% LPM Reims
950-1400(isotopes) FTS,TDL F,I,W 0.004 cm ', 10%, 2% LPMOA Orsay
NASA Langley, CWM
2050-2150 FTS N2-W,Oz-W 5% LPM Reims
3000-3200 FTS F,I 0.001 cm ', 10% LPM Reims
900-5000 FTS F,I 0.0001 cm _, 2%-5% JPL
1000-1350 (hot band) FTS F 0.001 cm _ LSM Paris
ll00-1110 FTS,TDL F,I 0.002 cm ', 10% NBS Washington
1100-1300 grating,TDL I,W 10%, 5% U. Stony Brook
1830-1950 FTS,TDL F,I 0.002 cm _, 10% NBS Washington, U. Oulu
2160-2270 FTS F,I,self-W,N2-W,Oz-W 0.001 cm _, 3% LSM Paris
2200-2400 FTS F,I 0.001 cm ', 2% JPL
2200-2400 grating,TDL I,W 10%, 5% U. Stony Brook
2400-2900 TDL F,I,W 0.001 cm ', 2% JPL
3000-5000 TDL F,I,W 0.001 cm ', 2% JPL
30-100 SMM F 10 -a cm ' NBS Boulder
2000-2200 grating,TDL I,W 10%, 5% U. Stony Brook
1000-2000 FTS F,I 10 4cm-'-10-3cm ', JPL, U. Dijon
2%-10%
1000-1500 FTS F,l,self-W,air-W 0.0005 cm ', 5%, 3% RAL
1000-1300(CH3D) TDL,FTS F,I 0.005 cm ' LIR Orsay, JRC Ispra
1100-1500(isotopes) FTS,TDL I,air-W,N2-W 3% NASA Langley, CWM
1200-1400 grating,TDL I,W 10%, 5% U. Stony Brook
2800-3200 grating,TDL I,W 10%, 5% U. Stony Brook
3750-4750 FTS F,1 2× 10 _-2×10 _cm ', JPL, U. Dijon
2%-10%
5800-6150 FTS F,I 4×10 _cm, 2%-15% JPL
7601-7606 Photoacoustic air-W Douglas RL,
Kitt Peak NSO
6-30 (singlet delta) SMM F 0.1 MHz JPL
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Table B-12. Some Examples of Infrared to Microwave Current Laboratory Spectroscopy Efforts
(continued)
Molecule Spectral Coverage (cm ') Instrument _ Data Type 2 Accuracy 3 Institution 4
N 2 .........
O atom .........
NO 1800-1950 FTS N2-W,Ar-W 3% LSM Paris
1800-2000 FTS F,I,self-W,air-W 0.0005 cm ', 5%-3% RAL
1800-1950 grating,TDL I,W 10%, 5% U. Stony Brook
3700-3880 DFL I,self-W 2% NBS Washington
NO2 10-200 FTS F 0.0001 cm L IROE, LPMOA
Orsay, U. Bologna
1570-1620 FTS F,I 0.001 cm-', 2%-15% JPL
NH3 900 FTS F 0.001 cm-' JPL
1400-1490 FTS F,I 0.0002 cm ', 2%-10% JPL
1500 FTS F,I 0.001 cm-', 10% JPL
HNO3 850-1740 TDL,FTS F,I 0.001 cm ', 20%
850-1350 FTS F 0.(301 cm '
1240-1370 FTS F 0.002 cm '
1310-1340 TDL I 10%
HF 40-160 FTS Nz-W,Oz-W 5%
3500-4300 DFL l,self-W,N2-W 1%
HCI 20-160 FTS N2-W,Oz-W
2600-3100 FTS HF-W
2600-3000 FTS N2-W
2650-3080 FTS I,self-W,N2-W
2700-3050 DFL I,self-W,N2-W
2900-3100 grating,TDL I,W
OCS 490-1920 FTS,TDL F,I
839-887 TDL self-W,N2-W
1050 Stark I
2000-2200 grating,TDL I,W
H2CO 1800
HCOOH .........
FTS F,I
HCN 3200-3400 FTS F,W
C2H2 650-800 grating,TDL I,W
1250-1350 TDL air-W,N2-W
C2H6 .........
CF2C12 860-950 grating,TDL I,W
700-1200 FTS band
1050-1200 grating,TDL I,W
CFCI3 150-1100 grating,TDL I,W
700-1200 FTS band
810-850 grating,TDL I,W
5%
10%
3%
2%
1%
10%, 5%
0.0002 cm ', 10%
5%
10%, 5%
0.001 cm
0.02 cm ', 10%
I0%, 5%
3%
10%, 5%
5%
10%, 5%
10%. 5%
5%
10%, 5%
NBS Washington,
U. Denver
LSM Paris, LPMOA Orsay
RAL
JPL
IROE, SAO Harvard,
U. Bologna
NBS Washington
IROE, U. Bologna,
SAO Harvard
NASA Langley
RAL
NASA Ames
NBS Washington
U. Stony Brook
NBS Washington, U. Oulu
LIR Orsay
U. Louvain
U. Stony Brook
JPL
NASA Langley
U. Stony Brook
NASA Langley, CWM
U. Stony Brook
NBS Washington
U. Stony Brook
U. Stony Brook
NBS Washington
U. Stony Brook
943
SPECTROSCOPIC DATABASE
Table B-12. Some Examples of Infrared to Microwave Current Laboratory Spectroscopy Efforts
(continued)
Molecule Spectral Coverage (cm ') InstrumenP Data Type 2 Accuracy 3
CF 4 .........
CC14 .........
CHF2CI .........
CIO .........
CIONO2 10-200 FTS F 0.0001 cm '
HO 2 1040-1140 TDL F,I,W 0.001 cm ', 20%
1340-1440 TDL F,I,W 0.001 cm _, 20%
3370-3500 TDL F,I,W 0.001 cm h, 20%
OH 30-105(OH,OD) SMM F 0.5 MHz
60-200 DFL air-W 5 %
N205 3-30 MW,SMM F,I 0.05 MHz
800-2800 FTS I
CH3CI .........
HOCI 10-200 FTS F 0.0001 cm '
HNO4 1-10 MW F,I 0.05 MHz
HNO2 1240-1280 TDL F,I 0.001 cm '. 10%
H202 10-200 FTS F 0.0001 cm '
1250-1380 TDL air-W 5%
SO, 3-100 SMM F 0.1-0.5 MHz
H2S 10-100 FTS F 0.0001 cm
2000-2800 FTS F,I 0.001 cm ', 10%
6100-6500 FTS F,I 0.001 cm _, 10%
H2SO 4 .........
C3H 8 500-4000 FTS band
C2H4 800-1100(13C,12C) FTS F 0.001 cm '
1780-2380(13C,_2C) FTS F 0.001 cm
CH3CCI 3 1000-1200 grating,TDL I,W 10%, 5%
Institution 4
IROE, U. Bologna
Aerodyne Research
Aerodyne Research
Aerodyne Research
JPL
SAO Harvard,
NBS Boulder
JPL
LPMOA Orsay
IROE, U. Bologna
NBS Washington, JPL
NBS Washington
IROE, U. Bologna
NASA Langley, CWM
Duke U., JPL
IROE, U. Bologna
LPMOA Orsay
LPMOA Orsay
NBS Washington
U. Louvain, LSM Paris
U. Louvain, LIR Orsay
U. Stony Brook
Notes: 1. See Annex B-I.
2. Data Type: F = frequency, I = intensity, W = linewidths, Band = random band model.
3. The accuracy, when available, refers to F in cm ' or MHz and to I or W in %.
4. See Annex B-2.
5. 0.0001 cm J _ 1 MHz
It is inevitable, in any extensive compilation such as this, that works will inadvertently be overlooked. Our apologies to any
authors whose works have thus been accidentally omitted.
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often be determined with a precision of 2 to 5 %, absolute intensities are usually known with confidence
to only 10 to 15% for stable molecules. With particularly careful measurements, accuracies of 5 % can
be achieved, but greater absolute accuracy (1 to 3%) requires intensive collaborative effort by several
laboratories to reduce systematic errors. The situation is similar for halfwidths, where the present
measurements result in absolute accuracies usually no better than 5 %. Many of the spectroscopic parameters
needed for the future UARS program require greater accuracy than can be achieved at the present time.
The major requirements for further work in laboratory spectroscopy for atmospheric measurements
and climate modeling are summarized below, in order of importance. Specific details for many of these
requirements will be found in Tables B-7, B-9, and B-I 1 of this appendix, in Chapter 15 of this report,
in the report of Smith (1985), and in the UARS Spectroscopic Requirements document (Roche, 1985).
The first two of the requirements given here have much greater importance than those in the remainder
of the list.
°
.
.
.
.
.
Line Positions and Intensities. Accurate line positions and intensities are important for many of
the atmospheric remote sensing techniques and for climate studies. However, the spectral parameters
for several infrared bands of major and trace constituents are either totally missing or of poor accu-
racies. This problem, in general, is more severe between 3000 to 10,000 cm _ where significant
contributions from molecules such as 03, CH4, and HNO3 are not available. Even where inten-
sities are available, for example, in the 15 _m band system of CO2, improvements are needed
in both the experimental accuracies and the theoretical modeling of these data.
Line Widths. Knowledge of spectral line halfwidths and their dependence on temperature is defi-
cient for nearly all the atmospheric gases. Accurate measurements of air-broadened halfwidths
(and self-broadened and N2-broadened halfwidths in special cases [see Table B-9] are needed).
Efforts to improve theoretical calculations of line widths for atmospheric molecules should also
be encouraged.
Line Shapes. Deviations from the Lorentz lineshape can be critical for analysis of atmospheric
spectral data (see Chedin and Scott, 1984) and for calculation of atmospheric heating and cooling
rates in almost all wavelength regions, such as in the 15 Izm region and the 4.3 /_m band head
of COz, the 6.3 izm H20 band and in many regions in the microwave. Continued laboratory and
theoretical studies of these deviations are needed.
Unresolved Bands. The use of band models to represent unresolved rotational structure is required
for heavy molecules such as chlorofluorocarbons. More accurate measurements of band intensities
or absorption coefficients and integrated intensities of strong isolated features such as Q-branches
are desired. Accurate band model representations for radiatively important trace gases are also
needed in climate studies where line-by-line calculations over very large spectral regions are im-
practical or impossible.
Pressure Induced Bands. The currently available absorption coefficients for the important pressure
induced bands of 02 and N2 (in the 6 txm and 4 tzm regions, respectively) are quite approximate,
especially at typical stratospheric temperatures. Additional laboratory measurements and model-
ing efforts are needed.
Water Vapor Continuum. H20 continuum absorption is important in the interpretation of tropospheric
absorption spectra and in climate studies, but presently available representations do not adequately
model the temperature-pressure dependence of the continuum. More work in this area is needed.
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. Non-LTE Radiative Transfer. Emission or absorption by molecules such as 02, 03, HC1, OH, NO,
H20 and CO2, which are not in local thermodynamic equilibrium (LTE) at certain altitudes in
the upper atmosphere, can significantly affect atmospheric measurements in many cases. Im-
provements are needed in parameters for transitions between the high vibrational levels involved
in non-LTE radiative transfer.
. Other Effects. Several other effects such as pressure induced line shifts, collisional narrowing,
and line mixing, which are normally neglected in most atmospheric spectroscopic studies, can be
significant in some cases. Measurements and theoretical modeling of these effects should be en-
couraged. In particular, accurate measurements of pressure induced line shifts would be useful
for validation of theoretical line width calculations.
There are also several comments and recommendations which may be made in regard to the maintenance
and improvement of the spectroscopic database.
- Since the analysis of atmospheric spectral measurements increasingly involves the use of computers,
the entire database should be computer accessible.
- Laboratory investigators should consistently report absolute accuracies along with measured values
for line positions, intensities, and halfwidths.
- Where multiple measurements exist for a given set of parameters (e.g., CO2 line positions and in-
tensities), a critical evaluation of the measurements should be made, and the best possible set of
parameters (with error bars) should be determined and incorporated in the database.
- As can be seen from section B-5-2, several UARS investigations desire line intensity and halfwidth
accuracies better than those reported in this document or routinely measured in the community. Since
improved line parameter accuracies directly benefit the accuracy of retrieved geophysical parameters,
there should be an organized effort, involving many laboratories, to establish absolute line intensity
standards in the infrared. A related effort should be made for line widths in the infrared and microwave.
In this appendix the status of spectroscopic data in the visible and ultraviolet regions has not been
addressed, except to the extent that some visible-region line parameters are included in the AFGL and
GEISA compilations. However, a number of ground-based, balloon-borne, rocket-borne or space-based
atmospheric ultraviolet and visible remote sensing experiments are presently in operation or are planned
for the future. As in the infrared to microwave region, the accuracy of the results derived from these
short-wavelength atmospheric observations is also affected by the uncertainties in the available spectroscopic
data. Therefore it is recommended that the database in the visible to ultraviolet region be reviewed and
evaluated in the near future.
Increasingly more sophisticated atmospheric remote sensing experiments are being discussed for possible
implementation in the later part of this century and beyond. Examples of the types of instruments under
discussion may be found in the Earth Observing System (EOS) science and missions requirements work-
ing group report (Butler, 1984). The increasing number of observations from space will require better
knowledge of spectroscopic parameters at conditions prevalent in the upper stratosphere, mesosphere, and
possibly at even higher altitudes. Efforts toward remote sensing of the troposphere from space will also
require improved knowledge of halfwidths, line shapes, continua, and aerosol extinction, as well as line
parameters for additional molecules which are not important in the stratosphere. Improved knowledge
of these same spectroscopic parameters, along with accurate representations of absorption and emission
in broad spectral regions covering many molecular bands, will also be required for climate studies.
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SMM:
DFL:
LHS:
SISAM:
Annex B-1
Explanation of Instrument Abbreviations
Fourier Transform Spectrometer (Michelson Interferometer)
Tunable Diode Laser Spectrometer
Microwave Spectrometer
Submillimeter (Far-Infrared) Spectrometer
Difference Frequency Laser
Laser Heterodyne Spectroscopy
• . P . _.
French interferometer (spectrometre mterfErentlel a selection par l'amplitude de modulation)
Annex B-2
Explanation of the Institution Abbreviations
Aerodyne
Research:
AFGL:
Douglas RL:
CWM:
Duke U:
Aerodyne Research, Inc., Billerica, MA, USA
Air Force Geophysics Laboratory, Hanscom Field, MA, USA
MacDonnell Douglas Research Laboratories, St. Louis, MO, USA
College of William and Mary, Williamsburg, VA, USA
Duke University, Durham, NC, USA
IROE
ISM CNR:
JPL:
JRC Ispra:
Kitt Peak
NSO:
Istituto di Ricerca sulle onde Elettromagnetiche del CNR, Firenze, ITALY
Istituto di Spettroscopia Molecolare del CNR, Bologna, ITALY
Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA, USA
Joint Research Center, EEC, Ispra, ITALY
National Solar Observatory, Kitt Peak, Tucson, AZ, USA
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LIR Orsay:
LPM Reims:
LPMOA
Orsay:
LSM-ENEA:
LSM Paris:
MET.
FRANCE:
NASA
Ames:
NASA
Langley:
NASA
Goddard:
NBS
Boulder:
NBS
Wash. :
NCAR:
NOAA/NESDIS:
NPL:
NRC Canada:
OSU:
RAL:
SAO Harvard:
Laboratoire d'Infrarouge, Universit6 d'Orsay, FRANCE
Laboratoire de Physique Mole'culaire, Facult_ de Sciences des Reims, FRANCE
P ° • .
Laboratoire de Physique Moleculalre et d'Optique Atmospherlque, Campus d'Orsay,
FRANCE
Laboratoria di Spettroscopia Molecolare del ENEA, Frascati, ITALY
• , , , P
Laboratoire de Spectronomie Moleculalre, Unlversnte de Paris 6, FRANCE
• °
Meteorologle Nationale, FRANCE
NASA Ames Research Center, Moffett Field, CA, USA
NASA Langley Research Center, Hampton, VA, USA
NASA Goddard Space Flight Center, Greenbelt, MD, USA
National Bureau of Standards, Boulder, CO, USA
National Bureau of Standards, Washington, DC, USA
National Center for Atmospheric Research, Boulder, CO, USA
National Oceanic and Atmospheric Administration, National Environmental Satellite
Data and Information Service, Washington, DC, USA
National Physical Laboratory, Teddington, UNITED KINGDOM
National Research Council of Canada, Herzberg Institute of Astrophysics, Ottawa,
Ontario, CANADA
Ohio State University, Columbus, OH, USA
Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, UNITED KINGDOM
Smithsonian Astrophysical Observatory, Harvard, Cambridge, MA, USA
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C-O INTRODUCTION
The word "stratospheric" means different things to different people. For the layperson, Webster's
Thesaurus has expanded on the meaning of this adjective by listing several synonyms:
"stratospheric adj syn EXCESSIVE, dizzy, exorbitant, extravagant, immoderate, sky-high, steep,
stiff, unconscionable, unmeasurable."
While it would be interesting to see how well each of these translates over to the field of stratospheric
research, the synonym that does indeed strike at the heart of an important scientific issue is the last one:
"unmeasurable"
To be sure, not all of the stratospheric trace constituents are unmeasurable, as experimentalists would
quickly and correctly point out. But the lexicographers have indeed caught a germ of truth; such measurements
are generally extremely challenging to carry out and often end up being somewhat equivocal. Yet, it is
vital to have reliable estimates of the uncertainty in the observations, since they are the touchstone against
which the theoretical understanding is tested.
In the series of assessments that have addressed the status of this understanding of the physics and
chemistry of the atmosphere (e.g., WMO, 1982), several questions have generally arisen regarding the
quality of the measurements of stratospheric trace constituents:
• Are the current data of adequate quality to constrain the models in useful ways?
• Are the rather large differences between measurements that have been made at different times, at
different places, and with different methods due to atmospheric variability or instrumental uncer-
tainty (or both)?
• Have the estimates of experimental uncertainty been tested quantitatively?
• Recognizing the growing need for simultaneous and comprehensive data on a photochemically coupled
suite of trace gases, is measurement reliability currently at a state such that only one instrument
or method need be included for each key species in a campaign?
In recent years, the community has devised a way to address these questions in an arduous, but effective
way: a formal and rigorous intercomparison of instruments and techniques.
The features of the most successful (i.e., the most instructive) of these instrument intercomparisons
have been the following:
• involve several different techniques for measuring the same species,
• measure at the same place and time and under typical operating conditions, insofar as possible,
* state the accuracy and precision estimates in advance of the intercomparison,
• each investigator prepare his/her results independently and separately (i.e., "blind") from the others
and in a publication-ready status,
• jointly (or via an independent party) compile the separate results and assess the state of agreement,
• publish all results and conclusions in a refereed journal, and
• repeat the whole process occasionally.
Over the past few years, there have been several field campaigns devoted specifically to this goal, namely,
the assessment of instrument reliability, as opposed to solely obtaining data to answer a geophysical ques-
tion. Some of these intercomparison campaigns have been carried out in a fashion close to the above "ideal".
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Table C-1 lists chronologically some examples of the formal instrument intercomparisons that have
occurred in the past decade and those that are planned for the very near future. Moreover, numerous research
institutions have participated, as the list in the table demonstrates. In this Appendix, the focus is on the
middle group of campaigns, for which published or publication-ready results are available. These are the
ones that have been carried out in recent years, but yet sufficiently long ago to permit a definitive assess-
ment of some of the results. Furthermore, most of these campaigns have incorporated many of the features
of the "ideal" noted above.
Table C-1. Examples of past and planned instrument intercomparisons and the participating research
institutions
Intercomparison Campaigns:
• Ozonesondes: Hohenpeissenberg 1970, 1978
• Balloon-borne Ozone Instruments:
UV absorption photometer and mass spectrometer 1978
• International Ozone Campaign: variety of ozone instruments 1981"
• Water Vapor Instrumentation: primarily balloon-borne in situ methods 1981, 1983"
• Balloon Ozone Intercomparison Campaign: primarily balloon-borne in-situ and
remote methods 1983", 1984"
• Balloon Intercomparison Campaign: remote methods addressing several species 1982", 1983"
• Global Tropospheric Experiment - Chemical Instrumentation Tests and Evaluation:
-- aircraft-borne OH, NO, and CO methods
-- aircraft-borne NO2, HNO3, and PAN methods
1983, 1984
1986
• The Middle Atmosphere Program: Global Budget of Stratospheric Trace Constituents
(MAP-GLOBUS): variety of methods and species 1983, 1985
Participating Research Institutions*
AES
CNRS-FSR
CNRS-SA
DU
HU
IASB
IROE
JPL
MN
MOH
NASA-GSFC
NASA-JSC
Atmospheric Environment Service (Canada)
Centre Nationale de la Recherche Scientifiques, Faculte des Sciences de Reims (France)
Centre Nationale de la Recherche Scientifique, Service d'Aeronomie (France)
Denver University (U.S.A.)
Harvard University (U.S.A.)
Institut d'Aeronomie Spatiale de Belgique (Belgium)
Instituto de Ricerca sulle Onde Electromatnetiche (Italy)
Jet Propulsion Laboratory (U. S.A.)
Meteorologie Nationale (France)
Meteorologisches Observatorium Hohenpeissenberg (Federal Republic of Germany)
National Aeronautics and Space Administration, Goddard Space Flight Center (U.S.A.)
National Aeronautics and Space Administration, Johnson Space Center (U.S.A.)
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Table C-1 (Continued)
NASA-WFC
NBS
NCAR
NOAA-AL
NOAA-GMCC
NPL
ONERA
SAO
UL
UM
UO
UT
National Aeronautics and Space Administration, Goddard Space Flight Center, Wallops
Flight Facility (U.S.A.)
National Bureau of Standards (U.S.A.)
National Center for Atmospheric Research (U.S.A.)
National Oceanic and Atmospheric Administration, Aeronomy Laboratory (U.S.A.)
National Oceanic and Atmospheric Administration, Geophysical Monitoring for Climate
Change (U.S.A.)
National Physical Laboratories (U.K.)
Office Nationale d'Etudes et de Recherches Aerospatiales (France)
Smithsonian Astrophysical Observatory (U.S.A.)
Universite de Liege (Belgium)
University of Minnesota (U.S.A.)
University of Oxford (U.K.)
University of Tokyo (Japan)
*Emphasized in this Appendix
This Appendix emphasizes balloon-borne techniques and instruments that address the height profiles
of the trace species in the lower stratosphere. Although ground-based total-column methods offer an in-
dependent and valuable constraint, most of the recent campaigns have not completed a full intercomparison
of the integrated vertical profiles and the groundbased results. Lastly, the comparison of vertical-profile
data with satellite measurements is a challenging study in itself and is outside the scope of this summary.
Some of the chemical species have been addressed rather thoroughly in more than one campaign.
Beginning with the most extensively studied trace constituent, this Appendix describes the approach taken
and the results that have been obtained. Lastly, the conclusions reached regarding the current status of
the measurement capabilities are summarized, and the needs for future intercomparisons and assessments
are listed.
C-1 OZONE (03)
For obvious reasons that are developed in this and previous reports, there has been substantial effort
directed toward an assessment of the reliability with which stratospheric ozone can be measured. Indeed,
more intercomparisons have addressed this species than any other. There have been three major research
efforts in this regard in the last few years, each having a rather different focus:
• INTERCOMPARISON OZONE CAMPAIGN - the first integrated intercomparison of a wide varie_
of techniques,
• BALLOON OZONE INTERCOMPARISON CAMPAIGN - primarily in situ balloon-borne instru-
ments, and
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• BALLOON INTERCOMPARISON CAMPAIGN - primarily remote balloon-borne instruments.
The goals, approach, and results of each are summarized here.
C-1.1 Intercomparison Ozone Campaign
The multi-faceted, three-week, Intercomparison Ozone Campaign has been the most extensive investiga-
tion of the experimental aspects of atmospheric ozone (Chanin, 1983a and 1983b and accompanying papers).
Characteristics
(a) Organization and location: Figure C-1 gives a graphical summary of the campaign. The study,
which was conducted at several sites located across southern France, combined ground-based observing
stations with several ozonesonde launches and two large-gondola balloon launches. This approach was
to include as many different methods as possible, with the goal of obtaining the first overall "status report"
on how well ozone can be measured.
(b) Variety of ozone instruments: The observational techniques included not only those that had been
used routinely as part of network operations, but also those newly developed ones still undergoing field
INTERCOMPARISON
OZONE CAMPAIGN O GROUND-BASEDINSTRUMENTS
V OZONE SONDES
LARGE-GONDOLA
BALLOON FLIGHTS:
Q 19 JUNE 1981
Q 25 JUNE 1981
X LAUNCH SITE
(_ FRANCE AND VICINITYI I I
0 100 200
km
Figure C-1. Geographical locations of the components of the Intercomparison Ozone Campaign. (Adapted
from Chanin [1983a]).
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trials. Several research institutions were represented and both vertical-profile and total-column instruments
were employed:
• ground-based:
-- CNRS-FSR: Dobson spectrometer (column)
-- CNRS-FSR: high-resolution IR absorption interferometer (column)
-- CNRS-FSR: Umkehr method (profile)
-- CNRS-SA: differential absorption lidar (profile)
• balloon-borne:
-- NASA-WFC: electrochemical concentration cell (ECC) sonde (in situ, profile)
-- MN: Brewer-Mast sonde (in situ, profile)
-- NASA-JSC: UV absorption photometer (in situ, profile)
-- CNRS-SA: chemiluminescence ozonometer (in situ, profile)
-- IASB and NASA-GSFC: solar UV absorption photometers (in situ, remote)
The large gondola carried the last four types of balloon-borne methods.
There were a total of fourteen ozonesondes launched on small balloons during the three weeks (four
Brewer-Mast and ten ECC) from western and eastern France, respectively. Each set of soundings had
sequential launches, with time separations of hours or greater, since the goal was to compare the ozonesondes
to other types of instruments, rather than to compare sonde versus sonde. The other techniques were
represented by a single instrument each, except for the solar UV absorption photometers, of which there
were two from different institutions on the gondola.
Results
The price paid for variety was, of course, a resulting set of observations that were somewhat separated
in space and time and a modest number of samples, both of which hindered some of the intercomparisons.
Nevertheless, there had never been such an extensive look at how well ozone can be measured.The results
stand as a benchmark in experimental science.
(a) Total column: The four ground-based instruments - Dobson, IR and UV spectrometers, and lidar
- gave total-column ozone values that agreed within _+5 % during the three-week period, provided the data
were taken at the same place and time. On one day during one of the large-balloon flights, twelve different
methods (ground-based and balloon-borne) were used to deduce the total column of ozone, and the values
obtained were with ___10%. If the results from the ECC sondes were excluded, the dispersion was reduced
to +5%.
(b) Verticalprofile: Because of larger variability of ozone in the region below about 20 km and because
so few of the observations were coincident in space and time, the assessment of the performance of the
instruments in this lower part of the atmosphere was limited to noting general agreement. However, above
25 km, which was the emphasis of the campaign, several results stand out:
(i) The electrochemical sondes exhibit substantial discrepancies among themselves. The dispersion
between the results increased with increasing altitude, reaching a factor of two at 33 km for one day's
series. While the soundings were at different times during that day, it is unlikely that all of these discrepancies
could be rationalized by atmospheric variability alone.
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(ii) The in situ uv absorption and chemiluminescence instruments differed by as much as ___15 %
at the ozone maximum, the major uncertainty being attributed to the lack of inflight calibration in the latter.
(iii) The data from both of the remote solar UV absorption photometers were consistently about 20%
larger than those from the in situ UV absorption instrument. Figure C-2 shows this reproducible difference,
which had been seen on earlier balloon fights also.
(iv) The profiles obtained from the Umkehr method scattered +20% from the others in the height
range 15-30 km, but the correction for aerosols had not been made completely.
C-1.2 Balloon Ozone Intercomparison Campaign (BOIC)
This series of three balloon campaigns were conducted at Palestine, Texas, in three parts:
BOIC 1 - June, July 1983
2 - October 1983
3 - March 1984.
The primary goal was to assess the ability to perform stratospheric ozone measurements by balloon-borne
instruments (Hilsenrath et al., 1985).
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Figure C-2. Comparison of results of two remote solar UV absorption photometers with those taken
simultaneously by an in situ UV absorption photometer. The data are from the Intercomparison Ozone
Campaign. The result of the in situ UV absorption photometer are from one profile. The results of the
NASA-GSFC and IASB remote UV absorption photometers are averages of data from three and two
profiles (ascents and descents), respectively. (Adapted from Aimedieu et al., [1983]).
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Characteristics
(a) Organization: The campaign employed three instrument ensembles: a large multi-instrument gon-
dola, a smaller gondola with fewer instruments, and a series of small ballons, each carrying a set of three
electrochemical ozonesondes. Specifically, the institutions and techniques were:
multi-instrument gondola:
-- HU, NASA-GSFC (2), NASA-JSC, and NOAA-AL (2): in situ UV absorption photometer, six
instruments,
-- NASA-GSFC and NASA-WFC: remote solar UV absorption photometer, two instruments, and
-- NASA-WFC and NOAA-GMCC: ECC sondes, several instruments.
• secondary gondola, one of each of the following:
-- UM: mass spectrometer,
-- NASA-JSC: in situ UV absorption photometer,
-- NASA-WFC: remote solar UV absorption photometer, and
-- NASA-WFC and NOAA-GMCC: ECC sonde, one from each institution.
triplets; a set of three sondes flown together and representing four institutions and different methods:
-- AES, NASA-WFC, and NOAA-GMCC: ECC, and
-- MOH: Brewer-Mast.
The optimum plan was to have simultaneous flights of both gondolas to 40 km, accompanied by a
series of triplet flights, thereby intercomparing measurements of all of the methods and research groups.
However, two successive balloon failures for the multi-instrument gondola forced BOIC into three parts:
• BOIC 1: multi-instrument gondola 10 July, 1983 (only to 26 km)
secondary gondola 18 July
triplets 19 June - 7 July
• BOIC 2: multi-instrument gondola
triplets
24 October, 1983 (only to 22 km)
1 week
• BOIC 3: multi-instrument gondola 21 March, 1984 (to 42 km)
secondary gondola 24 March
Only on the third attempt did the main gondola reach 42 km. Because of this lengthening of the time re-
quired to complete the campaign, not all of the institutions could participate in all aspects, as indicated.
The primary data for the high altitudes are from BOIC 3 and the best statistics for the ozonesondes are
from BOIC 1.
(b) Ground-based observations: Total ozone and Umkehr profiles were taken by Dobson and Brewer
spectrophotometers, which were located at Palestine to limit the effect of spatial variations on the
intercomparisons.
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(c) Ground-based comparison with an ozone reference: Most of the in situ instruments were com-
pared with the ozone reference photometer of NBS, both in advance of BOIC at the Gaithersburg, Maryland
laboratory and at the launch site on BOIC 1 and 2. The ozone concentrations employed were those that
would be encountered in the stratosphere, but the pressure remained at one atmosphere.
(d) "Blindness": In almost all cases, the flight data were reduced separately, each group being unaware
of the other's data, and the results were submitted to an independent party and then intercompared jointly.
Some data were corrected for errors that this initial intercomparison revealed. The comparisons at the
launch site with the NBS reference were also done "blind".
Results
By focusing only on balloon-borne instruments, BOIC could enhance the statistics of the observations
by having multiple instruments of a given type and by having numerous launches of the triplets of elec-
trochemical sondes. Therefore, even though only one of the three attempts with the main gondola reached
optimum altitude, BOIC has revealed several key features of the current ability to measure ozone from
balloon platforms:
(a) Comparison with NBS reference: The largest differences between the in situ instruments and the
NBS reference occurred for the electrochemical sondes. The departures were often systematic for each
method/institution and ranged from 20% low to 10% high. The sondes exhibited response times on the
order of a minute.
Four of the in situ UV absorption photometers (NOAA-AL #1 and #2 and NASA-JSC #1 and #2)
agreed with the reference within +2%. The two photometers of NASA-GSFC consistently were about
8 to 12% lower than the NBS reference for both BOIC 1 and 2. The flow requirements of the HU photometer
precluded a comparison with the reference
(b) In situ UV absorption photometers: The six in situ photometers of HU, NASA-GSFC (2), NASA-
JSC, and NOAA-AL (2) were on the main gondola on BOIC 3 and hence could be intercompared at altitudes
to 42 km. The left-hand side of Figure C-3 shows the percentage differences of the results of five of the
photometers (NASA-GSFC #2 reported no data) from the average of the measured profiles on ascent.
The salient feature is that four of the five photometers agreed within about + 3 % over much of the middle
stratosphere. The NASA-GSFC #1 instrument, which was low compared to the NBS reference, was also
low in the stratosphere by about the same amount; hence, it is not unreasonable to assume that a yet-
unknown, persistent error of 5-10% exists in that particular instrument. The NOAA-AL #1 photometer
was designed to operate only up to 30 km, and the increasing discrepancy between it and its partner (NOAA-
AL #2) at altitudes above 35 km is attributed to inlet wall losses, as described below. Therefore, if the
data from the NASA-GSFC #1 and NOAA-AL #1 photometers are excluded from the set for these reasons,
the right-hand side of Figure C-3 likely reflects the state of the art with which ozone can be measured
in the stratosphere by in situ UV absorption photometry.
(c) Electrochemical sondes: The ECC sondes (NASA-WFC and NOAA-GMCC) that accompanied
the main gondola gave results that agreed to + 10% with the average of the in situ UV absorption photometer
data in the region of the ozone maximum. Above about 30 km, the sonde data drop to values much lower
than the photometer results, exceeding 20% at 38 km and higher.
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Figure C-3. Percentage difference of the results of in situ UV absorption photometers from the mean.
The right-hand diagram contains the same data as the left-hand diagram, except that the results from
the NASA-GSFC #1 and NOAA-AL #1 instrument have been deleted from the former (see text for rea-
sons). Note the different ordinates: left-hand, pressure, and righthand, altitude. The data are from the
Balloon Ozone Intercomparison Campaign 3 and are averages over height intervals. (Adapted from Hil-
senrath et al., [1985]).
Since numerous sondes flew in the triplet series of BOIC 1, reliable precision estimates are now possible.
For the sondes of a given research group, the sonde-to-sonde difference for simultaneous measurements
was typically 5 % in the stratosphere, but with occasional outliers. This figure is almost doubled when
those of different groups were flown together. The agreement between the sondes of different groups is
reflected in Figure C-4, which shows the average departure, by Umkehr layer, of the sondes from each
institution from a mean profile from all soundings (a) before, and (b) after normalization to the ground-
based measurements of the total ozone column.
(d) Remote UVabsorption photometers: Balloon and instrument failures almost thwarted a BOIC testing
of the remote UV absorption method, a technique that the earlier intercomparisons had found wanting.
However, on the BOIC 3 flight of the small gondola, one of these instruments was intercompared with
an in situ UV absorption photometer. The result was consistent with the earlier observations; namely,
the remote method gave results that were 5-10% higher over much of the altitude range covered.
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Figure C-4. Average percentage departure of each electrochemical sonde type from the mean of all
soundings. Left-hand diagram: before normalizing to separately measured total ozone column. Right-
hand diagram: after normalization. The sonde types are Brewer-Mast (BM) and electrochemical concen-
tration cell (ECC). The data are from the Balloon Ozone Intercomparison Campaign 1. (Adapted from
Hilsenrath et al., [1985]).
(e) Gondola and inlet-tube losses: BOIC made a special effort to explore the oft-discussed, but rarely
quantified in situ measurement uncertainties of losses of ozone to surfaces. At float, the differences between
the in situ UV photometers nearly doubled and preliminary analyses suggest correlations with gondola
orientation. Three of the UV instruments (HU, NASA-JSC, and NOAA-AL #2) could change their flow
rates while inflight by ground command and thereby could assess whether ozone loses were occurring
internally in the instrument. None showed any discernable effects even at 42 km. The NOAA-AL #1 UV
photometer was not designed for measurements above 30 km and, when carried above this altitude on
BOIC 3, showed distinctly lower values than its partner above 35 km (dot-dash line in Figure C-3) strong-
ly suggesting losses on its smaller-diameter inlet lines.
C-1.3 Balloon Intercomparison Campaign
The Balloon Intercomparison Campaign (BIC) a Palestine, Texas was an ambitious and complex pro-
gram whose primary goal was to assess the accuracy with which balloon-borne remote-sensing instruments
can determine the composition of the stratosphere (Watson, 1986). The full implementation required a
set of near-simultaneous launches of heavy gondolas on separate large balloons. Each gondola carried
several instruments, many of which could measure the stratospheric abundance of numerous species.
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However, balloons are not trains, and a gap of 13 days occurred between the launches of some of the
main gondolas in the first BIC program in 1982. However, the launches in the second BIC program in
1983 were much closer together:
• BIC 1: 3 gondolas
1 gondola
aircraft
ground sites
22 September 1982
5 October 1982
• BIC 2:2 gondolas 17 June 1983
2 gondolas 20 June 1983
aircraft
ground sites
Understandably, the time span that occurred in BIC 1 complicated some of the assessments of the inter-
comparisons, as did the fact that the aerosols from the E1 Chichon volcano were present in the lower part
of the stratosphere at the balloon-site latitude during that time period. Consequently, this Appendix relies
heavily on the BIC 2 data, since the more detailed analyses required for some of the BIC 1 data are still
underway. Nevertheless, the whole BIC series was a logistical tour de force and has provided an un-
precedented examination of the performances of balloon-borne remote-sensing techniques.
Simultaneous aircraft flights and sequences of ground-based observations provided vertical column
abundances of many species, and these data could be compared to an integration of the height-profile data
from the balloons. This Appendix includes only the results from the aircraft flights in BIC 2 and the Palestine
ground site, for which the comparisons are the most straightforward.
Characteristics
(a) Organization: A number of laboratories used a total of seven different techniques to measure ozone,
and their distributions among the primary BIC launch dates are the following (Robbins et al., 1986):
BIC 1 BIC 2
• balloon-borne in situ:
-- AE: ECC sondes 8 launches 8 launches
-- NASA-JSC: UV absorption photometer 22 Sept. 14 June
• balloon-borne remote:
-- NPL: mid-IR emission grating spectrometer
-- JPL: microwave emission spectrometer
-- AES: solar UV absorption spectrophotometer
-- ONERA: IR grille absorption spectrometer
-- SAO: far-IR emission spectrometer
5 Oct. 20 June
22 Sept. 17 June
22 Sept.
20 June
20 June
A study of the ozone data from ground-based, ECC, and satellite measurements indicated that little change
occurred in the ozone structure above about 22 km between 22 September and 5 October on BIC 1; hence,
the NPL data are considered comparable to the others that were obtained earlier on 22 September, but
the intercomparisons were limited to higher altitudes. A Brewer spectrophotometer was operated by AES
at Palestine for measurements of the total vertical column of ozone for both BIC 1 and 2.
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(b) Uncertainty analysis: A unique feature of BIC was the detailed uncertainty analyses that each of
the investigators applied to their technique. Altitude-dependent uncertainties lbr each known random and
systematic component were combined to construct a 95 % confidence interval expected for the flight data.
Figure C-5 shows these confidence levels, expressed as a percentage, for the seven techniques that ad-
dressed ozone in BIC. The IR techniques exhibit substantial possible uncertainty, greater than 25 %. The
others anticipated lower uncertainties, 10 % or less at the ozone maximum. The key utility of these careful
estimates is that the instrumental differences observed inflight can be assessed in terms of whether they
are larger than the combined uncertainties, i.e., whether they are significant. Disagreement beyond such
conservative confidence limits for a pair of data sets would clearly indicate a highly significant discrepancy.
Results
(a) Overall agreement: If one disregards the ECC measurements above 29 km on BIC 1, the results
of all techniques, with one exception, agree to within ___15 % for 22-38 km for BIC 1 and 2. This agree-
ment is within the 95 % confidence limits; in fact, it is well within, which suggest that these limits are
conservative.
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(b) Particulars: The solar UV absorption technique was the exception noted above. Its data at 31 km
were higher than the others, a direction that the results of this technique have tended in the past. Further-
more, the ECC data were lower than the others at the highest altitudes, a tendency that is also consistent
with earlier observations.
C-2 WATER VAPOR (H20)
The measurement of stratospheric water vapor by in situ techniques is difficult due to the potential
problems of local contamination arising from outgassing in and around the instrument. Remote instruments
are relatively less sensitive to contamination from this particular source, but could be influenced by outgassing
from the balloon or gondola. The measurements that had been made over the past decade at different times
and places by the various methods had shown differences as large as an order of magnitude. Consequent-
ly, there has been a keen interest in assessing the reliability of balloon-borne stratospheric water vapor
measurements. Two major research efforts have addressed this question:
• INTERNATIONAL INTERCOMPARISON OF STRATOSPHERIC WATER VAPOR INSTRUMEN-
TATION- primarily in situ methods, and
• BALLOON INTERCOMPARISON CAMPAIGN- remote methods.
The results of each are described here.
C-2.1 International Intercomparison of Stratospheric Water Vapor Instrumentation
The goal of this campaign was to better characterize the difference between the results of the different
balloon-borne in situ methods that address stratospheric water vapor (Watson et al., 1986). Some remote
methods were also included, however.
Characteristics
(a) Organization: The campaign was conducted in Palestine, Texas,in two parts. The first was in 1981
and the second was in 1983. Eight different types of instrumentation were involved:
in situ:
-- NEAR: cryogenic whole-air sampler
-- UM: mass spectrometer
-- NOAA-AL: photofragmentation hygrometer
-- NOAA-GMCC: frostpoint hygrometer
(free flyer)
• remote:
-- DU: emission spectrometer
-- AES: scanning radiometer
-- NPL: far-IR radiometer
1981 1983
gondola and date gondola and date
A, 7 May A, 13 Oct.
B, 7 May B, 11 Oct.
C, 7 May C, 11 Oct.
7 May 11 Oct.
D, 7 June D, 11 Oct.
D, 7 June D, 11 Oct.
C, 7 May
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The methods whereby the different instruments acquire their samples (e.g., at float, on ascent, or on des-
cent) were sufficiently different that four separate gondolas and balloons, designated above as A, B, C,
D, as well as a small payload on handlaunched balloons, were required. In addition, several water vapor
instruments were onboard a U-2 research aircraft that was to rendezvous with the balloons. The goal was,
of course, to have all of these in the air at nearly the same time, but this could not be done. Here, only
the results that were taken very nearly at the same time are intercompared.
Results
After the May 1981 flight, the investigators separately reduced their data and then examined the results
as a group. While the differences were not the factor-of-ten variation from the individual studies of the
previous decade, there were striking discrepancies between the data sets, as large as a factor of four. This
situation prompted an intense re-evaluation by each investigator of their method and instrument. Several
minor and major problems were caught in this soul-searching. Figure C-6 shows the May 1981 results,
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Figure C-6. Water vapor mixing ratios obtained in the first flight series of the international intercom-
parison of stratospheric water vapor instrumentation. (Adapted from Watson et al., [1986]).
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once these errors were corrected. While this re-examination resulted in a modest improvement in the overall
agreement (factor-of-three worst case), there are still substantial differences. The stated error limits touch
in most cases, but nevertheless there are intriguing regularities that suggest systematic problems with
magnitudes of tens of percent.
Since the soul-searching presumably had improved the methods and instruments, a second flight series
was carried out to see if the state of affairs portrayed by Figure C-6 was indeed the current state of the
art of stratospheric water measurements. Figure C-7 shows the results of the October 1983 flights. Since
the differences are comparable to those of the earlier study, both data sets are likely to be a fairly definitive
statement regarding the reliabiity of in situ water vapor measurements in the stratosphere.
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Figure C-7. Water vapor mixing ratios obtained inthe second flight series of the international intercom-
parison of stratospheric water vapor instrumentation. (Adapted from Watson et al., [1986]).
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The patterns (or lack thereof) in Figure C-6 and C-7 are fairly clear. First, the photofragmentation
and frostpoint hygrometers differ in a regular fashion, the latter being lower by 0.5 to 0.75 ppmv. The
same magnitude and sign of this difference was also observed on simultaneous flights of these two in-
struments from Laramie, Wyoming in February 1983. This consistency has occurred even though dif-
ferent frostpoint instruments have been used in the studies, demonstrating that the problem does not lie
in one particular frostpoint instrument. The mass spectrometer data are consistent with neither the
photofragmentation nor the frostpoint data. The results of the three remote techniques, although not flown
together on the same series, are both lower and higher than the in situ data.
C-2.2 Balloon Intercomparison Campaign
The Balloon Intercomparison Campaign (BIC) was carried out to assess the ability to measure remotely
a number of compounds other than water vapor; however, this species has strong absorption features
throughout the IR and mm-wave regions of the spectrum. Hence, many of the investigators had absorption
or emission features due to water vapor in their data and have reported these results for intercomparison.
While more data was, in fact, available for water vapor than any other species addressed in BIC, the spec-
tral regions were generally chosen to optimize the measurement of species other than water vapor. Never-
theless, BIC does provide a useful first look at the level of agreement between remote techniques (Mur-
cray et al., 1986), hence complementing the earlier comparison of in situ methods.
Characteristics
As explained in Part 1.3 above, BIC was conducted in two parts, the first in 1982 and the second
in 1983. Furthermore, in neither case were all of the gondolas launched on one day, but rather they were
separated by 13 days in 1982 and 3 days in 1983. Since the latter is much more favorable for intercom-
parison, we focus here on it. The four emission and two absorption remote-measurement techniques were:
Group Instrument Method Wavelength Gondola and date
UL Mid-IR grating absorption 4044 cm -_ A, 17 June
spectrometer
DU IR grating emission 25, 26 #m B, 17 June
spectrometer
AES IR scanning emission 6.3 #m C, 20 June
SAO Far-IR Fourier emission 111, 188 cm -1 D, 20 June
spectrometer
ONERA IR grille absorption 1600-1608 cm -_ D, 20 June
spectrometer
NPL Mid-IR grating emission 1339-1350 cm- _ E, 20 June
spectrometer
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Results
Figure C-8 presents the results obtained. The data appear to split into two sets at the higher altitudes,
a "high" set from ONERA and SAO and a "low" set from AES, DU, NPL, and UL. While the "high"
pair were indeed on the same gondola, some of the data of the "low" set were taken, nevertheless, on
the same day. Furthermore, the two sets do not reflect a division between emission and absorption methods.
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Figure C-8. Water vapor mixing ratios as observed in the Balloon Intercomparison Campaign 2. (Adapted
from Murcray et aL, [1986]).
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Thus, it is difficult to find a simple rationalization of the differences and, indeed, no satisfactory explana-
tion is known currently. The discrepancy is a real one, since the uncertainty limits in Figure C-8 are deemed
conservative estimates of the possible random and systematic errors. The differences were smaller on the
BIC flights the year earlier, but the time spread over which those data were taken clouds the issue of
whether the change reflects better instrumental performance. Thus, on the basis of one sample, the discrepan-
cies among the results of non-optimized remote methods for measuring stratospheric water vapor are up
to a factor of 3.5. One positive point can be made: the AES and DU results are in far better agreement
in BIC 2 than they were in the October 1983 flights of the in situ water-vapor campaign (Figure C-7).
C-3. OTHER SPECIES
The direct assessment of the reliability with which other stratospheric species can be measured has
been done only in the Balloon Intercomparison Campaign (BIC). As described in Sec. 1.3, BIC concen-
trated predominately on evaluating balloon-borne remote-sensing methods. The program was conducted
in two parts; September-October 1982 (BIC 1) and June 1983 (BIC 2). Problems forced the BIC 1 flights
to be separated by over two weeks, whereas all of the BIC 2 flights occurred within a 3-day period. Con-
sequently, the data from BIC 2 are the emphasis in the intercomparisons described below.
C-3.1 Nitric Acid (HNO3)
Characteristics
During BIC, remote-sensing methods using both emission and absorption spectroscopy were assessed
for their reliability in determining height-profile and vertical-column abundances of HNO3 (Pollitt et al.,
1986):
Height-profile, balloon-borne
Group Instrument Technique Spectral Region (cm -1) BIC
AES cooled emission, 870-900 1&2
radiometer ascent
DU cooled-grating emission, Q-branch 1&2
spectrometer ascent 873.73
NPL cooled-grating emission, 870-900 2
spectrometer limb-scanning
ONERA grille absorption 1325.7 2
spectrometer limb-scanning
Total-column, balloon-borne
Group Instrument Technique Spectral Region (cm -1) BIC
DU IR Fourier absorption, 1720-1730 l&2
spectrometer occulation
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Total-column, aircraft
Group Instrument Technique Spectral Region (cm-9 BIC
NCAR IR Fourier absorption, 1720-1730 l&2
spectrometer occultation
Special care was taken by the BIC investigators to intercompare only those data from the same air
mass, wherever possible. For example, the AES radiometer and the DU spectrometer were on two gon-
dolas that were launched on the same day in BIC 1 and hence were deemed comparable. Furthermore,
the sunset solar absorption measurements of ONERA and the westward-looking emission measurements
of NPL during BIC 2 were paired. While some possible effects of spatial variation could not be ruled
out, the measurements of the HNO3 column made in the region round the launch site showed little varia-
tion with latitude and time, thereby giving confidence that samples of dissimilar parts of an inhomogeneous
distribution were not a significant source of differences between instruments.
Results
The initial comparisons of the results revealed substantial agreement for most of the data sets, but
there were two notable exceptions. First, the emission data obtained by the cooled radiometer of AES
at altitudes less than 22 km were significantly lower than the other data. The cause of this discrepancy
was traced to spectral contamination by chlorofluorocarbons and hence corrections were made in the final
data. The second anomaly was the absorption data set from the grille spectrometer of ONERA, which
was significantly different in magnitude and shape from all of the other profile data. Despite preliminary
re-examination of the laboratory calibration that was used to reduce the flight data, the cause of the discrepancy
remains unknown.
The left-hand portion of Figure C-9 compares the percentage differences of the AES and DU data
from their common mean for the averages over four altitude ranges in BIC 1. The +20% differences
are well within the possible uncertainties, except perhaps at the lowest elevations. However, both are emission
measurements employing the 11.3 micron band of HNO3 and reduced using the same band model; hence,
systematic errors in the spectral parameters are common to both.
In BIC 2, a much more extensive intercomparison could be made: three emission techniques (AES,
DU and NPL) and one absorption technique (ONERA). The right-hand portion of Figure C-9 shows the
percentage deviations of these data sets from the mean of the emission data. The three emission experiments,
which used similar wavelength regions, gave results that were in substantial harmony, generally +25%
and well within the possible uncertainties, except perhaps at the lowest altitudes. However, the absorption
data of ONERA are quite different, being a factor of two larger at 27 km. It is not currently clear whether
this is a problem associated with the ONERA instrument and/or techniques in particular or an unknown
problem with emission and/or absorption methods in general.
An average of the three emission data sets on BIC 2 gave an integrated column abundance above
21 km that agrees satisfactorily with that that determined in one "best" scan by the absorption measure-
ment of the balloon-borne IR Fourier transform spectrometer of DU. The aircraft absorption measurements
of the HNO3 above 13 km are 20 % lower than those obtained from an integration of the height-profile
data from the balloon-borne emission instruments, but this difference may not be outside of the combined
uncertainties.
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C-3.2 Hydrogen Chloride (HCI) and Hydrogen Fluoride (HF)
Apart from its importance in the chemistry of the stratosphere, HC1 provides an excellent test of the
spectroscopic remote sensing methods that are currently used for measuring the composition of the upper
atmosphere. HF also provides a useful test of such methods. Their lines are widely spaced, have well-
known positions, are fairly clear from interferences, and have relatively well-understood spectral shapes
and strengths. Hence, this spectroscopic "best case" was one of the primary focuses in BIC. There were
a total of eight different instruments involved in the HC1 and HF measurements (Farmer et al., 1986;
Mankin et al., 1986). The most definitive test of the reliability with which HC 1 and HF can be quantified
occurred in BIC 2.
Characteristics
HCI height-profiles were obtained by five balloon-borne instruments: three limb scanning in absorp-
tion and two in emission:
Group Instrument Technique Spectral Region (cm-')
AES IR Fourier absorption 3000 (HC1)
spectrometer
ONERA IR grille absorption 3000 (HC1)
spectrometer
UL Mid-IR grating absorption
spectrometer
3000 (HCI), 4040 (HF)
IROE Far-IR Fourier emission 41 and 62 (HCI), 164
spectrometer (HF)
SAO Far-IR Fourier emission 124, 145, and 165
spectrometer 164 (HF)
In addition to these ballon-borne instruments, there were vertical-column measurements of HC 1 made
from balloons and aircraft, as well as ground sites. These data, however, are not yet fully available.
Results
Figure C-10 shows the height-profile data obtained for HC 1 by five instruments. It is clear that there
is excellent agreement, generally within +20% and well within the experimental uncertainties. The agreement
for HF among three instruments was not quite as good, perhaps generally +35%.
C-3.3 Methane (CH,)
Although CH4 was not a main emphasis in BIC, some of the instruments, especially those making
optical remote-sensing measurements in the mid-IR, could examine vibration-rotation bands of this molecule
(Zander et al., 1986). The more-coincident balloon flights of BIC 2 provided the best opportunity to inter-
compare the results of the instruments that could observe CH4.
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Characteristics
CH 4 height profiles were recorded by three instruments on BIC 2, two operating in absorption and
one in emission:
Group Instrument Technique Spectral Range (era ')
UL Mid-IR grating solar absorption, 2948
spectrometer occultation
NPL Mid-IR grating atmospheric emission, 1335-1350
spectrometer limb scan
ONERA IR grille solar absorption,
spectrometer occultation
1322, 2927, 2948
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Results
Figure C-11 shows the BIC results. A significant discrepancy is apparent. While both of the absorp-
tion studies, UL and ONERA, are in excellent agreement, the emission data of NPL are substantially
lower. The emission technique was re-examined carefully, since it was the "outlier" and since its results
for H20, which were from the same spectral region, also tend to be lower than others (Figures C-6 and
C-8). However, the difference has not been rationalized satisfactorily at the present.
C-3.4 Nitrogen Oxides (NO and NO=)
Nitric oxide and nitrogen dioxide were considered as prime targets in the BIC campaign. Not only
are they the key reactive species in the stratospheric nitrogen chemistry that leads to ozone destruction,
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Figure C-11. The CH4 mixing ratios measured in the Balloon Intercomparison Campaign 2. (Adapted
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but also a number of remote-sensing methods and instruments are capable and available to measure these
species (Roscoe et al., 1986).
Characteristics
BIC 1 and 2 involved not only balloon-borne instruments that obtained vertical-profile data, but also
aircraft-borne and ground-based instruments that could obtain vertical-column data. Of particular concern
for the species NO and NO2 is the fact that the absorption measurements that use the sun as a source are
generally made at sunrise and sunset, just at the time when the concentrations of these species are chang-
ing rapidly. Therefore, emission methods, which do not require the sun as a source and hence can be
made at any time of the day, are an important complement to the more-common absorption instruments.
The suite of balloon-borne methods that were included in BIC for NO2 were the following:
Group Instrument Technique Spectral Range BIC
UO IR pressure emission 1570-1650 (cm- 1) 1&2
modulated
radiometer
NPL Mid-IR grating emission 1600-1615 l&2
spectrometer
ONERA IR grille absorption 1600-1608 2
spectrometer
AES Visible spectro- absorption 437-450 (nm) 2
meter
UT Visible spectro- absorption 429-452 2
meter
CNRS-SA Visible spectro- absorption 432-450 2
meter
The total-column data are only partially available at the present.
Results
There is still a considerable amount of analysis and scrutiny that must be done on the BIC data for
the nitrogen oxides, and hence a complete picture is not yet available. However, it is clearly a very in-
teresting and puzzling picture.
(a) NO: The nitric oxide observations were limited to two instruments on BIC 2: the UO emission
radiometer and the ONERA absorption spectrometer. The results agree very well, +__15 %, over the 30-40
km altitude range, which is very significant since the two approaches are so different.
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(b) NO2: The puzzle arises for NO2. The BIC 2 data from the four absorption instruments (ONERA
in the infrared and AES, UT, and CNRS-SA in the visible) agree very well, typically within +25 %, over
the 20-40 km altitude range. Furthermore, the results of the NPL emission spectrometer are in accord
with this absorption data set. However, the other emission instrument, UO's IR pressure modulated
radiometer, gave results that are substantially less than the others at altitudes below about 30 km.
Although the discrepancy is only slightly larger than the (rather broad) limits of uncertainty, the pat-
tern is similar to that seen in BIC 1 in the UO and NPL data and in the "historic" data sets that preceded
BIC. Despite extensive searching for consistent reasons, none have been found. Thus far, the comparison
to the vertical-column data has not shed any light.
C-4 CONCLUSIONS
Although not all of the analyses from the intercomparison campaigns have been completed, several
conclusions presently stand out and are unlikely to change substantially when the picture is completed.
C-4.1 Ozone
(a) UV absorption photometry appears to be able to measure the mixing ratios of ozone with a preci-
sion and relative accuracy of ___4% at stratospheric altitudes up to 40 km.
The BOIC 3 data demonstrate that three very differently constructed and independently operated UV
absorption photometers can agree to _+3%, using a common measurement of ambient pressure and the
same absorption cross section. Assuming that this one flight was not simply a fortuitous anomaly and in-
deed reflects approximately the current state of UV absorption photometry, then these results can be general-
ized as follows into an assessment of the state of the art of in situ stratospheric measurement capability.
Pressure should be quantifiable to _+1%. The uncertainty in the cross section is considered commonly
to be about _+2%. Therefore, UV absorption photometry should be capable of _+4% uncertainty relative
to the cross section and +6% uncertainty absolute. Since this technique has been woven deliberately as
a common thread through all of the ozone intercomparisons (indeed, one of the NASA-JSC instruments
has been on every campaign), it allows a common basis with which to assess the uncertainties of the other
methods.
(b) The electrochemical sondes, with state-of-the-art preflight preparation, are generally reliable to
about +_10% overall uncertainty in the stratosphere at altitudes up to approximately 30 km, above which
the readings are erroneously low.
The extensive triplet intercomparisons of BOIC 1 and the sonde-to-UV intercomparison on BOIC 3
are the rationale for this _+10% figure of merit for the general monitoring-type sonde. All ozone inter-
comparison campaigns demonstrate the loss of sensitivity at the higher altitudes. While this figure of merit
applies to the average performance, individual sondes are occasionally much better or much worse. The
electrochemical sondes are "operator sensitive", as demonstrated in BOIC 1 and 3, and those of a single
group can have a one-standard-deviation precision of _+5% in the stratosphere.
(c) The remote solar UV absorption technique gives results that appear to be erroneously high by 5-20%.
Every one of the recent intercomparisons campaigns have verified this pattern. Different types of solar
absorption instruments operated by different groups were involved in these campaigns. Hence, the prob-
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lem is very likely to be a property of the method. Since this remote solar UV absorption method could,
in principle, have the same high accuracy as its in situ cousin, it remains an enigma why it does not.
(d) The total vertical column of ozone can be measured to an absolute uncertainty of _5%.
Several intercomparisons of ground-based methods for measuring the vertical column of ozone have
shown the high precision of the Dobson and Brewer techniques and instruments. However, the balloon-
borne studies summarized in this Appendix have afforded height-profile data of unparalleled accuracy.
Hence, since ground-based total-column measurements were also a part of these studies, comparisons of
these data to the integrations of the independent vertical-profile data provides a more sensitive test of the
absolute accuracy of both approaches than was heretofore available. The analyses completed thus far pro-
vide the +5 % figure of merit.
C-4.2 Water Vapor
(a) Concurrent stratospheric water vapor measurements by various balloon-borne methods differ by
a factor 3 to 4, reflecting differences of 2-5 ppmv.
While this is an improvement over the factor-of-ten differences reported over the earlier decade, the
discrepancies among the results of nine different methods, if all are taken at face value, demonstrate that
water vapor still remains a very difficult stratospheric constituent to measure with high absolute accuracy.
(b) The frostpoint and photofragmentation in situ results differ consistently by 0.5 to O. 75 ppmv, with
the latter being the larger values.
This consistency is worth noting for two reasons. First, it is the only consistency among the water
vapor intercomparison results. Secondly, these are the methods whereby the bulk of stratospheric water
vapor data have been acquired. The consistency of the difference strongly indictates a bias in one or both
of the methods, which has defied discovery thus far.
C-4.3 Other Species
(a) Current balloon-borne measurements of HNO 3 by three instruments using emission spectroscopy
in the same wavelength region agree within +_10% at altitudes between 22 and 30 km and +25% between
30 and 37 km.
In addition, these data yield column abundances above 21 km that agree to within 30 % with a separate
absorption measurement. It is tempting to conclude that this harmony represents the current ability to measure
HNO3 with remote sensing methods, but an unexplained serious discrepancy (factor of two) between these
data and the height-profile measurements in absorption by another instrument currently prevent this.
(b) Remote sensing techniques can determine the height profile of liCe over the altitude ranges 20-45
km to within +_20% and can determine HCe mixing ratios at 30 km to within +_35%.
HCI and HF pose a "best case" for remote sensing methods and BIC 2 states strongly that the best
is indeed quite good. No systematic differences were observed between emission and absorption and be-
tween the two spectral regions that were employed.
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(c) Unresolved discrepancies among members of a small data set prevent an unequivocal assessment
of remote methods for measuring stratospheric CH4.
Taking the 21 data points and their uncertainty estimates from the three instruments at face value,
the methane mixing ratio at altitudes of 20-35 km lies between 0.2 and 1.5 ppmv, which is not a useful
constraint.
(d) The IR pressure modulated radiometer appear to rather consistenty give results for NOz that are
significantly less than the results from other remote balloon-borne measurements at altitudes below about
30 km.
This pattern was seen in both BIC 1 and 2 and in much of the "historic" data as well. Yet this emis-
sion method yields NO results that are consistent with those of other methods. The cause, if indeed it
lies solely in IR pressure modulated radiometry, has resisted discovery thus far.
C-4.4 General
(a) The intercomparison campaigns have improved the quality of the measurements of stratospheric
trace gases.
This is undoubtedly true. Specific examples of deficiencies that were discovered and corrected are
the following: an error in a primary standard, an incorrectly measured length, a spectroscopic interference
from chlorofluorocarbons, large and variable losses to the walls of inlet tubes at high elevations at night,
a misapplied algorithm, an incorrect preception of the number of path lengths in a multipass cell, and
a small persistent leak in a vacuum line. In the complex and challenging task of balloon-borne measurements
of stratospheric trace gases, it is by no means surprising that some problems of this sort have occurred.
It is very unlikely that they would have been discovered in the near future had the rigorous intercom-
parisons not been done. Many of the problems caused errors in the awkward 20-40% range, which is
small enough to not be immediately obvious in the results of separate flights, but large enough to be of
consequence.
C-5 FUTURE RESEARCH NEEDS
Although it is clear that the past intercomparison campaigns have been instructive and useful in assessing
and improving stratospheric measurement capabilities, it is also clear that much still needs to be done
in this regard. This includes, first of all, simply finishing the analyses and assessments of the large body
of intercomparison data already in hand and, secondly, initiating new studies based on what has then been
learned. The major short-term needs are as follows, expressed here as a series of questions:
C-5.1 Ozone
(a) Does +3% precision and relative accuracy indeed reflect the standard performance of in situ
UV absorption photometry at stratospheric altitudes up to 40 km ?
While very encouraging, BOIC 3 is only one sampling of this technique's performance. Opportunities
should not be missed to intercompare these instruments a few more times and with other techniques like
lidar. If this performance is indeed standard, then the demonstration of that will be highly significant in
future monitoring or ground-truth strategies.
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(b) What is the origin and cure for the operator sensitivity of the electrochemical monitoring sondes ?
Realistically, BOIC only represents a "best-case" assessment of the sondes, since they were lovingly
prepared in the field by the leading authorities. The differences between the data of the institutions involved
that occurred even under these ideal circumstances suggest that the sonde-to-sonde variation will likely
be larger in a network of far-flung sites operated by a variety of people. Laboratory tests seem to be in
order to seek the cause of these differences, so that network operation could have a smaller potential variance.
(c) What are the details of the agreement between the integrals of the best height-profile data and
the simultaneous total-column measurements ?
Although a preliminary examination has been done, the BOIC, and to a lesser extent the BIC, data have
only just begun to be mined for this important information on these two separately measured quantities.
C-5.2 Water Vapor
(a) What is the origin of the systematic 0.5-0. 75 ppmv difference between the photofragment and frost-
point hygrometers ?
Further flight investigations are not needed. Laboratory comparisons of the two methods under con-
ditions were potential artifacts could be systematically tested would seem to be more fruitful. If these two
methods were to agree eventually, they would serve as a benchmark against which the other methods,
both in situ and remote, could be assessed in future balloon-borne intercomparisons, particularly ones
in which the remote methods are optimized for water vapor.
C-5.3 Other Species
(a) Is the discrepancy among the remote methods for measuring HN03 a problem with one instru-
ment, the IR absorption grille spectrometer, or a more subtle difference between absorption and emission
techniques in general?
The laboratory calibration spectra used with the grille spectrometer are currently being examined in
this regard, including effects of pressure dependence. This is an example of a need that is more broad
and fundamental than this current discrepancy; namely, the remote methods, and HNO3 in particular, could
use better-quality spectroscopic data.
(b) Since the vertical-profile data for HCe and HF appear to be very accurate, what are the details
of the agreement with the total column data ?
This spectroscopic "best case" should be mined for all the information that it contains. Clearly, the
stage is nearly set for an in situ vis-a-vis remote balloon-borne intercomparison.
(c) The weight of evidence suggests that the IR pressure modulated spectrometer produces results
that are too small at the stratospheric altitudes below about 30 km. Why?
Laboratory tests are addressing this question, e.g., the possible temperature dependence of the NOz
line shape. Emission methods for NO2 are not plentiful and the daytime capability is important. This
discrepancy is a key one.
978
INTERCOMPARISONS
C-5.4 General
Clearly there remains much more to be done and learned about instrument assessment via intercom-
parison. In addition to completing what has been started, there are the more general comparisons of in
situ and remote methods for most of the BIC species. Furthermore, some of the key radical species, like
C10, are ripe for balloon-borne and ground-based intercomparisons. The pacing element is the existence
of different techniques that address the same species with instruments that have completed the separate
field-trial stage. Even with that necessary condition, the road to harmony can be long and twisting. For
example, there is no one recipe for what to do when two or more methods significantly disagree.
Since both individual instrument development and tracking down the origin of will-o-the-wisp discrepan-
cies are both arduous, time-consuming, and costly tasks, it should continue to be recognized that (a) multiple
techniques are essential (and are not "wasteful" duplication) and that rigorous and blind intercomparisons
under field conditions are vital (and are indeed as much a part of doing atmospheric science as is gathering
data to test a geophysical hypothesis). The need is as simple as being able to unequivocally demonstrate
that what we measure is correct.
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OZONE AND TEMPERATURE DISTRIBUTIONS
D-O INTRODUCTION
This Appendix is provided because global monthly mean charts of ozone and temperature have become
available, covering for the first time the height range 30 to 0.1-mbar, (approximately 24 to 64 km).
For both hemispheres these charts are given for the four mid-season months, and for the pressure
levels 30, 10, 1, and 0.1 mbar for temperature, and 0.4 mbar for ozone. Charts of total ozone are pro-
vided separately. This set of charts shows clearly the very close coupling between the temperature and
ozone distributions and demonstrates the influence of the large-scale planetary waves which give rise to
very large longitudinal variations.
A discussion of the regular and interannual variability of temperature and ozone precedes the descrip-
tion of the mean state.
D-1 DATA
D-1.1 Temperature
The temperatures presented here are data which were prepared for a new REFERENCE
ATMOSPHERE, published as MAP-Handbook, Vol.16, by a COSPAR-SCOSTEP Task Group. These
temperatures are based largely on satellite observations made by the Selective Chopper Radiometer (SCR)
and the Pressure Modulator Radiometer (PMR) which both are nadir-viewing instruments which measure
the infra-red emission from the carbon dioxide v2 band at about 151am. These data are an average of the
5 year period 1973, 1974, July 1975 to June 1978, (Barnett and Corney, 1984). The 30-mbar temperatures
are based on radiosonde observations, and are a 20-years average for the Northern Hemisphere (July 1964
to June 1984), Meteorologische Abhandlungen, F.U.Berlin, and a 5-years average for the Southern
Hemisphere (1968 to 1972), Knittel, 1976.
D-1.2 Ozone
The ozone data presented here are based on measurements from the Solar Backscatter Ultraviolet (SBUV)
Ozone Measurement System and on the Total Ozone Mapping Spectrometer (TOMS), covering the period
October 1978 to September 1982, (R.M. Nagatani and A.J. Miller, personal communication).
SBUV, a nadir-viewing double monochromator, measures the radiances backscattered from the at-
mosphere at 12 discrete wavelengths from the 255 nm to 340 nm with a 1-nm bandpass (Heath et al.,
1975; McPeters et al., 1984; Fleig et al., 1982). Radiances between 255 nm and 306 nm are used in
the ozone profile inversion, while radiances between 312 nm and 340 nm are used to calculate total ozone.
In order to calculate backscattered albedo, the ratio of backscattered radiance to extraterrestrial solar irra-
diance must be measured daily by deploying a diffuser plate. The scan-to-scan precision of the albedo
measurement is very high, a few tenths of a percent. A detailed discussion on the accuracy of these data
is given in Chapter 8.
A comparison of results of different experiments measuring ozone during the period November 1978
- May 1979 is under preparation and will be published as a MAP-Handbook; (J.R. Russel et al; Middle
Atmosphere Composition Revealed by Satellite Observations). Only one example is given here, pointing
out the differences between LIMS and SBUV during January and February 1979, Figure D-1. It should
be recalled that February 1979 was a month with a major stratospheric warming.
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Figure D-1. Comparison of monthly mean values of ozone mixing ratio(ppmV) as measured at the
10-mbar level by LIMS and SBUV: upper part= January 1979; lower part= February 1979. (Russell
et al,, 1986.)
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Looking at the maps for January, we see that the overall placement of the major trough-ridge systems
agree quite favorably, but LIMS shows a bit more detail than does SBUV. For example, the secondary
high values at about 70 °E and 330 °E are not evident in SBUV. This is, most likely, due to the increased
vertical resolution of LIMS as discussed in Chapter 8. A similar situation exists for the February maps
with the LIMS indicating more detail in the high latitudes at about 100 °E, but with general agreement
of the patterns. In general, the SBUV data as presented in Section D-4 tend to show a more detailed struc-
ture in the ozone distribution for the regions above and below the maximum of the ozone mixing ratio.
TOMS is similar in concept to the SBUV with two important distinctions, (Fleig et al., 1982). The
first is that it is limited to total ozone only. The second is that it incorporates a side scan feature with
approximately 50 × 50 km field of view. This coupled with the several hundred thousand data points ob-
tained in a single day provides considerable detail not generally observed by the nadir only SBUV.
Error sources of TOMS are very similar to those for SBUV and comparison with total ozone
measurements from Dobson stations indicates that TOMS is lower, on average, by about 6%.
D-2 REGULAR COMPONENTS: ANNUAL, SEMI-ANNUAL AND QUASI-BIENNIAL WAVES
D-2.1 Temperature
D-2.1.a Annual and Semi-Annual Waves
The SCR/PMR monthly mean temperature values have been Fourier analysed at each latitude and
pressure level to obtain the annual mean and the amplitude and phase of the annual and semi-annual cycles,
Figure D-2. The phase is the month of the maximum, such that 1 =January 1, 1.5 =January 16,
2=February 1, etc. There are some very marked hemispheric differences, notably:
a) At 80 °N there is a maximum amplitude of the annual cycle of 26K at 2.5 mbar, the corresponding
maximum at 80 °S is much stronger (35K) and at a lower altitude (11 mbar), Figure D-2.b. This is because
in the middle stratosphere summers are warmer and winters colder over the Antarctic than over the Arc-
tic, as shown in Section D-4.
(b) A semi-annual wave in temperature is found over both polar regions, Figure D-2.c. The one in
the Arctic is 2-3 times larger than the one in the Antarctic. The latter is as large as the one over the equator.
(c) The annual mean, Figure D-2.a, shows a minimum at 50 °S, 1 mbar, and a corresponding weaker
minimum at 60 °N. This is a general feature of the Southern Hemisphere winter, occurring to a smaller
extent in the Northern Hemisphere, and clearly strong enough to affect the annual mean.
The annual wave reaches its maximum mostly during the summer solstices. The phase of the equatorial
semi-annual wave in temperature is equinoctial and propagates downward, Figure D-2.c, while the first
maximum of this wave in the polar regions falls in winter. This confirms earlier analyses (van Loon et
al., 1972).
In general the hemispheres are remarkably similar and six months out of phase above about 0.3 mbar
(56 km). It will be shown in Section D-4 that the two hemispheres are significantly different especially
in winter. However, changes from summer to winter are so large by comparison that the annual cycles
appear to be very similar.
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Figure D-2. Components of the annual variation of temperature (K) derived from the SCR/PMR com-
bined means,
a) annual mean;
b) phase and amplitude of annual cycle;
c) phase and amplitude of semi-annual cycle; (Phase is given as the month of maximum
temperature, e.g. 12 means December 1. (Barnett and Corney, 1984.)
Because of the existence in winter of large longitudinal temperature variations which are repeatedly
in the same phase for several months, a given longitude might be consistently warm at some levels and
cold at others, leading to annual and semi-annual cycles which differ markedly from those of the zonal
mean. This is shown for the annual wave by means of horizontal maps of the 30-mbar level, Figure D-3,
(Labitzke, 1977).
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Figure D-3. a) and b): amplitude (K); c) and d) phases (month of maximum) of the annual temperature
wave at the 30-mbar level. (Labitzke, 1977.)
Over the Northern Hemisphere large changes in phase occur within the regime of the Aleutian an-
ticyclone. Here, the amplitude of the annual wave is small because it is warm in winter as well as in summer.
Over the Southern Hemisphere large phase changes occur over the southern part of South America.
Here the maximum of the annual wave is reached late because the "Final Warmings" are starting over
the Australian sector of the Antarctic and the transition into summer is finished last over South America,
(Knittel, 1976). A similar pattern can be seen in the total ozone data, (cf. Section D-2.2 and Figure D-8).
The variations around the globe of annual and semi-annual cycles should be largest at 60-70 °S or
N where planetary wave amplitudes are largest (cf. Section D-3), and Figure D-4 shows the temperature
amplitudes and phases (time of maxima) for 64 °N as a function of longitude and pressure. Phase varia-
tions are relatively minor (except where the amplitudes are very small). However there are large amplitude
variations, e.g. from 16 to 26 K at 3 mbar for the annual cycle, 5 to 8.3 K at 5 mbar for the semi-annual cycle.
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Figure D-5. Zonal means of monthly mean 30-mbar heights (a) and temperatures (b) for 10°N, (thin
lines), together with a curve giving the filtered data (13-point filter to remove the annual and semi-annual
wave, after Naujokat, 1981 ) (c) Monthly mean zonal winds over the equator based on different radiosonde
stations, thin lines, (Naujokat, 1 986) and filtered as above, heavy lines. (Labitzke and Naujokat, 1986.)
D-2.1.b Quasi-Biennial Wave (QBO)
The well known Quasi-Biennial Wave in the winds over the tropics has been discussed already in
Chapter 6.
But this wave is also clearly pronounced in the temperatures of the stratosphere. This has been shown
before, e.g., by Newell et al., 1974. Here we show an update for the 30-mbar level at 10°N, Figure
D-5. The zonal mean heights (curve a) and zonal mean temperatures (curve b) are plotted for each month
and also after being filtered in such a way that the annual and semi-annual components are removed. These
data are based on daily hemispheric analyses, using largely radiosondes, (F.U. Berlin). These series of
data can be compared with a series of monthly mean winds over the equator (curve c) which is based
on an analysis of Naujokat (1986), using different radiosonde stations close to the equator. Obviously,
higher temperatures lead to westerlies and lower temperatures to easterlies, in accordance with the ther-
mal wind relationship, (Reed, 1962).
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Figure D-6. Zonal mean 30-mbar temperatures (filtered to remove the annual and semi-annual wave)
from 10 to 70°N. (Labitzke and Naujokat, 1986.)
The horizontal structure of the QBO in the temperature is shown for the 30-mbar level in Figure D-6.
Here only the filtered temperatures are given, for every ten degrees latitude between 10 and 70 °N, (Labitz-
ke and Naujokat, 1986).
The QBO in the 30-mbar temperatures is very well developed, with largest amplitudes at 30 °N. The
amplitudes are leading at 10 °N, while they appear to be well in phase from 20 to 50°N. Further north
the signal is less clear, although evident, and the phase appears to be out of phase here, compared with
the region 20 to 50 °N.
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Figure D-7. TOMS time-mean total ozone, computed for the 4 year period 1978-1982, (Dobson units).
(Bowman and Krueger, 1985.)
D-2.2 Total Ozone
D-2.2.a Annual and Semi-Annual Wave
Based on a global climatology of total ozone data as measured by the TOMS (Bowman and Krueger,
1985) global maps of the time-mean total ozone and of the amplitudes and phases of the annual and semi-
annual waves are presented in Figures D-7-D-9. (For a detailed discussion of the quality of the data see
Bowman and Krueger, 1985.)
In the Northern Hemisphere the amplitude of the annual wave in ozone increases nearly uniformly
away from the equator, Figure D-8. There are two regions with large annual variations (fraction of variance)
over the Sea of Okhotsk and the Canadian Arctic. Both are located coincident with maxima in the time
mean ozone, Figure D-7. The minimum of the annual wave is located at about 10°S. The maximum of
the annual wave in the Southern Hemisphere is also co-located with the maximum in the time mean. There
is a very low minimum in the annual wave straddling the Antarctic penninsula. This coincides with the
region of large phase changes of the annual wave of the 30-mbar temperature, as discussed above, Figure
D-3.d. Obviously, the spring build up of ozone is weak here due to the delayed Final Warmings.
The annual harmonic in the Northern Hemisphere reaches a maximum in late winter to early spring.
The earliest maximum occurs where the amplitude is largest, over the Sea of Okhotsk. The phase of the
annual harmonic increases southward across the equator so that maxima in the Southern Hemisphere also
occur in winter to early spring. Phase is difficult to determine near the poles, but there appear to be large
differences between the annual harmonics in the Arctic and Antarctic regions. The annual harmonic ex-
plains a large fraction of the variance over much of the earth, especially in middle and high latitudes of
the Northern Hemisphere and in the Northern Hemisphere tropics.
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The amplitude, phase, and fraction of the variance explained by the semi-annual harmonic are shown
in Figure D-9. The amplitude is fiat throughout the tropics and generally increases towards the poles.
At high latitudes the semi-annual wave becomes very unreliable due to the large amount of missing data
and is probably largely an artifact of the analysis method. Hopkins (1975) has suggested that the semi-
annual wave in the tropics results from the absorption of equartorward propagating planetary waves at
the zero wind line. The total ozone shows no evidence for a maximum in the amplitude of the semi-annual
harmonic in the tropics, although such a feature could occur locally in the vertical.
The maximum in the fraction of the variance explained over Asia appears to be associated with a
real maximum in the amplitude of the semi-anual wave, but the maxima over the Indian Ocean stretching
toward the west and over the Weddel Sea appear to be caused by the absence of a strong annual harmonic,
Figure D-8.
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Figure D-8. (a) Amplitude (Dobson units),(b) Phase (months of maximum, after 1 January), and (c) frac-
tion of the total variance explained by the annual harmonic (%). (Bowman and Krueger, 1985.)
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Figure D-9. (a) Amplitude (Dobson units), (b) Phase (month of first maximum after 1 January), and (c)
fraction of the total variance explained by the semi-annual harmonic (%). (Bowman and Krueger, 1 985.)
991
OZONE AND TEMPERATURE DISTRIBUTIONS
D-2.2.b Quasi-Biennial Wave
The quasi-biennial variation in ozone is thought to be related to the quasi-biennial variation in equatorial
zonal winds (Oltmans and London, 1982). Shown in Figure D-10 (Tolson, 1981) is the biennial compo-
nent of the zonal mean total ozone variation based on 7 years of Nimbus 4 BUV data. The contour interval
is 2 Dobson units with the solid lines positive and the shaded area with dashed lines negative. However,
since the variation is only quasi-biennial, the phase indicated in Figure D-10 will change with time. There
is also evidence that the period of the quasi-biennial variation may vary somewhat with latitude (Hilsenrath
and Schlesinger, 1981) and that the latitude of maximum quasi-biennial variation may vary somewhat with
time (Hasebe, 1983).
A
o=
I,M
I--
I--
5
3O
-90
J
197(EVEN)
D J
197 (ODD)
D
Figure D-IO. Biennial component of zonal mean total ozone variation based on 7 years of Nimbus 4
BUV measurements. Contour interval is 2 Dobson units; solid lines are positive and shaded area negative.
(Tolson, 1981 .)
992
OZONE AND TEMPERATURE DISTRIBUTIONS
D-2.3 Vertical Ozone Profiles
D-2.3.a Annual and Semi-Annual Waves
Using data from the ozonesonde and Umkehr stations listed in Table D-1, standard harmonic analyses
have been computed for the mandatory pressure surfaces of 700, 500, 300, 200, 150, 100, 70, 50, 30,
20 and 10 mbar from ozonesonde data, and for layer 6 (centered at 12 mbar), layer 7 (centered at 6 mbar),
layer 8 (centered at 3 mbar) and layer 9 (centered at 1.5 mbar) from Umkehr data. Insofar as possible,
stations were chosen about 15 degrees of latitude apart.
Table D-1. List of stations used in analysis of annual, semi-annual and biennial ozone components.
Umkehr records have been terminated at the end of 1981 because of the biasing of the
measurements by ElChichon volcanic eruption in the spring of 1982. (J.K. Angell, personal
communication.)
Station Latitude Record Length
Ozonesonde
Resolute 75 ° N 1967-1983
Churchill 59 ° N 1974-1983
Hohenpeissenberg 47 ° N 1967-1983
Kagoshima 31 ° N 1969-1983
Natal 6 °S 1980-1981
Aspendale 38 °S 1966-1981
Syowa 69°S 1966-1982"
Umkehr
Edmonton 54 ° N 1970-1981
Arosa 47 °N 1965-1981
New Delhi 28°N 1965-1981
Singapore 1 °N 1981
Brisbane 27 ° N 1965-1981
Aspendale 38 °S 1965-1981
Invercargill 46 ° S 1973-1981
* No data between 1974 and 1978.
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Figure D-11 shows the annual amplitude of ozone in units of partial pressure (left) and percent of
the average value at the given surface (middle). The latter is presented because at upper levels the values
become very small and patterns are hard to discern otherwise. These results from ground-based data (Table
D-1) are supplemented on the right by an analysis of the 4-year SBUV data set available from Nimbus
7, expressed in percent. The latter, while based on a limited time interval, has better spatial coverage
than the ground-based data.
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Figure D-1 1. Annual amplitude of ozone as a function of pressure and latitude from ground-based data
and from SBUV data (right). The amplitude in units of mixing ratio (ppmv) is obtained by dividing the
partial pressure in units of 10 -_ mbar by the ordinate pressure in mbar; (J.K. Angell, private
communication.)
In terms of partial pressure, the annual amplitude of ozone is a maximum between 100 and 200 mbar
in north polar latitudes. In middle latitudes of the Southern Hemisphere the amplitude is indicated to be
only half as large between 50 and 100 mbar. In these units the annual amplitude is not the same in the
two hemispheres, either in magnitude or distribution. In the case of percent, however, the annual amplitude
is a maximum near the tropopause, with a value of 50 % at about 40 degrees latitude in both hemispheres.
Here, the amplitude in the two hemispheres appears more nearly the same. At upper levels both ground-
based and satellite data indicate a consistent analysis with a relative minimum in the tropics and the minimum
at about 3 mbar in the vertical. At 1 mbar the SBUV shows a larger amplitude in the polar areas by about 10%.
The phase of the annual cycle determined from ground-based data is shown in Figure D-12. At the
specified latitudes the phase is given as the time of maximum ozone. In middle and polar latitudes of the
Northern Hemisphere the time of maximum ozone varies from June near the surface to March in the 30-100
mbar layer. At 30 °N, however, there is little change in time of ozone maximum between the surface and
low stratosphere. At 1-3 mbar the ozone is a maximum near the winter solstice, in agreement with SBUV
results. The sparse Southern Hemisphere data suggest a similar variation with height, but 6 months out
of phase.
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Figure D-12. Times of maximum ozone values for annual component. Latitude of ozonesonde and
Umkehr stations indicated at bottom and top; (J.K. Angell, private communication.)
In Figure D-13 results for the semi-annual component are presented. The values tend to be much
smaller than for the annual component. In terms of partial pressure, a polar maximum is observed in both
hemispheres in the 30-100 mbar layer, with evidence for another maximum in the equatorial zone above
30 mbar. In the case of percent, the ground-based data indicate a maximum in the tropics of at least 12 %
between 100 and 300 mbar. At higher altitudes the semi-annual amplitudes are small and different from
those calculated from the SBUV data. In the latter, a tropical maximum of about 5 % is observed between
1 and 3 mbar, together with polar maxima of about 10% in the same layer, whereas polar maxima are
not apparent from the ground-based data.
The phase of the semi-annual cycle determined from ground-based data is shown in Figure D-14.
In the Northern Hemisphere the time of the earlier ozone maximum varies from about May near the sur-
face to March at the tropopause. From the tropopause to the stratopause there is no compelling evidence
of a change in phase. Southern Hemisphere phases are so scattered it is difficult to say whether semi-
annual variations are in phase or out of phase in the two hemispheres. With such small amplitudes, the
confidence of the phase depiction is rather low.
D-2.3.b Biennial Wave
In Figure D-15 are presented the results for the biennial (not quasi-biennial) component. In the Southern
Hemisphere only the ozonesonde station at Aspendale has a record of sufficient length for consideration
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here. The absence of long-term records in the tropics makes the analysis particularly difficult. In terms
of partial pressure, a maximum is observed around 100 mbar in northern mid-latitudes, but in the case
of percent the maximum is indicated to be in the tropics between 100 and 300 mbar. With such small
amplitudes the confidence of the biennial phase depiction in Figure D-16 is also low. In general, the ozone
amount has been greater in even years (1980) than in odd years (1979) in both hemispheres.
D-3 INTERANNUAL VARIABILITY
The climatology which will be presented in Section D-4 is based on global satellite data and forms
a very useful basis for climatological studies. When using such climatologies it is important to be aware
of the interannual variability which in the middle atmosphere is particularly large during the northern winters
and southern springs. Then the standard deviations of the monthly mean temperatures are particularly large.
D-3.1 Temperature
D-3.1.a Lower Stratosphere
For the discussion of the interannual variability of the lower stratosphere a long-term series of temperature
data is available for the Northern Hemisphere. This series is based on daily maps derived largely from
radiosonde data,( Free University Berlin). For the Southern Hemisphere only data of single radiosonde
stations are available.
Variability of the Polar Region
For a comparison of the two polar regions, the monthly mean temperature data for 90 °N and 90 °S
are shown in Figures D-17 (update of Figure 1 of Naujokat, 1981) and D-18 ( Figure lb, Labitzke and
Naujokat, 1983) in the form of frequency distributions. The time-scale is shifted by 6 months so that both
polar regions can be compared easily.The monthly mean values for the North Pole are based on daily
30-mbar charts derived from radiosonde data, while for the South Pole a radiosonde station is available
directly.
The main features to be noted and which have been pointed out previously (e.g., Barnett, 1974; Labitzke,
1974; Knittel, 1976) are:
(1) In the lower stratosphere the interannual variability during the northern midwinters, Figure D-17,
is much larger than during the southern midwinters, Figure D-18, due to the major midwinter
warmings which take place only during the northern winters; the largest interannual variations
over Antarctica are observed during late spring,i.e., October and November when very intense
"Final Warmings" bring about the transition into summer.
(2) The variability in the middle stratosphere is very small in summer when the planetary waves of
the troposphere cannot propagate upwards into the stratosphere due to the prevailing easterly winds.
This is true for both polar regions.
Standard Deviations of Monthly Means
Figure D-19 gives the latitudinal distribution of the standard deviations of the 30-mbar temperatures
for the Northern Hemisphere. This drawing indicates clearly where the interannual variability is smallest:
at 60-70°N, in summer; as well where it is largest: at 80-90°N in winter and spring.
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Figure D-17. Frequency distribution of the monthly mean 30-mbar temperatures (°C) over the North
Pole, for the period July 1955 through July 1984. Interval is 1 K. The long-term average T is given
at the right hand side of the picture, together with the standard derivation, and T is also marked as
a black box in the frequency distribution. (Update of Figure 1, Naujokat, 1981.)
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Figure D-18. Frequency distribution of the monthly mean 30-mbar temperatures (°C) over the South
Pole, for the period 1 961-1978. (Based on radiosonde data, not all months are complete, because of
the very low temperatures in winter.) Otherwise same notation as in Figure D-17 (Figure lb, Labitzke
and Naujokat, 1983.)
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Figure D-19. Latitudinal distribution of the standard deviations (K) of the monthly mean 30-mbar
temperatures throughout the year. (90°N: July 1955-December 1981, n = 26 or 27 years; 80-10°N:
July 1964-December 1981, n= 17 or 18 years.) (Figure 3, Labitzke and Naujokat, 1983.)
D-3.1 .b Upper Stratosphere
The discussion of the interannual variability of the upper stratosphere will concentrate on satellite
data which are available for this region since the winter of 1970/71.
Variability of the Polar Regions
The same features as discussed for the lower stratosphere can be found in the upper stratosphere,
namely highly disturbed northern winters. This is shown with daily zonal means of radiances at 80 deg.N
from different upper stratospheric channels of the SCR (Selective Chopper Radiometer) and PMR (Pressure
Modulated Radiometer) (Nimbus 4, 5, 6), Figure D-20. They are compared with the 10- and 30-mbar
temperatures over the North Pole, (Labitzke, 1983). The data-set used for the preparation of the climatology,
(as presented in Section D-4), includes most of these winters.
This survey over 8 northern winters illustrates distinctly the high variability of the stratospheric winters
with the different timing and intensity of the stratospheric warmings. The "major warmings(*)" are con-
nected with a break-down of the stratospheric polar vortex, followed by a "late winter cooling", thus
influencing the whole winter season. (Definition of major warmings see, e.g., Labitzke, 1981).
In contrast, the southern winters show very little variation from year to year over the polar region.
The temperature minimum is reached in early winter and therefore in the upper stratosphere the transition
into summer starts much earlier over the Antarctic than over the Arctic. This is shown in Figure D-21,
where the march of radiances at 80°N and 80°S is compared, (Labitzke, 1977).
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Figure D-20. Course of radiances or temperatures over the polar region: zonal mean radiances at 80°N
in (mW(m2sr(cm-_) -_ ) or (K), i.e., equivalent blackbody temperature, from different experiments
representing the upper stratosphere as indicated. Temperatures (°C) of the 1 O- and 30-mbar level over
the North Pole. (Radiance data: Oxford University, U.K.; temperature data: Free University Berlin.) (Labitz-
ke, 1983.)
These differences are most obvious in spring. Therefore, the 30- and 1-mbar temperature charts of
March/N.H. and September/S.H. are compared in Figure D-22.
For the N.H. the temperature distributions show that the transition into spring is well advanced in
the lower stratosphere while the cold wintertime polar vortex is still dominant in the upper stratosphere,
Figure D-22, upper part.
This is very different from the developments in the S.H., Figure D-22, lower part. Here, the cold
polar vortex of the lower stratosphere is still very strong in September while the transition into spring
is well advanced in the upper stratosphere with the warm polar region, a reversed temperature gradient
and the remnants of the cold polar vortex over middle latitudes.
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Figure D-21. Daily zonal means at 80 ° latitude of radiances of upper stratospheric channels of the SCR
flown on Nimbus 4 and 5. The radiances are converted into equivalent blackbody temperatures. (Labitz-
ke, 1977.)
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Figure D-22. Monthly mean 30- and 1-mbar temperatures for March, N.H. and September, S.H. (Data:
F.U. Berlin and New Reference Atmosphere, MAP-Handbook, 16.)
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D-3.2 Total Ozone
For a discussion of the interannual variability of ozone, data for many years are required but are not
easily available.
But one excellent example is given here with Figure D-23, which shows the series of total ozone
measurements in Arosa, Switzerland. This series of annual mean values starts by 1926, (Duetsch, 1985)
and shows clearly very large interannual variations which are closely connected with the variability of
the winter polar vortex, but also with volcanic eruptions like Mt. Agung in March 1963 and E1 Chichon
in April 1982, which are responsible for the large minima in total ozone occurring after the eruptions.
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Figure D-23. Arosa total ozone series; annual mean values (C-wavelength pair): Full line; 5 year overlap-
ping means: short dashed line; ten year overlapping means: dashed line; regression line: fine dashed.
(Duetsch, 1984.)
D-3.3 Vertical Distribution of Ozone
Although there is interannual variability, comparison of the SBUV data over the 4-year period of
measurements shows a remarkable similarity of structure from year to year. For example, shown in Figure
D-24 is the vertical structure at 0 °, 20 °N, 40 °N and 60 °N for November of 1978, 1979, 1980 and 1981.
Note how the 0 ° and 20 °N profiles come together near 4 mbar. The 60 °N profile changes in each case
from the lowest profile at 4 mbar to the highest at 1.5 mbar.
Shown in Figure D-25 is the interannual variability of zonal mean ozone expressed as standard devia-
tion (in percent) relative to the mean 4 years of SBUV data as a function of pressure and latitude for the
months of November and July. As indicated in the previous Figure, the interannual variability of zonal
means in November is very low, generally less than 4 %. In contrast, the month of July gave the largest
variability over this 4-year period with the maximum variability occurring at high southern winter latitudes.
The interannual variability over the tropics appears to be strongly related to the quasi-biennial oscillation.
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and Young, 1985.)
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D-4 MONTHLY MEAN CHARTS OF TOTAL OZONE, AND OF OZONE MIXING RATIOS AND
TEMPERATURES AT SELECTED PRESSURE LEVELS
Based on the data described above, monthly mean charts of total ozone, Figure D-26 and of ozone
mixing ratio and temperatures at selected pressure levels, Figures D-27-D-30, are presented for the mid-
season months, together with meridional sections of the amplitudes and phases of the quasi-stationary
planetary temperature waves 1 and 2, Figure D-31.
When comparing these temperature fields with the respective ozone fields, the following features are
evident:
During summer the influence of the dynamics in connection with the planetary waves is negligable
and we find a strong temperature dependance of ozone, i.e., minima of ozone mixing ratio are connected
with the temperature maxima over the polar regions.
During all other seasons, however, when planetary waves are developed, the ozone distribution is
coupled strongly to the horizontal and vertical motions in connection with the planetary waves. In the
lower stratosphere (30 mbar) maxima of ozone mixing ratio are connected with high temperatures, (which
are a result of sinking motions), and vice versa. The same is valid for the pattern of the total ozone.
In the upper stratosphere, 1-mbar, and lower mesosphere, 0.4-and 0.1-mbar, respectively, photochemical
processes dominante and we find a negative correlation between ozone and temperature, and high
temperatures are connected with ozone minima, and vice versa.
D-4.1 Total Ozone: Mid-Season Months, Northern and Southern Hemisphere
The charts of total ozone, Figure D-26, support the discussion in the previous Sections, particularly
with respect to the differences between the hemispheres during the spring transition time. The distribution
of total ozone is highly correlated with the temperature of the lower stratosphere and with the large-scale
planetary waves. This will be discussed in more detail in Section D-4.2, where the ozone distribution
is presented at selected pressure levels.
D-4.2 Ozone Mixing Ratios and Temperatures at Selected Pressure Levels
D-4.2.a January:
Northern Hemisphere
During the northern winters the large-scale planetary waves 1 and 2 can penetrate from the troposphere
into the stratosphere as long as the mean zonal winds are from the west, (Charney and Drazin, 1961).
The most prominent features of the stratosphere in winter are the well developed cold polar vortex and
the strong quasi-stationary planetary wave 1. This wave which causes large longitudinal variability over
middle and high latitudes, is most pronounced in the lower and middle stratosphere at the 30-and 10-mbar
levels ( 23 and 30km), respectively, Figure D-27.2. The warm region over approx. 150 °E is connected
with the well known Aleutian anticyclone which is responsible for the displacement of the polar vortex
away from the North Pole.
Following are the charts for Section D-4.1 and D-4.2, Figures 26.1-31.4.
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Figure D-26.1. Monthly average total ozone charts for the Northern Hemisphere from 1978-1982, for
the mid-season months. Values in brackets outside of the charts indicate the latitude from which the
analyses were extrapolated polewards. (R.M. Nagatani and A.J. Miller, personal communication.)
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Figure D-26.2. Monthly average total ozone charts for the Southern Hemisphere from 1978-1982,
for the mid-season months. For values in brackets see Figure D-26.1. (R.M. Nagatani and A.J. Miller,
personal communication.)
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Figure D-27.1. Monthly average ozone mass mixing ratio (ppm) for the Northern Hemisphere from
1978-1982, for January. For values in brackets see Figure D-26.1. (R.M. Nagatani and A.J. Miller,
personal communication.)
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Figure D-27.2. Monthly mean temperature charts for January, Northern Hemisphere. (Data: 30-mbar:
F.U. Berlin; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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Figure D-27.3. Monthly average ozone mass mixing ratio (ppm) for the Southern Hemisphere from
1978-1982, for January. (R.M. Nagatani and A.J. Miller, personal communication.)
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Figure D-27.4. Monthly mean temperature charts for January, Southern Hemisphere. (Data: 30-mbar:
Knittel, 1976; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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Figure D-28.1. Monthly average ozone mass mixing ratio (ppm) for the Northern Hemisphere from
1978-1982, for April. (R.M. Nagatani and A.J. Miller, personal communication.)
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Figure D-28.2. Monthly mean temperature charts for April, Northern Hemisphere. (Data: 30-mbar: F.U.
Berlin; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
1015
OZONE AND TEMPERATURE DISTRIBUTIONS
[74] 30mbar
_.S'I, ..-:....
[74] 10mbar
OZONE MASS MIXING RATIO (ppm)
APRIL S.H.
[74] I mbar [74] 0.4mbar
Figure D-28.3. Monthly average ozone mass mixing ratio (ppm) for the Southern Hemisphere from
1978-1982, for April. (R.M. Nagatani and A.J. Miller, personal communication.)
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30mbar
W
10mbar
TEMPERATURE (K)
APRIL S.H.
1mbar 0. I mbar
Figure D-28.4. Monthly mean temperature charts for April, Southern Hemisphere. (Data: 30-mbar: Knit-
tel, 1976; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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[80] 30mbar [80] 10mbar
OZONE MASS MIXING RATIO (ppm)
JULY N.H.
[80] lmbar
Figure D-29.1. Monthly average ozone mass mixing ratio (ppm) for the Northern Hemisphere from
1978-1982, for July. (R.M. Nagatani and A.J. Miller, personal communication.)
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lOmbar
TEMPERATURE (K)
JULY N.H.
I mbar 0. lmbar
Figure D-29.2. Monthly mean temperature charts for July, Northern Hemisphere. (Data: 30-mbar: F.U.
Berlin; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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[63] 30mbar [63] 10mbar
OZONE MASS MIXING RATIO (ppm)
JULY S.H.
[63]
Figure D-29.3. Monthly average ozone mass mixing ration (ppm) for the Southern Hemisphere from
1978-1982, for July. (R.M. Nagatani and A.J. Miller, personal communication.)
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'C
30mbar lOmbar
TEMPERATURE (K)
JULY S.H.
lmbar O. I mbar
Figure D-29.4. Monthly mean temperature charts for July, Southern Hemisphere. (Data: 30-mbar: Knittel,
1976; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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[74] 30mbar [74]
OZONE MASS MIXING RATIO (ppm)
OCTOBER N.H.
180
[74] ..........0° ........ I mbar [74] 0.4mbar
Figure D-30.1. Monthly average ozone mass mixing ratio (ppm) for the Northern Hemisphere from
1978-1982, for October. (R.M. Nagatani and A.J. Miller, personal communication.)
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30mbar 10mbar
TEMPERATURE (K)
OCTOBER N.H.
1mbar O, I m bar
Figure D-30.2. Monthly mean temperature charts for October, Northern Hemisphere. (Data: 30-mbar:
F.U. Berlin; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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[80]
30mbar
OZONE MASS MIXING RATIO (pprn)
OCTOBER S.H.
[80J
4O$
O ° +L.
lmbar
Figure D-30.3. Monthly average ozone mass mixing ratio (ppm) for the Southern Hemisphere from
1978-1982, for October. (R.M.Nagatani and A.J.Miller, personal communication.)
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30mbar 10mbar
TEMPERATURE (K)
OCTOBER S.H.
W
C
0 °
180 ° 0.1 mbar
Figure D-30.4. Monthly mean temperature charts for October, Southern Hemisphere. (Data: 30-mbar:
Knittel, 1976; otherwise: New Reference Atmosphere, MAP-Handbook, 16.)
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As pointed out before, wave 1 is approximately four times stronger than wave 2, both waves have
their maximum in the lower and middle stratosphere over high northern latitudes, but extend into the upper
mesosphere, and both waves are sloping westwards with height.
D-4.2.b April
Northern Hemisphere
Over the polar region the warming of the stratosphere and the cooling of the mesosphere is very large
from midwinter to spring. But in April, during the spring transition time of the Northern Hemisphere,
the remnants of the cold stratospheric polar vortex still dominate the temperature pattern, Figure D-28.2,
longitudinal asymmetries still exist and the transition into summer is not completed. This is true also for
the lower mesosphere and in strong contrast to the conditions during the spring reversal in the Southern
Hemisphere, cf. Section D-3.1.b.
The charts of ozone mixing ratio show the same feature: the transition into summer is not yet com-
pleted, and the respective positive and negative correlations between ozone and temperature are remarkably
large, considering the different types and times of the observations.
Southern Hemisphere
The radiational cooling of the stratosphere is extremely strong during the southern fall, resulting in
an early establishment of the cold polar vortex and a concurrent warming of the mesosphere, Figure D-28.4.
Typically, longitudinal variations are small over the Southern Hemisphere. But it is of interest to note
the development of a weak warm area south of Australia at the 30-mbar level, Figure D-28.4, together
with an ozone maximum at this level, Figure D-28.3.
Vertical Structure of Temperature Waves 1 and 2
During this time of the year both waves are approximately of the same size over both hemispheres,
Figure D-31.2. This means that the waves during the northern spring are as weak as during the southern
fall. And it is of interest to compare this with the respective Figure for October, cf. Figure D-31.4.
D-4.2.c July
Northern Hemisphere
During the northern summer the stratosphere is warmest over the polar region, Figure D-29.2, but
not as warm as over the southern Arctic, cf. Figure D-27.4. This has been noted before (e.g., Barnett,
1974) and is due to the difference in solar heating of ozone, because of the ellipticity of the Earth's orbit,
which produces a 6 % modulation of the solar input. This temperature difference appears to exist throughout
the mesosphere.
The ozone distribution is very regular during this time of the year.
Southern Hemisphere
During the southern winter the stratospheric polar vortex is extremely cold in the middle stratosphere,
Figure D-29.4, and much colder than during the northern winter. In contrast, due to a more intense meri-
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dional circulation the upper stratosphere and the lower mesosphere are less cold than during the northern
winter, cf. Figure D-27.2. This explains why the height of the maximum of the annual temperature waves
is lower over the Antarctic than over the Arctic, cf. Section D-2.1.a.
Note the very similar asymmetry of the temperature and ozone patterns at the l-mbar level.
Vertical Structure of Temperature Waves 1 and 2
The vertical structure of the waves is given in Figure D-31.3. Compared with the respective Figure
for January, Figure D-31.1, it is obvious that the amplitudes of the temperature waves 1 and 2 are only
half of the values observed during the northern winters.
D-4.2.d October
Northern Hemisphere
During the northern fall the radiational cooling leads to the establishment of the cold stratospheric
polar vortex together with the development of the "Aleutian High", i.e., the development of the planetary
wave 1, Figures D-30.2 and D-31.4. This is one of the most important differences between the two
hemispheres.
The build up of the ozone maximum in the lower stratosphere in conjunction with the build up of
the Aleutian High is well in progress, Figure D-30.1.
Southern Hemisphere
In contrast to the Northern Hemisphere the transition into summer is already well advanced in the
upper stratosphere, Figure D-30.4, (cf. Figure D-22). This characteristic difference has been described
before, (Labitzke, 1974). One has to keep in mind, however, that this is not true for the lower stratosphere
where the transition into summer is finished much later, cf. Section D-2.1.a.
Vertical Structure of Temperature Waves 1 and 2
The vertical structure of the temperature waves 1 and 2 is given in Figure D-31.4. As mentioned
before the comparison with the respective Figure for April ( Figure D-31.2) shows clearly the very dif-
ferent intensity of the planetary waves 1 and 2 over both hemispheres during spring and fall, respectively.
In the lower stratosphere most of the wave activity of the Southern Hemisphere takes place during spring
when the very intense "Final Warmings" bring the transition into summer. In contrast the largest wave
activity in the Northern Hemisphere is observed during winter.
During the northern fall the planetary waves develop to much larger amplitudes than during the southern
fall, Figs. D-31.4 and D-31.2.
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A Fourier analysis along high latitudes results in large values of the amplitudes of wave 1, but also
in relatively large values of wave 2, Figure D-31.1. For the quasi-stationary pattern which the monthly
mean charts are presenting, these two waves account for 98 % of the total variance, van Loon et al., 1972.
Wave 1 is sloping westwards with height, Figure D-31.1, and is still well pronounced at the 1-mbar
level (48km) which represents the upper stratosphere, Figure D-27.2.
The temperature gradient is reversed in the mesosphere, but wave 1 is still noticeable at the 0.1-mbar
level (65km) which represents the lower mesosphere.
The charts showing the ozone mixing ratios, Figure D-27.1, reflect the strong positive correlation
of ozone with temperature in the lower stratosphere as well as the strong negative correlation in the upper
stratosphere and lower mesosphere. As regards the relatively regular pattern of ozone mixing ratio at the
10-mbar level, the reader is referred to Section D-1.2, Figure D-1. The weakest influence of dynamics
must be expected in this region around the maximum of the ozone mixing ratio where the vertical advec-
tion term will be the smallest.
It should be noted that these maps represent an averaged state of the middle atmosphere and that the
short-term variability during the northern winters is very large in connection with high-latitude stratospheric
warmings-mesospheric coolings. This has been subject of many studies of which only a few are given
here for reference: Labitzke, 1981 and 1982; Mclnturff,1978; Schoeberl, 1978.
Southern Hemisphere
During summer when the mean zonal winds in the stratosphere are from the east, the tropospheric
waves cannot propagate into the stratosphere. Therefore the temperature distribution is very symmetric
around the pole, Figure D-27.4.
The summer stratosphere is warmest over the polar region due to the heating of the ozone layer and
the highest temperatures of the middle atmosphere are found over the South Pole at the stratopause, i.e.,
the 1-mbar level, and the lower mesosphere is still warmest over the polar region, although colder than
at the stratopause, with a generally very flat temperature gradient.
The ozone distribution is similarly regular, Figure D-27.3. The negative correlation at the 0.1/0.4-mbar
level is particularly worth noting, indicating rising motion within the belt of low temperatures/large values
of ozone mixing ratio.
Vertical Structure of Temperature Waves 1 and 2
The vertical structure of the temperature waves 1 and 2 is summarized in meridional height-sections,
Figure D-31.1, which show the amplitudes and phases of these waves. For wave 1 the phase is the longitude
(deg.E) of the maximum, while for wave 2 the phase is twice that longitude. Wave components are available
for both hemispheres but are not given here for the Southern Hemisphere because they are small (about
0.5K) in summer. It should be noted that phases are not given where the amplitude is less than the lowest
contour value and that this contour is indicated by a dashed line on the phase diagrams.
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MAJOR ACRONYMS
APPENDIX H
ACRONYMS
Units, Instruments, Satellites, and Programs
AE
AEM
ATMOS
AVHRR
Atmospheric Explorer
Applications Explorer Mission
Atmospheric Trace Molecule Spectroscopy Experiment
Advanced Very High Resolution Radiometer
BMLS
BSU
BUV
BIC
BOIC
Balloon-borne Microwave Limb Sounder
Basic Sounding Unit
Backscattered Ultraviolet Spectrometer
Balloon Intercomparison Campaign
Balloon Ozone Intercomparison Campaign
CIAP Climatic Impact Assessment Program
DMSP
DU
Defense Meteorological Satellite Program
Dobson Unit=milliatm-cm =2.687 x 1016molecules cm -2
ECC
ECD
ERBS
Electrochemical cell (ozonesonde)
Electron Capture Detection
Earth Radiation Budget Satellite
FTS Fourier Transform Spectrometer
GARP
GATE
GC
GCM
GMCC
GOES
GLOBUS
Global Atmospheric Research Program
GARP Atlantic Tropical Experiment
Gas Chromatography
General Circulation Model
Geophysical Monitoring for Climatic Change
Geosynchronous Operational Environment Satellite
Global Budget of Stratospheric Trace Constituents
HALOE
HAPP
HIRS
Halogen Occultation Experiment
High Altitude Pollution Program
High Resolution Infrared Radiation Sounder
IORI
IRIS
ITCZ
ITOS
ITPR
International Ozone Rocketsonde Intercomparison
Infrared Interferometer Spectrometer
Intertropical Convergence Zone
Improved TIROS Operational Satellite
Infrared Temperature Profile Radiometer
ACRONYMS
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ACRONYMS
LHR
LIMS
LRIR
MAP
MFR
MM
MS
MST
MSU
MUSE
NOPS
OAO
OGO
OSO
PEPSIOS
PMR
SAGE
SAMS
SAM II
SBUV
SCR
SIRS
SME
SPE
SSH
SST
SSU
TIROS
TOMS
TOVS
UARS
VTPR
Laser Heterodyne Radiometer
Limb Infrared Monitor of the Stratosphere
Limb Radiance Inversion Radiometer
Middle Atmosphere Program
Multichannel Filter Radiometer
Mechanistic Model
Mass Spectrometry
Mesosphere, Stratosphere, Troposphere (radar)
Microwave Sounding Unit
Monitor of Ultraviolet Solar Energy
Nimbus Operational Processing System
Orbiting Astronomical Observatory
Orbiting Geophysical Observatory
Orbiting Solar Observatory
Poly-Etalon Pressure Scanned Interferometer
Pressure Modulated Radiometer
Stratospheric Aerosol and Gas Experiment
Stratospheric and Mesospheric Sounder
Stratospheric Aerosol Measurement II
Solar and Backscatter Ultraviolet Spectrometer
Selective Chopper Radiometer
Satellite Infrared Spectrometer
Solar Mesosphere Explorer
Solar Proton Event
Special Sensor H (also called MFR)
Supersonic Transport
Stratospheric Sounding Unit
Television and Infrared Observation Satellite
Total Ozone Mapping System/Spectrometer
TIROS Operational Vertical Sounder
Upper Atmosphere Research Satellite
Vertical Temperature Profile Radiometer
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Institutions
AER, Inc.
AERE Harwell
AES
AFGL
AIAA
ARC
ASL
BMFT
BMO
CEC
CMA
CNRS
Atmospheric and Environmental Research, Incorporated
872 Massachusetts Avenue
Cambridge, Massachusetts 02139 USA
Atomic Energy Research Establishment Harwell
Oxfordshire OX11 ORA, United Kingdom
Atmospheric Environment Service
4905 Dufferin Street
Downsview, Ontario M3H 5T4, Canada
Air Force Geophysics Laboratory
Bedford, Massachusetts USA
American Institute of Aeronautics and Astronautics, Inc.
Technical Information Center
555 West 57th Street
New York, New York 10019 USA
Ames Research Center
Moffett Field, California 94035 USA
Atmospheric Sciences Laboratory
White Sands Missile Range
New Mexico 88002 USA
Bundesministerium f/Jr Forschung und Technologie
Federal Republic of Germany
British Meteorological Office
London Road
Bracknell, Berkshire RG12 2SZ, United Kingdom
Commission of the European Communities
Rue de la Loi 200
Brussels, Belgium
Chemical Manufacturers Association
2501 M Street, N.W.
Washington, DC 20037 USA
Center National de la Recherche Scientifique
91370 Verrieres le Buisson, France
ACRONYMS
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ACRONYMS
CNRS-FRS
CNRS-SA
CODATA
COMESA
CSIRO
DOD
DOT
DU
Du Pont
EERM
EPA
FAA
FPP
CNRS - Faculte des Sciences de Reims
CNRS - Service d'Aeronomie
CNRS - Laboratoire de Meteorologie Dynamique
Committee on Data for Science and Technology
51 Boulevard de Montmorency
Paris, France
Committee on Meteorological Effects of Stratospheric Aircraft
Meteorological Office
Bracknell, United Kingdom
Commonwealth Scientific and Industrial Research
Organization
Australia
Department of Defense (USA)
Department of Transportation (USA)
Denver University
E.I. du Pont de Nemours & Co.
Experimental Station
Wilmington, Delaware 19898 USA
Meteorologie Nationale EERM
Boulogne-Billancourt
France
Environmental Protection Agency
Washington, D.C. 20460 USA
Federal Aviation Administration
Washington, D.C. 20591 USA
Fluorocarbon Program Panel (of the CMA)
GFDL
GISS
Geophysical Fluid Dynamics Laboratory
P.O. Box 308, Princeton University
Princeton, New Jersey 08540 USA
Goddard Institute of Space Studies
New York, New York 10025 USA
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GIT
GSFC
HU
IASB
IROE
JPL
JSC
KFA
KPNO
LaRC
LLNL
MET. O.
MIM
MIT
Georgia Institute of Technology
Atlanta, Georgia 30332 USA
Goddard Space Flight Center
Greenbelt, Maryland 20771 USA
Harvard University
Cambridge, Massachusetts USA
Institut d'Aeronomie Spatiale de Belgique
Brussels, Belgium
Instituto diRicherca sulle Onde Electromagnetiche
(Italy)
Jet Propulsion Laboratory
4800 Oak Grove Drive
Pasadena, California 91103 USA
Johnson Space Center
Houston, Texas USA
Institut fiir Chemie der Kemforschungsanlage Julich
Postfach 1913, D-5170 Julich
Federal Republic of Germany
Kitt Peak National Observatory
Tucson, Arizona USA
Langley Research Center
Hampton, Virginia 23665 USA
Lawrence Livermore National Laboratory
P.O. Box 808
Livermore, California 94550 USA
Meteorological Office
London Road
Bracknell, Berkshire RG12 2S2
United Kingdom
Met. Institut
Munich, Federal Republic of Germany
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139 USA
ACRONYMS
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ACRONYMS
MOH
MPAE
MPN
MPIC,
MPI-Mainz
NAS
NASA
NBS
NCAR
NCC
NESS
NOAA
NOAA-AL
NOAA-ERL
NOAA-GMCC
NPL
NRC
Meteorologisches Observatorium
Hohenpeissenberg, Federal Republic of Germany
Max Planck Institut f/Jr Aeronomie
Postfach 20, D-3411 Katlenburg, Lindau 3
Federal Republic of Germany
Meteorologie Nationale (France)
Max Planck Institut f-fir Chemie
Saarstrasse 23, D-65 Mainz
Federal Republic of Germany
National Academy of Sciences
2101 Constitution Avenue, N.W.
Washington, D.C. 20418 USA
National Aeronautics and Space Administration
Headquarters
Washington, D.C. 20546 USA
National Bureau of Standards
Gaithersburg, Maryland 20899 USA
National Center for Atmospheric Research
P.O. Box 3000
Boulder, Colorado 80307 USA
National Climatic Center
Asheville, North Carolina 28801 USA
National Earth Satellite Service
Suitland, Maryland 20233 USA
National Oceanic and Atmospheric Administration
Headquarters
Rockville, Maryland 20852 USA
NOAA Aeronomy Laboratory, Boulder, Colorado 80303 USA
NOAA Environmental Research Lab., Boulder, Colorado 80303 USA
NOAA Geophysical Monitoring for Climate Change USA
National Physics Laboratory
Teddington, Middlesex, United Kingdom
National Research Council (of the NAS)
Washington, D.C. USA
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NSF
NSSDC
NTIS
OECD
OHP
ONERA
ONR
NWS
RAL
SAO
SUNY
UK DOE
UL
UM
UNEP
UO
NationalScienceFoundation
Washington,D.C. USA
NationalSpaceScienceDataCenter
GoddardSpaceFlightCenter
Greenbelt,Maryland20771USA
NationalTechnicalInformationService
Springfield,Virginia22151USA
Organizationfor EconomicCooperationandDevelopment
Paris,France
ObservatoiredeHauteProvence
Chiran,France
OfficeNationald'EtudesetdeRecherchesAerospatiales
Chatillion,Bagneux,France
Officeof NavalResearch,Washington,D.C. USA
NationalWeatherService
SilverSpring,Maryland20910USA
RutherfordandAppletonLaboratories
Chilton,DidcotOXONOQX,UnitedKingdom
SmithsonianAstrophysicalObservatory
Cambridge,MassachusettsUSA
StateUniversityof NewYork
UnitedKingdom
Departmentof theEnvironment
UniversitedeLiege
Liege-Ougree,Belgium
Universityof Minnesota
UnitedNationsEnvironmentProgram
Nairobi,Kenya
Universityof Oxford
Oxford,UnitedKingdom
ACRONYMS
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ACRONYMS
UT
WMO
University of Tokyo, Japan
World Meteorological Organization
Case Postal No. 5
Geneva 20, Switzerland
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CHEMICAL FORMULAE
AND NOMENCLATURE
Symbol
O
02
03
Ox
N2
N20
NO
NO2
NO3
NOy
NO x
N205
HNO2, HONO
HNO3, HONO2
HNO4, HO2NO2
NH3
H20
H202
OH, HO
HO2
HOx
FORMULAE
APPENDIX I
Chemical Formulae and Nomenclature
Name
atomic oxygen
molecular oxygen
ozone
odd oxygen (O,O(1D),O3)
molecular nitrogen
nitrous oxide
nitric oxide
nitrogen dioxide
nitrogen trioxide, nitrate radical
odd nitrogen (NO, NO2, NO3, N205, C1ONO2,
HNO4, HNO3)
oxides of nitrogen (NO, NO2, NO3)
dinitrogen pentoxide
nitrous acid
nitric acid
peroxynitric acid
ammonia
water vapor
hydrogen peroxide
hydroxyl radical
hydroperoxyl radical
odd hydrogen (OH, HOE, H202)
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FORMULAE
Symbol
CO
CO 2
CS2
COS, OCS
SO2
SF6
H2SO4
HF
HC1
HCN
HOC1
Cl
CIO
C1ONO 2, C1NO3
C1x
CH.
C2H6
C3Hs
C2H4
C2H2
CH20
CH3CHO
(CH3)2CO
Name
carbon monoxide
carbon dioxide
carbon disulfide
carbonyl sulfide
sulfur dioxide
sulfur hexafluoride
sulfuric acid
hydrogen fluoride
hydrogen chloride
hydrogen cyanide
hypochlorous acid
chlorine atom
chlorine monoxide
chlorine nitrate
odd chlorine, inorganic chlorine
methane
ethane
propane
ethylene
acetylene
formaldehyde
acetaldehyde
acetone
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Symbol
CH302H
CH2CHCHO
C2C14
CH3CI
CH2C12
CHC13
CFC
HC
NMHC
PAN
CH3CC13
C2F6
CC14
CC13F
CC12F2
CC1F3
CF4
CHC12F
CHC1F2
CC12FCC1F2
CC1F2CC1F2
CC1F2CF3
CF3CF3
Nam6
methyl hydroperoxide
acrolein
tetrachloroethylene
methyl chloride
methylene chloride, dichloromethane
chloroform, trichloromethane
chlorofluorocarbon
hydrocarbon
non-methane hydrocarbons
peroxyacetylnitrate
methyl chloroform
hexafluoroethane
carbon tetrachloride (FC-10)
trichlorofluoromethane (FC - 11)
dichlorodifluoromethane (FC-12)
chlorotrifluoromethane (FC-13)
tetrafluoromethane (FC-14)
dichlorofluoromethane (FC-21)
chlorodifluoromethane (FC-22)
trichlorotrifluoroethane (FC-113)
dichlorotetrafluoroethane (FC-114)
chloropentafluoroethane (FC- 115)
hexafluoroethane (FC- 116)
1093
FORMULAE
FORMULAE
Symbol
CH3CN
CH3I
Br
BrO
BrO x
CBrF3
CHBr3
CH3Br
CH2Br2
CHBr2CI
CH2BrCI
C2H4Br2
CBrC1F2
CF3Br
Name
methyl cyanide
methyl iodide
bromine atom
bromine monoxide
odd bromine, inorganic bromine
trifluorobromomethane
bromoform, tribromomethane
methyl bromide
dibromomethane
dibromochloromethane
bromochloromethane
dibromoethane
Halon 1211 (BCF) FC-12B1
Halon 1301 FC-13B1
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CONVERSION CHART
APPENDIX J
PRESSURE-ALTITUDE CONVERSION CHART
PRESSURE-ALTITUDE
ALTITUDE
KM
30_
28_
26_
24
22_
20_
18_
16_
14_
12_
10_
8_
6_
4_
2'
0
PRESSURE UMKEHR
MBAR LEVEL
_10
ALTITUDE PRESSURE
KM MBAR
_0.1
6
64_
62_
B 20
5 60_
30 58_
56_
4
B50 54_
-- 52_
--70
n 50
3
--100 48_
46_
2 44_
_200
42_
n300 40_
1
__ 38_
_500 36
--700 34_
m
_--_ 1013.3
mO.2
_0.3
--0.5
_0.7
m
ml
UMKEHR
LEVEL
9
_2
8
_3
5
7
m7
32 ,-_.--.,_.-.-
_10
ALTITUDES ARE BASED ON U.S. STANDARD ATMOSPHERE, 1976. THE ACTUAL ALTITUDE FOR A GIVEN
PRESSURE MAY DIFFER BY AS MUCH AS 2 KM, DEPENDING ON SEASON, LATITUDE, AND SHORTTERM
VARIATIONS.
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