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Abstract 
A detailed estimate on the growth of the position coordinate in a nonlinearly perturbed 
Ornstein-Uhlenbeck phase process is given in all dimensions d > 3. The corresponding 
stochastic wave operators are constructed. A corresponding asymptotics of the phase space 
process for stochastically perturbed oscillator processes, and systems of semilinear stochastic 
differential equations with nondiagonal constant diffusion matrix is also studied. Extensions to 
infinite dimensional cases (stochastically perturbed wave equation and SchrGdinger equations) 
are given. 
Keywords: Stochastic wave operators; Asymptotics; Non-linear stochastic processes; Stochasti- 
tally perturbed Schriidinger equations 
1. Introduction 
One of the important characteristics of the qualitative behaviour of stochastic 
processes is reflected in the concepts of transience and recurrence. Roughly speaking, 
the process is called transient if with probability one it leaves forever (escapes from) 
any fixed compact set K after some (finite) time, and it is called recurrent, if conversely 
for any compact set K it returns to K with probability one after some (arbitrary large) 
moment of time. Many classes of stochastic processes that are met in practice have 
a remarkable property, the so-called transience-recurrence dichotomy, which means 
that any process of that class is necessary either transient or recurrent (or more 
exactly, its phase space can be decomposed in the union of nonintersecting sets such 
that the restriction of the process to each of these sets is either recurrent or transient.) 
A deep study of the transience-recurrence dichotomy for nondegenerate diffusions in 
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R” was undertaken by Khas’minski (1960) where criteria for transience (or recurrence) 
were obtained that can be verified in many important cases, whenever the coefficients 
of the corresponding second-order elliptic operator are given. Afterwards these results 
were further developed and improved (see, for instance, Bhattacharya, 1978). For 
degenerate diffusions the situation is already more complicated. Although these 
processes belong to a rather general class of Markov processes for which the transi- 
ence-recurrence dichotomy was proven (see, for instance, Azema et al., 1996; 
Kliemann, 1987; Fukushima, 1980; Freidlin, 1985) together with some general criteria 
(in terms of the mean occupation time of compact sets resp. in terms of the corres- 
ponding Dirichlet forms, or in terms of the existence of suitable Lyapunov functions), 
there does not seem to exist an effective procedure by which one can recognize 
whether a given concrete degenerate diffusion is transient or not. By means of the 
above-mentioned general methods one can answer this question only in few special 
situations (and the application of these methods to concrete examples is far from being 
trivial). By these methods it was proved for instance, that the phase space process in 
a Newtonian system with any potential deterministic force disturbed by a Gaussian 
white-noise force always defines a transient process in dimensions higher than two 
(Albeverio et al., 1995) (in dimension d = 2 the corresponding question seems to be 
open, there are only some results involving “weakness” of the potentials) (Albeverio 
et al., 1995). Some results on transience for finite-dimensional continuously observed 
quantum systems with nondemolition measurement of diffusion type (Belavkin, 1990) 
described by the so-called Belavkin quantum filtering equation were obtained by 
Kolokoltsov (1996). 
A more difficult problem to discuss is transience (or recurrence) for non-Markovian 
processes, because for them there does not exist any general theory at all. A natural 
example of such processes (and this example has in fact inspired our investigation) is 
given by the position process of a Newtonian particle disturbed by a Gaussian white- 
noise force, i.e. the processes x(t) which satisfies the (heuristic) equation 
d2x dw 
~ = K(x) + dt’ 
dt2 
where K(x) is some continuous function (deterministic force) and w(t) is the standard 
Brownian motion. For a correct description of the equation one introduces the 
velocity process v(t) = dx/dt and then let the pair (x, v) satisfy the system of stochastic 
equations 
dx = v dt, 
dv = K(x)dt + dw. 
(2) 
Note that the pair (x, v) constitutes a Markov process (degenerate diffusion) but the 
process x(t) is not Markovian. There are many papers devoted to the investigation of 
systems of the form (2) (see, for instance, Albeverio et al., 1992; Albeverio and Klar, 
1994; Markus and Weerasinghe, 1988 and references therein). Such systems are not 
only interesting in and of themselves but as was shown by Truman and Zhao (1996) 
and Kolokoltsov (1996) by means of the solutions of such systems one can express the 
solution of a stochastic generalization of the Hamiltonian-Jacobi equation. The latter 
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in turn helps to construct asymptotic solutions for important stochastic pseudo- 
differential equations such as for instance the Zakai filtering equation, the stochastic 
Schrodinger or heat equations, the Belavkin quantum filtering equation, and the 
Hudson-Parthasarathy quantum stochastic unitary evolution. The transience of the 
Markovian process (x, v) in dimensions d > 2 was proved, as was already mentioned, 
by Albeverio et al. (1995a) but the transience of the non-Markovian process x(t) is 
proved by Albeverio et al. (1995b) only for small enough K. 
Further, for applications it is important to know not only the qualitative properties 
of the process, say transience, but also the quantitative characteristics of this transi- 
ence, namely the rate of the growth (with probability one) of the transient process. In 
this direction very little is known, even in the case of nondegenerate diffusions. Until 
recently, the only known result was on the rate of growth of the standard Brownian 
motion in dimensions d > 3 discovered by (Dvoretsky and Erdos (1951)) (see also 
previous results by Spitzer (1958) and a more general discussion by (Ito and McKean 
(1974)). In the recent papers of Kolokoltsov (1995a, b), (1996) a simple method was 
proposed to prove the transience of the integral of the Brownian motion and to 
estimate its rate of divergence for large t (i.e. for the process s(t) satisfying (1) or (2) 
with vanishing K(x)) in dimensions d 3 2. Afterwards this method (together with 
some subtle estimates of the Girsanov density) was applied by Albeverio et al. (1995b) 
to estimate the rate of growth of the process x(t) satisfying (2) with small enough K. 
The first aim of the present paper is to show that this method can be applied to many 
important Gaussian processes in finite and also infinite dimensions. Further, develop- 
ing the ideas from Albeverio (1995a) we shall construct a scattering theory for 
nonlinear deterministic perturbations of these systems, 
Let us describe now the content of the paper. 
Section 2 is devoted to the study of the long-time behaviour of the Ornstein- 
Uhlenbeck process x(t) (Uhlenbeck and Ornstein, 1930) satisfying the stochastic 
equations 
d.u = c’ dt, 
dc = - flc dt + dw, 
(3) 
where x and c are d-dimensional vectors and w is the standard d-dimensional 
Brownian motion, /j is a positive constant (to simplify the notation, we consider the 
constant /I to be the same in each coordinate, though all results do not change when 
the constants p would be different in different coordinates). Clearly, the solution of (3) 
can be written explicitly as 
x = x0 + ‘(1 - ePr)Do + 
B 
(4) 
J 
f 
c = e-“‘u, + e-P”-“‘dw(s). 
0
The process u(t) in (3) or (4) is called the velocity OU process. It is well known that the 
OU process x(t) gives a good approximation to the Wiener process in the sense of 
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finite-dimensional distributions (Nelson, 1967; Ito and McKean, 1974) (this was, in 
fact, one of the reasons for introducing this process in physics (Uhlenbeck and 
Ornstein, 1930)). In Theorem 2.1 we provide the estimate for the rate of growth of the 
magnitude 1 x(t) 1 in dimensions d > 3. Comparing this results with the corresponding 
result on Brownian motion w (Ito and McKean, 1974; Kolokoltsov, 1995a) one sees 
that X(C) and w(t) have a similar asymptotic behaviour at infinity. 
We shall consider further the OU process in an external field, i.e. the system 
dx(t) = u(t)dt, 
do(t) = K(x(t))dt - pu(t)dt + dw(t) (5) 
with a bounded continuous function K : Rd -+ Rd. It follows from (4) that the change of 
variables 
y = x - ’ S(S 0 0 
s t u=v- e-D(‘-“‘dw(s) 0 
transforms the system (5) into the system 
(6) 
without stochastic differentials. Making then the change of the second variable 
u = e_O’z, we get the equivalent system 
Obviously, for any solution of (3) the corresponding process (y, z)(t) tends to a con- 
stant (equal to (x0 + vo/fl, oO)), as t + co. Using the rate of the growth of the magni- 
tude Ix(t)1 of solutions of (3) we prove in Theorem 2.2 that if the function K(x) is 
exponentially decreasing (when 1 x 1 + m), then for any constants (y,, z,) there exists 
a solution (y, z)(t) of (7) tending to these constants with probability one, as t + rx). 
Speaking in terms of scattering theory, one can say that this result states the 
existence of the (stochastic) wave operator Q, describing the fact that to each solution 
of (3) there corresponds a solution of (5) with the same asymptotic behaviour at 
infinity. We do not prove here the completeness theorem, i.e. that any solution of (5) 
has the same asymptotics at infinity as some solution of the linear system (3). It is well 
known in the usual scattering theory (Reed and Simon, 1979) that the proof of the 
asymptotical completeness of wave operators is always much harder than the proof of 
their existence. For the system (7) we can prove asymptotic completeness (using the 
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method from Albeverio et al., 1995b) only for small K (i.e., when K in (7) is replaced by 
r-:K, where 0 < E < so and so is some constant depending on the L1 and L, norms of 
the function K). 
In Section 3 we study first the linear system 
dx = u dt, 
dv = - <02x dt + dw, (8) 
which describes an oscillator disturbed by a Gaussian white noise force. We consider 
here the whole Markovian process (x, v) (degenerate diffusion), x, z‘ being d-dimen- 
sional vectors and w > 0. When d > 2, the transience of this process follows immedi- 
ately from the well-known explicit formula for the transition probability density and 
the standard criteria (Azema et al., 1996; Klienmann, 1987) for transience of Mar- 
kovian strong Feller processes. Moreover, the solutions of (8) can again be written 
explicitly 
1 f 
x = x0 cos wt + vo/o sin ot + - 
s 
sin w(t - t) dw(r), 
Q 0 
s f 2: = - x0 ~0sintut + v,coswt + coso(t - z)dw(z) (9) 0 
and by the same method as for the OU process we obtain in Theorem 3.1 the rate of 
growth of the process (x, v) in dimension d 3 3. Note that we again only consider the 
frequency w to be the same in all directions, but the discussion of the case where CJ> is 
different in different directions runs in a very similar way. 
We consider further a natural generalization of the system (8), namely the system 
dX = AXdt + Bdw, (10) 
where the unknown vector X is 2d-dimensional, A, B are fixed real 2d x 2d matrices 
and A is anti-symmetric with pairwise different eigenvalues. Note that the assumption 
on A assures the orthogonality of the “free” dynamics eA1 and this is the most natural 
case to be investigated, because when A would have eigenvalues with nonvanishing 
real parts, the corresponding modes of the solution would tend to zero or to infinity 
exponentially fast which would make the investigation of the system (10) rather trivial. 
From our assumptions it follows that the spectrum of A is the set { + il.,, . . . , f i&) 
with some positive ;Ii, . . . , Ad. Let {u,, . . , vd) be the (necessarily complex) eigenvec- 
tors corresponding to il.,, . . . , &. We say that the system (10) describes a stochastic 
perturbation of an orthogonal evolution. It turns out (see Theorem 3.2) that if 
B*vj # 0 for all j = 1, . . . , d (where B* denotes the adjoint matrix to B), then (10) is 
transient for d > 1 and has the same estimates for the rate of growth of 1 X 1, as in the 
case of the d-dimensional oscillator (8). After obtaining this result one gets the 
existence of the wave operators for the nonlinear system 
dX = (AX + F(X))dt + Bdw (11) 
144 S. Albeverio, V.N. KolokoltsovlStochastic Processes and their Applications 67 (1997) 139-159 
for a function F which is rapidly decreasing at infinity in a quite similar way as in 
previous section for the OU process. 
In Section 4 we consider some other examples of processes for which the estimate of 
growth can be obtained by the same methods as used in Sections 2 and 3. 
In Section 5 we generalize the results obtained previously to the infinite 
dimensional case. All proofs here are based on finite-dimensional approximation 
arguments. 
We conclude this introduction by formulating a simple result which we will use in 
the next section to get estimates on the growth rate for a transient process. 
Proposition 1.1. Let X(t), PER,, be an Rd-valued stochastic process. For a positive 
function f (t), t E R + and a constant A > 0 we denote by B>ff the event which consists of 
all trajectories such that the set {X(s): s E [t, t + 11) has a nonempty intersection with the 
cube [ - Af(t), Af(t)ld and we denote by P(B>fj) the probability of this event. Zf the 
integral j;” P(B’Aflr) dt converges then 
with probability one. 
Proof. From the assumption it follows that C,“= 1 P(B>$) <CC and therefore by the 
first BorelLCantelli lemma only a finite number of the events B$, n = 1,2, . . . can 
occur with probability one. This means that there exists a constant T such that for 
t>T 
X@)$[I-@(Cd)> Af(Ctl)ld, 
where [t] denote the integer part of t. This obviously implies the statement of 
Proposition 1.1. 0 
2. The Ornstein-Uhlenheck process 
In this section we estimate the rate of growth for t + CL of the Ornstein-Uhlenbeck 
(OU) process x(t) defined by the system (3). Then we shall discuss the scattering for the 
Ornstein-Uhlenbeck particle in an external field, i.e. for the system (5). 
Using the integration by parts formula we can rewrite the formula (4) for solutions 
of (3) in the equivalent form 
v = epStvo + w(t) - b s ’ e-~(‘-S)w(s)&, 0 
x = x0 + I!, - e- 
P 
Bt)vo + jI(w(T) - fi~~e~DCr-s)w(s)ds)dt. 
(12) 
(13) 
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Simple calculations (see, for instance, Nelson, 1967) give the following values for the 
correlations: 
E(U(t) - ELI(t))* = $1 - e-Bt), 
E(X(t) - EX(t))(U(t) - EU(t)) = ‘(1 - 2e-fl’ + e-2flr), 
2p* 
(14) 
E(X(t) - I%(t))’ = -I-(-3 + 4e-fil - e-2fi’), 
2/l3 
which allows one to obtain the formula for the probability density of the process (x, I’) 
(with initial values x0 = u0 = 0) at time t (see Chandrasekhar, 1943): 
P,(x, c) = B2 
~(1 -e 
-exp{ -$[(sjx2 - 2xv 
-V,:rT(t) 
+ 
2t/j - 3 + 4e-8’ - ee2@ 
r 
2 
p(l _ e-lrt)2 II ’ (15) 
where 
T(t) = 2’BG - 4. 
We are interested in the behaviour of x(t) as t --f x. Let us note that although that we 
have an explicit formula for its distribution, we cannot even apply standard tests on 
recurrent-transience dichotomy in the investigation of .u(t), since x(t) is not a Markov 
process (only the pair (x, 2;) is a Markov process). 
Theorem 2.1. Let d 3 3 and let f(t) he an increasiny positiw function such that 
J’; (,f(t)/$)“dt < x. Then 
1iminl.e TX 
t+r .f(d 
(16) 
U.S. (with respect to the Wiener measure). 
Proof. Since the deterministic part (depending on the initial values (x0, rO)) of the 
solution (12) is bounded, it is enough to prove (16) for the process x(t) corresponding 
to the vanishing initial data x0 = z+, = 0. 
To apply Proposition 1.1 we need to estimate the probability of the event Bit’ for 
the process x(t). The independence of xj(t),,j = 1, . ,rl, implies that 
and therefore to obtain (16) from Proposition 1.1, it is enough to prove the estimate 
Wti!,) = O(f WJ;). (17) 
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To this end, we observe that 
m 
P(B$) = P(x(t)~ [-/If(t), .4f(t)]) + 2 
s s 
a 
dx dv Pt(x, 0) 
AS(r) - m 
XP 
( 
min x(7) d Af(t = x, v(t) = v 
rt[r.t + I] 1 
Since the probability density of the process x(t) is equal to 
[ ( 
-l/2 
P,(X) = 2x It + J---(-3 + 4e-@ - e-2Bt) 
P” w2 11 
x2 1 
-1 
xexp -- 
i [ 2 
-_t + L(-3 + 4e-0’ - ed2@) 
p2 283 II 
(due to the third formula in (14)) we conclude that 
p,(x) = O($=)exp{ -&(l + O(i))}, 
(18) 
(19) 
which implies that the first term in (18) is of the order O(f(t)/,/t). 
Using the formula (13) we easily deduce that if x(t) = x, v(t) = v, then 
min(x(7): t~[t, t + l]} > x + i(l - e-@)u + (1 + p)min{W(r): ZE[O, l]}, 
P 
which implies that the second term in (18) does not exceed in magnitude the integral 
CC 
2 
s s 
(r, 
dx do P,(x, v) 
AS(t) - m 
P 
( 
min i(l-eePr)v+(l +b) min 
rEta, B 
W(z)<@(t)-x 
re[O. 11 ) 
(20) 
Before proceeding to the estimation of this integral let us note that due to (15), we have 
ast+cc 
P,(x,u) = O($)exp{ -&[(l + O(J)px’ 
-2(l +o(;))x.+21(L +o(;))‘-21’ II’ 
and, in particular, 
Pt(x, u) = O($)exp{ - B(1 + 0(i))u2). 
Now, we decompose the integral (19) into the sum II + I2 + Z3 of three integrals, 
whose domains of integration in the variable v are {u < - p(x - Af)), 
(21) 
(22) 
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( -p(x - Af) < u 6 0}, and {u > 0}, respectively. We shall show that each of these 
integrals is of order 0(1/G). 
First of all for negative u 
min 
i 
‘(1 -e-@)u: TE[O, l] =i 
P I 
and, therefore. 
Consequently, 
* 
s s 
- S(X - A/U)) 
I, =2 dx P,(x, t.) du. 
AS(t) ‘1 
Changing the variable P + -u, changing the order of integration and then using (22) 
we get 
II = O($)j: di:enp{ - p(1 + O(~))z?}j~~“:‘d.x 
= O($)jI oexp{ - ii(i + O(f))Tl)d~~ = O(s). 
Turning to I,, we can write 
Changing the order of integration 
12 = ad + p) “‘dz 
s s 
Rdfi 
rAf+Lyb+z 
we can rewrite this as 
X J Af + c/B dxP,(.c I-)ev{ - 2(1 T /(,2]. 
Using (22) and then integrating with respect to x we get 
I2 = O(s) j: dzjr dazexp{ - 2t1 < p,2) 
xexp { - li(i + O(:))u’}. 
which is evidently of the order 0(1/J?). 
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It remains to analyse the integral I3 over the set {u 3 01. On this set we have 
min j(1 -ee-O’ 
re[O,ll 
)r = $(I - eFa)v 3 0 
and, we get 
Enlarging the domain of integration in v to the whole line and integrating in v, we get 
I 
2 
13 < 2 dxP,(x)P (1 + j3) min w(z) < Af(t) - x 
4-(t) rcro.11 > 
Then due to (19) we can write 
Changing the order of integration, we obtain 
I, = O(5) j;dx j;;;)'+= dxcnpj -2(1;:M)‘j=O(3 
and the proof is complete. 0 
We turn now to the nonlinear OU process defined by the system (5) or equivalently 
by (7). 
Theorem 2.2. Let the function K(x) be continuous and bounded, and assume that there 
exist positive constants C,, Cz and a constant cx > 2d/(d - 2) such that 
1. IIK(x)/I dC,exp{-2C,IIxIl”} forallxERd 
2. IIK(x,)-Kb2)Il <C1exp{-C2~“)IIx~ -x211 for llxlll, IIx2Il >r. 
Then for any pair (y,, z,) E RZd, d 3 3, and for a.a. w there exists a unique solution 
(y, i)(t) of (7a) such that 
lim j(t) = y,, lim f(t) = z,. (23) 
t+m t--4= 
Proof. Let T > 0. Denote by C([T, a]) the Banach space of bounded continuous 
functions from [T, co] into iRd with the norm II u I/= = sup{ Iu(x)l: x E [T, 001) and by 
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BT the unit ball 
BT = {=C(CT, Co]): Ilull, < I> 
It is clear that if some function u E BT is a fixed point of the map 
+ 
then 4; = u + J,= and z” = e@u are the solutions of (7) with asymptotics (23) (and also 
conversely). Let us choose a PE(O, $ - l/d) such that cxp > 1. The existence of such 
a p is assured by the condition on cx. Then the functionf(t) = tP satisfies the condition 
of Theorem 2.1 and, consequently, there exists a To such that for all T 3 To 
with probability one and, moreover, 
bT,f -pz < Cz, 
Due to (l), for these T, the integral 
u(s) + y*. + ds (24) 
is well defined for any u E BT and does not exceed in magnitude 
s X CI exp (/Js - 2C2P} ds < Cr exp ( - C2spz) ds T 
6 c, C exp( -Czs) ds = Je-c27.. 
CZ 
Analogously, due to (2), the norm of the difference of two integrals of the form (24) 
corresponding to two different functions u r, u2 E B7. is bounded from above by 
Cl 
Cze -Cz7 1) u, - u* /I. 
This implies that the map 9 is well defined on BT for such T and, moreover, if we take 
a T such that 
then F maps BT to itself and is a contraction on BT. The contraction mapping 
principle implies then the existence of a (unique) fixed point to .F, which completes the 
proof of the theorem. 0 
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3. Stochastic perturbations of orthogonal evolutions 
We consider first the system (8) which describes an oscillator disturbed by a white- 
noise force. 
Theorem 3.1. Let d > 2 and let f(t) be an increasing positive function such that 
JY (f (t)/$)zd dt converges. Then for any solution (x(t), v(t)) of (8) the process 
r(t) = x2(t) + v2(t)/co2 is such that 
li;Ffg = cc (25) 
with probability one. 
Proof. The proof runs in a similar way to the proof of Theorem 2.1. It is enough to 
prove 
P(B’k!J = O(f 2(t)/t) (26) 
for d = 1 and vanishing initial values, where the event Bitf corresponds to the process 
r(t). The (well-known) transition probability density for this process is 
PAX, v) = 
co2 
i 
1 w 
exp - - 
7t 02t2 - sin2 cot 2 co2t2 - sin2 t 
x [02(20t + sin 2&)x2 - 241 - cos2ot)xv + (20X - sin 2wt)v2] 
I 
. 
In polar coordinates (r, cp) defined by 
x = r cosocp, v = wr sin wq, 
this density takes the form 
Xr, cp) = 
co2r 
TC co2t2 - sin2wt 
and, therefore, as t -+ cc 
co3r2(oA + sin(wcp)cos(w(t + 2q))) 
Co2t2 - sin2 cot 
&(r, cp) = O(i)wrexp{ -$(l + O(J)]. 
Further now, from (9) one obtains directly 
r2(t) = rg + 2 
s 
‘sin o(cp, - r)dw(z) 
0 
(27) 
sino(t - r)dw(z) cos o(t - 5) dw(z) 
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> ri + 2 
s 
’ sinw(p,, - r)dw(z) 
0 
= Y; + 2ro cos(o(cp, - z))w(r)dr + A w(t)sin(w(cp, - t)) 1 
and, therefore, 
min{r2(5): rE[O, l]} > rZ +:(l + co)min{w(T): zE[O, 11) 
Consequently, we can write 
s s 
2n 
P(B’A:f) d P(r’(t) 6 Am + cc dr dq p”&, cp) 
Af 0 
x P 
( 
:(I + W)min{w(r): rE [0, l]} < A2f2(t) - r2 
) 
dr wr 
x P 
( 
max{w(r): z E [0, l]> > &(r - 43)) 
1 
Changing the variable x(t) = r(t) - Af(t), substituting the distribution of the max- 
imum of the Brownian motion and then changing the order of the integration we get 
that the second term is equal to 
which completes the proof of (26) and therefore proves the theorem. 0 
We turn now to the system (10) with anti-symmetric 2d x 2d-dimensional matrix 
A with pairwise different eigenvalues { + i1 1, . , + i&} where all Aj > 0. Let “j 
denote the orthonormal eigenvector of the matrix A corresponding to the eigenvalue 
iAj, when j = 1, . . . ,d,and -iAj_d,whenj=d+l,..., 2d. 
Theorem 3.2. Let d > 2 and let f(t) be any increasing positive function such that 
JP (f(t)lJt)‘“d t converges. Moreover, let BVj # 0 for all j = 1, . . . ,d. Then for any 
solution X(t) of (10) with probability one 
liErrf% = + 03. (28) 
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Remark 3.3. Note that the assumptions on the matrix B are very weak, they allow the 
matrix B to be strongly degenerate; it can be even a one-dimensional projection! 
To prove the theorem we need the following result. 
Lemma 3.4. In the assumptions of Theorem 3.2 the transition probability densityfor the 
solution of(l0) with vanishing initial data has the form (as t + CD) 
where p = min {bJT I: j = 1, , d} and pj = 11 B*vj 11’. 
Proof. The solution of (10) has the form 
X = eA’X = 
0 
s 
t eA”-“‘Bdw(z). (30) 
0 
Calculating the covariance matrix E of this Gaussian process we easily find 
f 
E(t) = 
j_ 
eAsBB*eeAsds. 
0 
If we denote by C the matrix whose jth column is the eigenvector Uj, then C*eAsC is 
a diagonal matrix diag(D1(t), . . . ,Dzd(t)), where Dj(t) = e”‘) as j = 1, . . . ,d, and 
oj(t) = ePi%d, when j = dI + 1, . . . ,2d. Therefore, 
E(t) = C 
s 
’ D(s)C*BB*CD*(s)dsC* = CE”(t)C*. 
0 
Simple algebraic manipulations show that 
(C*BB*C)jk = (B*vj, B*vk). 
Consequently, 
~jj(t) = 
tBj, 
j= 1, . . ..d. 
tlj)j_d, j = d + 1, . . . ,2d 
and ~jjk(t) = O(l), as t+co, if j # K. This implies that 
detE(t) = tzdnyEl #(l + 0(1/t)), as f + KI, and 
: 
(tBj)-'(l + o(f))3 j=k=l d, 3 “’ > 
(E-l)jk = (tpj_d)-‘(1 + O(+)), j = k = d + 1, . ,2d, (31) 
WP2), j # k. 
Therefore, the transition probability density for the solution of (10) with vanishing 
initial data is equal to 
(32) 
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Moreover, from (31) it follows that for large t the minimal eigenvalue of ,!? ’ is bigger 
than P/2t, and (29) follows from (32). 0 
Proof of Theorem 3.2. Due to Proposition 1.1, we need to prove that 
P(&‘~) = W(t)/Jt)2d? (33) 
where the event Bf& corresponds to the process r(t) = IX(t)l. As previously, we write 
P(B>fs) = P(r(t) 6 Af(t)) + 
s 
dxp,(x) 
IYI 3 A/ 
XP 
( 
min IX(r)1 6 Af(t) I X(t) = .Y 
rsrt,t + 11 i 
. (34) 
Using the integration by parts formula, we rewrite the formula (30) for the solutions of 
(10) as 
X(t) = eAtXo + Bw(t) + A (35) 
which implies that 
s 
r 
IlX(t)ll’ 3 /IX, /I2 + 2 B*eAtXo, w(t) + A eA(‘~%(t)dr 
0 
3 II X0 /I2 - 2CIl X0 I/ @mix Wj(t), 
j 
with some constant C independent of B and A. 
It follows that 
f~ ,,p;y ,, IX(4 d G(t) I x(t) = x 
<P 2@Il 
c 
x max max Wj(r) 3 IIxl12 - Aff2(t) II 
.i TECO.11 
d P W)3’2C llx II m;y’~’ 3 II x /I2 - A2f2(t) , 
where in the last formula w(z) is already a standard one-dimensional Brownian 
motion. Thus the last expression does not exceed 
P (2~f)~‘~C m;x,W 3 II x II - A.f(t) . 
Now from (29) and (34), we get 
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Changing the order of integration in the second integral we obtain that it is of order 
O(t_“f(t)““- l ), which completes the proof of (33) and, therefore, of the theorem. 0 
Let us now formulate the generalization of Theorem 3.2, with weaker assumptions 
on the matrix B (the proof follows the same ideas and we omit it). 
Theorem 3.5. Let d > 2 and let the number of j is from the set (1, . . . , d) for which 
B*vj # 0 be equal to p < d. Then for any increasing positive function f (t) such that 
f: (f (t)/$)zp dt converges, with probability one 
li;tf$o! = +co. 
From Theorems 3.2 and 3.5 one can obtain the existence of the wave operators for 
system (11) by same argument as in Theorem 2.2. So, we only formulate the result. 
Theorem 3.6. For the matrices A, B let the assumption of Theorem 3.2 be fulfilled. Let 
F(x) be a continuous bounded function of x E R2d such thatfor some CI > 2d/(d - 1) and 
c>o 
IIF(x)I) d ClxJ-” for all xERd, 
IIF - F(x2)ll G Cr-allxl - xz II for 11x1 IL II XI II > r. 
Then for any vector X, E Rzd there exists with probability one a solution X(t) of (11) 
such that 
X(t) = eAtX, + 
s 
t eA”-‘)Bdw(z) + O(1) 
0 
as t + Go. 
Remark 3.7. Let us point out the difierence between this result and Theorem 2.2. In 
Theorem 3.6 after subtracting from X(t) the stochastic part of the solution we obtain the 
nonstochastic equation 
~‘=AY+F Y+ 
( s 
’ eA”-“Bdw(z) 
0 > 
, 
whose solutions do not tend to a constant as t + 00 but wind around some bounded 
solution (rotating curve) e”X,. Moreover, the assumptions on F are weaker than the 
assumptions on K in Theorem 2.2. 
4. Divergent diffusion and iterated integral of the Brownian motion 
We formulate here two other results, whose proof can be obtained by the 
same methods (For Theorem 4.1, one should follow literally the arguments from 
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Kolokoltsov (1995a, b), (1996) using estimates for the Aranson-type transition prob- 
ability density). 
Theorem 4.1. Let X(t) be a diffusion process in R* whose corresponding second-order 
diflerential operator has divergence form 
with strictly elliptic matrix a = (a;j) and smooth aij. Then with probability one 
1. ,for d > 2 and any positive increasing function ,f(t) such that the integral 
!: (f (t)/,/‘%*d t converges we have 
hrnjnf!$$! = +cc 
t 
2. for d > 1 and any positive increasing function .f(t) such that the integral 
j’F( f (t)/fl)* dt converges, we have 
l im  inf Ii:, X(s) ds I 
f(t) 
= +cD. 
1P’zc 
Another example is the iterated integral of Brownian motion. Namely, let X, be the 
family of processes, n = 0, 1,2, defined recursively by the formulas X, = jh Xk _ r (7) dr, 
k = 1,2, . . . and K,, = w, where w is the standard d-dimensional Brownian motion. 
Theorem 4.2. For d > 1 and any positive increasing function f(t) such that 
j;” (f (t)/t”+ “*)*dt converges, we have almost surely liminf,, L IX,,(t)l/f (t) = + x. 
5. Infinite-dimensional systems 
We give here some generalizations of the above results to the infinite-dimensional 
case. 
Theorem 5.1. Let W(t) be the Wiener process in a Hilbert space 2, with norm 1 1, 
defined by the covariance operator Q of trace class, with infinitely many nonvanishing 
eigenvalues. Then with probability one for any E > 0 
liminfp = +co, 
f’a, 
(36) 
lim inf’S~ w(S)dsI = + ccl, 
t+cc 
t3/2-~ (37) 
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Proof. The Wiener process W in the Hilbert space 2 can be represented by the 
formula (see, for instance, Da Prato and Zabczyk, 1951) 
W(t) = f &jpj(t)ej, (38) 
j=l 
where { ej} is an orthonormal basis in %, {r,j} are the eigenvalues of the corresponding 
covariance operator Q and 
are real valued mutually independent Brownian motions. Moreover, if the operator 
Q is nuclear, then with probability one the series (38) is uniformly convergent on 
[0, T] for arbitrary T > 0. 
Let Pd denote the projection operator on to the finite-dimensional space generated 
by {cl, . . . , e,,}. Then PdW(t) is the d-dimensional Wiener process. This implies that 
with probability one for any I: > 0 
l im  inf Ipdw(t)l 
tl/Z- l/d-& =+a 
*+oci 
(39) 
(see Dvoretsky and Erdos, 
and 
lim inf 11 pdj-:, w(S) ds // 
*+a, 
t3/2-l/d-& 
1951; Ito and McKean, 1974; Kolokoltsov, 1995a, 1996), 
=+cC (40) 
(see Kolokoltsov, 1995a, b), (1996) and also Theorem 4.1 of Section 3). 
Since we can take any d, this implies (36) and (37). 0 
Quite analogously, one can generalize all results of the previous sections to the 
infinite-dimensional case. Henceforth, let W denote the Wiener process in some 
Hilbert space G? with the covariance operator Q. 
Theorem 5.2. (Infinite-dimensional OU process). Let the Hilbert space valued pro- 
cesses x(t), v(t) satisfy the system 
dx = v(t)dt, dv(t) = - Av(t)dt + dW, (41) 
where A is a positive operator of injinite rank, with discrete spectrum, and such that 
s 
t 
tr(eeArQeeAr)dr <co (42) 
0 
for all t > 0. Then for any E > 0 with probability one 
lim infs = + co 
f’rn 
(43) 
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Remark 5.3. For the existence of the solution of (41) and its regularity property see 
e.g. Iscoe et al. (1990). 
Theorem 5.4 (Wave equation). Let A be a Dirichlet realization of the second derivative 
in fl = L2(0, n), i.e. 
D(A) = X2(0, ~)nX;(0, x), W(t)E 2. 
Assume the solution of 
dy 
d $t) = - Ay(t)dt + dW(t) 
exists. Then for 11 y(t),(c?y/&)(t) 11 the same asymptotics (43) holds for any E > 0. 
Remark 5.5. For Q = Id the existence of solutions of (44) is discussed e.g. Prato and 
Zabczyk (1992); Walsh (1986). 
Theorem 5.6. (Stochastically perturbed Schrodinger equation). Let Y(t) satisjj the 
equation 
dY = - MYdt + BdW, (45) 
where .F is a self-adjoint operator with discrete spectrum and finite-dimensional kernel, 
B is a nuclear operator acting in 2 and the covariance operator Q for W is the identity 
operator in X. If B*ui # 0 for injnitely many eiyenvectors of 2, then the same 
asymptotic formula (43) holds for the solutions Y(t) of (45). 
Remark 5.7. For existence of the solutions of Eq. (45) see e.g. Prato and Zabczyk 
(1992). 
Proofs. The proofs of Theorems 5.4 and 5.6 are similar to that of Theorem 5.1. We 
omit the details. 0 
Remark 5.8. Using (43) we can formulate and prove theorems about existence of 
stochastic wave operators for the nonlinear systems (41) and (45). These theorems 
correspond to Theorems 2.2 and 3.6. 
As a concluding remark let us note that the results of Kolokoltsov (1995a, b), (1996) 
on the integral of the Brownian motion, obtained there by the very simple method 
used also in the present paper (see Proposition 1.1) were essentially improved recently 
by Khoshmevisan and Zhanski (1995) by means of more subtle techniques, which can 
perhaps be applied to the problems considered in the present paper in order to give 
more precise estimates (complementary upper bounds) on the growth at infinity for 
the processes involved. 
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