Abstract The broad implications of catastrophic regime shifts have prompted the need to find methods that are not only able to detect regime shifts but more importantly, identify them before they occur. Rising variance, skewness, kurtosis, and critical slowing down have all been proposed as indicators of impending regime shifts. However, these approaches typically do not signal a shift until it is well underway. Further, they have primarily been used to evaluate simple systems; hence, additional work is needed to adapt these methods, if possible, to real systems which typically are complex and multivariate. Fisher information is a key method in information theory and affords the ability to characterize the dynamic behavior of systems. In this work, Fisher information is compared to traditional indicators through the assessment of model and real systems and identified as a leading indicator of impending regime shifts. Evidenced by the great deal of activity in this research area, it is understood that such work could lead to better methods for detecting and managing systems that are of significant importance to humans. Thus, we believe the results of this work offer great promise for resilience science and sustainability.
Introduction
Complex systems are multivariate and often characterized by nonlinear dynamics. While these systems are not implicitly designated by multiple regimes, many complex systems do in fact display this structure (Garmestani et al. 2009a) . A regime can be identified by the variables that define the system, and the periodicities associated with that regime (Fath et al. 2003) . The range of possible movements within a dynamic regime that can occur without generating a regime shift is the domain of attraction (Ludwig et al. 2002) . Over time, resilient systems exhibit self-organized patterns with a particular degree of dynamic order. However, it is possible for a system to shift from one regime to another resulting in a temporary loss of dynamic order denoting system reorganization (Karunanithi et al. 2008) . These regime shifts are typically associated with significant consequences (e.g., declining fish stocks, loss of water quality, economic downturn).
Threshold methods (e.g., TITAN) and models are being explored as tools to aid in identifying thresholds in ecological systems (Baker and King 2010; Cuffney et al. 2011; King and Baker 2011; Qian and Cuffney 2012) . Results from these efforts are compelling as they provide insight on change point identification in trends related to individual taxa and highlight the importance of model alternatives. Although thresholds and regime shifts appear to be quite closely related concepts, these phenomena are quite distinct. In particular, thresholds are defined as a point where small changes in underlying system variables produce large scale system wide responses and result in sudden and dramatic changes in key properties and system quality (Groffman et al. 2006) . On the contrary, regime shifts do not require abrupt tipping points but can be the result of long periods of system reorganization. However, while thresholds do not automatically imply regime shifts, threshold approaches may provide insight into pertinent trends in key variables that coincide with a regime shift.
Understanding regime shifts is critical to system resilience and sustainability . Research in this area initially focused on the detection of regime shifts in complex systems, and a substantial literature has developed on the subject. The new thrust of research is concerned with predicting regime shifts before they occur. Recent research shows that there are systemspecific conditions that indicate that a system is losing resilience and approaching a regime shift (Brock et al. 2008) . For example, a shift from an oligotrophic to a eutrophic regime in a shallow lake may be preceded by an increase of the periphyton-layer covering the macrophytes and a reduction in the proportion of piscivorous fish (Brock et al. 2008) . Other researchers have found that fishing pressure can increase population variability in fisheries that are not yet characterized as ''overfished,'' and these results indicate that fishing pressure can reduce the resilience of a fishery and make it more vulnerable to perturbations (Hsieh et al. 2006) .
There are several suggested mechanisms that may indicate that a regime shift is imminent. For instance, divergence in the spatial variance of ecological models has been shown to predict regime shifts, but this is limited to the fidelity of the model. Further, researchers have reported similar results in the variance spectrum of their model of North Atlantic Ocean circulation (Oborny et al. 2005; Kleinen et al. 2003) . Their model showed that the variance spectra for system variables demonstrated lower frequencies and longer wavelengths as the system approached a regime shift (Kleinen et al. 2003) . Carpenter and Brock (2006) report that the variability in the concentration of phosphorous in lake ecosystems was detectable before a regime shift. They simulated this response and assert that rising standard deviation in the data acts as a signal that a regime shift is imminent. Brock and Carpenter (2006) also report that it is possible to predict regime shifts in spatial data. They tracked the rise of spatially broad-scale pollutant emissions and the associated decline in ecosystem services. They assert that a variance index computed as the maximum eigenvalue of the covariance matrix of the time series data rises (peaks) in advance of a regime shift, and requires no detailed knowledge about the drivers of the regime shift for the index (Brock and Carpenter 2006) . van Nes and Scheffer (2007) propose that the rate of recovery from small perturbations operates as an indicator of system resilience. In their model, the rate of recovery from small perturbations decreases as the system nears a regime shift (i.e., ''critical slowing down'') (van Nes and Scheffer 2007). Dakos et al. (2008) found that ''critical slowing down'' was ubiquitous in historical climatic regime shifts. Chisholm and Filotas (2009) report that ''critical slowing down'' also operates as a predictor of a Hopf bifurcation in predator-prey models where prey are regulated by predation rather than density dependence, and in competition models where the dynamics of rare species operate at different temporal scales than those of common species. In addition to ''critical slowing down,'' increasing variance and red shift in the frequency spectrum are considered to be predictors of impending regime shifts (van Nes and Scheffer 2007) . Biggs et al. (2009) suggested that changes in ecological time series data could also serve as an indicator of an impending regime shift. In particular, increasing variability, skewness, kurtosis, autocorrelation, and slow rates of recovery from perturbations, may all serve as leading indicators of impending regime shifts. However, increases in these indicators only occur at the onset of the regime shift and typically too late for effective management actions (Biggs et al. 2009 ). Further, Scheffer et al. (2009) noted that traditional indicators have shown great promise in signaling regime shifts in simple systems; however, work is still needed to determine whether these indicators provide early warning signals in real complex systems. Quantifying and classifying regime shifts in complex systems requires the task of tracking multiple system variables simultaneously over time. An integrated indicator which compiles multiple variables into a single index may provide meaningful insight into assessing these types of systems. As previously described, the variance index is one such measure and another is Fisher information.
Fisher information (FI) is a key method in information theory and affords the ability to collapse the behavior of multiple variables that characterize a complex system into an index that captures overall system dynamics to include regimes and regime shifts (Fath et al. 2003) . It has been employed to derive core equations of thermodynamics, proposed and applied as a sustainability metric, used to explore the organizational dynamics of complex systems and implemented as a quantitative indicator for the detection and assessment of regime shifts (Cabezas and Fath 2002; Mayer et al. 2006; Karunanithi et al. 2008 Karunanithi et al. , 2011 Eason and Cabezas 2012; Garmestani 2012, Gonzalez-Mejia et al. 2012a, b) . Although Fisher information has been used to detect regime shifts, its behavior has not been explored as an early warning signal of impending transitions. Hence, the objectives of this paper are to (1) empirically investigate the relationship between Fisher information and traditional measures of critical transition to include: variance, skewness, kurtosis and critical slowing down and (2) explore the use of both traditional and integrated indicators (i.e., the variance index and FI) for detecting impending regime shifts. In the initial study, we simulated two model systems: a time-varying sinusoid as a simple pedagogic example and a two species predator-prey system and used the Spearman rank order correlation (SROC) test to assess the relationship between FI and traditional indicators. We then explored the use of both traditional and integrated indicators for detecting impending regime shifts by evaluating a shallow lake model and a real complex system: the Bering Strait marine ecosystem.
Characteristics of the traditional regime shift indicators under study Variance, skewness and kurtosis are standard statistical measures and have been noted by numerous researchers to display an increasing trend prior to a shift (Kleinen et al. 2003; Oborny et al. 2005; Carpenter and Brock 2006; Biggs et al. 2009 ). Critical slowing down has also been suggested as a warning signal of an impending regime shift (van Nes and Scheffer 2007; Dakos et al. 2008; Biggs et al. 2009; Scheffer et al. 2009 ). Dakos et al. (2008) and Scheffer et al. (2009) indicated that as a system approaches a critical threshold, it slows in its recovery from perturbations. This slowing is reflected as a decreasing rate of change over time and consequently, an increase in autocorrelation. In the literature, critical slowing down is assessed by computing the lag-1 autocorrelation coefficient (AR1) of the data over time (Dakos et al. 2008; Biggs et al. 2009; Scheffer et al. 2009 ) and shifts are identified when there is an increasing trend in AR1.
Variance index Brock and Carpenter (2006) explored the impact of spatially distributed pollutant emissions and declining ecosystem services by developing a model system to simulate dynamic changes in two regions. The variance index (computed as the maximum eigenvalue of the covariance matrix of the time series data) was used to collapse the behavior of multiple variables into an index and was noted to peak prior to a regime shift (Brock and Carpenter 2006 ).
Fisher information
Fisher Information was developed by statistician Fisher (1922) as a measure of the information present in a data set being used to fit an unknown parameter (Mayer et al. 2007) . It is a fundamental quantity from which many known laws of nature (Frieden 2004) can be derived and has been shown to follow the second and third laws of thermodynamics (Karunanithi et al. 2008) . The form of Fisher information used in this work was developed by Fath et al. (2003) and Mayer et al. (2007) as a measure of dynamic order:
where p(s) is the probability density of the system being in a particular state s. This expression was developed such that Fisher information could be either computed analytically (Fath et al. 2003; Mayer et al. 2007) or estimated numerically (Karunanithi et al. 2008) . We derive the numerical approach to computing the index by replacing the probability density p(s) in Eq.
(1) with its amplitude (i.e., q 2 (s) : p(s)) in order to minimize calculation errors for very small p(s). Next, dp/ds is solved as a function of q, such that: dp ds ¼ 2q dq ds ) dp ds
Equation (2) is substituted into Eq. (1):
Since our goal is to assess real systems, we adapted Eq. 3 for use with discrete data by using a summation to approximate the integral, giving the final expression:
This form of Fisher information (hence more noted as FI) does not require detailed knowledge of system structure or dynamics and can be used to characterize the dynamic order of model or real systems (Fath et al. 2003; Karunanithi et al. 2008) . From Eq.
(1), note that FI is proportional to dp/ds. In the context of order, systems can exist within two idealized extremes, perfect disorder and perfect order. The perfect disorder case occurs when a system is unbiased toward any particular state (s). In other words, there is the same probability of being in one state as any other given state, i.e., p (s) = p (1) = p (2) = …p (n) and the PDF is flat and uniform (Fig. 1a) . Accordingly, the system lacks order in that it can appear quite different from one observation to the next, and the resulting FI approaches zero, FI / dp=ds ! 0 (Fath et al. 2003) . Perfect order occurs when repeated measurements of the system result in the system being in the same state over time. This more structured system has high order and is biased toward a particular state or states. Accordingly, the PDF has a very steep slope and FI approaches infinity (Fig. 1b) , FI / dp=ds ! 1: However, real systems typically function between these two system extremes (e.g., Fig. 1c ).
Evaluating the dynamic behavior of a system entails obtaining information on its state over time. The condition or state of a system can be described by its n measurable variables, such that a time-varying system has a trajectory in a phase space defined by n-dimensions (x i ) and time (t). Each point in the trajectory is defined by specific values for each of the variables (i.e., pt i :
Since there is an inherent uncertainty in any measurement, each state s of the system is actually a region bounded by the uncertainty (Dx i ) for each variable not a single point, such that if |x i (t i ) -x i (t j )| B Dx i is true for all variables then the two points at times i and j are indistinguishable and are noted as being in the same state of the system. Given this conceptual description of systems and states, the probability p(s) of a system being in a particular state (s) can be estimated by counting the number of points inside the state affording the ability to designate all possible states of the system over time.
The Sustainable Regimes Hypothesis encompasses the conceptual ideas governing the use and interpretation of FI as a measure of order and stability applied to sustainability (Cabezas and Fath 2002; Karunanithi et al. 2008 ). Eason and Garmestani (2012) drew from this hypothesis and adapted it to provide guidance on using FI to assess the resilience of system regimes. In summary, the hypothesis states that: (1) a system in an orderly dynamic regime fluctuates within a natural and acceptable range of variation, however, the overall condition does not change over time; hence, FI [ 0 and d FI h i=dt % 0 ð Þ ; (2) steadily decreasing FI signifies a progressive loss of dynamic order and denotes a system that is changing more quickly (or speeding up), losing functionality and thus resilience; (3) steadily increasing FI indicates that the system is changing at a lower rate, becoming more ordered and continuing to maintain function; and (4) a significant and often abrupt decrease in FI between two stable dynamic regimes (i.e., d FI h i=dt % 0) denotes a regime shift. The caveat regarding transitioning to a new regime is that there is no assurance that the latter regime is more humanly desirable that the former. Because FI affords the ability to assess aspects of the system condition related to resilience and not the quality of the condition, the underlying variables must be evaluated to compare and determine the human desirability of the system regimes (Eason and Garmestani 2012) . As a note, both conditions of statement 1 must be true for a system state to be considered stable and sustainable. In other words, a completely disorganized system has no order over time. It has a hFIi & 0 and although d FI h i=dt % 0, the system is constantly changing, unpredictable, and not resilient. Note that the revision of the hypothesis presented here does not modify the interpretation of FI in terms of what changes in dynamic order infer about the resilience of system states, however, it adjusts the supposition (in line with theoretical and empirical knowledge) regarding the speed of change implied by increasing or decreasing FI.
The general methodology employed to compute FI for a system is as follows: (a) divide the time series into a sequence of time windows, (b) bin points into states within each time window, (c) use the binned points to generate a probability density function (PDF) for each time window, and (d) calculate FI from the PDF for each time window. In order to detect regime shifts using FI, we compute FI in overlapping time windows and compare those values over time. A sharp decrease in FI denotes not only system disorganization but also indicates an increasing likelihood of a regime shift. A simple example for calculating FI is provided in Cabezas and Eason (2010) and the algorithm for computing FI was coded in Matlab (Release 2011b, Mathworks Inc.) Investigating the relationship between FI and traditional indicators To explore the relationship between FI, variance, skewness, kurtosis, and critical slowing down, two models were simulated: (a) a time-varying sinusoid and (b) a 2-species predator-prey model. Once the regime shift indicators were computed for each model, SROC coefficients (two tailed with a = 0.05) were calculated in order to evaluate the relationship between FI and the other parameters. In the first case, we were interested in evaluating a time series with increasing variance and considered a number of functions and parameter changes. Due to its simplicity, we decided to use a time-varying sinusoid: f(t) = (a ? bt) sin (2pt) with smoothly increasing amplitude and a = b = 1 Fisher information is proportional to dp/ds (adapted from Pawlowski and Cabezas 2008) . a A system that has an equal probability of being in any state lacks order; accordingly, I ? 0 and represents the perfect disorder case. b The perfect order case occurs when a system is biased toward a state (or finite number of states). Since this system is more orderly, I ? ?. c However, most systems exist between these two extremes (Fig. 2a) . The regime shift parameters were computed over a 100 time step integration window with an overlap of 20 time steps (Fig. 2b) . Since the scale of the variance is significantly less than skewness and kurtosis, we provided a two-axis plot of FI and variance (Fig. 2c) . Note that as the variability of the time series increases, the FI decreases. Further, the SROC test revealed that FI is positively correlated with kurtosis (q = 0.81, p value = 1.35E-11) and AR1 (q = 0.34, p value = 0.02), and negatively correlated with both skewness (q = -0.78, p value = 1.95E-10) and variance (q = -0.98, p value = 4.11E-33). We further investigated the relationship between the regime shift parameters by examining a predator-prey ecosystem model. Equations 5 and 6 are conventionally adapted first order Lotka-Volterra differential equations describing the predator-prey population dynamics used to characterize the state of the system (Fath et al. 2003) :
where y 1 is the prey species, y 2 is the predator species, g 1 is the prey growth rate, l 12 is the rate of prey loss due to predatory feeding, g 21 is the predator feeding rate, m 2 is the predator mortality rate, k is the prey density dependence, and b is a predator satiation term.
The system of ordinary differential equations was simulated with parameter settings: b = 0.005, m 2 = 1, g 21 = 0.01, l 12 = 0.01, and g 1 = 1 from time 0 to 5,000. Figure 3 is the phase space plot of the model with a timevarying prey density dependence (k = 1 ? 0.5 t). All of the regime shift parameters were computed over a 200 time step integration window with an overlap of 100 time steps and are plotted in Fig. 4 . Each of the regime shift indicators appear to reflect some change in the behavior of the system near time = 1,000. However, the interpretation is somewhat unclear for the traditional indicators. For example, (a) there are two peaks of decreasing magnitude in skewness and kurtosis for variable 2 prior to the shift after which both indicators converge to zero (Fig. 4c, d) ; (b) the variance has a small increase near time = 1,000, larger spike near time = 1,500 and increases for the remainder of the simulation period. Each of these increases is relatively small and essentially invisible given the scale of the variance values for the time series (Fig. 4b) ; and (c) only variable 2 (y 2 , predator species) shows an increasing trend in AR1. Conversely, FI indicates that the system was initially relatively stable, underwent a regime shift, reorganized into another dynamic regime, and then moved to a less orderly regime. In order to evaluate the relationships between the regime shift parameters, we focused our assessment on the period up to time = 1,000 where there were key changes in the parameters and found that FI had statistically significant correlations with the variance (q = -0.74, p value = 0.004), skewness (q = 0.59, p value = 0.004), kurtosis (q = 0.68, p value = 0.01), and AR1 (q = -0.68, p value = 0.01) computed for the predator species (y 2 ). One critical note to be made is that when a system is characterized by many variables, the regime shift indicator must be calculated for each variable. The danger, as shown in the exercise above, is that there may be changes in one variable, yet not in others. So what can truly be said about the dynamic behavior of the overall system? Simply calculating the statistics (e.g., variance, skewness, kurtosis, and AR1) of a multivariate system does not intuitively aid in assessing its regimes or regime shifts. As such, integrated indicators are key in evaluating real systems. The variance index was also computed for the system (Fig. 4f ) and while the index was able to detect the initial shift, much like variance, it simply continued to increase after Fig. 4 Regime shift parameters for the two species predator-prey model. a FI reflects that the system underwent a regime shift (around time = 1,000) between two stable regimes and then transitioned into a less orderly regime. While the other regime shift indicators denoted changes in the system around time 1,000, the interpretation is not completely clear. b The variance has a larger spike near time = 1,500 and increased for the remainder of the simulation period. c The skewness of variable 2 has two peaks of decreasing magnitude prior to the shift, whereas the skewness of variable 1 increases up to the period of the shift before both converge to zero after the shift. d Similarly, the kurtosis of variable 2 has two peaks of decreasing magnitude prior to the shift and variable 1 is essentially zero except in the region of the shift. e There is an increasing trend in AR1 for only variable 2. f The variance index displayed a small spike indicating the regime shift and increases for the remainder of the period the initial shift. FI, on the other hand, captured the nuanced changes in dynamic behavior of the system over time. In summary, the SROC results reflected a strong and consistent correlation between FI and both variance and kurtosis for the model systems under study. These correlation results are in line with the expected relationships. For example, FI is high when there is low variability in the condition of the system and a high probability of a system being in a particular state. High FI implies that the system is biased toward a particular state; hence, the probability distribution would display more ''peakedness'' or positive kurtosis. Conversely, FI is low when the probability curve is flat indicating high variability in the system condition and a system that is constantly changing. As such, we expected to find that FI is negatively correlated with variance and positively correlated with kurtosis.
On the contrary, the SROC results regarding to the relationship between FI, critical slowing down, and skewness were inconsistent from the two studies (e.g., weak positive correlation between FI and AR1 in the time-varying sinusoid model (q = 0.34, p value = 0.02) and moderately negative for the Lotka-Volterra system (q = -0.68, p value = 0.01). Finding consensus in the correlations may have been hampered by the conditions of the systems chosen or that fact that the Lotka-Volterra system had more than one variable each with distinct dynamics. In theory, we would expect that as FI increases (i.e., the system is becoming more stable), the skewness would decrease indicating less deviation from the mean. Regarding critical slowing down, it has been noted that as autocorrelation increases (i.e., approaches one), variance tends to infinity (Scheffer et al. 2009 ). Since an increasing trend in AR1 and a sharp drop in FI are both indicators of a regime shift, it is expected that AR1 is negatively correlated with FI as the system moves toward a regime shift. Hence, as indicated in the Lotka-Volterra example and supported by Scheffer et al. (2012) , critical slowing (as evidenced by increasing AR1) and FI are positively related.
Another important finding from this study is the clear illustration that complex systems characterized by multiple variables require that the regime shift indicator must be calculated for each variable. As demonstrated in the assessment of the Lotka-Volterra system, there were changes in one variable, yet not in others. These conflicting results made it impossible to draw a conclusion about the behavior of the overall system, thereby highlighting the importance of using integrated indicators in assessing complex multivariate systems.
Exploring Fisher information as a leading indicator of regime shifts
In order to explore the use of FI for detecting impending regime shifts, we began by examining a classic bifurcation in a shallow lake shifting from oligotrophic to eutrophic due to the inflow of phosphorus. Unlike typical regime shifts which are often driven by large perturbations or catastrophic shifts in underlying drivers, a bifurcation is a qualitative change in dynamic behavior triggered by slow, smooth changes in system parameters (Biggs et al. 2009 ). We used a simple model to describe this type of behavior in a shallow lake system:
where x is the concentration of phosphorous in the lake, a is the rate of phosphorous input and b is the phosphorous removed from the lake over time through such processes as sedimentation, outflow, or biomass sequestration (Carpenter 2003) . This type of model affords the ability to see the changes visually (Karunanithi et al. 2008) and is similar to systems that have been studied by others (Karunanithi et al. 2008; Pawlowski and Cabezas 2008; Carpenter 2003; Carpenter et al. 1999) . To simulate the system dynamics, we set b = 0.58 and Z = 0 (no noise) and varied the input concentration of phosphorous (a) such that there are two shifts denoted by step increases: 
The system was simulated for 3,000 time steps and the resulting phosphorous concentration is plotted in Fig. 5a (shaded sections indicate the shift periods). While the first shift appears to be a small, yet sudden shift, the second is characterized by periodic increases in phosphorous input and is therefore more gradual. All of the regime shift indicators were computed over a 100 step integration window and an overlap of 10 time steps (Fig. 5) . While each parameter exhibited changes in behavior around the time of the first regime shift, FI detected the second shift earlier and continued to decrease reflecting the disorganization of the system corresponding to the step increases in phosphorous. The other indicators only displayed small spikes at the beginning and end of the shift. Note that after the second shift, FI begins to increase over 500 time steps prior to the system regaining order and shifting into its new regime. Accordingly, FI is sensitive to both abrupt and slow moving fluctuations in the system. Further, the changes in dynamic order (i.e., FI) served as an indicator that a regime shift was imminent. As such, we postulate that it is possible to ''red flag'' an impending regime shift by assessing the changes in FI.
Detecting impending regime shifts in real systems
Further exploring the use of FI in detecting impending regime shifts, we assessed the Pacific Ocean Bering Strait marine ecosystem. The Pacific Decadal Oscillation (PDO) is one of the key changes in atmospheric conditions in the Pacific and relates to sudden transitions in physical conditions that according to Hilborn et al. (2003) may last 20-35 years and result in a regime shift. It is widely accepted that biological populations in marine systems respond to climate change (McGowan et al. 1998; Hsieh et al. 2005; Harley et al. 2006) . Moreover, regional climate and biological changes in the Bering Strait have been documented in numerous studies (McGowan et al. 1998; Graham 1994; Miller et al. 1994; Francis and Hare 1994; Francis et al. 1998; Hare and Mantua Hare and Mantua 2000; McGowan et al. 2003; Grebmeier et al. 2006) . A regime shift occurred in this system in 1977 and another in 1989 as identified by Hare and Mantua (Hare and Mantua 2000; Scheffer et al. 2001) . Karunanithi et al. (2008) previously studied the Bering Strait system and was able to use FI to detect both regime shifts.
In this study, the Bering Strait ecosystem was used to compare the behavior of FI to that of the other regime shift parameters (i.e., variance, skewness, kurtosis, AR1 and the variance index) when assessing a real, complex system. We used time series data compiled by Hare and Mantua (2000) which characterizes the activity in the system. Of the 100 time series they assembled, not all were complete time series sets. Thus, our final dataset was limited to the variables with complete time series and contained 35 biological and 30 climate variables from 1965 to 1997. From Fig. 6a , it is clear that in a system with many variables, no assessment about ecosystem dynamics can be made by viewing the time series alone. The same is true of the traditional indicators as values of each regime shift parameter must be computed for each variable (e.g., Fig. 6b, c) . Accordingly, integrated indicators (i.e., indices) are pertinent for evaluating any multivariate system and in particular, real systems typically characterized by complex dynamics and multiple, disparate variables. FI and the variance index were computed with a 10 year integration window and 5 year overlap (Fig. 6d, e) . While both metrics reflect changes in the system, FI drops in accordance with the 1977 and 1989 regime shifts, whereas the variance index peaks at multiple points during the time period, making it difficult to interpret the dynamics of the system. phosphorous input and then began increasing over 500 time steps prior to the system regaining order and shifting into its new regime, while (c-f) variance, skewness, kurtosis, and AR1 only exhibited small changes at the beginning and end of the shifts When FI was computed with a 10 year integration window and a 1 year overlap (Fig. 7) , progressive decreases in FI denoting loss of order and function were found about 5 years prior to an actual regime shift. Accordingly, there is a window of time in which FI detected changes in system condition, thereby warning of an impending regime shift.
Discussion
In this paper, we compared FI to traditional regime shift indicators for multiple systems and found that FI typically identified the shifts at nearly the same time or often before the other indicators under study. Using model systems, we confirmed that as a system approaches a regime shift, FI decreases and is negatively correlated with variance and positively correlated with kurtosis. Although there was no consensus on the relationship between FI, skewness, and AR1 from the empirical studies, based on theoretical understanding of the indicators, we postulated that FI is negatively correlated with both skewness and AR1. However, the mathematical relationships should be further explored.
It is evident that no true insight is provided by traditional indicators when assessing multivariate systems (Figs. 5, 6 ). Moreover, Seekell et al. (2011 Seekell et al. ( , 2012 noted that there is evidence of conflicting patterns in autocorrelation, variance, and skewness as a system approaches a regime shift. In particular, they indicated that while some systems displayed increasing trends in these indicators Fig. 7 Detection of impending regime shifts in the Bering Strait ecosystem using FI. Decreases in FI many years prior to the regime change warn that a shift is imminent and provides a window of opportunity to implement management options others were characterized by decreases. Hence, they proposed the use of conditional heteroscedasticity which captures patterns of variance clustering (low or high). Although this approach shows promise, thus far, applications have focused on changes in a small number of system variables and require that the condition be checked for each variable separately. Accordingly, additional testing and adaptation of this method are necessary for assessing shifts in complex multivariate systems.
The multivariate systems evaluated in this study afforded the ability not only to explore the use of FI as a leading indicator of impending regime shifts but also served as a mechanism for highlighting the importance of integrated indicators. FI was shown to be effective at evaluating complex systems characterized by multiple variables, is demonstrably sensitive to both fast and slow changes in system dynamics and is able to capture patterns of change in system variables (including periods of low and high variability). Further, when evaluating a real system (i.e., Bering Strait), while both FI and the variance index detected changes in the system, the variance index results were inconclusive. FI, on the other hand, identified the regime shifts when they occurred (i.e., 1977 and 1989) and gave warning of impending shifts many years prior to the actual regime shifts.
More research must be conducted in order for predictors of regime shifts to be effective for environmental management. This is particularly relevant when the drivers of regime shifts are subtle and internal, compounding the difficulties associated with the phenomena (Biggs et al. 2009 ). Previous interpretation of regime shifts using FI related primarily to locating minima in the datasets. However, based on the results presented in this paper, we believe that it is possible to ''red flag'' an impending regime shift by assessing the significance of declines in the dynamic order (i.e., FI) of a system prior to the actual regime shift occurring.
The window of opportunity to effectively manage an impending regime shift is typically small but critical (Biggs et al. 2009 ). In order to manage for resilience, policy should be focused upon slowly changing variables (e.g., land use, biodiversity), as the uncertainty of predictions based on these variables is much lower than trying to predict perturbations (e.g., hurricanes, pest outbreaks) that can generate dramatic but more obvious regime shifts (Scheffer et al. 2001) . Therefore, the best way to deal with regime shifts is via monitoring, leading indicators, and a suite of policy instruments (Garmestani et al. 2009b ). Based on the results presented in this study, integrated indicators, such as FI, appear to be a powerful tool for managing for resilience. Accordingly, we propose that FI be further explored as a leading indicator of impending regime shifts in complex systems and an important metric in sustainability and resilience science.
