This work describes an automatic method to anisotropically remesh an input bad quality mesh while preserving sharp features. We extend the method of Lévy and Bonneel [17], based on the lifting of the input mesh in a 6D space (position and normal), and the optimization of a restricted Voronoï diagram in that space. The main advantage of this method is that it does not require any parameterization of the input geometry: the remeshing is performed globally, and triangles can overlap several input charts. We improve this work by modifying the objective function minimized in the optimization process, in order to take into account sharp features. This new formulation is a generalization of the work of Lévy and Liu [18], which does not require any explicit tagging of the sharp features. We provide efficient formulas to compute the gradient of our objective function, thus allowing us to use a quasi-Newton solver [19] to perform the minimization.
adapt the surface triangular mesh and the volume tetrahedral mesh. With respect to these methods, our approach 48 replaces the introduction of new mesh vertices using edge splits by a random uniform sampling of the mesh, and our 49 objective function minimization behaves similarly to the final vertex smoothing step. 50 
Delaunay refinement and optimization

51
Delaunay refinement techniques are closer to our approach, since the connectivity of the final mesh is obtained via 52 a Delaunay triangulation and is therefore automatically handled through the vertex insertion phase. Borouchaki et al.
53
[7] combine the Delaunay triangulation with an advancing front method for vertex insertion given a certain metric.
54
The connectivity of the mesh is therefore automatically updated during the algorithm. Dey and Ray [9] follow the 55 approach of mesh adaptation by inserting vertices one by one in an existing mesh, updating the connectivity using 56 a restricted Delaunay triangulation. The authors prove guarantees on the quality of the output mesh. Both methods 57 however still require a correct input connectivity to be applied to be able to either parameterize the object, or recover 58 its topology properly. 59 Chen et al. [8] use the concept of optimal Delaunay triangulation to generate volume meshes, which is somehow 60 dual to our approach. An objective function is defined over the restricted Delaunay triangulation of a set of samples, 61 measuring the quality of the output elements. The optimization of the objective function leads to nicely shaped 62 elements. Although the input requirements are as weak as ours for this method, the continuity of the objective function 63 is only C 0 , and the optimization procedure requires the use of simulated annealing, whereas our objective function is 64 almost C 2 and can be optimized with a quasi-Newton solver. The objective function however is directly defined on the shape of the output triangles, and can be directly related to the final element quality. 
This algorithm is a generalization of Lloyd's algorithm [20] and was introduced by Yan et al. [29]. Lévy and Liu
76
[18] then modified it for applications in quadrangular and hexahedral remeshing and to introduce feature sensitiveness.
77
Lévy and Bonneel [17] finally propose an other variation for anisotropic remeshing. We here summarize these methods 78 on which our work is based. Throughout this article, we will deal with samples and meshes both in R 3 and R 6 . Whatever the dimension, the 81 meshes are always triangular meshes. A mesh S can therefore always be defined by a set of vertices
and a set of triangles T = {T p } p ⊂ X 3 . Given a triangle T p = (x 1 , x 2 , x 3 ), whatever the dimension, the surface of the 83 triangle can always be defined as
As an abuse of notation, we will use T p both to refer to the triplet of vertices in X defining the triangle and the surface 
From this definition, the restricted Voronoï cell Ω k|S of v k is the intersection between the classical Voronoï cell Ω k and 91 the surface S, defined as In other words, each point x ∈ Ω k|S belongs to S and the nearest site from x is v k .
93
The set Ω k|S k of restricted Voronoï cells forms a partition of S : each point of S belongs to a restricted Voronoï
94
cell. The converse is however not true: a site located too far from S may have an empty restricted Voronoï cell.
95 Figure 1 shows an example of a restricted Voronoï diagram. tation by nearest neighbor queries [23] , which can be performed efficiently in any dimension. In terms of complexity, 100 although worst case scenarios exist, the experienced complexity we encountered in our work for this computation is
where n is the number of sites and m the number of triangles in S. This is mainly due to the fact that the 102 sets of sites we consider are located on S or very close to it, and optimized to form a regular sampling of S. 
In other words, each time three restricted Voronoï cells meet at one point, a triangle connects the three corresponding 108 sites. These triangles are the restricted Delaunay triangles of V with respect to S, and the corresponding triangulation 109 is the restricted Delaunay triangulation, used in Algorithm 1. Figure 1 provides an example of a restricted Delaunay 110 triangulation.
111
Edelsbrunner and Shah [10] provide conditions on the set of sites V with respect to S to ensure that T is a valid The objective function measures the quality of the sampling of S by the set of samples V. The underlying idea is 117 that the sampling is good if every point x ∈ S is close to a site v k ∈ V. Formulating this idea in a least-squares fashion,
118
we obtain
Using the restricted Voronoï diagram of V and S, this integral can be split into 120 
where c i and c j are (potentially identical) vertices of the triangle T in a triangulation of Ω k|S . 
where |Ω k|S | is the area of the restricted Voronoï cell and g k|S is its centroid. Minimizing the basic objective function as defined by Equation 5 works well for the remeshing of smooth surfaces.
139
For surfaces with sharp features however, the result is smoothed. This behavior is due to the fact that the sites end up 140 at the centroid of their restricted cell, which is not located on the surfaces at sharp features ( Figure 2 ).
141
When S is in R 3 , Lévy and Liu [18] propose a modification of the objective function to address this problem. Their 142 idea is to bring back the sites on the surface, by increasing the importance of the normal component in the distance
143
between a site and a point x on the surface. Let n x be the normal of S at x ∈ S and v k ∈ V, the normal component of
From this, Lévy and Liu [18] modify the distance used in Equation 5 as
where σ is a parameter corresponding to the additional weighting of the normal component and I 3 is the identity for different values of the feature sensitivity σ. The fat gray lines in the middle correspond to a simple 1D mesh embedded in 2D. The objective function is computed for one single site. The black dot corresponds to the optimal position of the site. With σ = 1, no feature sensitivity is used, the optimal site is far from the corner, which is the feature we are willing to preserve. Increasing σ moves the optimal site position towards the corner.
S, we obtain
where 
Value
152
Using a similar development as for Equation 6, the value of this objective function is obtained as
2.4.3. Gradient The restricted Delaunay triangulation of a centroïdal restricted Voronoï diagram is made of triangles nearly equi-162 lateral. While this is a requirement for many finite element problems, it requires that many elements be used to mesh 163 the geometry in highly curved regions. When the problem allows it, it might therefore be desirable to trade a bit of 164 the element quality to be able mesh curved regions with fewer elements. This is anisotropic remeshing. The goal is 165 therefore to mesh curved regions of the mesh with elements that are thin in the main curvature direction. Lévy and
166
Bonneel [17] achieve this goal using normal lifting.
167
Normal lifting consists in embedding the input mesh S in R 6 by appending to each vertex x i ∈ X three new 168 coordinates based on the average normal vector n i at x i . Introducing a parameter ν to scale the lifting, the new vertices
169X
are defined as
where ⊕ concatenates the coordinates of the two provided vectors. The remeshing is then performed on the lifted 171 meshŜ, producing a meshT in R 6 . This mesh is then projected orthogonally in R 3 using the first three coordinates 172 to obtain the final mesh T .
173
By definition of the curvature, along the main curvature direction, the normal varies. This means that input trian- 
Generalizing feature sensitiveness
We now detail our first contribution, which allows users to benefit from both feature sensitivity and anisotropic
179
remeshing. In its current definition in Section 2.4, feature sensitiveness is not compatible with normal lifting, since 180 it uses the normal of a point x ∈ S. In this section, we reformulate Equation 10 to make it compatible with normal 181 lifting. We also provide new formulas to compute efficiently the gradient of F with our formulation. The problem of the formulation of feature sensitivity by Lévy and Liu [18] is that is relies on the normal of the 184 surface. Using normal lifting, the normal space is no longer 1D, and the computation of the normal component of 185 a vector has te be reformulated. To provide feature sensitivity when using normal lifting, our key idea is to use the 186 tangent space at a pointx ∈Ŝ rather than the normal space. Whatever the dimension, the tangent space remains 2D,
187
which allows us to use the same formulation, whatever the lifting used. Given a surface S lifted asŜ ⊂ R d , and a 188 pointx ∈Ŝ, we define a basis (u 1,x , u 2,x ) ∈ (R d ) 2 of the tangent space ofŜ atx. Given a sitev k ∈V, the tangent
The normal component can now be expressed as ( 
This formulation applies in any dimension d, and can therefore be used in conjunction with normal lifting.
195
For each triangleT p = (x 1 ,x 2 ,x 3 ) ofŜ, we compute an orthogonal basis ( Figure 5 ) as
a null result, and this triangle can be ignored in the minimization process. 
where ∂Ω(t) is the boundary of Ω(t) and n ∂Ω(t) (x) is the outward normal of ∂Ω(t) at x. In our case the variable t is a k . We will now study the inner term and the boundary term separately. : 
Given a segment e k, ,p = ∂Ω k|Ŝ ∩ ∂Ω |Ŝ ∩T p , this segments is a bisector edge and yields two terms in the gradient of such a segment is illustrated on Figure 6 . Denoting dF k, ,p dv k the sum of these two terms, we have
From Equation 14, we have . Using this relation we can develop further into
The vector ΠT 
We finally obtain
where c 1 is an endpoint of e k, ,p , and can be replaced by any point of e k, ,p . Similarly, we have
The segment e k, ,p is included in the bisector ofv k andv . Therefore, for anyx ∈ e k, ,p , we have x −v k = x −v .
229
Replacing in Equation 19
, we finally obtain
where e k, ,p is the length of e k, ,p , andĝ k, ,p its center point. 
// missing term for Equation 11
13
// missing term for Equation 17
14 foreach bisector edge e k, ,p ofΩ k|T p do // Boundary term of the gradient 15ĉ 1 ,ĉ 2 ← vertices of e k, ,p 16 n k, ,p ← outward normal of e k, ,p in the plane ofT p
Algorithm 2: Computing a piece of the value and gradient of F onΩ k|T p . Once the restricted Voronoï diagram is computed and triangulated, the first portion (lines 4 to 7) computes the inner part of the gradient, as if no feature sensitivity was used : the area and centroids of the cells are computed. In case of feature sensitivity (line 8), we first compute an orthonormal basis for the triangle plane (line 9) to be able to compute the tangent and normal components of vectors for this triangle. The normal component of the vector between any point of the triangle and the site is computed using this basis (line 10 and 11). The value and the inner term of the gradient are then updated to take it into account the feature sensitivity (line 12 and 13). Finally, on each edge of the triangle, the boundary terms of the gradient are computed and accumulated in the final gradient (lines 14 to 18). This term only exists on edges at the interface between two cells, and to compute it, the normal component for the site of the neighboring cell is computed. element may differ [26] . One may therefore still desire isotropic elements. We derive a local density of elements from 244 the lifting, such that smaller elements can be generated in curved regions. This density is solely based on the lifting,
245
and does not require any parameterization as well. As described in Section 5.1, this user is then provided with a new 246 parameter to control the desired amount of local scaling. 
Setup
248
To obtain isotropic small elements in curved regions, we compute a density factor ρ p for every triangle T p of the 249 input surface. This factor ρ p is then introduced in Equation 10 to weight the integrals on every triangle :
where δ ≥ 0 is a parameter controlling the amount of local scaling desired. of S and the smooth vertex normals n 1 , n 2 , and n 3 of its vertices, we compute the Jacobian of the lifting n at any point 256 x ∈ T p . Expressing x in barycentric coordinates as x = ux 1 + vx 2 + wx 3 with (u, v, w) ∈ (R + ) 3 and u + v + w = 1, the 257 lifting n at x is obtained as n = un 1 + vn 2 + wn 3 . Its Jacobian dn dx is expressed as
The derivative of the barycentric coordinate u is given by
Here h 1 is the height of T p through x 1 . The matrix dn dx is constant over T p , and each of its rows is the derivative of 260 one of the coordinates appended in the lifting. Denoting dn i with i ∈ {1, 2, 3} these rows, we finally define the local 261 density ρ p as
5. Implementation 
Parameters
264
Our final objective function is defined as
This objective function has two parameters, σ controlling the feature sensitivity and δ controlling the local scaling. In 266 addition, the lifting applied to the input surface S uses an additional parameter ν, controlling the scaling of the normal 267 in the lifting, and therefore the amount of anisotropy. To make these parameters independent to the mesh initial scale,
268
we start by centering the mesh to its centroid, and scaling it so that it fits in a ball of radius 1. These modifications can 269 be undone once the remeshing is performed.
270
To make our method more robust, we implemented a few classical techniques in order to handle gaps in the input 272 mesh. We cannot rely on the sole connectivity to compute the average normals at the mesh vertices. We therefore 275 compute these normals on the geometrical neighborhood of the vertices. Given a radius η, for each vertex of the mesh
276
we compute the set of triangles intersecting an axis-aligned cube of side 2η centered at the vertex. We then compute 277 the area of the intersection between these triangles and a sphere of radius η centered at the vertex, and use this area surface. In practice, this intersection may fall into a gap in the input surface, and the corresponding triangle will not 284 be generated. To fix these artifacts, we use a final hole filling procedure. Whenever a hole is detected, we compute 285 the best plane to project its boundary vertices using principal component analysis, and fill the hole using a constrained ) // Liu and Nocedal [19] 10T ← restricted Delaunay triangulation ofV andŜ 11 T ← orthogonal projection ofT in R 3 using the first three coordinates 12 return T Algorithm 3: Our remeshing technique. One normal per vertex is first computed, in order to lift the input mesh. On this lifted mesh, our initial set of sites is generated randomly with a uniform probability. Then, a loop computes the restricted Voronoï diagram of the samples, and our objective function value and gradient. Finally, once a stop criterion is reached (minimum reached or maximum iterations), the final triangulation is computed in 6D using the restricted Delaunay triangulation of the sites. This triangulation is projected back in 3D orthogonally, to provide our result. 
294
This section illustrates our results on various test cases. After showing the basic steps of the algorithm, we 295 demonstrate the robustness of our method, and its feature sensitivity. All the meshes were generated with a single 296 thread implementation, running on an Intel Core i7-M2620 (2.GHz to 3.4GHz) processor, and 8GB RAM. Anisotropic 297 meshes were generated using a parameter ν = 0.05. Locally scalled meshes were generated using ν = 0.01 and δ = 0.4.
298
The feature sensitivity in all the results was set to σ = 5. we obtain a new mesh with anisotropic elements in the curved regions of the input mesh. We emphasize here that 302 using our method, no parameterization of the input mesh is used, our input is obtained from the CAD geometry by 303 exporting the object as a mesh for rendering. The type of mesh obtained is a very coarse triangulation, solely meant 304 to respect the shape of the objects, and approximate the spline patches with a given precision. lifting are computed using the mesh connectivity. In contrast, using geometric neighborhoods to compute the normal,
312
the connectivity missing in the input mesh is restored in the final mesh, and nice elements are produced. 6.1.3. Feature sensitivity and local density 314 Figure 9 shows the results of our two major improvements, namely feature sensitivity and local density. Without usually corresponds to the behavior of the algorithm, and the second case leads to artifacts as shown on Figure 10 .
336
To fix this issue, our current solution is to optimize the optimization in two phases. We start the optimization 337 without feature sensitivity for the first 90% of the required iterations. We then switch the objective function intro- Remeshing problem due to the use of normal lifting on gaps with different resolutions on both sides. On the left, the input mesh is a cube with its top face disconnected and meshed with a finer resolution. In the middle, the remeshing using normal lifting has gaps, due to the fact that the normal is interpolated differently on both sides of the gap. At the middle of the edge, the gap disappears, since the interpolations match.
To show the gap, the hole filling procedure described in Section 5.2.2 was disabled. Otherwise the gap is filled, and the result is manifold. On the right, the remeshing without using normal lifting provides a fine mesh.
An other solution would be to post-process the solution, however the detection of the artifacts can be difficult due 342 to the quality of the input mesh, considering cases when the surface patches along the sharp features are not properly 343 connected. We will explore this approach in future work. can become large in 6D. After remeshing, this may lead to flat triangles in the output, as shown on Figure 10 .
348
An idea to solve this issue would be to preprocess the input mesh, using an edge splitting strategy to remove big 349 angles, without altering the shape of the object. We also plan on testing such a method in future work. corresponds to a gap, and the resolution on the other side is finer, the interpolation of the normal will be different,
355
worsening the gap because of the normal dimensions. This is illustrated on Figure 11 . 
Perspectives
357
In its current state, our method can already prove useful in the remeshing of bad quality CAD models : we do not Apart from the future work related to the limitations, this work could be extended in several manners. In its current 361 state, we do not control the gradation of the output mesh, which can lead to thiner triangles in transition areas as shown 362 on Figure 9 . In addition, the anisotropy or density is currently guided by the curvature of the input mesh, and cannot 363 be easily user provided. We therefore plan on exploring the automatic generation of a lifting of the input mesh, given 364 a user-provided metric for the mesh. Gradation control also requires the metric field to be sampled and interpolated on 365 the input mesh, which could have insufficient quality for such a task. Existing mesh adaptation methods could prove 366 useful as a preprocessing step to ensure a proper sampling of a user provided metric in the input mesh.
