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Introduction
Shrinking wage elasticities for married women in the US over the past decades have become almost a stylized fact [1] , challenging the historically 1 established gap between male and female wage elasticities. For instance, Blau and Kahn [5] find a steady and dramatic reduction in women's wage elasticity by about 50 to 56 per cent during the 1980-2000 period, with respect to both labour force participation and hours of work. Likewise, Heim [6] observes a 60 to 95 per cent reduction in intensive and extensive margins from 1979 to 2003. Theoretically, these developments are linked to disbanding traditional gender roles [7] and increasing wage opportunities for women [8] .
Empirical studies on the wage elasticity gap between males and females are predominantly executed at the micro level. However, microeconomic elasticity estimates vary greatly across studies [9, 10] and microeconomic estimates of labour supply elasticities based on hours of work tend to be smaller than elasticities implied by macroeconomic models [11] . 2 The variety of estimates presented by micro models alone as well as the unresolved discrepancy between macro and micro 1 Historically women's wage elasticity is found to be considerably higher relative to their male counterparts [2, 3] . The theoretical premise for this is that the income effect for women is small while the substitution effect dominates. This is explained by the traditional division of labour within families where wives are assumed to substitute between household tasks, market work, and leisure while men only substitute between the latter two. Since household tasks and market work are close substitutes, the wage substitution effect is arguably large for women, which results in a positive uncompensated wage effect (income and substitution effect) and relative elastic female labour supply with respect to wage rate, e.g., [4] . 2 Although studies suggest taking the microeconomic estimate for calibrating aggregated macroeconomic models [12] , such practice has been heavily criticised [13, 14] and no consensus has been found yet. results call for a thorough assessment of the consistency of wage elasticity estimates. This study contributes to a better understanding of these anomalies in two important ways. Firstly, the instrumental variables (IV) method based on which the shrinking elasticities are obtained is critically assessed. Secondly, a novel approach based on data ordering techniques is proposed, which yields more consistent and robust wage elasticity estimates with surprising implications for the common finding of shrinking wage elasticities. Shortcomings of the IV method are widely acknowledged in the existing literature. Despite the wide acknowledgement, these shortcomings are frequently glossed over in applied studies [15] or parametric approaches are rejected altogether; see [16] for a literature survey. Following recent insight on the IV route provided by Qin [17, 18] , this paper argues that the IV treatment to key variables of interest is even more costly than commonly acknowledged. Taking the labour supply model for married women as a case study, the costs are clearly illustrated by comparison of IV estimates with results obtained through the novel model experiment based on data ordering techniques. This novel parametric approach is not only close to the economic interpretation of wage elasticities, but also yields additional insights into the nature of wage elasticities within various samples of married working women.
In particular, it is shown that wage elasticity parameters vary substantially across different wage groups and even turn negative for high wage earners. By sample ordering we are able to locate a wage range within which wage elasticity parameters are constant, positive and highly significant. We show that this wage range and parameter estimates are surprisingly invariant across different waves, while the share of women in this wage range falls over time. These findings shed new light on the phenomenon of shrinking elasticities for married women in the US. Against the background of the results obtained through sample data ordering, we argue that the finding of shrinking elasticities is actually a result not of changes in disaggregate elasticities per se, but a shifting composition of working women in different wage segments over the last decades. Further, the discovery of significant heterogeneity among working women puts into question the assumption of single valued elasticities using micro data and calls for a theoretical reorientation for those aiming to align micro with macro estimates.
The microeconomic female labour supply model is commonly estimated taking married women at their prime working age with working husbands as the target group. We will follow this approach taking two widely used US based cross-section data sources into consideration-the Current Population Survey (CPS) and the Panel Study of Income Dynamics (PSID). The parallel use of the CPS and PSID sources provide us with a powerful means of cross-checking the degrees of inferability between samples. Wage elasticities are estimated for the years 1980, 1990, 1999, 2003, 2007, and 2011 . Firstly, these years coincide with the time periods investigated by two core papers, [5, 6] , which are based on CPS data, and hence make a good comparative case. 3 Secondly, the selected years go beyond the time frame previously analysed. A detailed description of the datasets and the processing of the data can be found in Appendix A.1.
The remainder of the paper proceeds as follow. Section 2 assesses the empirical consistency of IV based wage elasticity estimation. Section 3 suggests alternatives towards a more robust and consistent wage elasticity estimate. Section 4 concludes and provides an outlook for future research.
How Consistent Are Endogeneity-Bias Treated Elasticity Estimates?
Let us start from the following cross-section data based empirical model of labour supply for married women in accordance with [5, 6] :
H i " α 0`α1 ln pw i q`α 2 ln pI i q`ÿ j β j X ij`εi (1) where H i denotes wife's total hours of work in household i, w i her wage rate, I i her husband's wage rate or income, and X ij ( a set of explanatory variables of demographic characteristics, such as wife's age, education, work experience and the number of children in the household; α 1 and α 2 are wage elasticity and hours income elasticity respectively. Here, our focal interest is α 1 .
It is almost standard practice 4 to estimate model (1) via an IV treatment to w i due to assumed presence of endogeneity bias-i.e., bias which is caused by either simultaneity between H i and w i , or self-selection or omitting correlated variables, or any combination of the three according to textbooks. The IV treatment amounts to re-specifying (1) into a two-equation model:
ln pw i q IV`α 2 ln pI i q`ř j β j X ij`εi ln pw i q " λ 0`ř k λ k Z ik`ui ñ { ln pw i q IV (2) which underlies the two stage least square (2SLS) estimation procedure of IV models. In (2) , tZ ik u is a set of IVs. When selection bias is of concern, an inverse Mills ratio, ρ, is commonly included in Z. The ratio is derived from the residual density function of the following binary response model of labour force participation:
P i " θ 0`θ1 ln pI i q`ř m κ m Y im` i P i "
where tln pIq , Yu Ľ Z. Probit is normally used to estimate (3) according to the Heckman two-step procedure [22] . Let us now ponder over the plausible causes of endogeneity bias here. First of all, there lacks economic ground to assume that married women in general should have the wage bargaining power through their choice of working hour supply. Even if assuming a certain bargaining power this probably arises from seniority, status at the workplace and union representation rather than hours worked [23] . Hence, simultaneity cannot be a serious concern. As for the risk of omitting correlated variables, the best strategy is to include them directly into (1) as control variables. The only plausible concern is selection bias. Here it should be noted that the Heckman procedure only treats possible self-selection bias, rather than possible sampling selection bias resulting from the truncated nature of H i , since the IV correction in (2) does not cover α 2 or β ij .
While the worry over endogeneity bias is economically unfounded in the case of working wives' wage elasticities, the IV method can also be challenged on econometric grounds. Qin [17] has recently exposed the nature of the IV route-which amounts to rejecting ln pw i q as a valid conditional variable for H i and accepting, instead, { ln pw i q IV , a non-optimal predictor of ln pw i q. Qin [18] further demonstrates that the validity of the textbook proof of consistency of the IV treatment is limited to bivariate models and does not extend to multivariate models such as (2) . Hence, the common practice of using the Durbin-Wu-Hausman endogeneity test onα IV 1 ‰α OLS 1 as empirical verification of the IV treatment is logically inadequate. It is a primary task of applied modellers to determine whether ln pw i q can be rejected as a valid conditional variable in favour of a non-optimal predictor of it, { ln pw i q IV , as specified in (2), and also whether the IV estimates of (2) exhibit any convergence with increasing sample sizes. Since neither issue has been attended in the existent findings of IV-based 4 This can be seen from both the wide adoption of Mroz's [19] study in econometrics textbooks, e.g., [20] , and the extensive use of IV and 2SLS methods in labour economics research, see [21] .
Econometrics 2016, 4, 1 4 of 31 "shrinking elasticities", we take on the task here using cross-section samples from both the CPS and the PSID. Since the coverage of the CPS is much wider than that of the PSID, a comparative study from the two sources should shed light not only on whether consistency holds forα IV 1 but also on whether there is noticeable selection bias in sampling.
The first issue of our investigation is the validity of IV estimates by over-identification restriction tests as well as constancy across two samples of the same wave. To circumvent the non-unique choices of IVs, we choose them in reference to [5, 6] , and aim at mimicking their estimatedα IV 1 for three waves-1980, 1990, 2000. 5 Specifically, two groups of experiments are produced. The first group is carried out aiming for a set of IVs which would get us close to the results presented by the above two empirical studies using the CPS data, and apply the same set of instruments to the PSID data. The second group is to seek a set of IVs for the same purpose using the PSID data alone. Table 1 provides the key results of these experiments.
Several common features are discernible from Table 1 . It is not difficult to findα IV 1 using the CPS samples which corroborate our targeted values even though our model does not have exactly the same variable coverage as in [5, 6] (see the two CPS columns). However, the corroboration is not reproducible when we apply the same IV set to the PSID data of the same waves (see columns 2 and 5). Since the CPS surveys should be adequately representative with respect to the PSID surveys, this finding indicates absence of consistency inα IV 1 . Nevertheless, corroboration of the targeted values is still achievable through alteration of the IV set (see columns 3 and 6) . These experiments clearly demonstrate the non-uniqueness of the IV route. As expected, { ln pw i q IV obtained from the various sets of the first-stage of the IV procedure are substantially different from ln pw i q, as easily seen from those small adjusted R 2 statistics reported in Table 1 , in spite of that equation being "over-identified". Consequently, the Durbin-Wu-Hausman endogeneity test statistics endorse the IV estimates for the majority of cases for being different from the OLS estimates. However, the Sargan over-identification restriction test is rejected dominantly, invalidating all of the four IV sets. The rejection comes unsurprisingly since Z X tln pIq , Xu ‰ 0 for all our IV sets, though violation of the correlation condition is somewhat eased by taking quadratic or cubit forms of the overlapping variables.
It is noticeable from Table 1 that those IV estimates with selection-bias corrections do not show much statistically significant difference as compared with the general varied ranges of IV estimates (compare the two CPS columns, or columns 2 and 5 in the PSID case). This finding corroborates many previous findings including [5] and [24] . The virtually irrelevance of Heckman's self-selection-bias correction is actually implied in the IV-based model (2) , where the correction amounts to adding one more instrument, ρ, in the already over-identified IV set, Z. Furthermore, this additional instrument, ρ, is derived from instruments, Y, which carry notably overlapping information with Z. It should also be noted that Heckman's method targets, on the assumption that selection bias exists, narrowly at the possible OLS bias in estimating λ ik in the IV equation of (2) and treats the bias as a special type of omitted variable bias (OVB) (see [25] ). However, this correction is virtually beside the point in view of estimating our parameter of interest, α 1 . Numerous empirical model results tell us that the estimates of α 1 are sensitive to the choice of { ln pw i q IV , as illustrated in Table 1 . In contrast, { ln pw i q IV is usually not sensitive, as measured either by the adjusted R 2 or any information criteria, to whether the estimated λ ik suffer from OVB due to missing ρ, especially when ρ is based on heavily overlapping Z and tln pIq , Yu. 6 5 As explained in footnote 3, we take 1999 wave here as a proxy for 2000, due to the fact that the PSID source does not have 2000 survey. 6 This is a problem of multicollinearity as formally demonstrated by Puhani [26] , whereas the similarity of the Heckman correction to the simple OLS correction is shown by Olsen [27] . Conceptually, substantive concern over selection bias is with respect to the "missing" offering wage rate of those wives reported not working, i.e., possible "selection bias" due to the truncation effect in H i . 7 In order to assess this effect via nonlinear estimation such as tobit, we need to impute the "missing" offering wage rates. Considering the unsatisfactorily low fit of various regression models or likelihood based methods previously used in the literature, we decide to use the hot deck imputation method to impute the missing offering wage rates. This method has been widely used by statisticians for handling missing data, e.g., see [28] , and can be seen as a systematic extension to the method used by Blau and Kahn [5] . The details of our imputation are described in Appendix A.2.
Once those "missing" offering wage rates are imputed, we re-estimate (2) with the IV tobit method using extended data samples including those wives having zero work hours. The main results are summarised in Table 2 . Table 2 . IV tobit estimates of α 1 in model (2) and related statistics using the same IV sets as in Table 1 , full samples including non-working wives. It is remarkable how substantially different the IV estimates are as compared to those reported in Table 1 . Again, there lacks strong agreement in estimates of the same wave between the CPS and the 7 It is debatable whether we should use model (1) to characterise the labour supply behaviour of both the working group and non-working group. The truncation effect would not matter here if we assume that wage effect on hours of work differ from that on the labour force participation. This assumption finds support from our subsequent experiment reported in Section 3. Nevertheless, we have tried the tobit route following [5] .
IVs
PSIS sources. The only feature which remains unchanged is the wide acceptance of the "endogeneity" test jointly with sweeping rejection of the over-identification restrictions. Since the truncation effect on the OLS bias has been shown to be approximately a rescale effect by the shares of the truncated observations in a truncated sample (see [29, 30] ), we re-run the extended samples simply by the tobit and the OLS, and then calculate the scaled OLS estimates. As seen from Table 3 , the scaled OLS estimates are indeed very similar to the tobit estimates. The extra amount of variations in IV tobit estimates in Table 2 as compared to those in Table 1 cannot be possibly accounted for as the truncation effect. The non-optimality of this IV route is too apparent to deserve further comments.
Next, we examine the degree of simultaneity between ln pw i q and H i by running the following simultaneous equation model (SEM):
and estimate it by the FIML (full-information maximum likelihood) method, although we do not anticipate much simultaneity from economic reasoning. Notice, (4) augments (2) by adding H i in its second equation. Hence, over-identification restriction tests still apply here. Table 4 reports the main results of this experiment. Again, the over-identification restriction test is rejected in all cases. Notice that more than half of the cases fail to demonstrate the presence of significant simultaneity between α 1 and γ 1 estimates. Worse still, the majority of the wage parameter estimates are now negative, making them far less credible than those IV estimates given in Table 1 . In fact, the incredibility of these SEM results has been exposed repeatedly before in macro-econometrics, e.g., [31, 32] . In particular, the insurmountable gap between reality and those over-identification restrictions used to circumvent endogeneity bias created by simple model formulation has been forcefully criticised (see [32] ). It is further easily noticeable from Tables 1, 2 and 4 how different the IV and FIML estimates can be between the CPS and PSID samples of the same waves. Since parameter invariance is implied by the consistency property and is also the backbone of statistical inference, our next experiment turns to the degrees of within-sample invariance. 8 This is carried out via recursive estimations and parameter stability tests. However, both the recursive estimation technique and parameter stability tests are predicated on a unique data ordering assumption (e.g., see [34] ) while there is no natural data ordering scheme in the cross-section context (e.g., see [35] ). Here, we choose the ordering scheme on the basis of two conditions: (a) the ordering scheme complies with the fixed regressor principle, i.e., it is consistent with the model specification; (b) the ordering scheme is substantively meaningful and relevant (see [36] for an exploring experiment with data ordering). Our initial trial is to order data by wife's age, since it is acceptable to treat the age variable as a fixed regressor for both models (1) and (2) . Moreover, this ordering scheme can be economically interesting as can be seen from [5] (B3 in Section V) and [37] . 8 It should be noted that this condition was central in the original definition of structural relations by Frisch over 80 years ago. It underlies the concept of super-exogeneity in time-series econometrics, and is deemed a strong condition for causal linear stochastic dependence in psychometrics, e.g., see [33] . The within-sample invariance of the IV estimates is examined by means of two types of parameter stability tests-the commonly used Hansen test and the M-fluctuation test for individual parameter stability developed by Merkle et al. [38] . The latter is used because the Hansen test is not directly applicable to IV estimators. Specifically, we use the Hansen test to examine how invariant the IV generating process ofln pw i q IV is, that is, how stable the parameters of the second equation, i.e., the IV equation, of model (2) are. Here, only the joint parameter test statistics are reported in Table 5 to save space.
It is clearly shown in the table that most of the IV generating processes are not within-sample invariant. Next, we apply the M-fluctuation test to all theα IV 1 reported in Table 1 and also to the correspondingα OLS 1 based on model (1) . The test results in Table 5 show that the null hypothesis of stability is rejected more often forα IV 1 than forα OLS [39] finding, namely that the IV-based methods have lower power in detecting parameter instability than the OLS-based methods due to the fact that the IV-generated regressors are too smooth to retain enough variations to match those of the modelled variable. The same fact can help explain our former observation as well. Sinceln pw i q IV carry less variations than ln pw i q-variations which are needed to explain those in H i -the recursivê α IV 1 have to vary more thanα OLS 1 in compensation. Consequently,α IV 1 suffer from having much larger standard error bands thanα OLS 1 at the same significance level or the same size of the test. To illustrate this situation, we plot in Figure 1 the recursive estimation ofα IV 1 with its 95% confidence interval of the 1999 IV sets reported in Table 1 , together with their counterparts of the OLS estimates (the bottom two graphs). The varied and inaccurate as well as prolific properties of the IV estimates are strikingly obvious, especially in comparison to the OLS plots. The above investigation provides us with abundant evidence to refuteα IV 1 being consistent and refute { ln pw i q IV being a valid conditional variable instead of ln pw i q. 9 In other words, we have failed 9 This finding coincides with the views by several other authors, who came to call for caution using IVs (e.g., [40] ).
Econometrics 2016, 4, 1 11 of 31 to find adequate and convincing evidence to support the superiority of models (2) and (4) over (1) . As a result, the existent IV-based evidence of shrinking elasticities has little credibility.
How Can We Find Credible Elasticities?
The above findings are apparently devastating, as they throw us back to the "first generation studies" of labour supply over four decades ago, as described in [20] (Chapter 11), and pose serious doubts about the micro-econometrics textbook approach. Methodological issues aside, how should we proceed based on the above results?
The preceding within sample parameter stability experiment indicates a possible way forward-sample data ordering. Considering that our focus on α 1 is driven by the need of finding the best possible estimates for the own wage elasticity:
the closest measurement to (5) should be based on the data ordering scheme by w i . In other words, η w , defined as the percentage change in H i in response to a one percent change in w i is best reflected when data is order by w i so that the incremental change of w i is revealed. This ordering scheme clearly satisfies condition (b) stated in the previous section. Condition (a) requires w i not to be simultaneously determined by H i . Data evidence has failed to show any systematic simultaneity so far (cf. Table 4) . With respect to Equation (5), it is obviously better to work with the following log-linear model instead of (1):
The use of semi-log specification in (1) is mainly due to the truncated data feature of H i . But since we know that the truncation effect can be reasonably well approximated by scaling the OLS estimates, as shown from Table 3 , we should be able to leave aside the truncation issue for the time being and focus our experiment on data ordering using the working wife sample only. 10 Two versions of (1') are estimated with different specifications of I i . For one specification the husband's wage rate and for the other the family income net of the wife's earning is used. This is because ln pw i q is usually the most susceptible to the collinear effect by ln pI i q among all the explanatory variables in (1'). 11 The resultingη OLS w and their related statistics are reported in Tables 6  and 7 . It is clear from Table 6 that different choice of ln pI i q do not significantly affectη OLS w . We thus keep the following modelling experiments on using the family income as I i .
The probably most noticeable changes in Table 7 are the Hansen parameter stability test statistics under different data ordering schemes. The data ordering scheme by w i has surely ruined the relative within sample stability ofη OLS w when data are ordered by wife's age. It should be noted that although full-sample parameter estimates are invariant to different data ordering schemes, their within-sample recursive processes are not unless there is no hidden dependence between randomly collected cross-section sample observations (see [43] ). Such hidden dependence can be revealed by appropriate data ordering choice, as shown by Qin and Liu [36] . Their choice is based on the observation that many economic variables are scale related and that it is frequently too simple to assume a linear/static model between such scale-dependent variables. This linearity assumption amounts to assuming local interdependence or no hidden dependence between observations from the viewpoint of joint probability distribution. Ordering data by the conditional scale-dependent variable of concern serves as an easy way to test this assumption. When the assumption is rejected, the revealed nonlinear effect can be captured by augmenting a static model into a difference-equation model, which captures the gradient of the nonlinear effect much more effectively than the use of conditional scale-dependent variables in a quadratic or cubic form. In the present case, the ordering scheme by wife's age or by family income largely conceals the hidden nonlinear scale effect by wage rates. This type of ordering schemes is described to as "regime mixing" by Zeileis and Hornik [34] .
The data ordering effect is best illustrated by comparison of the 1999 OLS recursive estimates, under the ordering scheme by women's age, presented in Figure 1 with those of the same wave under the ordering scheme of women's wage presented in Figure 2 . The data ordering effect is best illustrated by comparison of the 1999 OLS recursive estimates, under the ordering scheme by women's age, presented in Figure 1 with those of the same wave under the ordering scheme of women's wage presented in Figure 2 . A striking pattern emerges when we examine and compare the OLS recursive processes of different waves under the ordering scheme by in Figure 2 . The recursive elasticity estimates follow a somewhat smooth convex curve. Considering the recursive nature of increasing sample sizes, the curves tell us that elasticity of low wage rate earners differs significantly from that of high wage rate earners. This leads us to partition the sample into two parts. The partition wage values are chosen by two considerations. Statistically, they adequately represent the turning points of the convex curves; A striking pattern emerges when we examine and compare the OLS recursive processes of different waves under the ordering scheme by w i in Figure 2 . The recursive elasticity estimates follow a somewhat smooth convex curve. Considering the recursive nature of increasing sample sizes, the curves tell us that elasticity of low wage rate earners differs significantly from that of high wage rate earners. This leads us to partition the sample into two parts. The partition wage values are chosen by two considerations. Statistically, they adequately represent the turning points of the convex curves; 12 economically, they are comparable when converted into real-value terms by the US inflation rates. The key results of the partitioned regressions are reported in Table 8 . Tables 6 and 7 . First, there is little statistical difference between the elasticity estimates of the two data sources for most of the waves. Secondly, the elasticity estimates of the lower part are significantly positive whereas those of the upper part are significantly negative. Thirdly, there are signs of reducing severity of the diagnostic test rejections, mainly from the PSID source. Fourthly, parameter instability is still largely present, especially for estimates using the CPS source, as shown by the Hansen test statistics. Inspection of recursive estimation results tells us that the instability mostly occurs at the tail ends of the wage distribution. Therefore, we further partition the two subsamples to cut out the tail ends, aiming to search for the comparable wage rate ranges within which the elasticity estimates remain statistically constant. The search yields a comparable wage range of $4-$10 from the lower end and $10-$22 from the upper end at the 1999 price level. We refer to these two partition ranges as the lower mid group and the upper mid group in Table 9 , where the main results of this search are summarised.
Two key changes are discernible from Table 8 to Table 9 . The elasticity estimates of the upper mid group are statistically insignificant from zero, and all the estimates in the lower mid group have passed the Hansen stability test whereas only two have failed the test in the upper mid group. Figure 3 plots all the OLS recursive graphs of the lower mid group. The degree of parameter stability is quite impressive, especially considering the large sample sizes of the CPS source. However, what is even more impressive is the closeness of these elasticity estimates-roughly around 0.4-not only between the two data sources of the same wave but also across different waves, especially the last four waves. Table 9 . OLS estimates of η w in model (1') and related statistics, working wife samples partitioned into lower mid and upper mid groups, plus RAL estimates for autocorrelated residual correction of the lower mid group, data ordered by w i .
Lower Mid Group
Upper Since the lower mid group stands out as having the most stable and significantly positive wage elasticity estimates, we try to further investigate the robustness of this finding from two aspects. First, we run the reverse regression model, namely the upper equation in (4) with data ordered by H i and try the same sample partition search to see if it is possible to find ranges of work hours in which relatively invariant parameter estimates of γ 1 exist. This experiment can be seen as a crosscheck of whether w i satisfies data ordering condition (a). The search yields no positive results, as shown in Table 10 . The universal lack of parameter stability and the statistical similarity between the two data sources across different waves serve as strong evidence against postulating H i as a conditional variable for w i . The second aspect is to tackle the residual autocorrelation problem, which is widely observed from the diagnostic tests shown in Table 9 . The autocorrelation actually indicates the presence of hidden dependence or nonlinear scale effect, as discussed above. Here, we re-estimate the model using the Cochrane-Orcutt autoregressive least-squares method for those instances where the OLS regression fails the residual AR test. Interestingly, the resulting elasticity estimates do not differ statistically from the OLS estimates, as shown in Table 9 . This finding indicates that the nonlinear effect by data ordering satisfies the common factor restriction, e.g., see [44] (Chapter 7). In other words, the "short-run" wage effect is identical to the "long-run" wage effect. This is not very surprising considering that the "short-run" of the present case is the wage rate incremental (see [36] for more discussion on this point).
The discovery of constant elasticity estimates in two sub-groups of working wives leads us to another experiment of the IV route to see how invariant the two sub-group IV estimates are, using un-ordered subsample data. 13 Table 11 summarises the results. Sargan over-identification tests; ** and * indicate significance at 1% and 5% respectively; IV sets are described in Table 1 . Wage rate groups are described in Table 9 .
It is striking to see from the table that all the CPS data-based IV estimates for the lower mid wage group are now negative whereas the estimates for the upper mid wage group are several times larger than the full-sample estimates as compared to Table 1 . This result is contrary to the expectation that the elasticity of lower wage earners should be positive and larger than that of the higher wage earners. Unsurprisingly, all the IV test results remain unchanged from the full-sample results for the CPS data sets, with the Sargan test rejecting the validity of all the IV sets. The IV test results using the PSID data sets vary somewhat from those reported in Table 1 . Interestingly, some test results alter between wage groups for the same IV sets, e.g., endogeneity is rejected in the upper wage group but not the lower wage group in 1980, and vice versa in 2003. These cases show us again how unreliable IV-generated wage variables can be when used as conditional variables. The degree of variedness in those sub-group IV estimates using the PSID data sets is not beyond expectation. On the whole, the cross-sample time-invariant feature revealed by the OLS estimates is absent here.
The above findings not only reconfirm our rejection of models (2) and (4), but also carry a great deal of practical significance, at least from the following five aspects.
The first and obvious implication of our findings is that wage elasticity for the working wives is not a single-valued parameter. The evidence from Table 9 that statistically constant elasticities exist only with respect to certain wage groups undermines the premise of the labour supply wage effect as a single parameter using micro data. Consequently, a theoretical re-orientation is probably needed for those investigations which are aimed at establishing links between macro and micro labour supply elasticities. These findings also support more heterodox theories of labour market segmentation, e.g., [45, 46] , and show potential avenues for future empirical research in this field.
Secondly, there is little evidence of shrinking wage elasticities from 1980 to 2011 as far as those statistically constant elasticities are concerned. On the contrary, these estimates have remained remarkably invariant, as shown in Table 9 . Although some sign of decreasing elasticities is discernible from the CPS-based estimates of the three waves of 1980, 1990 and 1999, the decrease is statistically too weak to support the claim of shrinking elasticities. If we look at the aggregate estimates from Tables 1-6 differences in the wage elasticity estimates are somewhat more noticeable from these three waves. In order to find explanations to this phenomenon, we look into the share compositions of working wives by our sample partitions. What we find is a significant decline in the shares of the lower mid group combined with a significant increase in the shares of the upper mid group as well as the upper part from 1980 to 1999, whereas the shares have largely stabilised since 1999, as shown from Figure 4 .
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too weak to support the claim of shrinking elasticities. If we look at the aggregate estimates from Tables 1 to 6 , differences in the wage elasticity estimates are somewhat more noticeable from these three waves. In order to find explanations to this phenomenon, we look into the share compositions of working wives by our sample partitions. What we find is a significant decline in the shares of the lower mid group combined with a significant increase in the shares of the upper mid group as well as the upper part from 1980 to 1999, whereas the shares have largely stabilised since 1999, as shown from Figure 4 . Since the lower mid group is the only one where stable and significantly positive elasticities are found to hold whereas the upper part of the sample contributes to negate the presence of a positive elasticity, it is no wonder that a shrinking elasticity phenomenon has been observed from aggregate sample estimations of the 1980-2000 period. This finding tells us that what has changed over time is not wage elasticities with respect to the lower and upper mid groups, but the distribution of working wives in relatively lower paid jobs. This is in line with Juhn and Murphy's [8] observation of increasing wage opportunities for women as well as findings by Welch [47] on a weakening segregation between male and female labour markets by wage rate. This development is further revealed by the shifting distributions of wife's wage rates from 1980 to 2011 as compared to the distributions of husband's wage, see Figure 5 . The distributions of wage rates by gender have clearly been converging over the last three decades.
Thirdly, the finding of the two groups within which statistically constant elasticities are present provides us with a new angle to tackle the sample selection bias concern with respect to sample representativeness. Our recursive partition search identifies the tail ends of the female wage rates in the full-working wife samples as being largely at odd with the rest of the sample. From the practical viewpoint of finding sample evidence which would be representative of the population concerned and thus endorses statistical inference, we should partition out the tail end non-representative observations Since the lower mid group is the only one where stable and significantly positive elasticities are found to hold whereas the upper part of the sample contributes to negate the presence of a positive elasticity, it is no wonder that a shrinking elasticity phenomenon has been observed from aggregate sample estimations of the 1980-2000 period. This finding tells us that what has changed over time is not wage elasticities with respect to the lower and upper mid groups, but the distribution of working wives in relatively lower paid jobs. This is in line with Juhn and Murphy's [8] observation of increasing wage opportunities for women as well as findings by Welch [47] on a weakening segregation between male and female labour markets by wage rate. This development is further revealed by the shifting distributions of wife's wage rates from 1980 to 2011 as compared to the distributions of husband's wage, see Figure 5 . The distributions of wage rates by gender have clearly been converging over the last three decades.
Thirdly, the finding of the two groups within which statistically constant elasticities are present provides us with a new angle to tackle the sample selection bias concern with respect to sample representativeness. Our recursive partition search identifies the tail ends of the female wage rates in the full-working wife samples as being largely at odd with the rest of the sample. From the practical viewpoint of finding sample evidence which would be representative of the population concerned and thus endorses statistical inference, we should partition out the tail end non-representative observations as judged by the a priori conditional theory of interest, so as to tighten the conditional range upon which statistical inferences are made. It should be noted also that this research strategy carries special implication to models using panel data. Since most of panel-data based models assume single valued parameters of interest, it is vital to exclude individual elements in the panel which are far from representative of the population of interest. Failure of such exclusion would result in sample selection bias.
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representative of the population of interest. Failure of such exclusion would result in sample selection bias. Fourthly, the finding that there is no single-valued wage elasticity across the wage earners suggests that it could be over-simplistic to treat the non-working wives as a homogenous group and carry out empirical investigation on aggregate extensive margins by means of binary regression models. From the viewpoint of measuring wage elasticity for labour participation, disaggregate studies may be better off partitioning data by wage rate ranges rather than labour participation types. Since our wage imputation method is based on the idea of counterfactual matching of comparable groups, we can exploit the constant elasticity based sample partitions to examine how the imputed wage rates are distributed. It is seen from Table 12 that the percentage of imputed wage rates of non-working wives falling into the lower part of the wage partition is generally higher than that of non-working wives falling into the upper part. Clearly, more experiments are needed to evaluate the robustness of those imputed wages. Fourthly, the finding that there is no single-valued wage elasticity across the wage earners suggests that it could be over-simplistic to treat the non-working wives as a homogenous group and carry out empirical investigation on aggregate extensive margins by means of binary regression models. From the viewpoint of measuring wage elasticity for labour participation, disaggregate studies may be better off partitioning data by wage rate ranges rather than labour participation types. Since our wage imputation method is based on the idea of counterfactual matching of comparable groups, we can exploit the constant elasticity based sample partitions to examine how the imputed wage rates are distributed. It is seen from Table 12 that the percentage of imputed wage rates of non-working wives falling into the lower part of the wage partition is generally higher than that of non-working wives falling into the upper part. Clearly, more experiments are needed to evaluate the robustness of those imputed wages. Tables 8 and 9 .
Nevertheless, experiments which use those imputed wage data with a binary version of (1'), where the work hours variable is replaced by a corresponding labour force participation variable, yield, as expected, significantly different wage coefficients between the full-sample and subsample estimates, as shown in Table 13 .
While positive coefficients are found over the full sample estimation, the subsample estimates turn negative for the lower mid wage group using the CPS data source. Experiments with further divided subsamples reveal that these negative estimates are dependent on the very low end of wage rates. Once the lower mid wage group is limited to its upper quartile, the negativity disappears, except for the 2003 wave. This finding suggests that many wives facing very low offering wage rates are discouraged to join the labour force, since these rates fall well below their respective reservation wage rates. Although somewhat preliminary, these experiments adequately illustrate how useful the disaggregate information can be to help better design unemployment policies with respect to targeting the right groups.
Fifthly, the constant elasticity based sample partitions also provide us with an easy way to check the necessity or feasibility of grouping data by certain characteristics. For example, our earlier data ordering scheme by age results in relatively stable elasticity estimates, indicating it unnecessary to disaggregate data by age groups. In other words, there lacks strong evidence supporting the hypothesis that different age cohorts have different elasticities. This check is especially useful for the empirical feasibility of the quantile estimation method, a method which has gained increasing popularity as an intuitively appealing way to tackle heteroscedasticity and low fit in large micro data sample modelling. The method is based on a conditional quantile function of interest, a function generally without much a priori theoretical support. In our case, the method amounts to postulating Q τ pln pH i q|ln pw i q , η wτ q as against E pln pH i q|ln pw i q , η w q, which underlies model (1'). Since statistically constant elasticities are found with our two groups, we can calculate the shares of work hours within these two groups classified by the four quantiles of H i of the working wife sample. The quantile method would be considered suitable if the shares in one group are dominantly from one quantile. It is clearly seen from Table 14 that there are no dominant quantiles in either of the two groups to warrant the use of quantile regressions. Finally, we try to seek answers to the following question by exploiting the non-unique ways of data ordering with cross-section data. Do the wives from the two groups have statistically stable income elasticity? We follow the same strategy as before to try and locate income ranges within which the recursive estimates of η I are statistically constant, when the full-working women sample estimates turn out to be unstable under the data ordering scheme by I i . The key results of the search are reported in Table 15 . In particular, two mid income groups are identified, with the lower mid group sharing zero elasticity estimates and the upper mid group sharing roughly´0.2 elasticity estimates. We then calculate, for the two wage groups respectively, the shares of the income partitioned by the income ranges reported in Table 16 . We find that the two mid wage groups overlap dominantly with the two mid groups of the income ranges where constant estimates of η I lie. Hence, the answer to the above question is positive. Moreover, the finding that sizeable shares of income in both groups fall into the income range where estimates of η I are stable but insignificant from zero helps explain why the estimated income elasticities of these two wage groups are not highly significant (the details of those estimates are not reported here to keep the paper short). Table 16 . Income compositions of the two wage groups in Table 9 , by the income partitions given in Since wage and income are probably the most susceptive to mutual collinearity among all the explanatory variables in (1'), we carry out a joint sub-group experiment to see how invariant the estimates of wage elasticity and income elasticity are when the two wage sub-groups are joined up with the two income sub-groups. Table 17 reports the main results of this experiment.
Comparing it with Tables 9 and 15 we see that, in general, the effect of joining up the two sub-groups is more obvious from the estimates using the PSID data sets than from those using the CPS data sets. The difference may well be due to the much smaller sample sizes of the PSID source. Further scrutiny of the CPS results in Table 17 tells us that the income elasticity estimates for the lower and upper mid income group and the wage elasticity estimates for the lower mid wage group are largely unaffected regardless the income and wage group pairing, showing values around zero,´0.2 and 0.4 respectively. However, the wage elasticity estimates of the upper mid wage group are somewhat affected. They become negative around´0.1 if paired with the lower mid income group and positive around 0.1 if paired with the upper mid income group. This result firstly reveals that the lower mid wage group is more homogenous than the upper mid wage group as far as the wage elasticity is concerned. Secondly, a positive substitution effect is conditional on a relatively high income earned by other family members. Economically this could be explained by the aversion of wives to earn higher income than their spouse due to gender identity norms. For instance, Bertrand et al. [48] find in couples where the wife earns more than the husband, the wife substitutes household chores for labour market work.
The above experiment illustrates how versatile the method is to combine data ordering schemes with recursive partition search for statistically stable estimates of the parameters of interest. It can help us identify various joint ranges of subgroups from data samples to address practical questions relating to various compositional issues in compound with the parameters of interest. 
Concluding Remarks
Our extensive investigation has revealed how incredible the IV-based evidence of shrinking wage elasticities of married women is. It thus adequately demonstrates the misleading nature of the endogeneity-backed IV approach. The approach blocks, by denying the conditional status of those a priori postulated explanatory variables of interest, the route of organised data learning to locate where statistically invariant estimates of the parameters of interest lie, see [17, 18] for further exposition.
Once the route is unblocked, we are able to make two key discoveries, via extensive use of recursive techniques combined with various data ordering schemes. Firstly, comparatively invariant wage elasticities exist only within certain wage ranges over the last three decades. The elasticity estimates are roughly 0.4 for relatively low wage earners above a certain threshold, zero for relatively high wage earners below a certain threshold and negative above this threshold. Secondly, the relative shares of working wives in these ranges have changed. This change is especially pronounced during the two decades after 1980, whereby these wage ranges remain remarkably constant in terms of constant-prices. These discoveries with their locality present more reliable and accurate wage elasticity estimates to policy makers than what has been available from previous studies. From the viewpoint of academic research, the power of these discoveries is manifold, as extensively discussed in the previous section. In short, they help explain the previous finding of shrinking elasticities using full samples of working wives of the CPS source; they invalidate the use of single-valued wage elasticity estimates using micro data and also the premise of a single female labour supply market in which all the housewives are treated as one homogenous group; they provide an easy method to evaluate the applicability of quantile techniques and also a broader perspective to deal with sampling selection bias than the conventional estimator-centred approach.
There is no need to reiterate the contrasting features between the wage elasticity estimates presented in Section 3 versus those in Section 2. The wide range of wage parameter estimates we have produced in Section 2 by following the textbook approach is adequate to show how arbitrary but fertile the endogeneity-backed IV approach is, and how absent the textbook assumed consistency of IV estimators is in reality. In fact, wide disappointment with the textbook approach is already reflected in a focal shift of econometric research from the conventional parametric approach towards the nonparametric approach. 14 What our investigation, however, shows is that the cause of disappointment lies with conceptual confusions over endogeneity bias rather than the parametric approach. From the relatively robust elasticities for the two wage groups which we have uncovered, we can better appreciate the role of a priori theories expressed in terms of parametric models. They are seldom proved wrong in postulating key conditional variables but are incomplete in specifying either the functional form or other auxiliary explanatory variables necessary due to various special circumstances of the data samples under consideration. It is a strategic mistake to tamper with the incompleteness by modifying the conditional status of those key variables, or to abandon parametric model based theories altogether because of their incompleteness. After all, it is a substantive bonus for the applied economists to find parameters which are both interpretable and inferable beyond samples.
It should be noted that our discovery is essentially based on the OLS, a method rigorously banished for limited dependent models in textbook micro-econometrics-even by those fully acknowledging the shortcoming of the IV method [49] . The history of macro-econometrics shows us that it takes over two decades for the profession to shake off the endogeneity bias paranoia from around 1960, when adequate empirical evidence was first presented to resurrect OLS. It is clearly a huge challenge to initiate a similar resurrection in micro-econometrics. Hopefully, applied micro modellers can overcome the endogeneity bias paranoia sooner than twenty years, with the help of the rapidly growing data availability and data processing technology-see [50] -as well as the lessons learned from the history of macro-econometrics.
Clearly, much refinement is desired of our current results and also methods of investigation. An obvious next step is the analysis of husband's wage elasticity using the same set of data to compare whether the heterogeneity found for the wife's samples also holds for the husbands' samples. Further, more experiments with the wage imputation methods are desired and ways should be explored as how to utilise disaggregate wage range groups to conduct disaggregate studies of the wage elasticities of labour force participation in a comparable manner with those of the hours of work. Last but not least, adaption of more organised data learning techniques is needed, especially from recent developments in statistics into micro-econometrics, such as the method of model-based recursive partition; see [51] . Hopefully, such adaptions would lead to new avenues in microeconomic research.
From both datasets the following variables have been extracted: wife's annual hours of work, wife's hourly wage rate, family income net of wife's income, wife's education, wife's age, husband's annual hours of work, husband's hourly wage rate, husband's education, husband's age, a dummy which takes on 1 if children under 6 are in the household and 0 otherwise, and the number of children in the household. For the CPS data and additional dummy variable for the wife's ethnical background is included; for the PSID data a variable for wife's experience is used, which is not available in the CPS data source.
Following [5, 6] , the annual hours worked variable in CPS is created by multiplying the usual hours worked per week times the number of weeks worked in the past calendar year. Regarding the hourly wage rate, we follow [6] in using the hourly wage rate as reported if available and if the wage per week is reported, this is divided by the usual hours worked per week. For the education variable the coding suggested by the CPS March Codebook for item 18h is used. For family income net wife's income, the wife's personal income from wages and salaries (hourly wage rate times annual hours) is subtracted from total family income.
Both CPS and PSID data sets are processed by the following selection criteria. 
A.2. Imputation Method
The missing wage rates are imputed by the hot deck method, e.g., see [28, 52] . The method derives each missing value, referred to as a recipient, from a few donors who are found to share similar characteristics with the recipient. The method consists of the following two steps.
Step 1: Establish a metric for matching donors to recipients. The purpose of the metric is to produce one summary measure comparable between the recipients and the donors. The metric used here is a multiple regression of the upper equation of (2) using the working wife sample only. Several regressions have been experimented with including different choices of regressors. The model has been selected on the condition that all the regressors have statistically stable parameters. The fitted wages are then calculated as representing the summary measures of the donors. The fitted model is used to "predict" a series of the summary measures of all the recipients. We have also tried the alternative of running a binary model, i.e., a labour force participation model, using the full sample including the non-working wives, with the aim to use the fitted probability scores for the second step matching. However, it is difficult to assess how invariant the estimated coefficients and thus how credible the "predicted" probability scores are. The trial matched results tend to be smoother than those by the OLS regression metric, making the imputed missing wage rates appear less similar to the observed wage rates, as compared to those imputed by the OLS regression metric. We have therefore abandoned the binary regression metric.
Step 2: Match recipients with their closest neighbours by their summary measures from Step 1. This is done by a combination of the nearest-neighbour matching method and the radius matching method. Specifically, we set a starting radius to search for a set number of donors from the lower end of the wage scale (the number is set at five here, in line with what is commonly used in the programme evaluation matching literature). For those recipients which have not yet got enough donors, we gradually enlarge the radius until the required number of donors is found. The missing wage value of a recipient is taken as the average of the observed wage rates of the donors.
