This paper studies the problem of designing a logical topology over a wavelengthrouted all-optical network physical topology. The physical topology consists of the nodes and ber links in the network. On an all-optical network physical topology, we can set up lightpaths between pairs of nodes, where a lightpath represents a direct optical connection without any intermediate electronics. The set of lightpaths along with the nodes constitutes the logical topology. For a given network physical topology and tra c pattern (relative tra c distribution among the source-destination pairs), our objective is to design the logical topology and the routing algorithm on that topology so as to minimize the network congestion while constraining the average delay seen by a sourcedestination pair and the amount of processing required at the nodes (degree of the logical topology). We will see that ignoring the delay constraints can result in fairly convoluted logical topologies with very long delays. On the other hand, in all our examples, imposing it results in a minimal increase in congestion. While the number of wavelengths required to imbed the resulting logical topology on the physical all-optical topology is also a constraint in general, we nd that in many cases of interest this number can be quite small.
Introduction
All-optical wavelength-division-multiplexed (WDM) networks 1] using wavelength routing are considered to be potential candidates for the next generation of wide-area backbone networks. A WDM all-optical network can use the large bandwidth available in optical ber to realize many channels, each at a di erent optical wavelength, and each of these channels can be operated at moderate bit rates (1{2.4 Gb/s). Networks using 20{100 wavelengths will be feasible in the next few years. The physical topology of the network consists of optical wavelength routers interconnected by pairs of point-to-point ber links in an arbitrary mesh topology as shown in Figure 1 . Each pair of links is represented by an undirected edge between routing nodes in this gure. End-nodes are attached to the routers. Each end node has a limited number of optical transmitters and receivers. Each link is capable of carrying a certain number of wavelengths. A routing node, shown in Figure 2 , takes in a signal at a given wavelength at one of its inputs and routes it to a particular output, independent of the other wavelengths. A router with p inputs and p outputs capable of handling wavelengths can be thought of as independent p p recon gurable switches (preceded and followed by wavelength demux and mux elements respectively).
Physical and Logical Topologies
The physical topology of the network is the physical set of routing/end-nodes and the ber-optic links connecting them upon which one sets up lightpaths between end nodes. A lightpath consists of a path through the network between end nodes and a wavelength on that path. Lightpaths are set up by con guring the routing nodes in the network. Two lightpaths that share a link in the network must use di erent wavelengths. 1 A lightpath 1 We assume in this paper that this restriction only applies to the links between routing nodes, i.e., there may be more than one lightpath to/from the same end-node on the same wavelength provided they are routed on di erent links to/from the attached routing node. A routing/end-node architecture that is capable of implementing this is described in 2]. provides a pipe between end nodes with a bandwidth equal to that of one channel, typically 1{2.4 Gb/s. The set of all lightpaths that have been set up between end nodes constitutes the logical topology. An example logical topology for the physical topology of Figure 1 is shown in Figure 3 . This logical topology corresponds to the set of lightpaths shown in Figure 1 . The logical topology is a graph with the nodes corresponding to the end-nodes in the network with a directed edge from node A to node B if a lightpath has been set up from node A to node B. The physical degree of a (routing) node is the number of other (routing) nodes that it is directly connected to by ber-optic links. E.g., the physical degree of all the (routing) nodes in Figure 1 is 2. The logical out-degree of an end-node is the number of lightpaths that originate from that end-node and the logical in-degree of an end-node is the number of lightpaths that terminate in that end-node. E.g., in Figure 3 , the logical in-degree and out-degree of every end-node is 1. We assume that each routing node is associated with a single end node and vice versa and thus we will simply speak of the physical and logical degree of a node.
Ideally in a network with N nodes, we would like to set up lightpaths between all the N(N ? 1) pairs. However this is usually not possible because of two reasons. First, the number of wavelengths available imposes a limit on how many lightpaths can be set up.
(This is also a function of the tra c distribution.) For example, in 2], it is shown that averaged over a number of randomly chosen 128-node networks with average physical degree 4 one can set up an average of 640 full-duplex lightpaths using 32 wavelengths, or only about 10 full-duplex lightpaths per node (much less than the 127 required to have lightpaths to all other nodes). Secondly, each node can be the source and sink of only a limited number of lightpaths 1 . This is determined by the amount of optical hardware that can be provided (transmitters and receivers) and by the amount of information the node can handle in total.
When it is not possible to establish lightpaths between all pairs of nodes, node pairs that are not directly connected via lightpaths must use a sequence of lightpaths through intermediate nodes to communicate. At each intermediate node, packets coming in on a lightpath must be converted to electronic form, switched electronically and then converted back to optical form and sent out on a di erent lightpath enroute to their destinations. In other words, packets may have to take multihop paths to reach their destination. In addition to the constraints above, each node can electronically switch only a limited amount of information, determined by the number of ports the electronic switch at that node can handle, say 2 . These constraints impose a restriction on the maximum degree of the logical topology: the degree (or the number of lightpaths originating or terminating in a node) must be at most l = min( 1 ; 2 ).
Note that even if the number of available wavelengths were su ciently large so that lightpaths could be established between all N(N ?1) possible source-destination (s-d) pairs, if 1 < N ?1, we have to solve the problem of coordinating the use of the lightpaths among the s-d pairs so that collisions and contentions are avoided, which is hard to do in the widearea environment. If this were the model, all packets could be routed directly on all-optical paths and no forwarding of packets at intermediate nodes would be required. Instead we assume that we set up a logical topology based on the tra c matrix and that those s-d pairs with no direct lightpath must use multihop paths, which avoids the coordination problem altogether.
Logical Topology Design
This paper studies the problem of designing such a logical topology and routing on the designed logical topology. We assume that the physical topology is already given and that a tra c matrix representing long-term average ows between end nodes is also given. It is reasonable to minimize both the network congestion (de ned below) and the average packet delay. The average delay consists of a component due to the queueing delays at the intermediate nodes and the link propagation delays. In high-speed wide-area networks, the propagation delay dominates over the queueing delay as long as link utilizations are not too close to the link capacity. We neglect queueing delays in the rest of this paper.
As we increase the degree of a node or the number of wavelengths in the network, the congestion and delay will decrease. For a given degree and number of wavelengths, if we seek to minimize any metric that involves only propagation delay and ignores the congestion, the best solution is as follows (if the given requirement on the degree of the logical topology is at least equal to the maximum degree of the physical topology): Make the logical topology the same as the physical topology. Then use shortest path routing on the logical topology with the link metric being the propagation delay on the link.
We prefer to formulate the problem in terms of minimizing congestion subject to the restriction that the delay for a source-destination pair be no more than some multiple of the minimum possible delay. This formulation is appropriate when we are given the relative (average) tra c distribution in the network or the \tra c pattern" (but not the actual or absolute value of the (average) tra c) and must maximize the total (average) tra c that the network can support. This is in contrast to other work that tries to minimize average delay but ignores the congestion 3, 4].
Let T = ( sd ) be the tra c matrix, i.e., sd is the arrival rate of packets at s that are destined for d. We seek to create a logical topology G l and a routing on G l that minimizes max = max ij ij where ij denotes the o ered load on link (i; j) of the logical topology. max is the maximum o ered load to a logical link and is called the congestion. Let G p be the given physical topology of the network, l the degree of the logical topology, and W the number of wavelengths available. An informal description of the logical topology design problem is as follows (a precise de nition as a mixed-integer linear program (MILP) is given in Section 3): min max such that each logical link in G l corresponds to a lightpath and two lightpaths that share an edge in the physical topology are assigned di erent wavelengths, the total number of wavelengths used is at most W, every node in G l has l incoming edges and l outgoing edges, tra c is routed so that ow of tra c from each source-destination pair is conserved at each node, for each source-destination pair, the propagation delay is at most times the worstcase (shortest-path) propagation delay in G p .
Note that the topology design problem includes routing as a subproblem.
Previous Work
The logical topology optimization problem has been studied earlier for the case where the physical topology is a broadcast star and the number of wavelengths is not constrained. In other words, the only constraint is on the logical degree of the nodes. For this case, earlier papers have presented heuristic algorithms to design the logical topology to minimize congestion 5] or minimize the average propagation delay weighted by the tra c 3]. These include heuristics based on evolving successive topologies by exchanging links with low utilizations 5], simulated annealing and genetic algorithms 3], and a stochastic ruler algorithm 6]. The computational aspects of solving the problem of minimizing congestion were studied in 7] . The usual MILP formulation was enhanced by adding a number of inequalities and suitable relaxations of the MILP were used to obtain good lower bounds. Computational results were presented for 8-node networks.
Recently, the problem of designing a logical topology over a wavelength-routed physical topology was considered in 8, 4, 9]. 8] proposed algorithms for embedding regular torus or hypercube logical topologies with a focus on the assignment of wavelengths to lightpaths rather than the optimization of the overall performance of the logical topology. 4] proposed a heuristic for embedding a hypercube logical topology with the objective of minimizing the average weighted propagation delay, but did not take into account capacity constraints on lightpaths, and did not consider the problem of explicitly assigning wavelengths to lightpaths. Thus, throughput was neglected and if the required degree of the logical topology is at least equal to the maximum degree of the physical topology, the solution to the optimization problem stated in 4] is to make the logical topology identical to the physical topology. 9] proposed a heuristic based on sequentially assigning a single wavelength to all possible lightpaths in order of decreasing tra c before proceeding to the next wavelength. The objective was to to maximize the amount of tra c carried in one hop from its source to its destination, but degree and delay constraints on the logical topology were ignored. Other related work 10, 11, 12, 2] addresses speci cally the problem of dynamically routing lightpaths, which may be thought of one of the components of the overall logical topology design problem.
Outline of the Paper
In Section 2 we give a precise formulation of the logical topology design and routing problem as a mixed integer programming problem (ignoring the constraint on the number of available wavelengths) and solve it for various values of the degree and delay bounds in a 6-node example. Since this problem is computationally di cult for larger networks, we split the problem into the logical topology design and routing subproblems. In Section 3 we derive a lower bound on the congestion of any logical topology, given the tra c distribution matrix and the logical degree, but ignoring the constraints imposed by the physical topology and the limited number of wavelengths. This bound was stated in 13, 7] and proved in 14] but we present an alternate proof of the same bound. This generalizes a similar bound derived in 15] for uniform tra c. We then state an iterative linear programming lower bound that was derived in 7] for a similar problem. This is particularly useful for large problems. Some lower bounds on the number of wavelengths required to realize the logical topology are derived in Section 4. In Section 5 we propose several heuristics for designing logical topologies. In Section 6 we study their performance relative to the bounds derived on the congestion and the number of wavelengths for a 14-node NSFNET backbone network. We also study how the number of wavelengths scales with the size of the network by considering a number of randomly chosen networks. Section 7 concludes the paper. the congestion, which we seek to minimize. Then the logical topology design and routing problem which was stated informally in Section 1 can be formulated as the following mixedinteger linear programming problem (MILP), assuming enough wavelengths are available so that wavelength assignment constraints can be ignored: (We will take the wavelength assignment constraints into account in the heuristics later.) min max subject to Flow conservation at each node: 6. The delay bounds as formulated above are on the average delay between an s-d pair (over all paths in the logical topology, weighted by the tra c routed on those paths). It may be more desirable to upper-bound the delay on every path over which tra c is routed between an s-d pair but we do not know of a way to do this that is not signi cantly more complex. In general, we expect that the tighter the delay constraint (smaller ), the larger the minimum achievable congestion. Moreover, with tighter delay constraints, we expect that there will be fewer logical links that span multiple physical links since such logical links have larger delays.
We solve the above MILP for the 6-node network shown in Figure 4 for various values of l and using a branch-and-bound routine available in the IBM Optimization Subroutine Library 16] . The tra c matrix used in shown in Table 1 . Each entry is chosen at random from a uniform distribution in (0; 1). For l = 1, there are three possible topologies, depending on the value of as shown in Figure 5 . It is interesting to observe that while the achievable congestion does increase with tighter delay constraints, this increase is not very much in this example. For l = 2; 3; 4; 5, the achievable values of the congestion for various values of are shown in Table 2 . Again we observe that tight delay constraints (small ) do not lead to signi cantly reduced values of the achievable congestion. Moreover, the higher the degree, the smaller the value of that we can impose without signi cant increase in congestion. We conjecture that this is probably true for most of the interesting cases and are studying this phenomenon further. Finally, we note that in this example, allowing multiple links between the same pair of nodes by modifying the MILP as indicated in the remark above, does not alter the solutions we obtained.
The MILP stated above becomes computationally intractable for larger networks. Therefore, we decompose the problem into the subproblems of logical topology design and routing. For a given logical topology, the routing subproblem is the linear program resulting by correspondingly xing the values of the b ij in the above MILP and is computationally quite tractable, at least for moderate-sized networks (tens of nodes).
For the topology design subproblem, we will probably need to use heuristic algorithms. However, in order to evaluate the goodness of these heuristic algorithms (which provide upper bounds on congestion) we will need good lower bounds on the achievable congestion Table 1 : Tra c matrix for the 6-node network. Table 2 : Minimum achievable congestion values obtained by solving the MILP for the 6-node network for various values of the degree l and the delay parameter . MFT is the minimum ow tree lower bound from Section 3. An \X" indicates that the MILP is infeasible.
values. In the next section, we derive such lower bounds. Since we have not taken the number of wavelengths available as a constraint in formulating the logical topology design problem so far, we then derive lower bounds on the number of wavelengths required to realize a logical topology. After that, we consider several topology design heuristics.
Lower Bounds on Congestion
Let P = (p sd ) be the average tra c distribution matrix, with P s P d p sd = 1, i.e., p sd is the probability that a new packet is from s to d. Let sd = p sd r be the arrival rate of packets for source-destination pair (s; d), i.e., r is the total arrival rate of packets to the network and let T = ( sd ) denote the tra c matrix. Let ij be the arrival rate of packets for logical link (i; j). Our objective is to minimize the congestion max = max ij ij . In this section, given the tra c distribution P and the maximum degree l , we derive a lower bound on max that must be satisi ed by any logical topology with maximum degree l and any routing scheme on that logical topology.
For a speci c logical topology, routing scheme, and source-destination pair (s; d), let a sd ij 2 0; 1] denote the fraction of packets that are routed on paths using logical link (i; j). We now obtain a stronger lower bound on H. Observe that for each source, there can be at most l destinations one hop away, 2 l destinations two hops away, etc. Now consider an idealized topology in which for each source the l destinations with the largest tra c are connected by one hop paths, the next 2 l destinations in descending order of tra c are connected by two hop paths and so on. We show that H for this idealized topology is a lower bound on H for any topology with maximum out-degree l and any routing scheme on that topology. otherwise.
Since there can be at most k l nodes that are k hops away from node i, the number of nodes (other than i) at k ? 1 or fewer hops from node i is at most l + 2 l + + k?1 l = n k?1 .
Hence, jfj : h ij kgj N ? 1 ? n k?1 : Therefore, P ik Q ik for 1 k H i (using (2)). Therefore,
Minimum Flow Tree Bound: Combining (1) and Theorem 1, we get max rH min =E l which we will refer to as the Minimum Flow Tree (MFT) bound following 13]. This bound was also stated (for l = 2) in 7] where some similar stronger bounds are also given.
We next state a much stronger iterative LP-relaxation lower bound on the congestion and we will use the above MFT bound as a starting point for its calculation.
In the MILP stated in Section 2, we have considered each s-d pair as a commodity. This is usually referred to as the disaggregate formulation 7] . We can get a more tractable aggregate MILP formulation by identifying a commodity with each source, rather than each s-d pair as follows. (The aggregate problem is more tractable because it has fewer variables and constraints.) Let s = P d sd be the total tra c from source s, s ij be the arrival rate of packets from source s on logical link (i; j), ij the arrival rate of packets on logical link (i; j) from all sources, and max the maximum load on any logical link, viz. the congestion, which we seek to minimize. Then the aggregate MILP formulation is as follows: Here L max is any a priori lower bound on max , e.g., the MFT lower bound derived earlier.
Remarks:
1. The LP-relaxation of the above MILP is the linear program obtained by replacing the constraints \b ij 2 0; 1 for all i, j," by \0 b ij 1 for all i, j." Note that the additional constraint added following 7] is super uous in the MILP but (usually) becomes active in the LP-relaxation. If we set L max to the MFT lower bound and solve the LP-relaxation of the above problem, we get another lower bound on max which we will denote as L max (1) . Iteratively, we can set L max = L max (i), i 1, and solve the LP-relaxation to get an improved lower bound L max (i + 1). We will refer to these bounds as the iterative LP-relaxation bounds. We will use i = 25 in the NSFNET examples to be considered below and call it the LP lower bound. Iterating further (beyond i = 25) leads to very little improvement in the lower bound.
2. The aggregate MILP is much more tractable than the disaggregate one; however one shortcoming of the aggregate formulation is that the delay constraints are on the average delay experienced by packets from each source rather than between each s-d pair. If the aggregate MILP is solvable but the disaggregate MILP is not, we can solve the (disaggregate) routing subproblem on the topology produced by the aggregate MILP, to check whether the solution satis es the more stringent delay constraints of the disaggregate formulation. If it does, then the optimal solution to the disaggregate MILP is the same as that of the aggregate MILP; otherwise we have a possibly suboptimal solution which may be still be adequate for practical purposes.
Lower Bounds on Number of Wavelengths
Given an undirected physical topology, G p (N; E p ), with N nodes and E p undirected edges, how many wavelengths, (G p ; l ) do we need to set up a regular, directed logical topology with degree l , i.e., l lightpaths to and from each node? If the minimum degree of the physical topology is p , then, d l = p e: To prove this, consider a node with physical degree p , say node A. The l lightpaths from node A must be routed over one of these p edges so that the average number of lightpaths routed over each one of these edges is l = p . Since the number of lightpaths traversing an edge is an integer, at least one of these p edges, say , must have d l = p e lightpaths routed over it. The bound follows by noting that all these lightpaths traverse the edge in the same direction, i.e., from node A, and thus must use distinct wavelengths.
In some cases, the following argument leads to a better bound on . We rst replace each undirected edge in G p by a pair of edges, directed in opposite directions. Let h ij denote the number of hops in the shortest path from node i to node j. For each node i, let l i ( l ) denote the sum of the l smallest values of h ij for di erent j. The total number of physical edges traversed, including repetitions, by the l lightpaths from node i must be at least l i ( l ). Therefore the total number of physical edges traversed by the N l lightpaths in the logical topology is at least P i l i ( l ). Since the average number of lightpaths per physical (directed) edge is a lower bound on , we have,
Note that we divide by 2E p , the number of directed edges in the physical topology, and not by E p , the number of undirected edges, in computing a lower bound on the number of wavelengths since it is only the lightpaths that traverse a physical topology edge in the same direction that are constrained to use di erent wavelengths. We will use the better among the two lower bounds in the examples to be considered later.
Topology Design Algorithms
HLDA: We rst consider a simple logical topology design algorithm, which we call HLDA (for heuristic topology design algorithm), that attempts to place logical links between nodes in order of descending tra c. The idea behind this heuristic is that routing most of the tra c in one hop may lower the congestion. The HLDA does not take delay constraints into account when designing the logical topology but these constraints can be imposed in the routing phase. A pseudo code description of the algorithm is given below:
Step 1: Given the tra c distribution matrix P = (p ij ), Make a copy Q = (q ij ) = P.
Step 2: Select the source destination pair (i max ; j max ) with largest tra c, i.e., q imaxjmax = max ij q ij .
If we've tried all source-destination pairs with non-zero tra c already, then go to Step 4.
Step 3: If node i max has fewer than l outgoing edges, and node j max fewer than l incoming edges, then nd lowest available wavelength on the shortest propagation-delay path between i max and j max in G p . (If there is more than one shortest path, scan them sequentially)
If wavelength available then
Create logical edge i max ; j max Find source destination pair i 0 ; j 0 with next highest tra c, i.e., q i 0 j 0 = max i6 =imax;j6 =jmax q ij Set q imaxjmax = q imaxjmax ? q i 0 j 0 Go to Step 2. else q imaxjmax = 0; go to Step 2. else q imaxjmax = 0; go to Step 2.
Step 4: If we do not yet have N l edges, place as many remaining logical edges as possible at random so that degree constraints are not violated and a wavelength can be found on the shortest path for the logical edge.
Note that HLDA places multiple logical links between nodes with very high tra c, if the \residual" tra c (see Step 3) between such a node pair is larger than the tra c between the next highest node pair.
MLDA: We next consider another heuristic, which we call MLDA (for minimum-delay logical topology design algorithm) which is only de ned if l is larger than the degree of the physical topology. If this is the case, the MLDA creates a pair of directed logical edges for each physical edge and the remaining edges are added according to the HLDA. Thus the logical topologies created by the MLDA are capable of routing all packets on the shortest physical path between every pair of nodes and therefore, capable of satisfying the tightest delay constraints that are physically realizable; hence the term \minimum-delay." TILDA: We also consider another algorithm TILDA (for tra c independent logical topology design algorithm). TILDA designs logical topologies regardless of the tra c. It rst places logical edges between all one-hop neighbors in the physical topology, then between all two-hop neighbors (provided that there are no logical edges between them already), then between all three-hop neighbors (provided that there are no logical edges between them already), etc., provided the degree constraints are not violated. Since lightpaths that use as few physical topology edges as possible will tend to keep the number of lightpaths that use a physical edge small, TILDA attempts to minimize the number of wavelengths required, and may be an appropriate choice if the tra c is unknown or known to be uniform.
LPLDA: Consider the solution produced by the iterative LP-relaxation bounds of Section 3 at some suitable iteration (iteration # 25 in the NSFNET examples to be considered below). Table 3 : The tra c matrix P 1 for the 14-node NSFNET.
with the largest b 0 ij , we round each successive value of b 0 ij to one, provided the degree constraints are not violated, and to zero, otherwise.
RLDA: For comparison purposes, we use another algorithm (RLDA) that places logical edges entirely at random, subject to nding a lightpath for each edge and not violating degree constraints, but ignoring the tra c matrix altogether.
6 Examples 6.1 NSFNET Figure 6 shows the 14-node NSFNET backbone network. For this network, we will use two di erent tra c patterns, P 1 and P 2 , shown in Table 3 and Table 4 respectively. P 1 is a tra c pattern created by picking 42 (an average of three per node) s-d pairs at random and allocating a random amount of tra c chosen from a uniform distribution in (0; 100) for each s-d pair. Each remaining s-d pair is then allocated a random amount of tra c chosen from a uniform distribution in (0; 1). This captures a situation where most of the network tra c is concentrated among 42 pairs, with little tra c among the remaining ones. P 2 corresponds to a measured tra c distribution taken from 4] with tra c distributed more evenly over a large number of s-d pairs.
In Figure 7 , we plot the minimum achievable congestion as a function of the degree for logical topologies designed by HLDA for tra c pattern P 1 and for di erent numbers of available wavelengths. The delay parameter is assumed to be 1. Observe that with 8 wavelengths we are close to the LP lower bound, which is also plotted in the gure. Observe Table 4 : The tra c matrix P 2 for the 14-node NSFNET. Table 6 : Congestion (arbitrary units) versus logical degree for tra c pattern P 2 (no constraint on the number of wavelengths) for the NSFNET example for various topology design algorithms. An \X" indicates that either the topology design problem or the routing problem is infeasible.
also that the LP lower bound is a much better bound than the MFT bound|this is true for almost all the examples considered. It takes about 1 minute of computation time to compute each iteration of the LP lower bound on an IBM RS/6000-580 workstation. Next, we plot the number of wavelengths required as a function of the degree for tra c pattern P 1 in Figure 8 . We de ne the number of wavelengths required, , to be the minimum number required so that the topology design algorithm never fails to place a logical edge due to the unavailability of a wavelength. For a particular degree, the congestion generally decreases as the number of wavelengths is increased but soon reaches a minimum value after which increasing the number of wavelengths has no e ect (since the logical topology does not change) so that is usually also the smallest number of wavelengths for which the minimum congestion is achieved. 2 The lower bound derived in Section 4 is also plotted. Note that HLDA requires a larger number of wavelengths than MLDA or TILDA. This is because MLDA and TILDA tend to place logical edges using fewer hops on average in the physical topology. Note that even HLDA requires only a relatively small number of wavelengths, for example, 8 for logical degree 4.
In Table 5 we show the achievable congestion versus degree for the di erent design algorithms, assuming the number of wavelengths is not a constraint, for the tra c pattern P 1 . The delay parameter is assumed to be 1. The MFT and LP lower bounds are indicated. MILP indicates an upper bound obtained by using a branch and bound routine 16] to come up with integer solutions for the aggregated MILP formulation of Section 3 using less than 10 7 iterations. It takes approximately 50 hours of CPU time on an IBM RS/6000-580 workstation to perform this many iterations. The congestion values for RLDA are averaged over four di erent random topologies. The LP lower bound is very close to the optimal value in all cases. Observe that HLDA achieves lower values of the congestion than the other algorithms in this example except for degree 5, when LPLDA is slightly better. MLDA is fairly close to HLDA in performance while using fewer wavelengths as observed earlier. LPLDA also produces good topology designs. TILDA is signi cantly poorer, showing that good design algorithms should take the tra c into consideration. The MFT bound is also plotted for comparison.
In Table 6 , we plot the corresponding data for the tra c pattern P 2 . Again the LP lower bound is close to the optimal value, and LPLDA produces the best solutions. Surprisingly, we see that for small logical degrees RLDA performs better than HLDA, MLDA and TILDA. This leads us to conjecture that heuristic topology design algorithms like HLDA and that of 9] are of value only when the tra c is concentrated among a few s-d pairs. If the tra c is much denser, there appears to be little value in \maximize the one-hop tra c" heuristics for logical topology design. This is reasonable because in the latter cases we expect the multihop tra c to be the dominant factor in determining the achievable congestion and these heuristics do not take this into account. MLDA provides a reasonable compromise between using short hop paths (thereby allowing multihop tra c to be e ciently routed) as well as placing direct logical edges for those s-d pairs with a lot of tra c between them.
A better option is probably to use an iterative topology design algorithm that starting with an initial topology, iteratively solves the routing problem, identi es the congested links and tries to reduce congestion by slightly changing the logical topology using techniques similar to those described in 17]. In Table 7 and Table 8 , we tabulate the achievable values of the congestion for various values of for each of the ve logical topology design algorithms: LPLDA, HLDA, RLDA, MLDA and TILDA, for degree 4 and degree 6 respectively, for the tra c pattern P 2 . As we expect, MLDA, LPLDA and TILDA design feasible topologies for tight delay constraints ( = 1 or 1.5). For larger values of , MLDA produces a congestion that is only slightly worse than HLDA. Overall, MLDA and LPLDA appear to be appropriate heuristics for logical topology design.
The behavior of TILDA is slightly surprising. While it is the best topology design algorithm in this example for degree 6 it is far worse than the others for degree 4. This suggests that if the objective is to minimize congestion, the use of heuristics that do not take the tra c matrix into account may be a poor idea.
Based on these examples we can make the following conclusions: When the logical degree is small it is more important to set up shorter-hop lightpaths than it is to set up lightpaths for s-d pairs with a large amount of tra c (since that will compromise the number of ports available for connecting to nearby nodes). For larger logical degrees it helps to place logical edges between s-d pairs with a lot of tra c between them. However even in this case, in order to meet tight delay constraints it is desirable rst to have logical edges between neighboring nodes and then to have edges between s-d pairs with heavy tra c between them. This is precisely what MLDA does. MLDA and TILDA also tend to use a smaller number of wavelengths than HLDA.
Random Graphs and Number of Wavelengths
We next consider a family of random graphs ranging in size N from 32 to 256 nodes, all of average physical degree 3. (To generate a random graph with N nodes and average degree p , we rst place N edges to create a cycle and then, for each of the remaining N( p =2?1)
edges we choose, in succession, a pair of nodes randomly from the node pairs that are not connected by an edge.) Table 9 shows the number of wavelengths required by TILDA as a function of the logical degree l and also the lower bound from Section 4. The lower bound here is independent of N for the values of N considered. Observe that the number of wavelengths required by TILDA grows very slowly with the number of nodes and is still small ( 10) for a 256-node network.
Conclusion
This paper formulated the problem of designing a logical topology over a wavelength-routed physical topology. The formulation takes into account processing constraints at the nodes, constraints on the average-delay for each s-d pair and wavelength assignment on the lightpaths. For the case where the number of wavelengths is not limited, we formulated the ! Table 9 : Number of wavelengths required by TILDA for random graphs with average physical degree 3.
problem as an MILP and solved it exactly for a 6-node network. The results illustrated that (1) not imposing the delay constraint results in topologies that are \unnatural" in that nodes that are physically located in close proximity may have to use long convoluted paths to communicate, and (2) imposing the delay constraints did not signi cantly reduce the congestion in the examples considered.
We then proposed a simple logical topology design heuristic (HLDA) that works well when the tra c is concentrated among a small fraction of the total number of sourcedestination pairs in the network, but does not work well when the tra c is distributed more evenly among the source-destination pairs, since it is a greedy heuristic based on assigning lightpaths to s-d pairs with large tra c. We also proposed a modi cation of this heuristic (MLDA) that is capable of realizing tighter delay constraints seemingly without much increase in the congestion, and also provides e cient routes for multihop tra c. We also explored the use of a tra c-independent heuristic (TILDA) and the LPLDA heuristic based on rounding the values of the solution to the relaxed linear programming problem.
We found that degree constraints may play a more signi cant role in limiting the performance of a logical topology than the number of wavelengths available. In the 14-node NSFNET backbone example considered, 10 wavelengths were su cient to achieve the best congestion for nodal degrees up to 8 and this was observed to be the case for larger random networks as well. Also MLDA and TILDA tend to design logical topologies using a smaller number of wavelengths than HLDA.
Overall, the LPDLA appears to minimize congestion when the tra c is more evenly distributed among a large number of s-d pairs, and MLDA appears to achieve a good compromise between having good throughput, tight delay constraints and using a small number of wavelengths over a range of logical degrees.
