Abstract. We demonstrate a data-driven method to solve the invariant probability density function of a randomly perturbed dynamical system. The key idea is to replace the boundary condition of numerical schemes by a least square problem corresponding to a reference solution, which is generated by Monte Carlo simulation. With this method we can solve the invariant probability density function in any local area with high accuracy, regardless whether the attractor is covered by the domain.
Introduction
Many real world physical and biological systems are subject to random perturbations. The time evolution of the probability density function of a randomly perturbed system is usually described by the Fokker-Planck equation [26] . In many studies, the invariant probability density function of the randomly perturbed system is particularly important. It is well known that under suitable conditions, the the invariant probability density function solves the steady state Fokker-Planck equation, and vice versa [6, 5, 16] .
When the unperturbed dynamical system has complex dynamics, analytical solutions or estimations to the Fokker-Planck equation are usually not available. On the other hand, numerically solving the steady state Fokker-Planck equation on a unbounded domain is always a challenge due to the lack of a well-posed boundary condition. The usual practice is to let the domain cover the global attractor of the unperturbed dynamical system with sufficient margin. The Freidlin-Wentzell theory [11] tells us that the invariant probability density is close to zero when sufficiently far away from the global attractor. Then it is usually safe to assume the zero boundary condition.
Another problem is the resolution of the numerical solution. When the strength of noise is 0 < σ 1, it is known that the probability density function should concentrate at a O(σ)-neighborhood of the attractor [20] . Hence the grid size of the numerical solver can not be less than σ. Otherwise the numerical solution can not "see" the concentration, and sometimes serious numerical artifacts may occur. Therefore, when the noise strength is small and the underlying dynamical system has complex (possibly chaotic) dynamics, the grid size of the numerical solver has to be sufficiently small. This imposes a great challenge in chaotic systems with dimension ≥ 3. Take the Lorenz system as an example, a very expensive numerical computation in [2] can only solve the equation on a 160
3 mesh, with a grid size ≈ 0.3.
The problem of the boundary condition can be partially overcome by using the Monte Carlo simulation. A Monte Carlo simulation either run the dynamical system for a long time or run many independent trajectories of the randomly perturbed system over a finite period of time. The Monte Carlo simulation is an efficient way to obtain statistics like the expectation of a certain observable. However, the classical Monte Carlo simulation usually does not perform well in solving the invariant probability density function. The probability density generated by Monte Carlo simulation is usually "noisy" and inaccurate.
In this paper we present a hybrid method to get a local invariant probability density function with high resolution and high accuracy. The key idea is to completely discard the boundary condition on a local domain that does not cover the entire attractor. Then a numerical solver of the steady state Fokker-Planck equation becomes underdetermined, which essentially gives a linear constraint. Under this linear constraint, we can further produce an approximated invariant probability density function through Monte Carlo simulation. The "noisy" solution obtained from the Monte Carlo simulation serves as a reference of the next step. Finally, we solve a least square optimization problem under the linear constraint given by the numerical solver. The resultant solution satisfies the numerical solver of the steady state Fokker-Planck equation (without a boundary condition), and has minimum L 2 distance to the "noisy" solution generated by the Monte Carlo simulation. The least square problem is further converted to a linear system that can be solved either exactly or using iterative methods.
We demonstrate several numerical examples in this paper. The 1D double well potential is used to check the accuracy. We find that the main error source comes from the Monte Carlo simulation. In addition to the finite size effect, the numerical solver of the stochastic differential equation also contributes to the error term. But the overall accuracy is satisfactory considering the very short computation time. Then we demonstrate the strength of this method with 2D and 3D examples. In the 2D example we show that a transition from relaxation oscillations to a smaller limit cycle is destroyed by noise. A local solution with high resolution is presented to demonstrate some local structure. In the 3D example we compute the invariant probability density functions of both Lorenz oscillator and Rössler oscillator. With very little computation cost (10 minutes on a laptop), we are able to find a numerical solution with much higher resolution than previous studies (grid size = 0.05).
We remark that the purpose of this paper is only to introduce a general framework. The detailed implementation can be further improved. For example, the naive Monte Carlo simulation can be replaced by various importance sampling techniques [27, 30] . If the noise is large enough to smear fine structures, the Monte Carlo simulation with a Gaussian mixture proposed in [8, 9] can be applied. The finite difference PDE solver can be replaced by other advanced solvers like the finite element method or other methods for high dimensional problems [25, 29, 31] . We will write subsequent papers to address these issues.
2. Probability and numerics preliminary 2.1. Problem setting. Consider an autonomous ordinary differential equation
We are interested in the situation when equation (2.1) generates non-trivial dynamics. For example, equation (2.1) may admits a strange attractor or have separation of time scales that leads to interesting dynamics like the folding singularity, mixed mode oscillations .etc. [14, 10] . Now we consider the following dynamical system with random perturbation
where X t ∈ R n , f : R n → R n is a vector field, σ : R n → R n×n is a matrix-valued function, and dW t is the n-dimensional white noise. Obviously X t is a Markov process. We denote the transition kernel of X t by P t (x, A) = P[X t ∈ A | X 0 = 0]. A probability measure π is said to be invariant if πP t = π, where the left operator is defined as πP
It is well known that the time evolution of probability density function of X t , denoted by u t , is described by the Fokker-Planck equation
is the probability density function of X 0 . In this paper, we assume the non-degenerate condition that D is an everywhere positive definite matrix. A probability density function u * (x) is said to be an invariant probability density function if Lu * = 0. It is easy to see that an invariant probability density function defines an invariant probability measure π of X t , such that u * (x) is the probability density function of π.
The existence of an invariant probability measure is guaranteed if X t is defined on a compact manifold without boundary [32] . When X t is defined on unbounded domain, such existence needs some "dissipation" conditions [4, 16, 18] . The convergence to the invariant probability measure is another tricky issue. To make P t (x, ·) → π as t → ∞, one needs stronger "dissipation" conditions and some minorization-type conditions [24, 15, 18] . Since the theme of this paper is numerical algorithms, we have the following assumption throughout the paper.
(H) The diffusion process X t admits a unique invariant probability measure π that is absolutely continuous with respect to the Lebesgue measure. The probability density function of π uniquely solves the stationary Fokker-Planck equation. In addition, P t (x, ·) → π as t → ∞ for every x ∈ R n . 
Numerical
2 is nonzero, u m needs to be renormalized after each update such that
When u m − u m−1 is smaller than the error tolerance for some m = M , the update is stopped and u M numerically solve the stationary Fokker-Planck equation. In order to make the numerical solution reliable, the domain has to be sufficiently large such that the probability of
2 ) is sufficiently close to 1. Another approach is to solve the stationary Fokker-Planck equation directly. Assume the same 2D domain as before. In order to discretize Lu * , the boundary value
2 covers the global attractor of equation (2.1) with sufficient margin. Then the Freidlin-Wentzell theory tells us that we can assume a zero boundary condition [11] . This will generate a linear system
where A is an n × n nonsingular matrix. To avoid trivial solution, we need the constraint
This gives an overdetermined linear system
We can find the least square solutionû that solves the optimization problem min Âû − b 2 .
The least square solutionû numerically solves the stationary Fokker-Planck equation.
2.3.
Probabilistic approach of computing invariant measure. The numerical PDE approach works reasonably well for 1D and 2D problems. However, in higher dimension this approach becomes not practical. In particular, the domain has to sufficiently large to cover the global attractor of equation (2.1) with enough margin. This imposes great difficulty to many practical problems. For example, if equation (2.1) is a Lorenz system, then we need a grid on [−25 × 25] 3 to cover the attractor. When h = 0.05, we will have to solve a least square problem with 10 9 variables. An alternative approach is to use Monte Carlo simulation. Let h 1 be the step size. Let X n := X nh be the numerical time-h sample chain produced by certain numerical method (Euler, Milstein, Runge-Kutta .etc) [19] . Under certain conditions, X n admits an invariant probability measure π h that converges to π as h → 0 [23, 22] . In addition, X n is a Markov chain. Let ξ : R n → R be an observable on R n . By the law of large numbers of Markov chains [24] , we have
Therefore, we can use Monte Carlo simulation to compute the probability density function of π. For the sake of simplicity we consider grid points
. Then the Monte Carlo simulation gives
for some sufficiently large N. In practice, we construct (N + 1) 2 boxes O i,j and simulate X n over a long time period. After the simulation, u i,j is obtained by counting the sample points of X n falling into O i,j .
In a Monte Carlo simulation, the domain [−L, L] 2 does not have to cover the global attractor of (2.1). However, its has significant disadvantage on the accuracy because it is difficult to collect enough sample points in each O i,j . Without loss of generality, we assume
Bernoulli random variables, some calculation shows that the standard deviation of u i,j is O(rN 1/2 ). Hence N has to be very large to control the standard deviation. The accuracy problem will be worse in higher dimensions. In practice, the solution obtained from Monte Carlo simulation is usually very noisy. 
ObviouslyB is not a full-rank matrix. Hence we obtain a linear constraintBu = b.
Then we run Monte Carlo simulation to get another approximate solution
Let N be a sufficiently large number, the Monte Carlo simulation gives
The numerical solution v in this step does not have to be very accurate. We will use it in the next step to obtain a much more accurate numerical solution u. [7] .) We include the proof of the sake of completeness of the paper. Theorem 3.1. IfB has linearly independent rows, then
is the unique solution of (3.2).
Proof. It is easy to see thatx solves the linear constraintBx = d. For any vector x =x satisfyingBx = d, we have
Therefore, we have
This completes the proof.
An efficient way to solve equation (3. 3) is to use the QR factorizationB T = QR. After a QR factorization, we havex
Then u = x + v is the desired numerical solution. One significant advantage of this approach is that we can obtain a high resolution solution in any local area. There is no restriction on the domain as long as the Monte Carlo simulation can produce enough sample points. If a global solution is necessary, we can divide the space into many subdomains I 1 , · · · , I K , solve them separately, and combine them together according to the Monte Carlo simulation. (The probability of a subdomain π(I k ) can be obtained from the Monte Carlo simulation, which is the weight of I k when generating the global solution.)
Numerical examples
We will illustrate our hybrid approach with three examples: the double well potential, the Van der Pol oscillator, and 3D chaotic oscillators. 
where K is a normalizer. We will demonstrate our method by solving u * (x) on the interval of [0, 2] . Note that we have u(0) = 0.1062 so the zero boundary does not apply to this interval. We choose step size dt = 0.001 and EulerMaruyama method to run the Monte Carlo simulation. We plot the numerical solution, the exact probability density u * (x), and the empirical density function from Monte Carlo simulation together in Figure 1 as a comparison. We can see that the noisy solution generated by the Monte Carlo simulation is smoothed and corrected by the linear constraint.
In addition, the following table compares the error with varying time span T and grid size h. Each entry is the average L 2 error of 5 trials. We can see that despite some randomness caused by the Monte Carlo simulation, the error drops with 4.2. Van der Pol oscillator and canard. The second example is a Van der Pol oscillator, which has been intensively used in both physics and mathematical biology [13, 17] . In this subsection, we use our method to demonstrate an interesting phenomenon related to the canard solution.
Consider an oscillatorẋ
where = 0.1 is the time scale separation parameter, and a is a control parameter. This system is prototypical example for the canard explosion. A "canard" is a solution that the system can pass a bifurcation point of the critical manifold and follow the repelling part of the slow manifold for some amount of time [3] . Usually a canard solution only exist for a very small range of parameters. Figure 2 . Bifurcation of the Van der Pol oscillator. When a is small, the system demonstrates relaxation oscillations (Black). The red solution is a canard solution, at which the solution follows the repelling part of the slow manifold for a short period of time. With increasing a, a transition through the canard occurs and the solution follows a smaller limit cycle (Blue).
We consider the randomly perturbed system
for two independent Wiener processes W 1 t and W 2 t . The parameter is chosen as a = 0.9964, at which the deterministic system already passed the canard solution and is attracted to a smaller limit cycle (blue curve in Figure 2 ). We use our approach to compute the density function u * (x) of the invariant probability measure of system (4.3). Our numerical result shows that this transition through a canard solution is essentially destroyed by a small random perturbation. Even if the deterministic system follows from the smaller limit cycle, the steady state probability density function u * (x) still concentrates at the large limit cycle corresponding to the relaxation oscillations (the black curve in Figure 2 ). When the strength of noise increases, the support of u * (x) not only becomes "wider", but also has significant deformation. When the noise is large (σ = 1.0), some probability density moves to the slow manifold that does not belong to any limit cycle of the deterministic system and forms two "tails". With the hybrid method introduced in this paper, we can get a high resolution local solution about the lower left "tail" with much higher precision (Panel 6 of Figure 3 ). 4.3. 3D chaotic oscillators under random perturbations. The hybrid method in this paper demonstrates its full strength in 3D chaotic systems. We demonstrate the numerical invariant probability density function for two chaotic systems: the Lorenz oscillator and the Rössler attractor. Both of them are typical chaotic oscillators that play a significant role in the study of nonlinear physics and dynamical systems [28, 12, 1, 21] .
For the Lorenz system, we meaṅ
with typical parameters σ = 10, β = 8/3, and ρ = 28. It is well known that system (4.5) has a butterfly-shape strange attractor. The Rössler attractor is a chaotic oscillator that has similar mechanism as the Lorenz oscillator. We havė
Again, we use typical parameters a = 0.2, b = 0.2, and c = 5.7.
We are interested in invariant probability density functions of random perturbations of system (4.5) and system (4.6). In both systems, a perturbation term σdW t is added to the deterministic part, where σ > 0 is the strength of noise, and W t is the standard Wiener process in The hybrid method provide an approach to solve a 3D steady state Fokker-Planck equation locally with high resolution and low cost. If the global solution is still necessary, one can numerically solve many local solutions and merge them together. In Figure 4 , we choose a small box on the attractor as the domain (the red rectangle). The attractor is projected to the XY-plane for the purpose of demonstration. Note that the Lorenz oscillator is rotated by a rotation matrix for the purpose of easier demonstration and mesh generation. The heights of both domains are 1.0. Then we use our hybrid method to compute the invariant probability density function. The strength of noise is chosen to be σ = 0.3 for the Lorenz attractor and σ = 0.1 for the Rössler attractor. We use larger σ because the Lorenz system has a much bigger attractor. The grid size is 0.05 for both attractors.
The numerical solution is demonstrated in Figure 5 , in which the solution is integrated with respect to z for the purpose of easier visualization. We can see that both invariant probability density functions reveal lots of fine structures of the strange attractors. And the probability density is higher near the center of the attractor. In constrast to the very computationally expensive global problem, it only takes a laptop about 10 minutes to generate such a local solution on MATLAB.
Conclusion
In this paper we present a hybrid numerical method for the purpose of solving the steady state Fokker-Planck equation with high resolution. The numerical scheme (finite difference scheme, finite element scheme, or Galerkin method) without boundary condition serves as a linear constraint. The noisy numerical solution produced by the Monte Carlo simulation (or other variants) serves as a reference solution. The steady state Fokker-Planck equation is then converted to an optimization problem that looks for the least square solution with respect to the reference solution, under the linear constraint of the numerical scheme.
This paper serves as the first paper of a series of investigations. Under this data-driven framework, lots of improvements can be made in both the Monte Carlo simulation and the numerical PDE solver. For example, importance sampling can be used to compute the invariant probability density function where the probability is low. If the noise term is large enough, the Gaussian mixture method can significantly reduce the cost of Monte Carlo simulation in high dimensional problems. The numerical PDE solver can be Galerkin-type method that is suitable for high dimensional problems. The current method sometimes inherit the noisy solution from Monte Carlo simulation at the boundary. This can be improved by designing a suitable optimization problem that penalize high fluctuations on the boundary. Another direction we are currently working on is the extension to the time dependent Fokker-Planck equation. In future, we expect to extend this general framework to other partial differential equations for which the Monte Carlo simulation or the particle method is available.
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