Abstract. Summary mining aims to find interesting summaries for a data set and to use data mining techniques to improve the functionality of Online Analytical Processing (OLAP) systems. In this paper, we propose an interactive summary mining approach, called GenSpace summary mining, to find the interesting summaries based on user expectations. In the mining process, to record the user's evolving knowledge, the system needs to update and propagate new expectations. In this paper, we propose a linear method for consistently and efficiently propagating user expectations in a GenSpace graph. For a GenSpace graph where uninteresting nodes can be marked by the user before the mining process, we propose a greedy algorithm to determine the propagation paths in a GenSpace subgraph that reduces the time cost subject to a fixed amount of space.
Introduction
Summarization at different concept levels is a crucial task addressed by online analytical processing (OLAP). For a multidimensional table, the number of OLAP data cubes is exponential. Exploiting the cube space to find interesting summaries with basic rollup and drilldown operators is a tedious task for users. Many methods and tools have been proposed to facilitate the exploitation process. The use of iceberg cube has been proposed to selectively aggregate summaries with an aggregate value above minimum support thresholds [1] . This approach assumes that only the summaries with high aggregate values are interesting. Discovery-driven exploration has been proposed to guide the exploitation process by providing users with interestingness measures based on statistical models [9] . The use of the diff operator has been proposed to automatically find the underlying reason (the detailed data that accounts for the difference) for a surprising difference in a data cube identified by the user [8] .
Nonetheless, these approaches for finding interesting summaries have three weaknesses. First, huge amount of summaries can be produced, and during exploration, the data analyst must examine summaries one by one to assess them before the tools can be used to assist the exploitation. Secondly, the capacity for incorporating existing knowledge is limited. Thirdly, the ability to respond to dynamic changes in the user's knowledge during the knowledge discovery process is limited. For example, if the information that more Pay-TV shows are watched during the evening than the afternoon has already been presented to the user, it will subsequently be less interesting to the user to learn that more Pay-TV shows are watched starting at 8:00PM than shows starting at 4:00PM
To overcome these limitations, we are developing a summarization method based on generalization space (GenSpace) graphs [3] . The GenSpace mining process has four steps [3] . First, a domain generalization graph (DGG) for each attribute is created by explicitly identifying the domains appropriate to the relevant levels of granularity and the mappings between the values in these domains. The expectations are specified by the user for some nodes in each DGG to form an ExGen graph and then propagated to all the other nodes in the ExGen graph. In this paper, the term "expectations" refers to the user's current beliefs about the expected probability distributions for a group of variables at certain conceptual levels. Second, the framework of the GenSpace graph is generated based on the ExGen graphs for individual attributes, and the potentially interesting nodes in this graph are materialized. Third, the given expectations are propagated throughout the GenSpace subgraph consisting of potentially interesting nodes, and the interestingness measures for these nodes are calculated [5] . Fourth, the highest ranked summaries are displayed. Expectations in the GenSpace graph are then adjusted and the steps are repeated as necessary. Having proposed the broad framework for mining interesting summaries in GenSpace graphs in [3] , we now propose a linear expectation propagation method that can efficiently and consistently propagate the expectations in GenSpace graphs.
Significant work has been conducted on incorporating user's domain knowledge and applying subjective interestingness measures to find interesting patterns. However, all of these methods only apply to discovered rules. In this paper, we incorporate the user's knowledge to find interesting summaries.
Expectation propagation in GenSpace is similar to Bayesian belief updating in that they both propagate a user's beliefs or expectations from one domain to another. However, the Bayesian belief updating deals with conditional probability of different variables, and does not deal with multiple concept levels of a single variable. Therefore, it does not apply to the problem addressed in this paper.
The remainder of this paper is organized as follows. In Section 2, we give the theoretical basis for ExGen graphs and GenSpace graphs. In Section 3, we propose a linear expectation propagation method. In Section 4, we propose a strategy for selecting propagation paths in a GenSpace subgraph. In Section 5, we explain our experimental procedure and present the results obtained on Saskatchewan weather data. In Section 6, we present our conclusions.
ExGen Graphs and GenSpace Graphs
An ExGen graph is used to represent the user's knowledge relevant to generalization for an attribute, while a GenSpace graph is used for multiple attributes. First, we give some formal definitions. Definition 1. Given a set X = {x 1 , x 2 , …, x n } representing the domain of some attribute and a set P = {P 1 , P 2 , …, P m } of partitions of the set X, we define a nonempty binary relation p (called a generalization relation) on P, where we say P i p P j if for every section S a ∈ P i , there exists a section S b ∈ P j , such that S a ⊆ S b . For convenience, we often refer to the sections by labels. The graph determined by generalization relation is called domain generalization graph (DGG) . Each arc corresponds to a generalization relation, which is a mapping from the values in the parent node to that of the child. The bottom node of the graph corresponds to the original domain of values X and the top node T corresponds to the most general domain of values, which contains only the value ANY.
In the rest of the paper, we use "summary", "node", and "partition" interchangeably. 
is a DGG that has expectations associated with every node. Expectations represent the expected probability distribution of occurrence of the values in the domain corresponding to the node. For a node (i.e., partition) P j = {S 1 , …, S k }, we have 
, we say that nodes Q and R are consistent. An ExGen graph G is consistent if all pairs of adjacent nodes in G are consistent. Theorem 1. An ExGen graph G is consistent iff every node in G is consistent with the bottom node. Proof. The proof of Theorem 1 is given in [2] .
An ExGen graph is based on one attribute. If the generalization space consists of more than one attribute, we can extend it to a GenSpace graph [2] . Each node in a GenSpace is the Cartesian product of nodes in all ExGen graphs. Theorem 1 for ExGen graphs can be adapted directly to GenSpace graphs.
Propagation of Expectations in GenSpace Graphs
Due to the combinational number of the nodes in a GenSpace graph, it is not practical to require that the user specify the expectations for all nodes. In exploratory data mining, the user may begin with very little knowledge about the domain, perhaps only vague assumptions about the (a priori) probabilities of the possible values at some level of granularity. After the user specifies these expectations, a data mining system should be able to create default preliminary distributions for the other nodes. We call the problem of propagating a user's expectations from one node or a group of nodes to all other nodes in a GenSpace graph the expectation propagation problem.
For each node in a GenSpace graph, the user can specify the expectations as an explicit probability distribution, or as a parameterized standard distribution, or leave the expectations unconstrained. If a standard distribution is specified, it is discretized into an explicit probability distribution. If expectations are not specified for a node, they are obtained by expectation propagation.
We propose the following three expectation propagation principles: (1) the results of propagations should be consistent, (2) if new expectations are being added, the new information should be preserved, while the old expectations should be changed as little as possible, and (3) if available information does not fully constrain the distribution at a node, the distribution should be made as even as possible.
To guarantee that propagation preserves consistency, we first propagate the new expectations directly to the bottom node, and then propagate the expectations up to the entire graph. Since bottom-up propagation makes all nodes consistent with the bottom node, the entire graph is consistent, according to Theorem 1. Bottom-up propagation will be elaborated in Section 4. Here we concentrate on the first step of our approach, specific expectations determination, i.e., how to propagate expectations from any non-bottom nodes specified by the user to the bottom node.
Based on expectation propagation principles, we treat the problem of specific expectations determination as an optimization problem. Given a set of nodes with new expectations, the expectations at the bottom node X are found by representing the constraint due to each node as an equation and then solving the set of equations. For a node i with j i sections S ik , where
, assume that E'(S ik ) is the new expectation for each section S ik , and s is an element of X, i.e., s ∈ X. We have
Under these constraints, we minimize
, where E'(s) and E(s) are new and old expectations for element s in bottom node, to make the changes to the node X as small as possible. This minimization reflects the intuition that the old knowledge is preserved as much as possible. Since the number of variables equals to the number of the records in the bottom node, for large GenSpace graphs, the optimization process, like Lagrange multipliers, has a prohibitive time and space cost. We propose the linear propagation method for finding an approximation to the solution to the optimization problem. We use the following linear equation to obtain the new expectations for the bottom node,
, where s is a section of X and ik S s ∈ . According to this equation, we accept the probability ratio among the sections and also retain the ratio among the elements of each section.
This method has three advantages. First, it is computationally efficient, because it involves only linear computation with time complexity of O(|N||X|), where |N| is the size of node N where the user changed his/her expectations. Secondly, it does not need to resolve conflicts among the user's new expectations, because we propagate new expectations in sequence rather than simultaneously as with the optimization method. Thirdly, we have identified an upper bound in terms of the changes of expectations specified by the user for the expectation changes between the old and new expectations for all the nodes in a GenSpace graph. In this sense, the user's old information is preserved. . After propagating E' from N to the entire GenSpace graph using the linear propagation method, the relative variance v P for any node P satisfy α
, where m P denotes the number of sections in node P. Proof: the proof is given in the Appendix. Example 3. Theorem 2 tells us that if we change the expectations for each weekday by no more than 20%, after propagation, the expectation change for all other nodes (including nodes Month, Day and, Morning-Afternoon-Night) will not exceed 20%. A drawback of the linear propagation method is that if expectations in two or more nodes are updated simultaneously, it cannot update expectations in other nodes simultaneously, as the optimization method does. However, we can obtain an approximation by applying the linear method multiple times, once for each updated node.
Propagation in GenSpace Subgraphs
If the user can identify some uninteresting nodes, we can prune them before propagation and only materialize the potentially interesting nodes. Pruning all uninteresting nodes saves the most storage, but it may increase propagation time.
Selecting views to materialize draws much attention from researchers [4, 6, 7] . Harinarayan et al. proposed a linear time cost model for aggregating a table [4] . They found that the time cost for producing a summarization is directly proportional to the size of the raw table. Therefore, in our case, when we propagate expectations from node A to node B, the time cost is directly proportional to the size of node A. Example 4. In Figure 2 , nodes are shown with a unique identifier and their size. The solid ovals denote interesting nodes and the blank ovals denote uninteresting nodes. If we prune node N 4 , the propagation cost from node N 5 to N 1 , N 2 , and N 3 is size(N 5 ) * 3 = 3000. If we preserve N 4 as a hidden node, the propagation cost is size(N 5 ) + size(N 4 ) * 3 = 1600. Keeping hidden nodes reduces the propagation cost by nearly 50%. Sarawagi et al. encountered a similar problem when they calculated a collection of group-bys [10] . They converted the problem into a directed Steiner tree problem, which is an NP-complete problem. They used a heuristic method to solve their problem. Here, we consider our problem as a constrained directed Steiner tree problem, where there is a space limit for the uninteresting nodes. Furthermore, to use a Steiner tree model, we need to create additional arcs in the graph to connect all pairs of nodes that have a generalization relation, which causes extra storage space. We propose a greedy method to select hidden nodes and find an efficient propagation path for subgraphs. Definition 4. (Optimal Tree) Given a GenSpace graph G = <P, Arc, E> and a set of nodes N ⊆ P such that the bottom node X ∈ N, a optimal tree OT of N in G is a tree that consists of nodes in N. The root of the tree is X. For every non-bottom node n ∈ N, its parent is an ancestor in G of minimum size that belongs to N.
An optimal tree for a set of nodes has the most efficient propagation paths for the subgraph consisting of these nodes, because every node obtains expectations from its smallest possible ancestor in the subgraph.
Algorithm SelectHiddenNodes for choosing hidden nodes and determining the propagation paths is given in Figure 3 . We first create the optimal tree consisting of only the interesting nodes, then check the uninteresting nodes, and select the one that results in the greatest reduction in the scanning cost, which is defined as the sum of the sizes of the parent nodes in the optimal trees for all nodes. Then we modify the optimal tree to incorporate the selected nodes. This process continues until the space cost reaches the given threshold or no improvement can be obtained or no candidate uninteresting nodes are left. Selecting an uninteresting node will affect propagation efficiency in two ways. First it will cause an extra propagation cost for propagating expectations to this node; secondly, it may reduce the cost for its interesting descendents. Function Improvement calculates the efficiency improvement for an uninteresting node u. If it returns a positive value, it will reduce the scanning cost. 
Experimental Results
We implemented the GenSpace summary mining software and applied it to three real dataset. Due to space limitations, we only present the results for Saskatchewan weather dataset here. This dataset has 211,584 tuples and four attributes, time, station, temperature, and precipitation. Take reference to [2] for the ExGen graphs for these attributes.
First, we compared the efficiency of the linear propagation method and the optimization method on the ExGen graph in Figure 1 . The experiments were conducted in Matlab 6.1 in a PC with 512M memory and 1.7 GHz CPU. We tested on two cases. Table  1 compares the running time. We can see that for the optimization method, when the size of the bottom node (number of the variables) increases from 365 to 1095, the running time increases dramatically from 67 seconds to 1984 seconds. For the linear propagation method, in both cases, the running time is unperceivable. To show the efficiency of the SelectHiddenNodes algorithm, we present two cases: (1) mark all nodes in the lowest 5 levels (out of 19 levels) as uninteresting and (2) mark all the nodes in the lowest 5 levels or with specific date values or specific temperature values as uninteresting. The results are shown in Table 2 . The Storage column lists the storage cost in thousands of records. The Scanning column lists the number of the records scanned during propagation, in thousands of records. The Time column lists the propagation cost in seconds. We first compare the storage and the scanning costs between the subgraph obtained from SelectHiddenNodes and that from pruning all uninteresting nodes. In case 1, after selecting hidden nodes, the storage increased by 25%, while the scanning cost decreased by 60%. In case 2, the storage cost increased by 26%, and the scanning cost decreased by 82%. In both cases, the scanning cost decreased significantly while the storage cost increased by a smaller percentage. Then we compare the storage and time costs between the subgraph selected by SelectHiddenNodes and the entire GenSpace graph. For both cases, both storage and scanning costs are significantly less for the subgraph obtained from SelectHiddenNodes. Figure 4 shows the storage and scanning costs after selecting varying numbers of nodes for cases 1 and 2. The X-axis denotes the number of the nodes currently selected, and the Y-axis denotes the storage and scanning costs, in thousands of records. We can see that in both cases, the first few nodes contribute the most to the reduction of the scanning cost.
We also tested the scalability of the algorithm. Figure 5 (a) compares the scanning costs of propagation in the full GenSpace graph, the subgraph composed of only interesting nodes, and the subgraph obtained from SelectHiddenNodes. Figure 5(b) compares the corresponding storage costs. The results show that the time savings are significant for SelectHiddenNodes regardless of the size of the bottom nodes, and that its storage cost falls in an acceptable range. The analysis for the detailed process and the quality of the results was presented in [2] . In this paper, we show the interestingness values (logarithm of the variances) for the top summaries and the top five summaries for twenty iterations (see Figure 6 ). As the process iterates, both the measures are roughly decreasing functions of the number of iterations. This shows that the user's expectations become closer to the real distributions, which coincides with our expectations and demonstrates the effectiveness of our method. 
Conclusions
We proposed an efficient method to propagate a user's expectations in a GenSpace graph, which describes a variety of ways of performing generalization. Based on the propagated expectations, the system finds interesting summaries in the GenSpace graph based on current expectations. We also proposed a strategy for selecting propagation paths in a GenSpace subgraph that reduces the time cost subject to a fixed amount of space. Experiments on real data sets show the effectiveness and efficiency of our approach. In the future, we will employ the known dependencies between attributes to facilitate the propagation process.
