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Abstract
It is believed that satellites of giant planets form in circumplanetary disks (CPDs). Many of the previous
contributions assumed that their formation process proceeds similarly to rocky planet formation via accretion of the
satellite seeds called satellitesimals. However, the satellitesimal formation itself poses a nontrivial problem, as the
dust evolution in CPD is heavily impacted by fast radial drift and thus dust growth to satellitesimals is hindered. To
address this problem, we connected state-of-the art hydrodynamical simulations of a CPD around a Jupiter-mass
planet with dust growth, and a drift model in a post-processing step. We found that there is an efﬁcient pathway to
satellitesimal formation if there is a dust trap forming within the disk. Thanks to natural existence of an outward
gas-ﬂow region in the hydrodynamical simulation, a signiﬁcant dust trap arises at the radial distance of 85RJ from
the planet, where the dust-to-gas ratio becomes high enough to trigger streaming instability. The streaming
instability leads to efﬁcient formation of the satellite seeds. Because of the constant infall of material from the
circumstellar disk and the very short timescale of dust evolution, the CPD acts as a satellitesimal factory, constantly
processing the infalling dust to pebbles that gather in the dust trap and undergo the streaming instability.
Key words: accretion, accretion disks – methods: numerical – planets and satellites: formation – planets and
satellites: gaseous planets – protoplanetary disks
1. Introduction
The Galilean moons of Jupiter were the ﬁrst bodies found to
orbit a planet other than Earth. They are among the largest
moons in the solar system. With their almost circular and
aligned orbits, they are believed to have formed in a disk
surrounding the young Jupiter (see, e.g., Lunine & Stevenson
1982). Although many models of such disk were built in the
past (see, e.g., Lubow et al. 1999; Canup & Ward 2002;
Mosqueira & Estrada 2003; Alibert et al. 2005; Ayliffe &
Bate 2009; Shabram & Boley 2013; Fujii et al. 2014, 2017;
Szulágyi et al. 2016, 2017), formation of the Galilean satellites
is still a subject of intense research.
A majority of previous works focused on the Galilean moon
formation with their gravitationally bound precursors as a
starting point, called satellitesimals (see, e.g., Sasaki et al.
2010; Ogihara & Ida 2012; Miguel & Ida 2016; Moraes et al.
2018). However, the formation of these satellitesimals was not
explained in a convincing way. Recently, Shibaike et al. (2017)
showed that this is in fact a tough problem, as the conditions in
the circumplanetary disk (CPD) lead to a very fast radial drift
and particle sticking to satellitesimals sizes is possible only in
rare setups.
The problem of satellitesimal formation in a CPD is to a
large degree analogical to the problem of planetesimal
formation in a circumstellar (also called protoplanetary) disk.
Particle-gas interactions determine the redistribution of solids
at essentially all particle sizes (Turner et al. 2014). These
interactions do also determine random velocities between
particles of different sizes, which drive their collisions
(Birnstiel et al. 2016). The outcomes of dust-aggregate
collisions are well studied in laboratory experiments. While
low-velocity collisions result in sticking of small particles, the
impact speeds increase with aggregate size, such that further
collisions result in bouncing, erosion or fragmentation of
millimeter to centimeter-sized aggregates (Güttler et al. 2010;
Kruss et al. 2016; Bukhari Syed et al. 2017). Possibilities of
direct growth to kilometer-sized objects are further reduced by
the short timescale of radial drift, which is caused by the loss of
angular momentum due to particles interactions with the sub-
Keplerian gas disk. The radial drift timescale is expected to be
even shorter in disks around planets and low-mass stars than in
disks around solar mass stars (Pinilla et al. 2013; Zhu
et al. 2018), due to their smaller radial extent and higher
divergence from the Keplerian rotation.
A generally accepted solution to the fragmentation and drift
barriers is the streaming instability (Johansen et al. 2007). This
process leads to a spontaneous clumping of dust into ﬁlaments.
Some of these ﬁlaments become massive enough to undergo
collapse and form gravitationally bound bodies. However, for
the streaming instability to work, dust grains must be large
enough and the local solids-to-gas ratio must be sufﬁciently
enhanced (Bai & Stone 2010; Draż̧kowska & Dullemond 2014;
Carrera et al. 2015). In this paper, we show that the streaming
instability is also able to form satellitesimals in a disk around
proto-Jupiter. The radial drift is stopped, thanks to an outward
gas ﬂow seen in viscosity included hydrodynamical models
(Machida et al. 2010; Tanigawa et al. 2012; Szulágyi et al.
2014, 2017; Fung & Chiang 2016; Szulágyi 2017) and therefore
a dust-trap region is easily created where particles can grow to
pebbles, which can then undergo the streaming instability.
In a corresponding paper, Cilibrasi et al. (2018) used the
results of our work to perform population synthesis models on
the satellite formation around Jupiter. They found that it is
indeed possible to reproduce the Galilean satellite conﬁgura-
tion, preferably given a long-lived CPD with a high solids-to-
gas ratio. The satellite generations form in a sequence after
each other, and most of them are lost into the planet due to fast
radial migration. The ice-rich satellites that we see today have
likely formed very late during the disk evolution, when it was
depleted in gas and cold enough to sustain water ice.
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This paper is organized as follows. Section 2 describes our
CPD model extracted from the simulations of Szulágyi (2017)
and typical velocities and timescales determining dust
evolution in this disk. Section 3 outlines the numerical methods
that we have used to model dust evolution and satellitesimal
formation. Section 4 presents the results of our research, which
are then discussed in Section 5 and summarized in Section 6.
2. The Circumplanetary Disk
In this section, we describe the CPD model used in this paper
and discuss its properties that are important for dust evolution.
2.1. Hydrodynamical Simulations
Our CPD model is extracted from one of the numerical
simulations presented by Szulágyi (2017), corresponding a
relatively late, evolved state of the circumjovian disk. The 3D
hydrodynamic simulation was performed with the JUPITER
code (Szulágyi et al. 2016), which is a nested mesh Godunov
algorithm that solves the basic hydrodynamical equations,
including the total energy equation and the ﬂux-limited
diffusion approximation (Kley 1989; Commerçon et al.
2011). This means that the gas temperature is realistically
calculated in each cell, under the heating mechanisms
(adiabatic compression e.g., from the accretion process, viscous
heating) and the cooling processes (adiabatic expansion,
radiative dissipation). The simulation applied a constant
kinematic viscosity with a value of 1.02·1020 cm2s−1. The
adiabatic index was set to 1.43, while the mean molecular
weight was corresponding to 2.3. The temperature at each cell
was calculated with the use of a gas-dust opacity table of Bell
& Lin (1994), with the assumption of 1% constant dust-to-gas
ratio. Therefore, even though the dust component is not
explicitly simulated, its contribution to the temperature is taken
into account. The planet was included through a 1 Jupiter-mass
(MJ) point mass, with a temperature of 2000K, which
corresponds to the forming Jupiter at approx 1–3Myr,
depending on evolutionary models (Guillot et al. 1995;
Mordasini et al. 2017). The simulation contained an 11MJ
circumstellar disk ranging between 2.08 and 12.40 au, where
the planet (Jupiter) was placed at 5.2 au. The nested meshes
allowed us to have a sub-planetary resolution in the CPD, and
our smallest cell-diagonal corresponds to ∼80% of the Jupiter
diameter, i.e.,approx. 112,000 km.
Figure 1 presents the basic characteristics of the CPD model
used throughout this paper. The surface density (the upper
panel) is the highest toward the inner edge of the disk and
decreases outward. The decrease roughly corresponds to a
power law of Σg∝r
−1.4 used by Cilibrasi et al. (2018). The
gas temperature in the midplane (middle panel) corresponds to
T∝−0.6, except for the inner part of the planet where we limit it
to 2000K corresponding to the late, forming Jupiter’s effective
temperature. The bottom panel shows the difference between
rotation velocity of gas and the Keplerian velocity. The reason
the gas is so remarkably sub-Keplerian is the pressure support,
which is stronger when the disk is hotter.
Although the characteristics displayed in Figure 1 may
suggest that the CPD is to a large degree analogical to a
standard circumstellar disk setup, there are two aspects that
make it in fact a very different environment. These are
Figure 1. Azimuthally averaged CPD structure derived from the hydro-
dynamical simulations and used in this paper. Upper panel: vertically integrated
density of gas. The r−1.4 proﬁle is displayed with the dashed line for reference.
Middle panel: midplane temperature of the gas. Bottom panel: difference
between gas and Keplerian rotation, normalized by the local Keplerian
velocity. Values close to zero indicate Keplerian rotation, and lower values
indicate sub-Keplerian rotation.
Figure 2. Upper panel: radial velocity of gas in the midplane of the CPD. The
shaded region marks where the gas velocity changes direction from outward
(vgas>0) to inward (vgas<0). Bottom panel: infall onto the CPD extracted
from the hydrodynamical simulations and used in some of the models.
2
The Astrophysical Journal, 866:142 (10pp), 2018 October 20 Draż̧kowska & Szulágyi
presented in Figure 2. The upper panel of Figure 2 shows the
midplane radial velocity of gas. The negative values corre-
spond to inward ﬂow and the positive values to outward ﬂow.
A large fraction of the CPD midplane, between approximately
10 and 100 Jupiter radii (RJ), ﬂows outward. This is caused by
the combination of viscous stress and pressure due to the hot
planet, which together enforces the outward ﬂow, in competi-
tion with shocks generated by the vertical inﬂux, which make
the gas lose its angular momentum and ﬂow inward. (Szulágyi
et al. 2014, their Section 3.3) showed that even a small change
in the viscosity can turn the gas ﬂow from inward to outward
(see also their Figures 9 and 10). Subsequently, the gas ﬂows
back to the circumstellar disk, and a so-called meridional
circulation pattern is formed. A similar result was also found by
another authors (see, e.g., Tanigawa et al. 2012).
As mentioned earlier, unlike a circumstellar disk, the CPD is
not a closed reservoir of mass, as it is continuously fed by the
new gas-dust material from the vertical direction from the
circumstellar disk (with a rate of 2·10−6MJ per year in this
simulation) through the planetary gap (Szulágyi et al. 2014).
This infall happens mainly to the inner part of the CPD, as
plotted in the bottom panel of Figure 2. As we will show later,
these properties completely change the evolution of dust in the
CPD with respect to a circumstellar disk, as the outward gas
ﬂow is strong enough to save dust aggregates from falling onto
the planet.
In our simulations, the dust trap (i.e., the location where the
radial velocity of gas changes sign; see Section 2.2) is located
at about 85RJ from the planet. However, this exact value is
very sensitive to the hydrodynamical simulation setup; namely
the planet mass, the gas viscosity, the heating/cooling
processes (which determine how pressure-supported is the
disk), as well as the opacity and the local optical depth.
Therefore, we note that the location of the dust trap can and
will vary with different CPD setups, but that would not change
the main results presented in this paper, as the importance is to
have a dust trap within the CPD in a ﬁrst place and the
signiﬁcance of its location is secondary.
2.2. Dust Evolution Pattern
The dust component was not explicitly included in the
original hydrodynamical simulation of Szulágyi (2017). There-
fore, in this subsection we focus on what the setup obtained in
the gas simulation means for dust evolution.
As in a circumstellar disk, the gas rotation velocity, fv ,gas, in
the CPD is sub-Keplerian. The difference between the
Keplerian rotation and gas is typically parametrized by η:





where vK is the Keplerian velocity. While in a standard
circumstellar disk this difference is less than 1% (Armitage
2007), in our CPD model it is typically 20% and can be as high
as 80% (see the bottom panel of Figure 1). This means that the
dust grains, which would normally follow the Keplerian
rotation, feel a very strong headwind and thus should lose
their angular momentum and quickly fall onto the planet with a
maximum velocity of h=v vr,max K. We plot the nominal
maximum radial drift velocity, vr,max, with red dotted line in
Figure 3. It is on the order of tens of kilometers per second.
This velocity could only be reached by grains with
dimensionless stopping time (also called Stokes number, St)
corresponding to unity, which in the CPD environment
translates into the physical size of tens of centimeters. As we
will explain later, it is unlikely that such large grains grow in
this disk, so it makes sense to also plot the drift velocity for
smaller grains, in this case with St=10−2, which is two order
of magnitudes lower (gray dotted line), because the radial drift
velocity scales with dimensionless stopping time St as






As discussed in Section 2.1, Szulágyi (2017) found that the
CPD has a wide region where the gas ﬂows outward with
velocities as high as hundreds meters per second (see the upper
panel of Figure 2), which magnitude is comparable to the
inward drift velocity of pebbles. As the dust grains are coupled
to the gas by aerodynamic drag force, this gas ﬂow results in an
additional component of dust radial velocity,






where vr,gas is the radial velocity of gas ﬂow in the midplane.
When we add up the two contributions—the radial drift
caused by the loss of angular momentum due to the headwind,
and the advection caused by the coupling of grains to the
ﬂowing gas (black solid line in Figure 3)—we ﬁnd that the
pebbles should be saved from the radial drift as their total
velocity is outward in a large part of the CPD.
To put the radial velocities into context, we plot the
timescale over which a pebble would be lost into the planet due
to the radial drift with gray dotted line in Figure 4. This is on
the order of days for the inner part of the disk, and hundreds of
years for its outer part. This timescale needs to be compared
with the pebble growth timescale (black solid line) and the
timescale over which the pebble would be advected by the
radial gas ﬂow (red solid line). The shortest of these timescales
determines which process dominates. The inner part of the
CPD is dominated by the radial drift, while the outer part is
dominated by the advection by gas ﬂow. However, there is a
narrow region corresponding to the location where the radial
Figure 3. Radial velocities in the disk midplane that determine dust
redistribution: the nominal maximum radial drift velocity, vr,max (red dotted
line), the radial drift velocity of pebbles with St=10−2 (gray dotted line) and
their total advection speed, vtotal, taking into account the advection by gas
(black solid line). The negative radial velocity values indicate inward drift, and
the positive values indicate outward drift.
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gas ﬂow changes direction (see Figure 2), where dust growth
should win. This is where we can expect efﬁcient growth and
the retention of dust (dust trap), which can potentially form
satellitesimals via the streaming instability. Satellitesimal
formation via the streaming instability should also be very
fast: the typical timescales inferred from the hydrodynamical
simulations performed in the context of protoplanetary disks
are on the order of tens of local orbital timescales (see, e.g.,
Simon et al. 2016), which would translate to roughly 1 year at
the location of the dust trap.
3. Methods
3.1. A Simpliﬁed Model
Numerical models incorporating both detailed growth and
advection of dust are computationally expensive as the dust
coagulation physics itself is very complex. In this section, we
build a simpliﬁed model, only including necessary physics in a
semi-analytical manner. With such a model, we will gain an
overview of dust evolution in the complicated environment of
CPD and, at the same time, we will be able to perform a
parameter study as the computational cost of one model is
relatively low.
Dust advection is inseparably connected to the growth
physics, as it depends on the dimensionless stopping time St
(see Equations (2) and (3)). The stopping time is then in turn
connected to the physical size of dust grains a. Depending on
whether this size is smaller or larger than the mean free path of
gas molecules λmfp (with a factor of 4/9), which corresponds to
the change of the drag regimes between the Epstein and Stokes






































where ρ• is the internal density of dust grains.
To avoid direct modeling of dust collisions, we prescribe their
growth and fragmentation using a recipe inspired by the work of
Birnstiel et al. (2012). Based on local conditions, we calculate the
maximum size (or rather the dimensionless stopping time St) of
dust population at every location in the CPD. We assume that the
dust size distribution is fully described by two populations: the
small one, corresponding to the initial size of dust grains a0, and
the large one, corresponding to the maximum possible size. This
maximum size is restricted by the process that dominates dust
evolution at a given location. Birnstiel et al. (2012) considered
four processes: the initial growth, fragmentation because of
turbulence, fragmentation because of differential drift, and the loss
of the largest grains due to the radial drift. In this paper, we
additionally consider the removal of small grains by gas advection.
Also, we update the fragmentation because of differential drift
regime to take into account the collective drift effect.
At the start of the simulation, all of the dust is assumed to be
at a0 size, which we typically set to 10
−4 cm. Following
Birnstiel et al. (2012), the dust growth is prescribed with
= W· ( ) ( )a a tZexp , 5ini 0 K
where t is time since the start of the simulation, and Z is the
vertically integrated dust-to-gas ratio. A corresponding Stokes
number, Stini, is calculated using Equation (4).
Impact speeds of particles increase with their size. This
means that small particles grow at every collision, but at
some point the impact speeds become too high, and lead to
destructive collisions instead. By comparing the impact speeds
driven by turbulence to the fragmentation velocity threshold, vf,
one can derive maximum dimensionless stopping time that the












where cs is the sound speed of gas, α is the turbulence strength
parameter, =f 0.37f is a numerical calibration factor, and we
typically set vf=10 m s
−1. Following the work of Fujii et al.
(2014), we assume that the turbulence in the CPD is low and
set α=10−4.
Another major source of collisions is the differential radial
drift. As the drift velocity depends on the dimensionless
stopping time, particles with different sizes drift with different
speeds. There would be no mutual speed in a case of equal-
sized particles, but even for a narrow size distribution the drift
velocity difference may be signiﬁcant. Following Birnstiel
et al. (2012), we assume that a large particle would typically
collide with particle of half its Stokes number. The work of
Birnstiel et al. (2012) did not include the collective drift effect,
so the drift velocity was independent on dust density.
Draż̧kowska et al. (2016) showed that including this effect
has a major consequences for redistribution of solids. We found
that including this effect has importance not only for the
redistribution, but also for the growth of dust. As the drift speed
decreases with increasing dust concentration, the maximum
size that the particles may grow to before they fragment
becomes









where ò is the midplane dust-to-gas ratio,  r r= d g. The
midplane densities of dust and gas are calculated assuming the
Figure 4. Comparison of dust evolution timescales in different parts of the
CPD. The inner part of the disk is dominated by the radial drift, while the outer
part is dominated by the advection by gas ﬂow (the hatched area). There is a
narrow region where the dust growth timescale is the shortest of the three (the
shaded region), which corresponds to the location where the gas-ﬂow velocity
changes direction (see Figure 2).
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where the gas scale height is calculated as = WH csg K, and the
dust scale height is calculated as (Dubrulle et al. 1995)
a
a= + ¯ ( )H H St . 10d g
As the simpliﬁed method does not include an explicit
feedback from the advection to the dust size, we have to make
sure that it remains valid even when the advection timescale is
shorter than the collisional timescale. By comparing the two
timescales, Birnstiel et al. (2012) derived the maximum Stokes
number the particles can grow to, before they would be






where the numerical calibration factor, =f 0.55d , and η is
parameterizing the maximum drift speed (see Equation (1)).
In the CPD, the radial gas ﬂow resulting from the disk
dynamics is signiﬁcant (see the upper panel of Figure 2). Thus,
we must also consider the possibility that dust of some size will
be carried with the gas ﬂow. Unlike in the case of radial drift,
the coupling to the gas is the stronger the smaller the particle
size. By comparing the growth timescale and the timescale of
dust removal by gas, we derived





the minimum Stokes number of grains that are “safe” against
the gas ﬂow. This means that particles with <St St2 gasadv2 will
be removed from their current location by the gas ﬂow. To
account for this in the code, we compare the maximum Stokes
number at given location St1 obtained as the minimum of Stini,
Stfrag, Stdf, and Stdrift to Stgasadv, and if <St St12 gasadv2 , we set the
size of particles at that location back at their starting size, a0.
Taking into account the size obtained from the model
described above, we track the evolution of dust population and
the creation of satellitesimals. The surface density of dust Σd is
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where a=D c Hsg g is the diffusion coefﬁcient of gas, v¯ is the
mass-weighted average advection velocity of dust, and Σs is the
surface density of satellitesimals. The satellitesimals may be
formed by the streaming instability, if the conditions proposed
by Draż̧kowska & Dullemond (2014) are fulﬁlled, namely the
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where ΩK is the Keplerian frequency and ζ is the efﬁciency
with which pebbles are turned to satellitesimals. Following
Draż̧kowska & Alibert (2017), we use ζ=10−3.
The advection velocity is calculated as (Ida & Guillot 2016;
Schoonenberg & Ormel 2017)


h= + ++ +¯
¯ ( )
¯ ( )





which connects the two contributions: the radial drift caused by
loss of angular momentum because of the headwind (see
Equation (2)), and the advection by gas ﬂow (Equation (3)).
Additionally, we include the effect of collective drift, which
means that the advection velocity decreases as the dust
concentration increases. The collective drift is taken into
account with the midplane dust-to-gas ratio,  r r= d g.
The advection of dust is performed by taking into account the
mass-weighted average velocity, v¯, which relies on the mass-
weighted average Stokes number of the dust population, S¯t. This is
calculated based of the estimated dust distribution (see Birnstiel
et al. 2012). If the growth is limited by fragmentation, we assume
that 75% of dust surface density corresponds to the largest grains
and the rest to the smallest grains, while if the growth is limited by
drift, 97% of dust surface density corresponds to the largest grains.
In the simpliﬁed model, we keep the CPD gas and
temperature proﬁle ﬁxed. As all the dust evolution timescales
involved are much shorter than the CPD dispersal timescale,
which should similar to the dispersal of protoplanetary disk
(on the order of 1–10Myr, see e.g., Haisch et al. 2001), it
seems to be a justiﬁed approach.
3.2. Monte Carlo Simulation
To conﬁrm the validity of our simple model described in the
previous section, we ran a 2D (r+ z) Monte Carlo simulation
using the code introduced by Draż̧kowska et al. (2013). This
Lagrangian code is based on the representative particle
approach (Zsom & Dullemond 2008), in which the total mass
of dust is divided into a limited number of representative
bodies, each of them deﬁned by a set of identical physical
particles. We follow the interactions of the representative
particles with the physical particles reproduced by their
counterparts. This is a valid approach because the interactions
between two representative particles are unlikely as the number
of such particles is much lower than the number of physical
bodies. To account for the local nature of collisions, we divide
the disk into grid cells using an adaptive grid algorithm, and
allow for collisions only between particles placed in the same
grid cell. We refer the interested reader to Draż̧kowska et al.
(2013) for more detailed description of the method.
We adopted exactly the same CPD model as described
above, and assumed the starting dust-to-gas ratio of 0.01. For
the Monte Carlo test, the dust infall on the disk was excluded.
We started the Monte Carlo simulation with 512,000
representative particles distributed such that the surface density
of dust has the same proﬁle as the surface density of gas. The
particles are initially distributed between 5RJ and 700RJ from
the central planet. We assumed that the initial size of dust
grains is a0=10
−4 cm, and that they have the internal density
of ρ•=3 gcm
−3.
The Monte Carlo code follows the advection of dust particles
due to vertical settling and radial drift, their collisions, and
5
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accounts for the possibility of satellitesimals formation via
streaming instability. Five sources of collision velocities were
taken into account: the Brownian motions; turbulence (with
formulas derived by Ormel & Cuzzi 2007); vertical settling;
and the differential azimuthal and radial drift. The collective
drift effects were taken into account when calculating the
contributions from azimuthal and radial drift with the formulas
derived by Okuzumi et al. (2012, their Equations (48)–(49)).
Collisions with the impact velocity, Dv, lower than the
threshold velocity, vf=10 m s
−1, result in sticking and
collisions with Δv>vf result in fragmentation of the dust
aggregates.
Satellitesimal formation via streaming instability was
included with the same algorithm as used in Draż̧kowska &
Dullemond (2014). If the conditions for streaming instability
are fulﬁlled (see Equation (14)), representative particles
corresponding to the largest dust aggregates are removed from
the simulation and their mass is added to the satellitesimal
reservoir. There is no further satellitesimal evolution included
in the current version of the code.
The Monte Carlo code has an advantage of being very
ﬂexible, as it does not make many ad hoc assumptions, like it is
in the case of our simpliﬁed model. Because of this, it is a
perfect tool to explore the dust evolution in a relatively exotic
environment of the CPD and enables us to validate the
simpliﬁed model. However, the numerical cost of the Monte
Carlo simulation is very high. It took about 3800 CPU hours to
evolve the system through 7000 years, while for the simple
model it would be a cost of only about 7 CPU hours.
4. Results
4.1. Comparison between the Monte Carlo Simulations and the
Simpliﬁed Model
In this section, we present the results of our numerical
models. First, we focus on validating the simpliﬁed method by
comparing its results with the outcome of Monte Carlo run.
Due to numerical limitations, these models do not include the
continuous infall of dust from the protoplanetary disk to
the CPD.
Figure 5 shows the comparison between dimensionless
stopping time of the representative particles in the Monte Carlo
simulation and predicted by the simpliﬁed model, at the
different stages of evolution. At the beginning of the
simulation, all grains have a size of a0=10
−4 cm, corresp-
onding to the dimensionless stopping time of St=10−7 at
the inner edge of the CPD, and St=10−5 at its outer edge. The
growth proceeds inside-out, as the growth timescale is the
shortest at the inner edge of the disk (see Figure 4). However,
as the radial drift and removal of dust by gas advection have
similar timescales, already after 1 year of evolution, the inner
part of the disk is signiﬁcantly depleted. The remaining dust
gathers in the region where the radial gas ﬂow changes
direction from outward to inward, and this is the only location
where dust can grow to pebble sizes (St10−2). The right-
most panel of Figure 5 corresponds to a steady state, where all
the dust particles are gathered in the trap caused by the gas-
ﬂow structure. Due to the short timescales, the steady state is
obtained already after ∼25years of evolution.
A zoom onto to the dust-trap region is provided in Figure 6.
The sizes outside of the trap are controlled by removal of dust
by the gas advection (the hatched region, Stgasadv; see
Equation (12)). Inside of the trap, the maximum Stokes
number is deﬁned by fragmentation driven by turbulence
(green solid line, Stfrag, Equation (6)) and fragmentation driven
by the differential drift (blue solid line, Stdf, Equation (7)). The
importance of taking into account the collective drift effect
when calculating the maximum size due to the differential drift
is highlighted here. If the collective drift is not taken into
account (blue dotted line), the size coming from the simple
model is signiﬁcantly smaller than obtained with the Monte
Carlo code, and what is more, the grains would be too small to
trigger the streaming instability.
In general, we obtain a reasonably good agreement between
the two methods concerning the global evolution pattern and
the dust sizes. In the following sections, we focus on the
simulations done with the simpliﬁed model, because due to the
high computational cost of Monte Carlo method, we could only
perform a few tests with it.
4.2. Models with Infall
Due to limitations of the Monte Carlo method, the infall of
dust onto the CPD was excluded in the previously described
runs. We included it in the framework of the simpliﬁed method.
We assumed that the dust infall is described with the same
proﬁle as the gas infall measured in the hydrodynamical
simulations (see the bottom panel of Figure 2), such that
S = S˙ · ˙ ( )Z , 16d,infall 0 g,infall
where Z0 is the initial, global dust-to-gas ratio. We assume that
the infalling dust has size of a0.
Figure 7 presents the comparison of dust surface density
evolution obtained in the models without infall and with infall
for the default value of Z0=10
−2. In the model without infall,
the inner part of CPD is dust depleted after just 1 year,
corresponding to the dust evolution timescale close to the
planet (see Figure 4). In the model with infall, this depletion is
Figure 5. Stokes number of dust particles obtained in the Monte Carlo simulations (points) and in the simpliﬁed model (red solid line) at different stages of evolution.
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hindered, and the surface density inside of the dust trap reaches
higher values, as the dust population is constantly replenished.
In the case without infall, the dust reservoir is limited, and all
the dust is either lost due to the radial drift or gathers in the trap
region. This dust then grows to pebble sizes and its size
distribution is regulated by the coagulation-fragmentation
equilibrium. The pebbles are transferred to satellitesimals via
the steaming instability, but at some point there is not enough
dust to support further satellitesimal formation. In the infall
case, the dust reservoir is constantly reﬁlled and a steady-state
proﬁle is formed when the infall, advection, diffusion, and
satellitesimal formation balance, and the dust mass in the CPD
stays constant. The CPD acts as a satellitesimal factory, quickly
processing the fresh dust, constantly delivered from the
circumstellar disk, to pebbles and satellitesimals.
Figure 8 presents the time evolution of the CPD mass
reservoir for models with different dust-to-gas ratio Z0. All the
models arrive at their steady state well before 1000years of
evolution; however, it takes a little bit longer for models with
lower Z0. The ﬁnal mass of dust and the satellitesimal
formation rate are scaling linearly with Z0. We measure the
satellitesimal formation rate as
= - -⎜ ⎟⎛⎝
⎞








This formation rate of satellitesimals may seem high, as it
would only take about 1000years to form enough satellitesi-
mals to reproduce all the Galilean satellites (for Z0=0.01).
However, as showed by Cilibrasi et al. (2018), majority of the
satellitesimals will be lost into the central planet due to their
fast radial migration.
Similar to the satellitesimal formation rate, the steady-state
surface density of dust displayed in Figure 9 scales linearly with
Z0. This proﬁle results from an equilibrium between the dust
infall, advection and diffusion, and satellitesimal formation via
the streaming instability and is peaked around the dust-trap
region, at about 85RJ from the planet. These steady-state proﬁles
are obtained very quickly, in all of the cases before 100 years of
evolution.
Figure 10 presents the surface density of satellitesimals
obtained in the simpliﬁed models with different starting dust-
to-gas ratio Z0. In all cases, most of the satellitesimals form
directly in the dust-trap region. In the models with the highest
Z0, the satellitesimal formation region is a little bit wider, and
extends inward from the trap. This is because with more dust,
the streaming instability is already active before all the dust is
gathered in the trap region (see the evolution showed in
Figures 5 and 7) before the the steady-state proﬁle is reached.
5. Discussion
We found that the key feature that stops dust particles form
falling onto the central planet and enables satellitesimal
formation within the CPD is existence of the outward gas-ﬂow
region. The fact that the midplane is dominated by outward gas
ﬂow was also pointed out by other hydrodynamical simulations
performed with different numerical codes (Machida et al. 2010;
Tanigawa et al. 2012; Fung & Chiang 2016), so this feature of
the CPD seems robust. However, the location at which this
outward ﬂow changes back to inward ﬂow, which determines
where the dust trap and satellitesimals form, depends sensitively
on parameters used in the numerical models, particularly on
viscosity as shown by Szulágyi et al. (2014), but also on the disk
opacity, infall of matter from the circumstellar disk, and mass
and temperature of the central planet. We focused our work on
the CPD model extracted from one of the simulations presented
by Szulágyi (2017), where this trap is at 85RJ from the planet.
The uncertainty on the trap location may pose a question of
whether the dust trap and streaming instability scenario will
still work in other CPD models. One may imagine that if, for
example, the dust infall region is much closer to the planet (see
Figure 2), most of the dust would be lost because the inward
drift, and the dust trap would be inefﬁcient. However, as the
infall of material is naturally connected to the outward ﬂow
region (i.e., the presence of meridional circulation between the
CPD and the circumstellar disk, see e.g., Tanigawa et al. 2012;
Szulágyi et al. 2014; Fung & Chiang 2016), we have a good
reason expect that the scenario presented in this paper is, in
fact, universal and will work in every CPD.
The typical timescale of the models presented in this paper is
only 1000 years. We found that this is still much longer than
the dust needs to achieve its equilibrium proﬁle. In fact, due to
extremely short evolution timescales (see Figure 4), a dust pile-
up region forms very quickly. In our models, the gas disk
structure is ﬁxed. However, in reality, as it is sensitive to many
parameters such as the temperature proﬁle and infall form the
circumstellar disk, we expect that the gas-ﬂow structure may
evolve on timescales comparable with the circumstellar disk
evolution. This would mean that dust would be able to adjust to
changing location of the trap and keep forming satellitesimals
as long as there is enough new material falling from the
circumstellar disk and the outward gas-ﬂow region still exists.
This is indeed what we expect, basing on the work of Szulágyi
(2017), where snapshots of the evolving planet-disk system
were produced by assuming that the planet is cooling over time.
They found that the general meridional ﬂow structure is kept as
the planet cools down.
To address the problem of long-term evolution of the CPD,
in Cilibrasi et al. (2018) we assumed an exponential dispersal
of the CPD and postulated that the dust surface density is
reduced accordingly while keeping its proﬁle. To test this
assumption, we ran a model with the gas surface density and
Figure 6. Comparison of the dust Stokes number in the vicinity of the dust trap
obtained in the Monte Carlo simulation (points) and in the simpliﬁed model
(red solid line). Additionally, the maximum Stokes number proﬁles calculated
in the simpliﬁed model while taking into account different processes are
plotted. The hatched region shows where the removal of dust by the gas ﬂow
is efﬁcient.
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infall proﬁle reduced by 50%. The dust proﬁle that we obtained
is the same shape as the equilibrium proﬁle displayed in
Figure 9, but also reduced by 50%. The satellitesimal formation
rate decreases accordingly. Thus, we expect that the the slow
dispersal of CPD does not change the dust proﬁle shape, but
only reduces the amount of dust present and the satellitesimal
formation rate.
Performing a very long timescale runs that would explicitly
include the CPD dispersal and cooling is beyond the scope of
this paper. However, we must acknowledge that the CPD
simulation used in this paper is too hot to support the existence
of water ice at the present time, while the Galilean satellites in
fact contain signiﬁcant amount of the water ice (Showman &
Malhotra 1999). This means that they had to form late in the
CPD evolution, when it was cold enough for the water ice to
exist, as it was already pointed out by, e.g., Heller & Pudritz
(2015), and they could not have been signiﬁcantly heated after
their formation (Heller et al. 2015). The entire evolution of
CPD cannot be covered by the expensive hydrodynamical
simulations. However, we did follow the long-term evolution in
a 1D semi-analytical model (see Cilibrasi et al. 2018), which
showed that in the last few hundred thousand years before the
disk dissipates, the CPD is cool enough to produce icy
satellitesimals, and this timescale is long enough to form at
least a few generation of satellites. On a side note, the snow
lines could cause additional modiﬁcations to the CPD structure.
Similar to the case of a circumstellar disk, sharp opacity
transitions related to snow lines could lead to development of
dust traps (see, e.g., Kretke & Lin 2007; Brauer et al. 2008),
which could open a possibility to satellitesimal formation at
more than one location.
In our models, we used a set of default parameters, such as
the infalling dust size of a0=10
−4 cm, and the threshold
fragmentation velocity vf=10 cms
−1. We tested that varying
the a0 between 10
−5 and 10−3 cm does not impact our results.
This is because dust of all sizes is quickly transported to the
Figure 7. Evolution of the surface density of dust in the simple models with and without dust infall and with Z0=0.01. The (constant) density of gas is displayed for
reference.
Figure 8. Time evolution of dust and satellitesimals mass reservoirs in the
simpliﬁed models with different initial dust-to-gas ratio Z0.
Figure 9. Steady-state surface density of dust proﬁles obtained in the
simulations with different initial solids-to-gas ratio Z0.
Figure 10. Surface density of satellitesimals obtained in the simulations with
different initial solids-to-gas ratio after 1000 years of evolution.
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dust-trap region, where it can grow to the cm-sizes corresp-
onding to St≈10−2 (see Figure 6). Infall of even larger grains
seems unrealistic, as the Jupiter-mass planet opens a gap in the
protoplanetary disk that a,cts as a pressure bump and stops
larger dust aggregates (Pinilla et al. 2012).
Some of the previous research suggested that planetesimals
will pass through the pressure bump of the planetary gap and
are captured by the CPD, providing a reservoir for satellite
seeds (Zhou & Lin 2007; Shiraishi & Ida 2008; Tanigawa
et al. 2014; D’Angelo & Podolak 2015; Suetsugu &
Ohtsuki 2016, 2017; Ronnet et al. 2018). Even if this
mechanism might be possible, as we showed in this work,
the satellitesimals can efﬁciently form within the CPD and
there is no need for the external source of the satellite formation
seeds.
Our results are a bit more sensitive to fragmentation
threshold velocity vf . The maximum size of dust that can grow
in the trap region is determined by turbulence induced
fragmentation, which is very sensitive to the value of vf (see
Equation (6)). We found that with a low fragmentation velocity
vf<8 ms
−1, no pebbles with St>10−2 would grow in the
trap region and, consequently, no satellitesimals would be
formed by the streaming instability. Laboratory experiments
performed for silicate grains indicated fragmentation threshold
velocities on the order of 1ms−1 (Güttler et al. 2010). This vf
is expected to be higher for porous grains (Wada et al. 2011)
and possibly also for organic materials (Poch et al. 2016).
It is well established that water ice grains are signiﬁcantly
more sticky than silicates, with vf between 10 and 30ms
−1
(Wada et al. 2009; Aumatell & Wurm 2014; Gundlach &
Blum 2015). In the models presented in this paper, we applied
vf=10 m s
−1. For even higher values of vf70 m s−1,
fragmentation would not happen at all, enabling the direct
growth to satellitesimal sizes in the dust-trap region. Outside of
the trap region, particles would still be removed by the radial
drift or gas advection faster than they could grow.
In our models, we assumed that after reaching a critical dust-
to-gas ratio in the dust trap, the pebbles are transformed into
satellitesimals via the streaming instability. However, the
feasibility of the streaming instability in the CPD environment
is yet to be tested. The existing models were only performed in
the context of the circumstellar disk, and they found that the
streaming instability is typically enhancing the dust density ρd
to about 103·ρg, which is above the Roche density in the
circumstellar disk environment, so that the dust clumps
undergo gravitational collapse (Bai & Stone 2010). In our
model of the CPD, at the location of the dust trap, the Roche
density is on the order of 104·ρg, which may not be easily
obtained by the streaming instability (see, however, the results
of Simon et al. 2016, where dust density of 104·ρg is obtained
in most of the models). However, even if the streaming
instability is not operating, taking into account the constant
delivery of dust from the circumstellar disk, the satellitesimals
would form anyway, either by direct gravitational instability or
direct growth.
6. Summary
In this paper, we addressed the problem of satellite formation
in a CPD. We coupled the outcome of state-of-the art
hydrodynamic simulations to a dust evolution model and
found that the satellite seeds (satellitesimals) may be formed
very efﬁciently but only at one location the CPD. The gas ﬂows
outward in a signiﬁcant part of the disk, stopping the radial drift
of dust particles and creating a pile-up region—the dust trap—
where the dust-to-gas ratio is signiﬁcantly enhanced. The high
concentration of solids leads to an efﬁcient growth of dust to
pebbles and subsequent formation of gravitationally bound
objects via the streaming instability. We showed that the dust
evolution and satellitesimal formation is extremely fast, much
faster than the projected disk dispersal timescale. The constant
feed of dusty material from the circumstellar disk to the CPD,
and the very short timescale of dust evolution, turns the CPD
into a satellitesimal factory, continuously processing the
infalling dust to pebbles.
Our ﬁndings are very important to satellite formation
models. In a corresponding paper (Cilibrasi et al. 2018), we
showed that, with the results obtained with our simpliﬁed dust
model, also the further growth of satellitesimals to satellites is
fast, typically about a few tens of thousands years. However,
due to their radial migration, majority of these forming
satellites are lost to the central planet, enhancing its envelope
with heavy elements. Still, in many cases, three to four
satellites of the last generation that formed will survive when
the gas dissipates from the disk (and therefore when the
migration stops). In conclusion, the satellitesimal formation
scenario presented in this paper enabled Cilibrasi et al. (2018)
to successfully reproduce the Galilean satellites formation
within the population synthesis models.
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