Abstract: This research not only dedicated a less restrictive method of iteration-varying function for 8 a learning control law to design a controller but also synchronize two nonlinear systems with free 9 time-delay. In addition, the mathematical theory of system synchronization has proved rigorously 
Introduction

25
The concept of Iterative Learning Control (ILC) theory [1] takes the errors of a system repeatedly 26 executing similar tasks into consideration to improve overall performance by learning previous 27 information of the original system. The system's learning control regards the same multiple 28 operations under various operating conditions [1-2]. To conduct a betterment process for a 29 mechanical robot is the original principle of ILC in 1984 [3] . The ILC differs from other learning 30 control systems, such as repetitive control, adaptive control, and neural network [2] that it will adjust 31 the input signal according to previous output of the same system whereas to modify the controller is 32 an example of an adaptive control stages [2] [3] . Instead, many studies described the iterative control 33 process by mphasizing its periodic control and not considering its "Learning" process [2] .
This research dedicated a less restrictive method of iterative control learning law for the design 66 of controller to synchronize two distinct nonlinear systems, which are free time-delay and non-couple.
67
The rigorously proof of each parameter is in relative mathematical theory, such as the iterative 68 learning control law is bounded and non-increasing, the dynamics error system is stable, and the 
72
is the similar system with the iterative learning law, respectively. Their initial conditions are different.
73
The results of example verify the theory in this paper and demonstrate the effectiveness of proposed 74 concept.
75
The relevant studies herein include the followings: (1) the description of synchronization system;
76
(2) the mathematically proof of related theory and proposed the scheme of iterative learning control; 77 and (3) the simulation results of example as verification of the proposed mathematical theory in 78 exhibiting the performance of ILC algorithm for system synchronization. Finally, this paper derives 79 a conclusion and recommendation for future works. 
The response system adjusts the error between the drive and tracking systems approaching 86 synchronization using the control input ( ) .
87
( 
The the appropriate 
104
The characters between drive and response systems are the drive system to be reference system 105 and the tracking system for a response system in synchronization procedure, respectively. The
106
response system traces the trajectory of the drive system by employing the output information of 107 drive system. In order to achieve the goal of synchronization and search a system whose trajectory is
108
closed to drive system, it is necessary to find an estimated system similar to drive system. The 109 estimated system in [21] can be defined the measuring system of drive system as (3).
The nonlinear problem is no general solution. The perturbation and linearization techniques will 111 be applied to the equation (3) . Least square linear estimation is familiar to minimize the errors in 112 measure processes. The error criterion of equation (3) defined as
The minimization of E is to differentiate E with respect to the state vector and equate to the result 114 as:
The parameter ( ) is the minimum value of the scale of error E.
116
The design of the Lyapunov function reaches the synchronization of the chaotic system whose 117 manifold = ( ) must be stable [13] [14] [15] [16] [17] . This fact indicates systems synchronization of (1a) and 
□ 129
The convergence of synchronization error , ( ) , indicates the error dynamics ( ) is non-
130
increasing that is ( ) ≤ 0 and dependent on the iterative learning control law
where the and are appropriate constant matrices and symmetry. The learning law 
□ 136
The sum of errors of equation (6) is
If the error dynamics in the equation (2) control law in the equation (6) is non-increasing function.
141
Proof:
142
From equation (5) and lemma 1, the error in (2) can be rewrite as following
Suppose that ( − ) ≤ and − 
□ 149
The analytical approximation of the chaotic systems synchronizing the trajectory in equations
150
(1a) and (1b) is the Lyapunov stable investigating [13] [14] [15] [16] [17] . The Lyapunov criterion introduced in the 151 theorem 1 is a positive-definite function with non-time delay and free couple of the system (2).
152
Theorem 1. The iterative learning control law is chosen as the equation (6). The Lyapunov 153 function can be defined as equal to zero or negative, which implies that the system (2) is stable.
162
Next, the proof of part (b) is a general case of a chaotic system with no time-delay and free couple.
163
The derivative of the function ( ) ( ) along the track of the system (2) is introduced in [13 -17] and 164 following as:
The first term in equation (10) proved in the equation (8) and the second term should be equal
166
to zero or negative when the iterative learning control law is a non-increasing function. When the 167 iterative control learning is divergent, the Lyapunov function of the dynamical system (1a) and (1b)
168
would be divergent and the system (2) cannot be stable.
□ 170
In the proof of the theorem, it is important to determine the learning control law, u (k) (t), in 
Proposed algorithm for Iterative Learning Control Law
175
The iterative learning control algorithm exhibits in figure 1. The diagram contains three systems, namely the drive system, the response system, and the estimated system, with three outputs, namely the output of drive system, the output of response system and the output of error, respectively. The 
198
The appropriate matrices B, B1, and B2 making the sequence 
The learning operator L in this research follows the method of Hauser [12] as:
‖ − ‖ ≤ < 1.
The consequence is from the monotonically decreasing sequence 
203
The u (0) is the maximum in the monotonically decreasing sequence 
Example Illustration and Demonstrated Results
208
The example in this section is going to demonstrate the results of synchronization approach,
209
investigate the non-linear drive-response systems with free time-delay and non-couple, and 210 synchronize two non-linear systems. The drive system is expressed by a Lorenz system as follows
211
[23] and the response system is another with the ILC input. 
The Example of Iterative Learning Algorithm to Decide Learning Law
213
In order to exhibit the synchronization of two non-linear systems and verify the algorithm of 214 iterative learning control law in Figure 1 , the drive-response systems with non-identical initial 
and 
In this example, setting the = = , the output error is
paramaters are explained as . The ( ) ( ) in equation (6) and Lyapunov 223 equation in equation (8), respectively. The matrices B1 and B2 in the ILC rule of equation (6) 
The metrix B1 has an entry with the minimal eigenvalue λ of polynomial matrix ( ).
225
The matrix B in the equation (1b) 
Simulation Results and Discussion
230
The trajectories in two-dimensional x1, x3-space of the drive system in black dash line, the 231 response system by estimating in red, and the estimation of drive system in blue show in the figure   232 2, respectively. The initial condition of drive system differs from others. The trajectory of estimated 233 systems quickly approach to the drive system after their initial condition but the approximation is 234 not excellent, just as the iterative learning controlled law is not perfect.
235
According to the equation (2) and lemma 2, the error dynamics ( ) should be less than or equal 
252
The behavior of the derivative of Lyapunov function demonstrates in Figure 6 and the how 
