ABSTRACT Fingerprint is one of the most widely used biometric in law enforcement. However, low-quality fingerprint images can drastically degrade the performance of automated fingerprint identification systems (AFIS). AFIS can be substantially advanced by: 1) establishing a metric to evaluate the image quality accurately and 2) utilizing this metric to enable an automated enhancement process. This paper offers a novel localized quality measure (LQM) to evaluate the quality of fingerprint images, and a genetic localized quality measure enhancement (LQME) algorithm, which is tailored to iteratively enhance poor-quality fingerprint images. In addition, a method is introduced to automatically choose the enhancement algorithm's parameters based on the proposed measure such that it yields the best enhancement result. The presented LQM measure uses fingerprint image characteristics, which include sharpness, contrast, orientation certainty level, symmetry features, and imprints of friction ridge structure (minutiae) information. The FVC2004 Set B database containing fingerprint images from four different sensors and a total of 240 images (80 from each sensor) is used to evaluate the performance of the presented algorithms and methods. The computer simulations demonstrate that the LQM measure is useful in predicting the quality of the fingerprint images captured from various devices. Furthermore, the experiments show that LQME can recover retrievable-corrupt fingerprint regions.
consumer market focus report, the majority of consumer space is being dominated by the fingerprint technology market [11] . Few devices which use fingerprint technology are displayed in Fig. 1 .
The fingerprint market is expected to reach USD 4.7 billion by 2022, with a compound annual growth rate (CAGR) of 19%. This is due to the increasing inclusion of fingerprint sensors in various electronic devices, especially smartphones and tablets. They are mainly intended to provide additional credential authentication and to protect private information from being misused [12] . Furthermore, most law enforcement agencies use Automated Fingerprint Identification Systems (AFIS).
The performance of fingerprint recognition rate depends on many factors such as the fingerprint acquisition systems, the quality of fingerprint images, and physical attributes. The common types of sensors used in fingerprint scanners VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Electronic devices which use fingerprint technology for secure user identification. Depicted images were recreated from [1] [2] [3] [4] . are optical, capacitive, ultrasound, and thermal line [13]- [16] . Optical sensors capture an image of the fingerprint and are the most common sensor today [17] . The fingerprint recognition rate of these sensors degrade drastically for low-quality fingerprint images. There are many factors that affect the quality of the images, for example, the complexity of the image background, sensing equipment distortions, camera quality, and individual subject's artefacts, hinder the process of authentication [5] , [14] . Few of these distortions are summarized in Table 1 . These conditions affect the quality of the fingerprint images, thus, resulting in distorted and low contrast images [18] . Furthermore, poor image quality (IQ) reduces the extractability of fingerprint features to a great extent [19] . This results in higher false rejection rates leading to a lower performance of fingerprint authentication systems [20] . Studies conducted by the National Institute of Standards and Technology (NIST) show that the performance of all automated fingerprint recognition systems depend on several attributes [25] . Among them, fingerprint IQ is the most common attribute. Therefore, obtaining quality fingerprint images increases the probability of a better performance of the fingerprint authentication system. Thus, there is a necessity to consider a) only good quality images, b) enhance poor images, and c) standardize fingerprint image databases.
Fingerprint images can be classified into three classes based on retrievable regions, namely (a) distinct regions FIGURE 2. Examples of different fingerprint region classes [26] : a) distinct region where the ridges can be extracted easily; b) retrievable corrupted regions where the ridges can be extracted using enhancement tools; c) non-retrievable regions where the ridges cannot be extracted.
(ridge information is completely present), (b) retrievable corrupted regions (ridge information is partially present), and (c) non-retrievable regions (ridge information is completely corrupt) [13] . These regions are shown in Fig. 2 .
Currently, distinguishing these regions rely on human subjective assessments, which have several significant limitations such as, a) they are expensive and time-consuming, b) they are difficult to be incorporated into Automated Fingerprint Identification System (AFIS) manually, and c) they may also hinder parametric image enhancement optimization-based framework.
An ideal objective fingerprint IQ method should be able to a) mimic the quality predictions of an average human observer, b) include the imprints of friction ridge structures (minutiae), c) handle all types of distortion, and d) reduce computational expense [5] . In general, IQ measures can be classified into three sections: full reference (FR), reduced-reference (RR), and no-reference (NR) approach. Detailed explanations about these approaches are provided in [27] [28] [29] . FR approach requires non-distorted original images for comparison. RR approach computes quality depending on the features obtained from the original and processed image. NR approaches calculate quality without the need for original/reference images. In the case of a fingerprint, the reference image may not be available. Thus, making NR a pragmatic approach to deal with fingerprint IQ. Few objective fingerprint IQ algorithms have been proposed and can be summarized into three frameworks [30] , namely, (a) single feature framework, (b) segmentation framework, and (c) multi-feature framework.
A single feature framework relies on computing the quality by using global or local methods. The global methods utilize the entire foreground to assess the quality, whereas local methods divide the foreground into blocks, and the features extracted from each block is used to measure the quality. Global quality metrics use features generally extracted from the ridge directions, power spectrum, or energy from several sub-bands. Local quality metrics use features such as orientation certainty level, local orientation, and symmetry features. Although they improved performance, most of the afore-mentioned systems had unavoidable thresholding values. Moreover, some of the features are dependent upon the image specification and the type of sensor used.
The segmentation framework deals with ridge direction. It is generally the ratio of the area of directional blocks to that of the entire image. This is quite cumbersome due to its dependence on parametric thresholds. Moreover, these parameters may differ for different sensors, and optimizing the parameters is also challenging. For example, Shen et al. [31] proposed a technique which employs 8-directional Gabor filters to segment the fingerprint from the background. Quality is computed on the foreground image. However, parametric thresholding is involved during this process.
The multi-feature framework comprises of merging several existing quality assessment approaches. This technique is further extended to solve the quality issue through classification. For classification, the difference between match and non-match distributions of a given fingerprint provides the quality of a fingerprint. For example, NIST Fingerprint Image Quality (NFIQ) [32] classifies fingerprint into five levels using a trained neural network. In this, 11-dimensional feature sets are utilized to estimate a matching score. However, prior knowledge of the dataset (training) is required for it to work efficiently. Moreover, this framework needs a similarity score of (i) a genuine comparison corresponding to the individual, and (ii) an impostor comparison between subject and impostor. Furthermore, the uncertainty involved in predicting matching scores when poor quality or imposter fingerprints is still high [30] .
Image enhancement deals with the improvement of contrast and brightness characteristics, reducing/eliminating noise in the image. Image enhancement techniques can be grouped as either subjective or objective enhancement [33] . Subjective enhancement deals with the repetitive process of varying parameters until the observer decides that the output yields the required details. Alternatively, objective image enhancement [34] deals with automated correction of known deteriorations in an image [33] .
A universal measure for fingerprint IQ, which can link empirical phenomenon and abstract concepts for image enhancement in terms of subjective and objective validity, is not available [35] , [36] . There is an immediate requirement to find a solution to this problem, primarily since image enhancement is widely used as a pre-processing step for other fingerprint authentication procedures, such as identifying ridge orientations, feature extraction, and verification.
Traditionally, Histogram Equalization (HE) and Adaptive Histogram Equalization (AHE) were employed to improve the contrast of the fingerprint image. These techniques perform poorly when smudged fingerprints (See Fig 3) are employed. Hanoon [33] uses CLAHE and Wiener filter to enhance the fingerprint image to eliminate artificially induced boundaries. Although this approach increases the ability of a fingerprint system to extract minutiae, it provides a noise gain as well. Another method provided by Luo and Tian [37] , binarizes the fingerprint image and uses it as a reference to enhance the original image. In [38] , Greenberg proposed two fingerprint image enhancement methods. The first FIGURE 3. Example of the fingerprint image obtained from FVC2004 Set B database. This illustrates a smudged fingerprint image wherein there is no differentiation between ridges in certain regions (Blue box). Using the LQME approach, these regions can be enhanced as will be shown in Section III and IV.
process comprised of histogram equalization, followed by Wiener filtering and binarization. The second method used an anisotropic filter to enhance the image directly. However, These methods were unable to handle impulse noises very well [39] . The enhancement technique proposed by Hong et al. [34] decomposes the image into several filtered images and calculates the orientation of the resulting fingerprints to extract the fingerprint ridges. This approach stands out from the classical fingerprint enhancement technique but does not provide a method to enhance corrupt fingerprint regions [40] . The resulting mask produced by the algorithm excludes the corrupted region. Chikkerur et al. [41] proposed an enhancement technique using short time Fourier transform. This technique analyzes a fingerprint image in both time and frequency domain. This eliminates multi-spectral noise in the image. However, performance drops when smudged or dark fingerprints are present in the database.
Most of the state-of-the-art quality metric approaches produces unreliable results for corrupt fingerprint images, as shown in Fig 3 . This is because the algorithm cannot differentiate between smudged valleys and ridges. Moreover, there exists no effective measure that can be used as a building standard for subjectively choosing the best-enhanced fingerprint image. Therefore, it is vital to assess the image quality to ensure the suitability of the fingerprint image for optimal recognition. This paper introduces a new quality measure, which extracts local features to estimate the quality of the fingerprints. This technique does not have any parametric thresholds; thus, it can be used universally across all devices. Unlike, existing image enhancement techniques which rely on parameters, some of which may not be relevant to all forms of fingerprint images, the presented Fingerprint Localized Quality Measure Enhancement (LQME) method can adapt to different fingerprint images. The combined process should improve the clarity of friction ridge structures in retrievable corrupt regions, thus facilitating in the extraction of minutiae to improve automated fingerprint verification. The rest of this paper is organized as follows: the proposed methodslocalized quality measure (LQM) estimation and fingerprint image enhancement (LQME) are described in section II, FIGURE 4. Block diagram of the proposed system. LQME is the genetic enhancement algorithm, while LQM is the quality measure. Low-quality fingerprint images are iteratively enhanced by LQME by employing LQM.
computer simulations are drawn in section III, section IV provides the applications of the proposed system, and section V provides the conclusion.
Algorithm 1 Proposed Framewor
1. Input the 2-D fingerprint image. 2. Compute the quality score using LQM. 3. Enhance the image with LQME. 4 . Analyze the quality of the enhanced image. 5 . If the quality is not satisfactory, apply LQME recursively until an image with good quality is obtained. 6. The output is a 2-D enhanced fingerprint image.
II. PROPOSED METHODS
This section provides a detailed explanation of the new a) localized quality measure (LQM), and b) genetic fingerprint image enhancement (LQME) technique. A block diagram is shown in Fig 4, and the steps used to obtain the optimal enhanced fingerprint images are provided in algorithm 1.
A. LOCALIZED QUALITY MEASURE (LQM)
The quality of fingerprints depends upon local ridge characteristics and their relationships. It examines the continuity of the ridges in the fingerprint image and provides an appropriate score. Each fingerprint of an individual is unique because of the uneven distribution of ridges [42] . This section explains the process of determining LQM.
A fingerprint image I can be segmented into a foreground image (I f ) and backgroundimage (I b ). The foreground image contains information related to fingerprint, and the background image comprises of irrelevant information. Accordingly, segmentation of the foreground from the background is carried out as described by Fahmy and Thabet [43] . The gradient of the grey level intensity at the pixel (i, j) in the I f is computed. The gradient g at point (i, j) of I f provides g x and g y , which are the derivatives along the x and y directions, respectively. Similarly, the second derivative g xy is calculated. The foreground image I f is partitioned into r number of β ×β blocks. Let G = g x , g y , g xy denote the gradient of the gray level intensity in the foreground image. Using G, a covariance matrix J is constructed, as shown in (1):
where J provides a positive symmetric semidefinite matrix and β is set to 3. Next, the eigenvalues are calculated for this matrix. Subsequently, the normalized coherence measure of block-wise quality is defined as shown in (2):
The local ridge-valley orientation of each foreground block β is indicated by the measure . When ≈ 1, the local region contains distinct ridge-valley orientation and when ≈ 00, ridge-valley orientation is poor. An example of the quality map generated during the process is shown in Fig 5. The weighing scheme is employed to determine the contribution of blocks quality within the foreground image. In this scheme, weights are applied in such a way that, the blocks near the centroid of the foreground image receives more weight than the blocks that are farther away. Let X c be the centroid of the foreground image, then the relative weight w r for the block β r is determined by (3):
where X r is the centroid of the β r block and parameter q ranges from 1 to 10. An example can be visualized in Fig 6 . White region indicates higher weight when compared to the grey regions. Using this scheme, a quality score can be computed, which is given by (4) .
where τ is the total number of blocks in the foreground image. For computer simulation, q is set to 5, and τ is set to 9. LQM is defined in such a way that a lower score indicates better quality, and a higher score indicates lower quality.
B. LOCALIZED QUALITY MEASURE BASED ENHANCEMENT (LQME)
Effective automated fingerprint matching is dependent on the quality of the fingerprint images. Fingerprint enhancement algorithms are essential to improve the quality. The proposed fingerprint enhancement algorithm is subjective and consists of two stages: (i) Obtaining pre-enhanced fingerprint image, and (ii) Post enhanced fingerprint image. Consider a grayscale fingerprint image I (m, n) as shown in Fig 7 (a) where m and n denote the rows and columns of the image. Divide the image into α × γ blocks and calculate the cumulative distributive function (CDF) of each block. By replacing the center pixel of each block with the output of the cumulative distributive function, an enhanced and equalized fingerprint image I is obtained.
Pre-enhanced fingerprint images I ∅ are obtained by fusing the original fingerprint image I and equalized fingerprint image I at different ratios according to (5) . The pre-enhanced images are displayed in Fig 7 panels [b-f] .
Pre-enhancement is vital as it facilitates the extraction of ridges from low-quality fingerprint images. These images are applied to a similar implementation, as described in [42] .
This enhancement algorithm conducts certain steps such as normalization, orientation image estimation, frequency image estimation, and finally filtering. Normalization standardizes the grey level intensities along ridges and valleys. Furthermore, it aids in distinguishing ridges and valleys. This can be defined as shown in (6) .
where µ and σ are estimated mean and variance of I ζ (m, n), respectively. Orientation image estimates the direction of ridges and valleys, which are dominant in the fingerprint image. This is a fundamental process as the Gabor filtering step relies on this. The local orientation at pixel (m, n) can be estimated using (7) (8) (9) .
where ϕ(m, n) is the least square estimate of the local orientation at the block W 0 . Orientation field is then smoothened using a Gaussian filter [45] . This can be formulated as shown in (10 -12). 
where G is a Gaussian low pass filter, x = cos(2ϕ(m, n)) and y = sin(2ϕ(m, n)) Frequency image estimation provides the frequency of ridge and valley structure, and finally filtering is conducted using a 2D Gabor filter [46] . The filter can be formulated using (13) . The output images of this process are shown in Fig 7 panels  [g-l] . The enhancement provides ten different variations of the same fingerprint. LQM is initially applied to the original image and the enhanced images. The best result is selected based on the score obtained.
III. EXPERMIENTAL RESULTS
Experiments were conducted on four SETB versions of FVC2004 databases to evaluate the performance of LQM. Each set consisted of 80 images from 10 fingers, with eight impressions per finger. DB1 and DB2 Set B employed an optical sensor with a resolution of 500dpi. Each image size in DB1 was 640 × 480 (307 Kpixels), and DB2 was FIGURE 9. Visual comparison of minutiae extracted from sample fingerprints that have been processed with state-of-the-art methods and the proposed method; Minutiae detected (a) in original images, (b) after applying the algorithm provided in [44] , (c) after applying the algorithm provided in [41] , (d) after applying the algorithm provided in [42] , and (e) after applying the proposed LQME method. The red boxes indicate minutiae detected in the background region. This shows that the provided LQME could predict the ridges present in the retrievable corrupt regions.
328 × 364 (119 Kpixels). DB3 employed a thermal sweeping sensor with an image size of 300 × 480 (144 Kpixels) with a resolution of 512dpi. DB4 used a SFinGe v3.0 software with an image size of 288 × 384 (108 Kpixels) with a resolution of about 500dpi. This dataset was chosen to experiment the versatility of the proposed methods. The ground truth was not provided for these databases. Fig 8. panel shows a subset of the database.
A. LQM
LQM was applied to each database individually. In this measure, a lower score indicates better quality, and a higher score indicates lower quality. This can be seen in Table 2 . The fingerprint images were also analyzed using NIST Biometric Image Software (NBIS) [47] and error measurement algorithms such as EME, AME, and SDME (defined in Table 3 ) [27] , [48] , [49] . NIST software provides five quality levels (1 indicates the highest quality and 5 indicates the lowest quality). EME evaluates images with higher contrast and uniform background as the best, while AME estimates images with lower contrast and non-uniform images with a periodic background as the highest quality [34] . These measures provide higher scores to images with higher quality. LQM delivers results consistent with the NIST results. But in Fig 8 (b) even though NIST software provided a score 1, the image has few missing ridges (denoted by the red box). However, LQM was able to differentiate the quality of fingerprint images satisfactorily and perform much better when compared to the existing error measurement techniques. This demonstrates the effectiveness of the proposed algorithm.
B. LQME
The purpose of the LQME algorithm was to increase the quality of the fingerprint images and thus facilitate the extraction of minutiae in automated fingerprint identification systems by enhancing the smudged fingerprint regions. The LQME uses a combination of pre-enhanced images and the enhancement algorithm presented in [42] . These computer simulations are compared with the results of algorithms presented by Hong et al. [42] , Chikkerur et al. [41] , and Kovesi [44] . The algorithms are tested on 80 images from FVC2004 DB1-DB4 Set B database. LQM is used for evaluation of the images. Fig 9 shows the original fingerprint images and the results of various algorithms.
As seen in Fig 9 , the proposed enhancement measure provides better results (lower score indicates higher quality). Extraction of the fingerprint ridges is easier because of the clear definition of the ridges in the image. Nevertheless, the results of images with clear ridges and less corrupt regions provided similar results for most algorithms.
The number of minutiae in the original and enhanced images were determined by NIST's MINDTCT software [47] . As shown in Table 4 , the number of minutiae has increased in the enhanced images and is illustrated in Figure 9 . However, the MINDTCT program detects abrupt changes in the ridges as minutiae. It can be visualized from (d) . However, they tend to decrease the minutiae count when compared to the original images. This might cause a problem during matching [50] .
Additionally, it can be seen from row Fig 9 (a) and (d) false minutiae have been detected in places where fingerprint image is unavailable (red box). LQME attempts to extract the ridges present in the corrupted-retrievable regions. The minutiae count has increased satisfactorily. This can be seen quantitatively in Table 4 . The quality of the ridges have increased to a reasonable extent. The improvement in quality of the images is verified by quantitatively comparing the NIST and LQM scores of the fingerprint images before and after applying LQME (Table 5) .
IV. APPLICATIONS
LQM can be used to a) perform real-time image quality assessment [51] , b) guide sensors to recapture images until good quality images are acquired, c) categorize existing databases depending on the quality, and d) optimize the recognition systems depending on the degree of quality. Optimization can be performed by applying weights to the matching system; for example, lower quality images are provided with lower weights when compared to the others. Poor quality images in the existing databases can be enhanced using LQME, such that the quality is satisfactory to human vision as well as to ensure higher performance during the matching stage. The proposed framework can be used in electronic applications [52] to strengthen the authentication system to reduce vulnerability against potential attackers, theft, and loss.
V. CONCLUSION
Fingerprint quality measurement and enhancement is essential to improve the performance of automated fingerprint identification systems (AFIS), especially when the quality of the original fingerprint is low. This article proposes a novel quality measure-LQM, and a fingerprint enhancement algorithm -LQME, which can be applied AFIS capable devices to provide better authentication. LQM is measured by extracting the local features and structure of the fingerprint.
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