Performance evaluation of applications running on a Grid is a challenging task. Grid's resources are heterogeneous in nature, often shared, and dynamic, all of which have important implications on the performance of an application executing on the Grid. For instance, applications performance will suffer from perturbation induced by external load on the network or computational nodes. Also, resources allocated to applications may vary between different executions. In this paper, we propose a simple framework that takes into account these factors to allow users to gain knowledge of fundamental performance characteristics of their parallel applications. This framework was incorporated in SUMA, a Grid-enabled platform for the execution of scientific applications in Java. We show some results of the utilization of this framework, which was tested by analyzing and tuning a parallel application.
Introduction
The Grid or Computational Grid [FK99] has the potential to become the platform of choice for high performance applications. Many of these applications will eventually be either ported to the Grid or developed directly on the Grid. Hence, tools as those used on single system platforms will be adapted to the Grid, and certainly new tools will be developed as well [Glo03, VGr] .
The Grid gathers distributed resources under a common, simple view. Resources are allocated to applications according to their needs and availability. Resources may include computational nodes, repositories, instruments, etc. They are heterogeneous in nature, often shared, and dynamic, all of which have important implications on the performance of an application executing on the Grid. For instance, they will suffer from perturbation induced by external load on the network or computational nodes. Also, resources allocated to an application may vary between different executions, or even during the same execution.
Performance evaluation on Grids is recognized as a complex problem [GBN04] . Some tools, like Askalon [FJP + 05], provide a coherent set of tools to help users in the tasks of performance analysis of parallel and distributed applications on the Grid. It follows the architecture proposed by the Global Grid Forum [TAG + ] in order to ensure flexibility and interoperability. The tool proposed in [BBF + 04] gives the user performance information of interactive applications on the Grid.
However, these tools fail to address important questions arisen in Grid environments, namely the dynamic overhead of the middleware and its impact on the performance, and the performance data scalability. A framework was introduced in [FH01] to cope with the problem of performance evaluation of applications running on Grids. It proposed the use of condensed profiles, which express basic metrics of an application in order to understand its performance and to achieve platform independent optimizations. The condensed profiles included a report of the overhead induced by the Grid middleware. It suggested to normalize computational nodes' power by using benchmarks to characterize platform performance.
In this paper, we extend that work to cope for parallel applications, limiting our scope to Grids whose parallel nodes are accessed through the middleware and that do not vary during an execution. We also explore the use of benchmarks and metrics r ∞ , n 1/2 [HJ81] , as alternative means to normalize parallel computational nodes' power.
The rest of the document is structured as follows. In section 2 the extended framework of performance metrics for parallel applications on Grids is briefly described. Section 3 describes, through examples, the performance information handled by the framework, as well as the use of this information to tune a parallel application on the grid environment SUMA [HCFT00] . Section 4 introduces two different methods to obtain normalized power and shows how to infer whether platform independent improvements have been achieved. Finally, some conclusions are addressed in section 5. We consider a simplified scenario for the execution of an application on the Grid, as shown in figure 1:
Extended framework
1. A user submits an application to the Grid, specifying a number of execution requirements like, for instance, a parallel platform with MPI.
2. After authentication and access control verification, the Grid's scheduler and resource locator component assigns execution to a given platform.
3. Execution starts on the chosen platform, probably requiring input data files transfers from the user's machine or from a repository (e.g., a remote file server).
4. After execution, a response is produced and returned to the user, which may include application's output files and data, as well as performance information (if requested).
The execution activity will generally consist of more than a single execution. For every execution, the scheduler might choose a different platform, raising the problem of relating performance data from different platforms. Also, environment conditions (e.g., network traffic) may vary between executions. The framework components described below take into account these particular factors.
Middleware overhead
The middleware, which provides the single system illusion, introduces perturbation of different types:
• Latency, regarded as the time elapsed since the application is submitted to the Grid until execution starts at the selected platform. This time encompasses authentication, resource finding, and actual transfer of executables and initial input data.
• Overhead caused by remote accesses during execution at the platform, when necessary, including objects, classes and files from the user machine or remote repository.
• Delay caused by results transfer to the user.
Information about time and resource usage incurred by perturbations of these three kinds is delivered to the client. It can be used, for instance, to gain accuracy in estimating the actual execution time at the platform. Additionally, Grid administrators can process this information to assess middleware performance.
Condensed profile
The condensed profile involves performance metrics related to the overall execution and performance metrics of selected nodes of the parallel architecture. In order to achieve scalability, we chose a fixed size performance data format, based on statistical summaries. This fixed size format does not depend on the number of nodes or any other platform characteristic, hence the performance data transferred through the network remain small regardless of the size of the platform. The overall performance metrics include: total execution time measured at the front-end, and mean and variance of CPU time and communication/synchronization times. These metrics were selected to help in detecting problems related to load balancing, bad granularity or unsuitable data distribution. This information is supported by metrics collected from those nodes that exhibits extreme behavior like, for instance, nodes with highest and lowest execution or communication/synchronization time.
Analysis of a parallel execution
We conducted some experiments in order to assess the power of the condensed profiles. These experiments were performed using SUMA, a java-enabled Grid system. 1 SUMA aims at executing high performance Java byte-code applications [Jav, MLVB05] . It offers interactive and batch execution on sequential and parallel nodes, transparently allocated by the middleware, as well as added services like profiling [FH01] and checkpointing [CH01] . Applications are sent to Execution Nodes, where execution starts, redirecting I/O to client machines, and loading classes and data from client machines. SUMA middleware was originally built on top of commodity software and communication technologies, including Java and CORBA. A recent reimplementation called SUMA/G [CH05] is partially based on Globus services [The06] . In particular, we say that SUMA/Gis a Grid-enabled execution platform because it includes mechanisms for utilizing the Globus Security Infrastructure. By reimplementing some of the SUMA components on top of Globus services we can connect to deployed well-known grids, while keeping SUMA execution model unchanged. Additional functionalities are inherited from Globus, such as the I/O services. For our experiments, SUMA was deployed on interconnected LAN's located on two buildings of the Universidad Simón Bolívar campus, as shown in figure 2. In such a local deployment, the middleware overhead is low. We focus here on two fundamental questions:
• Does the condensed profile offer a useful picture of the performance of a parallel application?
• Is the condensed profile useful for achieving high level optimizations of a parallel application?
Experiments environment
Execution Node is taken from a cluster (called CAR), composed by 24 dual 600-800 MHz Pentium III PC's with 512 MBytes RAM, running Linux, interconnected by a 1.9 GHz full-duplex (per link) Myrinet network. The message passing library is LAM-MPI; the JVM is JDK 1.2.2; mpiJava [BCFK99] version is 1.1. The back-end profiler is based on MPE [GLon] and HProf [Sun05] . Note the instrumentation overhead is kept low by using statistical sampling (HProf ) and instrumenting only the actual communication methods (MPE). Condensed profiles are locally stored in each node, then collected and summarized at the front-end processor.
Core components of the Grid (e.g., Scheduler, CORBA Name Server, etc.) are installed on a dual Pentium III PC with 256 MBytes RAM. The user interface (client) runs on a Pentium IV PC 1.5 GHz with 256 MBytes RAM. All Execution Node, Grid core components and client run on two networks scattered over the campus, as shown on figure 2.
The application is a model of wave propagation in 2D homogeneous surface, whose core computation is a triple loop (2D + time) of medium size (400x400 surface points, computed over 600 time steps). It is a SPMD mpiJava application; the coordinator process initializes and distributes data to the rest of the processes, then computes and receives final results from them. All processes are arranged on a logical linear array; each one of them computes a band of the result matrix, and exchange frontier rows with its neighbors on each iteration of the outer loop. For this experiment, We suppressed saving the results to file.
Analysis of condensed profile
Total time 88 sec. Profiling overhead 22 sec. Middleware overhead 1 sec. The parallel application is run on 8 nodes of the cluster. Information taken from the condensed profile are shown in tables 1, 2, 3, 4 and 5, where only relevant information is displayed. The inclusive time used in this document is computed as the percentage, related to the node's total execution time, of the time spent in a particular method and, recursively, the methods it invoked. Table 1 shows performance information as seen by the user. As expected, the middleware overhead (1 sec. vs 88 sec. of total time) is negligible. Note however that there is considerable overhead (22 sec.) due to profiling (e.g. collecting and processing performance data). Table 2 shows information recorded at the front-end of the Execution Node. Note the mean communication/synchronization time (3 sec.) is low with respect to mean execution time (62 sec.); it suggests that we might benefit from increasing the number of nodes, reducing the mean execution time at the expense of the communication time. Additionally, the com/sync. time variance (48) suggests that there could be some unbalance among the nodes. Tables 3, 4 and 5 illustrate an homogeneous behavior across all nodes.
Execution on several platforms
Additional experiments show how the detailed performance information of most relevant nodes provide useful data about application characteristics when dealing with multiple platforms. Tables 6 and 7 Table 6 : Summary of detailed information of fastest nodes on several platforms (% of inclusive time) Tables 6 and 7 suggest that the application behaves similarly in all platforms. Note that communication/synchronization time increases as the number of nodes rise from 8 to 16 and 24 nodes; it corresponds with a higher proportion of execution time attributed to mpi methods in tables 6 and 7. Tables 3, 4 and 5 hint at a set of four methods: main, main2, dim2acust, and itera, all belonging to class AcousticMPI1, which altogether account for more than 20% of the node execution time and represent by far the most important methods of the application. 2 It turns out that those four methods are part of a calling sequence main → main2 → dim2acust → itera. We decided to concentrate our optimization effort on itera, which contains the core computation loop. Note that while there is communication (i.e., row exchange) inside the outer loop, it is not significant from the point of view of performance, as indicate the communication/synchronization metrics on table 2 (3 sec. vs 64 sec. of total time measured at the front-end). A tuned version, called AcousticMPI2, was generated by modifying the method itera to take some independent computations out of the loop. The new general performance is shown on tables 10 and 11. An improvement of 22 % (68 vs 88 seconds) overall and 31 % (44 vs 64 seconds) at the node was achieved.
High level tuning
Playing the role of Grid infrastructure developers and administrators, we decided to investigate why profiling overhead was so high (22 sec.) compared to total time in both original (66 sec.) and tuned (88 sec.) application versions on the 8 nodes cluster. We discovered that one internal performance trace processing was unnecessarily complex. After optimizing the trace processing algorithm, the profiling overhead was reduced from 22 seconds to less than 4 seconds.
Normalized power
Performance characterization of a platform aims to express key parameters from which, ideally, it is possible to infer the performance of applications that will run on that platform. There exist different ways of characterizing performance of a platform [Her96] . We consider here two widespread and simple yet powerful methods: benchmarking, and metrics r ∞ and n 1/2 . 4  118  2  8  63  2  16  42  2  24 39 3 
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Benchmarking
Benchmarking consists on running one or more programs on the platform, then summarizing results (e.g., execution time, MFLOPS, etc.) in a single number by using, for instance, arithmetic or geometric means [PH96] . The popularity of this method is due in part to the fact that it naturally takes into account the interaction between the application and the system components (hardware, operating system, libraries, compiler, interpreter, etc.). Normalization is achieved by relating the benchmark execution performance results to a reference platform. Benchmark accuracy relies on the affinity between the programs used in the benchmark and the applications that will actually run on the platform. Several benchmarks for parallel platforms, in C and FORTRAN, are well established and are commonly used by the high performance computing community [ 
Performance characterization using r ∞ and n 1/2
A model based on metrics r ∞ and n 1/2 has been used to characterize performance of parallel architectures [HJ81] . While conceived for vector architectures, the model has been extended to other types of architectures, including distributed memory parallel machines [Hoc95] . It describes execution time using a first-order approximation shown in equation (1), where n is number of operations (typically, floating point operations); r ∞ is the peak performance, often expressed in MFLOPS; n 1/2 is the number of operations to reach half the peak performance.
Quality of normalized power
We conducted experiments to assess two alternative methods to obtain the normalized power:
1. Benchmarking. The normalized power is the ratio of execution time of the benchmark on a given platform to the execution time on a reference platform.
2. Ratio of r ∞ . The normalized power is the ratio of platform's r ∞ to the reference platform's r ∞ . It was possible to simplify and discard n 1/2 because experiments showed that accuracy did not vary significantly [Fig02] .
The experiments consist on running an application on the reference platform, then on a test platform. The execution time measured on the test platform is compared with a predicted time, obtained by applying equation (2) Predicted time = Time on reference platform Test platform's normalized power
In order to be able to compare measured times, middleware overhead must be subtracted from the time measured at the node.
The application to be used as benchmark is a reduced version of AcousticMPI1. The reference platform is a two node cluster with 10 Mbps Ethernet, each node consisting of a dual processor 600 MHz Pentium III, with 256 MBytes SDRAM PC133 (512 cache off-chip), and Linux RedHat 6.2. Table 13 : Predicted time (seconds) and error (%) using r ∞ for normalized power Table 12 shows prediction results for different cluster sizes using normalized power based on benchmarks. Table 13 shows the prediction results using r ∞ for different cluster sizes.
Nodes Normal. Power Time Predicted
As indicated in tables 12 and 13, both methods have high (except for 24 nodes) and similar prediction quality. This is related to a good match between the benchmark used for computing the normalized power, and the actual application used in our experiments. In the general case, as Grids will accommodate a possibly high diversity of applications, the quality will be lower than in our experiments.
High error for 24 nodes (31.4 %) exposes a deficiency, related to sensibility to the characteristics of the application used to estimate platforms' performance, both for benchmark and r ∞ , n 1/2 based methods. In this particular case, the application behaved well for smaller clusters but, when used to characterize a 24 nodes cluster, it turned out to be too small to exploit (and hence capture) the platform power.
Predicting platform independent speedup
Normalized power can be used to compare performance on heterogeneous platforms. Given the improvement shown in section 3.4 by version AcousticMPI2 measured on an 8 nodes cluster, we can estimate whether or not there will be improvement in other platforms using normalized power. Table 14 presents the estimated execution time and speedup of tuned code AcousticMPI2 (version 2) with respect to original code AcousticMPI1 (version 1) on two different platforms:
• Two nodes from cluster CAR, described in section 3.1.
• The reference platform, a two nodes cluster described in section 4.3.
The estimated values (in italics) for tuned version (Ver. 2) on each platform (2 nodes from cluster CAR and 2 nodes from reference platform) are obtained by using the execution time of that version on the 8 nodes platform, scaled by the ratio of the normalized powers. From table 13, these ratios are 0.26 (1.4/5.3) and 0.18 (1/5.3) for 2 node platform, and 2 node reference platform, respectively. The values for the original version (Ver. 1) were actually measured. The speedup shown compares the estimated execution time of the tuned version with respect to the measured execution time of the original version, for each platform.
Measured execution times and speedup for 8 nodes platform are also included in 
Conclusions
The performance evaluation of applications on the Grid must take into account distinctive features such as heterogeneity, dynamics and middleware overhead.
The framework proposed in this work captures simple yet essential metrics to understand performance from a high point of view. It separates the influence of the middleware from the application performance, and reports high level and scalable metrics of what actually happens in the execution platform. The middleware overhead is reported thanks to monitoring mechanisms built in the middleware components. Scalability is achieved through simple statistical reduction techniques locally processed, such as to avoid the communication of large sets of performance data.
Our experiments demonstrated that the framework can be effective in identifying coarse performance characteristics of an application, leading to high level, platform independent optimizations. Also, overhead metrics built in the system allowed us to detect a Grid infrastructure implementation problem which incurred in considerable overhead.
Execution on heterogeneous platforms needs a basis to compare performance data (see [VR99] ). We showed how two different method, benchmarking (as in Netsolve [CD97] ) and r ∞ , can be used to determine a normalized power, which can in turn effectively serve for that purpose. Incorporating the recently proposed benchmarks in parallel Java in our framework will help in improving the normalized power accuracy.
Our current approach exhibits some limitations that motivate future work. For instance, using dynamic [HMC94] instead of postmortem instrumentation, would enable the performance evaluation of long running applications. Hence, performance data of partial execution would be periodically transmitted during the application execution.
Further experiments, using different classes of applications running on widely deployed Grids, will be carried out to better assess the framework. We also plan to add facilities to process condensed profiles in order to automatically report potential performance problems to users.
