We consider the fundamental invariant of a real hypersurface in C N -its holomorphic symmetry group -and analyze its structure at a point of degenerate Levi form. Generalizing the Chern-Moser operator to hypersurfaces of finite multitype, we compute the Lie algebra of infinitesimal symmetries of the model and provide explicit description for each graded component. Compared with a hyperquadric, it may contain additional components consisting of nonlinear vector fields defined in terms of complex tangential variables. As a consequence, we obtain exact results on jet determination for hypersurfaces with such models. The results generalize directly the fundamental result of Chern and Moser from quadratic models to polynomials of higher degree.
Introduction
The holomorphic symmetry group of the unit sphere in C 2 has been known since the seminal work of Poincaré [26] . For general signature (and dimension), computing the symmetry group of a real hyperquadric in C N is the fundamental starting point for the study of CR invariants of Levi nondegenerate hypersurfaces [2, 7, 10, 14, 18, 25, [29] [30] [31] [32] . Our aim in this paper is to analyze symmetry groups for polynomial models of higher degree.
Hypersurfaces with higher degree models are necessarily Levi degenerate. The study of such manifolds has been initiated by the work of J.J. Kohn in the context of boundary regularity of the ∂ operator, and has lead to major advances in analysis and geometry, for example introducing multiplier ideal sheaves [20, 21] and Y.-T. Siu's celebrated works on invariance of plurigenera [27] .
Local CR geometry of Levi degenerate hypersurfaces presents completely new challenges, which are often closer to algebraic, rather than to differential geometry. In particular, if the Levi form changes rank near the given point, the differential geometric approach of Cartan, Chern and Tanaka is not available.
The Chern-Moser operator (as defined in [10] ) turned out to be the most powerful algebraic tool for understanding local CR geometry at a Levi nondegenerate point. The Chern-Moser normal form construction essentially reduces to the analysis of the kernel and the image of this operator. It has been a long open question whether such techniques can be generalized also to the Levi degenerate case [1, 3, [11] [12] [13] 15, 17, 31] . Let us remark that the case of CR manifolds of higher codimension has been also intensively studied (see e.g. [4, 5, 16, 19] ).
In complex dimension two, a complete normal form for hypersurfaces of finite type, based on a generalization of the Chern-Moser operator, was given by the first author in [22] . In the present paper we show that the Chern-Moser operator can be generalized in a natural way to a wide class of Levi degenerate manifolds in C N , namely the hypersurfaces of finite Catlin multitype. We analyze the kernel of this operator, which carries complete information about the infinitesimal automorphisms of the model hypersurface, and as a consequence gives sharp results on jet determination for the automorphisms of the hypersurface itself. Let us recall that multitype is an essential CR invariant which Catlin defined and used to prove subelliptic estimates on pseudoconvex domains (his papers [8, 9] ). In particular, if a subelliptic estimate holds on a pseudoconvex model, then it is of finite multitype and holomorphically nondegenerate, and our results can be applied. On the other hand, we make no pseudoconvexity assumptions (multitype was extended to the general case in [23] ), similarly as the work of Chern and Moser considers model hyperquadrics of all signatures.
Since finite multitype formalizes both the notion of model and invariantly defined weights, both essential for Chern-Moser theory, it provides a natural setting for its extension to the degenerate case. Note that hypersurfaces of finite Catlin multitype may contain complex varieties, providing a potential link between invariants of such varieties and CR invariants of the corresponding hypersurface.
Our first result deals with a hypersurface given by a homogeneous polynomial. Let C ν [z] denote the space of holomorphic homogeneous polynomials in z = (z 1 , . . . , z n ) of degree ν. Recall that the sharp condition generalizing Levi-nondegeneracy for the automorphism group being finite-dimensional is the holomorphic nondegeneracy introduced by N. Stanton. A real-analytic hypersurface M is by definition holomorphically nondegenerate if no point of M admits a holomorphic vector field in its neighborhood, whose both real and imaginary parts are tangent to M . Theorem 1.1. Let P (z, z) be a homogeneous polynomial without pluriharmonic terms of degree d ≥ 2, such that the hypersurface
is holomorphically nondegenerate. Then the Lie algebra g of all germs of infinitesimal automorphisms of M P at 0 admits the weighted grading
2)
and we have the following explicit description of the graded components:
Note that possible pluriharmonic terms in the expansion of P can always be easily eliminated by simple biholomorphic change of coordinates. More detailed description of the individual components is given in Sections 4, 5 and 6. In the Levi nondegenerate case the corresponding decomposition contains only five components, since d = 2 (see Examples 3.8 and 5.6 for manifolds which admit automorphisms of the form (4)).
Calculations show that the component g 1 is always at most 1-dimensional, in fact the polynomials f j are uniquely determined by a from the equation in (6) . Manifolds with nontrivial g 1 are characterized in Theorem 4.7.
As a consequence, we obtain a precise description of the derivatives needed to characterize an automorphism of a general hypersurface whose model is of the form (1.1). Let M be given near p by
where P is a homogeneous polynomial without pluriharmonic terms of degree d ≥ 2. We will denote by (f 1 , f 2 , . . . , f n , g) the components of an automorphism of M (as in (2.13)). This jet determination result here is sharp, as shown by Example 3.8.
Next we consider the more general case of a weighted homogeneous model of finite Catlin multitype. Let p ∈ M be a point of finite Catlin multitype (m 1 , . . . , m n ) (see Section 2). As shown in Section 2, one can find coordinates (z 1 , . . . , z n , w) with weight of z j equal to μ j = 1 m j , weight of w equal to 1, such that M is locally given by
where P is a weighted homogeneous polynomial of weighted degree 1 and F has Taylor expansion with terms of weighted degree > 1. To give the simplest example with unequal weights, consider the holomorphically nondegenerate hypersurface in C 3 defined by 5) where the weights are
4 (a finite explicit algorithm for computing multitype is given in [23] ). Note that with the choice of weights μ 1 = μ 2 = 1 2 , the model becomes holomorphically degenerate.
For the rest of this section, assume that M is given by (1.4) , and the associated model hypersurface
is holomorphically nondegenerate. Let E denote the set
Theorem 1.3. The Lie algebra of infinitesimal automorphisms g = aut(M P , 0) of M P admits the weighted grading given by
We have a completely analogous explicit description of the graded components as in Theorem 1.1. Note that the fourth component in (1.8) corresponds to parts (4) and (5) of Theorem 1.1 (in general it cannot be split in this way, as Example 6.4 shows).
As a consequence, we obtain the following theorem that gives a sharp characterization of the automorphisms of M . A precise statement giving exactly which derivatives are needed to determine an automorphism is given in Theorem 7.1. For the Levi nondegenerate case, when μ j = 1 2 , j = 1, . . . , n, we recover exactly the sharp statement of Chern and Moser contained in [10] (Corollary 7.2).
Let us remark that most of the results of Sections 4, 5, 6 apply in a more general case, for an arbitrary hypersurface with a weighted homogeneous model which is holomorphically nondegenerate (the weights need not coincide with the multitype weights). However, the fundamental property of the Chern-Moser operator (2.16), providing the leading linear part of the transformation law, fails in this case. Hence the infinitesimal automorphisms of the model hypersurface no longer control automorphisms of the hypersurface itself, and there exist examples for which the conclusion of Theorem 1.3 fails.
The paper is organized as follows. In Section 2, we recall the notion of Catlin multitype of a smooth hypersurface M ⊂ C n+1 . We also study the generalized Chern-Moser operator, and show how to reduce the weighted jet determination problem for the automorphism group of M , to the study of the set of real-analytic infinitesimal CR automorphisms of M P at p (Proposition 2.15). In Section 3, we introduce the notion of rigid vector fields and prove results regarding the determination problem for such infinitesimal automorphisms (Theorem 3.3 and Lemma 3.4). In Sections 4, 5, and 6, we study the infinitesimal automorphisms which are not rigid (Theorem 4.7, Theorem 5.5, and Theorem 6.2). In Section 7, we complete the proofs of the main results.
The Catlin multitype and generalized Chern-Moser operators
In this section we recall the notion of Catlin multitype and consider a generalization of the Chern-Moser operator on Levi degenerate hypersurfaces of finite multitype.
Let M ⊆ C n+1 be a smooth hypersurface, and p ∈ M be a point of finite type m in the sense of Kohn and Bloom-Graham [6] . We will consider local holomorphic coordinates (z, w) vanishing at p, where z = (z 1 , z 2 , . . . , z n ) and z j = x j + iy j , w = u + iv. The hyperplane {v = 0} is assumed to be tangent to M at p, hence M is described near p as the graph of a uniquely determined real valued function
Using a result of [6] , we may assume that
where P m (z, z) is a nonzero homogeneous polynomial of degree m with no pluriharmonic terms. The definition of multitype involves rational weights associated to the variables w, z 1 , . . . , z n in the following way.
The variables w, u and v are given weight one, reflecting our choice of variables given by (2.1). The complex tangential variables (z 1 , . . . , z n ) are treated according to the following definitions (for more details, see [23] ). Let Λ = (λ 1 , . . . , λ n ) be a weight, and α = (α 1 , . . . , α n ), β = (β 1 , . . . , β n ) be multiindices. The weighted degree κ of a monomial
is defined as
is Λ-homogeneous of weighted degree κ if it is a sum of monomials of weighted degree κ.
For a weight Λ, the weighted length of a multiindex α = (α 1 , . . . , α n ) is defined by
Similarly, if α = (α 1 , . . . , α n ) and α = (α 1 , . . . , α n ) are two multiindices, the weighted length of the pair (α, α) is
The weighted order κ of a differential operator 
where P (z, z) is a nonzero Λ -homogeneous polynomial of weighted degree 1 without pluriharmonic terms, and o Λ (1) denotes a smooth function whose derivatives of weighted order less than or equal to one vanish.
The fact that distinguished weights do exist follows from (2.2). For these coordinates (z, w), we have
In the following we shall consider the lexicographic order on the set of n-tuples defined as follows:
We recall the following definition, due to D. Catlin [8] .
. . , μ n ) be the infimum of all possible distinguished weights Λ with respect to the lexicographic order. The multitype of M at p is defined to be the n-tuple
where
Furthermore, if none of the m j is infinity, we say that M is of finite multitype at p. Since the definition of multitype includes all distinguished weights, the infimum is a biholomorphic invariant. Notice that if M is of finite multitype at p, the infimum is attained, which implies that multitype coordinates do exist [8, 23] .
If M ⊂ C 2 , then M is of finite type at p if and only if M is of finite multitype at p.
In this case, the type of M at p is equal to the multitype of M at p.
From now on, we assume that p ∈ M given by (2.3) is a point of finite multitype
We recall the following definition given in [23] .
Definition 2.5. Let M be given by (2.4). We define a model hypersurface M P associated to M at p by
Note that multitype coordinates (z, w) are not unique. Nevertheless it is shown in [23] that all models are biholomorphically equivalent (in fact by a polynomial transformation).
The following proposition gives a useful partial normalization of P (cf. [23] ).
Proposition 2.6. Let Λ M be as in Definition 2.3 and P as in (2.3). Then after a polynomial change of coordinates preserving the weights, we can assume that for every 1 ≤ k ≤ n, the following hold:
(1) the derivatives of P satisfy
(2) the expansion of P contains a nontrivial monomial cz
and no other monomial of the form
Proof. For reader's convenience, we first prove the statement (1) for k = 1. Since the type is m, we must have
Indeed, since the type is m, there exists a nontrivial monomial of degree m in the right-hand side of (2.3). The latter cannot be in o Λ (1) because all μ j ≤ 1/m. Hence that monomial appears in the expansion of P . Furthermore, by our choice of k , this monomial cannot contain z j with j > k , because otherwise, its weighted degree would be less than 1. This proves the claim (2.8). Then, a generic linear change of the variables z 1 , . . . , z k preserves the weight Λ and achieves (2.6) for k = 1.
Now we prove the statement (1) for general
With that k we claim that
Then we can decrease the weight μ k and possibly increase the weights μ j for j > k , so that the new weight Λ becomes smaller in the lexicographic order. This contradicts the choice of Λ in Definition 2.6 and hence proves the claim (2.9). Then, again a generic linear change of the variables z k 0 , . . . , z k preserves the weight Λ and achieves (2.6) for k = k 0 . To show (2), in view of (2.6) there exists nontrivial monomial cz
Among all such monomials, we consider ones with lexicographically maximal γ k , and then among those the one (uniquely determined) with lexicographically maximal γ k , which we denote by cz
a polynomial weighted homogeneous transformation δ (z ) δ in P (z , z ), then either (1) δ j ≥ 1 for some j > k, in which case we cannot get a term (2.7), or (2) δ j = 0 for all j > k and δ j ≥ 1 for some j > k. In the second case, in order to have a term (2.7) in the expansion, we must have
We now define the notion of weighted jets. Definition 2.7. Let (z, w) ∈ C n+1 be multitype coordinates and let F : C n+1 → C be a holomorphic function given in these coordinates. The weighted jet of F at p of weighted order κ is given by the following set
C n+1 → C be two holomorphic functions given in some multitype coordinates. We say that F 1 and F 2 are weighted equivalent modulo κ at p if
We have the following lemma.
Lemma 2.9. The notion of weighted equivalence modulo κ at p is independent of the choice of multitype coordinates.
Proof. This is a direct application of Theorem 4.1 of [23] combined with the Leibnitz rule. Indeed, Theorem 4.1 says that any biholomorphic transformation taking multitype coordinates (z, w) into multitype coordinates (z , w ) has to be of the following form 12) for c ∈ R \ {0}, where o Λ M (μ j ) denotes terms in the Taylor expansion of weighted degree greater than μ j . 2
We will now introduce the notion of generalized Chern-Moser operator. Denote by Aut(M, p), the stability group of M , that is, those germs at p of biholomorphisms mapping M into itself and fixing p, and by aut(M, p), the set of germs of holomorphic vector fields in C n+1 whose real part is tangent to M .
If M admits a holomorphic vector field X in aut(M, p) such that Im X is also tangent (i.e. X is complex tangent), then aut(M, p) is of infinite dimension [28] . We recall the following definition. Denote by Θ the set of all rational numbers of the form
for some nonnegative integers k 1 , . . . , k n+1 . We decompose the formal Taylor expansion of ψ, denoted by Ψ , into Λ M -homogeneous polynomials of weighted degree ν, called Ψ ν , that is,
Notice, using (2.4) , that Ψ ν = 0, for ν < 1, and
. We know by [23] that h is of the form (2.12), that we rewrite as
which takes the multitype coordinates (z, w) into the multitype coordinates (z , w ). Putting f = (f j , . . . , f n ), we consider the mapping given by
and, again, decompose each power series f j and g into Λ M -homogeneous polynomials of weighted degree μ, called f j μ and g μ ,
(2.14)
we obtain the transformation formula
Using (2.13), we only have to consider terms of weight μ ≥ 1 in (2.15). We get 16) where dots denote terms depending on f
We are now in a position to introduce the analog of the Chern-Moser operator [10] for points of finite multitype.
17)
The following lemma shows the relation between the kernel of L and the infinitesimal CR automorphisms of the model hypersurface given by (2.5 
We have the following proposition which shows how to reduce the weighted jet determination problem from Aut(M, p) to aut(M P , p).
lies in aut(M P , p), where M P is given by (2.5).
Proof. Using (2.16) and the definition of μ 0 , we obtain that
Therefore, using Lemma 2.12, we obtain that p) . This achieves the proof of the theorem. 2 Definition 2.14. We say that the vector field
has homogeneous weight μ (≥ −1) if F j is a weighted homogeneous polynomial of weighted degree μ + μ j , and G is a homogeneous polynomial of weighted degree μ + 1.
The weights introduce a natural grading on aut(M P , p) in the following sense. Writing aut(M P , p) as
where g μ consists of weighted homogeneous vector fields of weight μ, we observe that each weighted homogeneous component X μ ∈ g μ of X ∈ aut(M P , p) lies also in aut(M P , p). The reason is that v − P is weighted homogeneous.
Gathering all the previous results, we obtain the following proposition. 
(2.20)
In the light of Proposition 2.15, we see that in order to study the weighted jet determination problem for Aut(M, p), it is enough to study the weighted jet determination problem for aut(M P , p).
Rigid vector fields
In this section, we describe an important class of vector fields X ∈ aut(M P , p), which play a crucial role in the study of aut(M P , p). As before, let M ⊂ C n+1 be given by (2.4).
Definition 3.1. Let X be a holomorphic vector field of the form
We say that X is rigid if f 1 , . . . , f n , g are all independent of the variable w.
Note that the rigid vector field W , of homogeneous weight −1, given by
lies in aut(M P , p). We will denote by E the weighted homogeneous vector field of weight 0 defined by
E is the weighted Euler field. Note that by the definition of μ j , E is a nonrigid vector field lying in aut(M P , p).
Then g = 0.
Proof.
Hence, writing (Re X)(Im w − P (z, z)) = 0 we see that every term involving f j is not pluriharmonic. On the other hand, all terms involving g = g(z) are pluriharmonic, and hence cannot cancel the former ones. Since g(z) is also nonconstant, we immediately obtain the conclusion. 2
We have the following theorem. Theorem 3.3. Let M P be holomorphically nondegenerate, and let X ∈ aut(M P , p) be a nonzero rigid vector field. Then all weighted homogeneous components of X have weight strictly less than one.
By assumption, we have
Identifying weighted homogeneous components, we may assume, without loss of generality, that X is weighted homogeneous of weight ν. Assume ν ≥ 1 by contradiction. Since P (z, z) is weighted homogeneous of weight 1 and has no pluriharmonic terms, its terms have weight < 1 in z. Then extracting terms in (3.4) of weight ≥ 1 in z we obtain
Since M P is holomorphically nondegenerate, it follows that X = 0 contradicting the assumption. 2
We have the following lemma. Proof. Observe that the effect of taking the bracket of X with W is simply differentiation of the coefficient with respect to w. Also note that
Definition 3.5. We say that X ∈ aut(M P , p) is an l-integration of a rigid vector field Y ∈ aut(M P , p) if the string of brackets described in the above lemma is of length l.
Remark 3.6. By the above lemma, the general case will be reduced to the rigid case by taking sufficiently many commutators with the vector field W . The problem reduces then to (i) describing rigid vector fields; (ii) analyzing to what extent rigid fields can be "integrated".
As a consequence of Theorem 3.3, we can divide homogeneous rigid vector fields into three types, and introduce the following terminology. Definition 3.7. Let X ∈ aut(M P , p) be a rigid weighted homogeneous vector field. X is called (1) a shift if the weighted degree of X is less than zero; (2) a rotation if the weighted degree of X is equal to zero; (3) a generalized rotation if the weighted degree of X is bigger than zero and less than one.
Note that in the Levi nondegenerate case (where P (z, z) = z, z is a quadratic form), generalized rotations do not occur. In fact, using Lemma 3.2 and writing (Re X) z, z = 0, we conclude X = 0.
The same fact holds in complex dimension two. Indeed, writing P (z, z) = k≥k 0 c k z kzm−k with c k 0 = 0, and X = z l ∂ z , the expansion of (Re X)P (z, z) has a nonzero term with z k 0z m−k 0 +l−1 , and hence cannot be zero. On the other hand, in complex dimension ≥ 3, such vector fields do occur:
where the weights are μ 1 = μ 2 = 1 l+1 . In [24] , we showed that the Lie algebra of infinitesimal automorphisms has six components,
In particular, g 1 is generated by the 2-integration of W
Proposition 3.9. For Λ M and P as before, there exists a polynomial weighted homogeneous change of coordinates such that the following hold:
(1) any rotation is linear; (2) any non-transversal shift is of the form
with f j 0 = const = 0.
Proof. We perform a change of coordinates as in Proposition 2.6. To show (1), observe that in view of Lemma 3.2, any rotation is of the form
where the weight of z α ∂ z j is zero and α l = 0 whenever l ≥ j. It suffices to show that all c α,j = 0. By contradiction, assume that there exist α and j with c α,j = 0. Among those choose k to be the minimal possible j. Since X is a rotation, it is an automorphism of M P , i.e. satisfies (X +X)P = 0.
(3.9)
Consider the nontrivial monomial cz γ kz γ k in the expansion of P given by Proposition 2.6.
Expanding (3.9) we obtain in the left-hand side a nontrivial monomial of the form (2.7) which contradicts (3.9), showing (1). To show (2) , assume that X is a non-transversal shift of the form (3.7) with no constant f j (z). Write X in the form
Then choosing a nonzero monomial c α,j z α ∂ z j in the expansion of X with minimal possible j and arguing as before we obtain a contradiction. 2
Integrating transversal shifts
In this section, we first consider a homogeneous rigid vector field X ∈ aut(M P ), which is a shift. We call it transversal, if it is of weight −1, and hence
We will show that X can be integrated at most two times, provided M P is holomorphically nondegenerate.
We start with the following definition.
Definition 4.1. We say that the weighted homogeneous holomorphic vector field
We say that the weighted homogeneous field
The following lemma is straightforward.
Lemma 4.2. The real reproducing fields are given by R + X, where
and X is any rotation field.
We need the following lemma. 
Assume that X is of weight ≥ 0. Then X and Y commute.
Proof. Since Re X commutes with Im X, the first and the third equations in (4.4) imply Let X be a field of the form
(4.9)
It follows from the diagonal form of X that every monomial z α is an eigenvector of X with the eigenvalue
We have the following result. 
for every nontrivial monomial cz αzβ in the expansion of P , where both inequalities are strict if λ = 0.
Proof. Note that clearly U and X commute since X is of weighted degree zero, and since Z commutes with X. We first show that
Assume by contradiction that Im w X+λR (z α ) = 0 for some nontrivial monomial cz αzβ in the expansion of P . It is easily shown, using the fact that X is a rotation that 12) and hence, for every nontrivial monomial z αzβ in the expansion of P ,
We choose a real linear function l : R → R such that
for some monomial z αzβ in the expansion of P . Let z α 0z β 0 be the minimal (in the lexicographic ordering sense) nontrivial monomial in the expansion of P maximizing the left-hand side of (4.14). Then, using the Jordan normal form, the expansion of
for all monomials z αzβ in the expansion of P , the reason being that (Re(X+λR))P = λP .
Using Lemma 4.3 and the fact that [R, Y ] = Y (Y is of weighted degree one), we conclude that
Im 
which will imply by antisymmetry that
First, assume by contradiction that
for some α and β in the expansion of P and > 0 being maximal possible. We shall choose here the minimal possible α in the lexicographic order. 
for some α and β in the expansion of P . Using (4.13), we obtain that
Let P λ be the sum of all monomials in P for which (4.26) holds. Using the second equation of (4.4) and (4.27), we see that P λ should satisfy 
We need the following lemma. Proof. Since X is diagonal, we have the spectral decomposition
We consider the lexicographic order on monomials z αzβ . We claim that P μ = 0 unless μ = 0. Indeed, assume by contradiction that P μ = 0 for some μ = 0 and consider the minimal nontrivial monomial z αzβ in the expansion of P μ with respect to the lexicographic order. Then Re Z(z αzβ ) has only monomials larger than z αzβ , therefore the coefficient of z αzβ in Re W (P ) is equal to μ. Since Re W (P ) = 0, we must have μ = 0 contradicting our assumption. Hence P = P 0 as claimed, implying Re X(P ) = 0 and hence Re W (P ) = 0, which implies Re Z(P ) = 0. 2
Proof of Proposition 4.5. After a linear change of (multitype) coordinates, we may assume that W = X + Z, with X the diagonal and Z the nilpotent part. By Lemma 4.6, X and Z are rotations. Now define P μ , 0 < μ < 1, to be the sum of all monomials z α z β of P with
By Lemma 4.4, we have
Since P is real, the monomials z αzβ and z βzα have conjugate coefficients. Since the left-hand side of (4.13) is antisymmetric in α, β, the right-hand side satisfies
Hence if z αzβ enters P μ , z βzα enters P 1−μ . Therefore using reality of P , we have
In course of proof we shall use the convention P μ = 0 for any μ ≥ 1. Then, identifying terms of weight μ in (4.29), we obtain
where μ − 1 < 0. Denoting T = iȲ we rewrite (4.33) as Conjugating and using (4.32) we obtain
Given the choice of l and using (4.32) we obtain
In the sequel c 1 , c 2 , . . . , will always denote suitable positive integers. Consider the (unique) integer s ≥ 1 satisfying
(4.39)
Then applying s times T and using (4.34) and (4.38), we obtain
where Q 1 is a linear operator increasing the lexicographic order of monomials and commuting with T and T . In the sequel we shall always denote by Q 1 , Q 2 , . . . , operators of this kind. Since P l = 0, it follows from (4.39) and (4.38) that sl = 1 − l, since otherwise the left-hand side vanishes and, choosing as before the minimal monomial of P l we would reach a contradiction. Hence 1 is divisible by l.
Since T is holomorphic, it commutes with T . Also T and T commute with Im Z by Lemma 4.3. Then applying T to (4.40) and using (4.37), we obtain
which yieldsT
using the by now frequently used argument with the minimal monomial. We shall continue using this argument without mentioning in the rest of the proof. We next claim that
Indeed, otherwise take the minimum l < μ < 2l with P μ = 0. Then using (4.38) we obtain
and hence (4.43) holds as desired. Now using (4.43) and applying T s−2 to P sl , we obtain Next, similarly to the claim (4.43) as before, we prove
where we repeat the previous arguments applying T s−2 to P sl−2l+μ = 0.
Similarly, applying T s for s = s − 2, s − 3, . . . , to P sl+ε , 0 ≤ ε < l, we conclude by inductionT P kl = 0 (4.48)
for all k and P μ = 0 whenever μ is not divisible by l. In particular, we obtain T P μ = 0 for all μ and therefore T P = 0. Finally, using reality of P , we conclude T P = 0 and hence Ȳ P = 0 or, conjugating, Y P = 0. This implies that Im(W + R)P = 0 as desired. 2
We may now state the main result of this section. where all l j are linear, and every 2-integration is of the form
where ϕ j satisfy
Proof. If ∂ w can be integrated at least once, we obtain an automorphism
where the weights of ϕ j (z) are positive. Applying twice the real part of (4.52) to P − v, where w = u + iv, and putting w = u + iP we obtain 2 Re
Since the first two terms are all not pluriharmonic, we obtain ϕ(z) = 0. Therefore we have 2 Re
By Lemma 4.2, we can write
is the Euler vector field and W is any rotation (see Definition 3.7). Assuming (4.52) can be integrated, we obtain a new vector field of the form
Applying twice the real part of (4.57) to P − v and putting w = u + iP we obtain
Since the first two summands contain only non-pluriharmonic terms, we obtain ψ(z) = 0. Hence, we obtain
By Proposition 3.9(1), we can assume that W is a linear rotation. Then using Proposition 4.5, we obtain in particular that Assuming again (4.57) can further be integrated, and using (4.61), we obtain a field of the form
Applying twice the real part of (4.62) to P − v, and using (4.61), we obtain (with χ = 0 as above),
Putting u = 0 in (4.63), we obtain
Multiplying (4.64) by P , we see that the expansion of the first expression has nontrivial terms of weighted bidegree (2, 2) . On the other hand, since Y is homogeneous of weight 2, the weight of χ j (z) is 2 + μ j , and hence the right-hand side of (4.64) cannot have terms of weighted bidegree (2, 2) . We obtain a contradiction proving that the 3-integration Y of ∂ w cannot exist, proving the theorem. 2
Equivalently, there exist weights Λ = (λ 1 , . . . , λ n ) (possibly different from multitype weight), with respect to which P is diagonal, i.e. contains only monomials z αzβ such that |α| Λ = |β| Λ .
Integrating rotations and generalized rotations
In this section, we consider rotations and generalized rotations. We show that they cannot be integrated, provided that M P is holomorphically nondegenerate.
We write Proof. We assume that X is a generalized rotation of weight ν > 0. We then have
where c j = c k + ν, for every k and P j is given by (5.1). Since X and X commute, we reach the conclusion. 2
We set the following definition. 
Proof. Assume by contradiction that X(P ) = 0. Let D be the sum of monomials of the form A α,α z αzα in P 2 for which |α|
Indeed, writing P as in (5.1), we obtain that D can be written as
where d X (P j ) is given by (5.3). Let P jd be the set of monomials of P j of the form B α j ,α j z α jzαj for which there exists s such that
Using Lemma 5.1 and (5.5), we obtain that
where X sX 2dZ (P )−s (R) = 0, for every s. But (5.7) implies that
Since X(P ) = 0, we have d X (P ) = 0, and hence d X (D) = 0. Since D is real, this implies that X(D) = 0. Since X ∈ aut(M P , 0), the assumption (5.4) implies
Since the weighted bidegree of D is (1, 1) , the weighted bidegree of X(D) is (1 + ν, 1) , where ν ≥ 0 is the weight of X. On the other hand each term in Re Y (P ) has weighted bidegree (k, l) with either k < 1 or l < 1. Hence no term from 2X(D) in (5.8) can get canceled by a term from the second summand. Since X(D) = 0, we obtain a contradiction with our assumption X(P ) = 0. Therefore X(P ) = 0, and hence X = 0 since M P is holomorphically nondegenerate. 2
We may now state the main result of this section.
Theorem 5.5. Let M P given by (2.5) be holomorphically nondegenerate, and let X ∈ aut(M P , 0) be either rotation or generalized rotation. There exists no vector field in
Proof. We write X as
Recall that an integration of X is any vector field
Then Y has to be of the form
We then have
where we have used Re X(P −v) = 0. The first two sums contain only non-pluriharmonic terms, while the last term is pluriharmonic. It implies that ϕ(z) = 0 and hence
In the case X is a rotation, by Proposition 3.9(1), after a polynomial weighted homogeneous change of coordinates, we may assume that X is linear. We may also assume that the matrix of X is in its Jordan normal form. Then we conclude from Lemma 4.6, that the diagonal part of X is also a rotation. Applying Lemma 4.4, we conclude that the diagonal part of X is zero. Therefore Lemma 5.4 together with (5.10) implies that X = 0 contradicting the assumption.
On the other hand, if X is a generalized rotation, we can directly apply Lemma 5.4 together with (5.10) to conclude that X = 0 contradicting the assumption. The proof is complete. 2
We finish this section by giving another example of a hypersurface admitting a generalized rotation.
Example 5.6. Let P be defined by 11) and M P by (1.6). The weights are μ 1 = μ 2 = 1 6 . M P admits the following symmetry of weight
(5.12)
Indeed, we obtain
(5.14)
Integrating nontransversal shifts
In this section, we show that nontransversal shifts can be integrated at most one time. We start with the following lemma. Proof. We observe that there is j, 1 ≤ j ≤ n, such that f j is nonzero, since otherwise Z = 0.
We first assume that all μ j are equal. It implies that all f j are constant. After a possible holomorphic linear change of coordinates, we may assume that Z is given by
The following change of modified multitype coordinates leads to the desired conclusion
. (6.5) Assume now that the μ j are not all equal. Write
where μ 1 ≥ · · · > μ j 1 = · · · = μ j k . Since Z = 0 is of negative weight, f j k is nonzero and, in view of Proposition 3.9(2), can be assumed to be constant. After performing a linear change of the variables z j 1 , . . . , z j k , we may assume that k = 1 and f j 1 (z) = 1. The following holomorphic change of coordinates
. . . z α j n j n , leads to the elimination of the term f j 1 −1 (z)∂ z j 1 −1 in (6.6).
Similarly we can eliminate any f j (z) with μ j = μ j 1 −1 . Furthermore, using recursively holomorphic changes of coordinates as in (6.7), we can arrange Z to become of the form
(6.8)
Finally, performing a change of coordinates similar to (6.5), we reach the desired conclusion. This achieves the proof of the lemma. 2 Assume now, according to Lemma 6.1, that M P admits, after a possible change of modified multitype coordinates, a nontransversal shift Z, given by Z = i∂ z r .
(6.9)
We may then write P as P (z,z) = k j=0 x j r P j z ,z , P k z ,z = 0, (6.10) where z is the (n − 1)-tuple of z j 's with z r omitted. Note that if M P is holomorphically nondegenerate, P must depend on z r and hence k ≥ 1.
Theorem 6.2. Assume that M P is holomorphically nondegenerate. Let Z be given by (6.9) and P be given by (6.10) . Then there is no 2-integration of Z.
Proof. Assuming Z can be integrated, we obtain a vector field of the form
Applying twice the real part of (6.11) to P − v, we obtain 2 Re(u − iP )iP z r + 2 Re We may rewrite (6.12), using the hypothesis that Z ∈ aut(M P , 0), as −P (z,z) Im Z(P ) + Re Assuming (6.11) can be integrated, and using (6.13), we obtain a vector field of the form Applying twice the real part (6.14) to P − v, we obtain
Re u 2 − P 2 + 2iuP iP z r + Re(u + iP ) 2 Since Z = i∂ z r , using (6.10) we obtain 
