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Raakvlak tussen theorie en praktijk
In deze rubriek: resultaten van weten-
schappelijk onderzoek, ontwikkelin-
gen in de theorie en in de methoden
van de marketing en hun betekenis
voor de marketing-praktijk. Deze ru-
briek staat onder verantwoordelijk-
heid van de wetenschappelijke redac-
tie, bestaande uit:
P. van den Abeele, P. A. Beuken-
kamp, J. M. F. Box, M. C. H. van
Drunen, P. S. H. Leeflang, Ph. A.
Naert, T. van Roy, A. F. Veldkamp.
Coördinatoren: Th. Verhallen, B.
Wierenga.




voor de markt- en
marketingonderzoeken.l
Daartoe wordt in het
eerste deel een algemeen
overzicht gegeven van
het principe, de
















1.1. Wat is canonische analyse?
Hoofdkenmerk van een canonische
analyse is dat de relatie tussen twee
sets van variabelen in één analyse
wordt onderzocht. De ene set van va-
riabelen is de predictorset, analytisch
gesproken de set van onafhankelijke
variabelen. De tweede set bestaat uit
de criterium- of afhankelijke variabe-
len. Een veel voorkomend onder-
zoeksprobleem met deze structuur is,
wanneer de relatie tussen attitudege-
gevens (de predictoren) en produkt-
gebruiksgegevens (de criteria) onder-
zocht dient te worden. In de canoni-
sche analyse worden canonische va-
riaten berekend uit beide sets van va-
riabelen. Een canonische variaat is
vergelijkbaar met een factor binnen
een principale componentenanalyse
met dien verstande dat een variaat
bestaat uit een predictor- én een cri-
teriumgedeelte (factoren) welke on-
derling zo hoog mogelijk gecorre-
leerd zijn. Analoog aan factoranalyse
kunnen maximaal N (waarbij N het
aantal variabelen is uit de kleinste
set) variaten (factoren) getrokken
worden, welke onderling ongecorre-
leerd zijn.
Ter eerste kennismaking van canoni-
sche analyse is onderstaand een (aan-
gepast) voorbeeld weergegeven.
De interpretatie hiervan zou als volgt
kunnen luiden: Jonge, ongehuwde
mannen met een hogere opleiding
gaan vaker uit en drinken meer bier
(variaat 1) en wat oudere mannen
met een hoger inkomen drinken meer
bier en gaan minder uit (variaat 2).
Uit bovenstaand voorbeeld blijkt dat
canonische analyse zowel een struc-









































a. Man gecodeerd 'l' en vrouw '2'.
b. Vrijgezel gecodeerd T en gehuwd '2'.
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bier... ?
turele als een functionele techniek is:
de predictor- en criteriumset worden
beide zodanig gestructureerd dat ze
een maximaal verband met elkaar on-
derhouden. Voor de gebruiker van
deze analysevorm kunnen een aantal
problemen rijzen met betrekking tot
de interpretatie en evaluatie van ca-
nonische analyse-resultaten. Deze
zullen hiernavolgend besproken wor-
den.
opleiding gaan vaker uit en drinken meer
1.2. De interpretatie van canonische
analyse-uitkomsten
In onderstaande tabel 2 is een voor-
beeld van de uitkomst van de canoni-
sche analyse weergegeven, zoals we
via de meeste standaardprogramma's
(bijv. SPSS) zouden krijgen.
De canonische correlaties (hier .62 en
.41) zijn analoog aan gewone correla-
tiecoëfficiënten. Het is belangrijk in






























Canonische correlatie tussen pre-
dictor- en criteriumset Rc = .62 .41
het oog te houden dat de canonische
correlatie de samenhang tussen twee
onderliggende constructen weer-
geeft. De relatie tussen de oorspron-
kelijke geobserveerde variabelen kan
er niet direct uit afgelezen worden.
De implicatie daarvan wordt hierna-
volgend besproken.
Canonische gewichten
De canonische gewichten zijn verge-
lijkbaar met b-gewichten of als ze ge-
standaardiseerd zijn (wat in de mees-
te programma's plaatsvindt) met bè-
ta-gewichten uit een multiple regres-
sie-analyse. Zie dienen om de oor-
spronkelijke variabelen zo te trans-
formeren dat maximale correlatie
tussen paren predictor- en criterium-
variaten ontstaat. De hoogte van een
gewicht geeft aan hoe belangrijk een
bepaalde variabele in de ene set is
met betrekking tot de andere set ter
verkrijging van een maximale samen-
hang tussen sets.
We zouden nu naar analogie van re-
gressie-analyse kunnen uitgaan van
deze gewichten om de resultaten te
interpreteren. Daarin schuilen echter
twee belangrijke problemen:
1. Op de eerste plaats kunnen de-
ze gewichten erg instabiel zijn als
er sprake is van multicollineari-
teit. Het gevolg is dat een aantal
variabelen een laag gewicht of
soms zelf een negatief gewicht
kan krijgen, als gevolg van het feit
dat de variantie van een variabele
reeds door andere variabele(n) is
wegverklaard. In dergelijke situa-
ties geven de gewichten in de ene
set geen duidelijk beeld van de re-
latie die er bestaat met de tweede
set.
2. Bij canonische analyse ligt het
accent op maximale samenhang
tussen paren van predictor- en cri-
teriumvariaten voor zoveel paren
als er significante variaten zijn.
De samenhang wordt echter bere-
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kend over geconstrueerde, niet
geobserveerde variabelen. Tech-
nisch gesproken is een canonische
oplossing de maximale correlatie
tussen paren lineair getransfor-
meerde variabelen. Rekening
houdend met orthogonaliteit tus-
sen paren, kunnen zo nieuwe pa-
ren berekend worden over de re-
siduvariantie, met dien verstande
dat het maximale aantal paren ge-
lijk is aan het aantal variabelen in
de kleinste set. In tabel 2, met
twee criteriumvariabelen zouden
dus maximaal twee onafhankelij-
ke canonische variaten gevonden
kunnen worden. ledere canoni-
sche variaat is de regressie van
een geconstrueerde, niet geobser-
veerde variabele op de geobser-
veerde variabelen.
Aangezien het nu gaat om gecon-
strueerde variabelen is het geen
noodzaak dat de relatie tussen de
geobserveerde (feitelijke) varia-
belen van enige betekenis is.
Om na te gaan of een hoge canoni-
sche correlatie ook iets zegt over de
samenhang tussen geobserveerde va-
riabelen is het berekenen van canoni-
sche ladingen noodzakelijk. De cano-
nische lading, analoog aan factorla-
dingen in een factoranalyse, drukt uit
in hoeverre een variabele samen-
hangt met een canonische variaat, en
biedt daardoor houvast voor de inter-
pretatie van een variaat.
Canonische ladingen
De correlatie van variabele ̂  met
variaat F! vormt de variaatlading van
variabele Xl op variaat Fj.
In tabel 3 zijn de zo berekende cano-
nische variaatladingen voor ons voor-
beeld weergegeven.
Hoewel de structuur van de ladingen
in dit voorbeeld globaal overeenkomt
met die van de gewichten zijn er, ze-
Relatie persoonlijkheidstrekken — automobielkeuze
ker wanneer een groot aantal varia-
belen geanalyseerd wordt, belangrij-
ke verschillen mogelijk.
De percentages verklaarde variantie,
in bovenstaand voorbeeld resp. 56 en
30 voor de criteriumvariabelen 30 en
25 voor de predictorvariabelen, ge-
ven aan in hoeverre de feitelijke
geobserveerde variabelen een relatie
onderhouden met de onderliggende,
geconstrueerde variabelen, de cano-
nische variaten.
Rotatie
Evenals bij factoranalyse kan de ma-
trix met ladingen geroteerd worden.
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In de meeste gevallen, zoals bijvoor-
beeld bij varimaxrotatie, zal een rota-
tie naar een simpeler en stabieler
structuur tot beter interpreteerbare
resultaten leiden.
Canonische variaatscores
Canonische variaatscores zijn ana-
loog aan factorscores bij factoranaly-
se: ze geven de scores weer van res-
pondenten, of objecten waaraan de
variabelen zijn gemeten, op de cano-
nische variaten. Deze scores kunnen
voor verdere analyses worden ge-
bruikt, bijvoorbeeld clusteranalyses
ter verkrijging van marktsegmenten.
1.3. De evaluatie van een canonische
analyse oplossing
Als een hoge canonische correlatie-
coëfficiënt tussen een predictor- en
criteriumgedeelte van een canoni-
sche variaat wordt gevonden, bete-
kent dit nog niet dat het totaal van de
predictor- en criteriumvariabelen on-
derling hoog gecorreleerd is.
Zoals eerder gesteld, geeft een cano-
nische correlatie de samenhang weer
van paren geconstrueerde, ongemeten
'variabelen', de variaten. Het is heel
goed mogelijk dat in een canonische
analyse-oplossing, wanneer na bere-
kening van de gewichten ook de la-
dingen van de oorspronkelijke varia-
belen op het predictor- en criterium-
gedeelte van een variaat zijn bere-
kend er slechts een of enkele hoog la-
dende variabelen worden gevonden.
Wanneer dat het geval is, zal de hoe-
veelheid verklaarde variantie laag
zijn. Het verdient daarom aanbeve-
ling om bij canonische analyse de per-
centages verklaarde variantie te bere-
kenen voor de predictor- en crite-
riumvariaten. Om het percentage
verklaarde variantie te berekenen be-
hoeft slechts de som van de gekwa-
dratteerde ladingen per predictor- en
criteriumvariaat te worden gedeeld
door het aantal variabelen. Dit levert
Anton A. A. Kuylen
(36) studeerde Eco-
nomische Psycholo-
gie aan de Katholieke
Hogeschool te Til-




L V. A. te Tilburg.
Theo M. M. Verhal-





gen. Hij is vanaf 1973
verbonden aan de
vakgroep economi- _»_««_,,.._-_«
sche psychologie van de Katholieke Hoge-
school Tilburg.
het percentage verklaarde variantie
op (zoals in tabel l is weergegeven).
Naast het percentage verklaarde va-
riantie kan het percentage redundan-
tie3 berekend worden. Wanneer we
willen weten hoe groot de redundan-
tie is in een criteriumset gegeven een
predictorset, dan kan dit worden ge-
vonden door het percentage ver-
klaarde variantie in de criteriumset te
vermenigvuldigen met de correspon-
derende canonische correlatiecoëffi-
ciënt in het kwadraat (zie bijv. tabel
1).
Samengevat: de canonische ladingen
zijn niet alleen belangrijk voor de in-
terpretatie van canonische variaten,
maar ook omdat we via de som van de
gekwadratteerde ladingen per pre-
dictor- en criteriumgedeelte een
beeld krijgen van wat de oorspronke-
lijke variabelen met de geconstrueer-
de variaat gemeenschappelijk heb-
ben (het percentage verklaarde va-
riantie) . Door vermenigvuldiging van
het percentage verklaarde variantie
met de canonische correlatiecoëffi-
ciënt in het kwadraat krijgen we een
beeld van de redundantie van een
predictorset in een criteriumset,
d.w.z. hoeveel de oorspronkelijke
variabelen uit de predictorset ge-
meenschappelijk hebben met de oor-
spronkelijke variabelen uit de crite-
riumset.
1.4. Wanneer canonische analyse te
gebruiken?
Canonische analyse is een aanbevo-
len techniek wanneer we tegelijker-
tijd meerdere predictorvariabelen en
criteriumvariabelen willen analyse-
ren. Vooral wanneer de variabelen,
welke de onderzoeker als criteria
wenst te beschouwen, onderling ge-
correleerd zijn. Immers in een derge-
lijk geval kunnen middels canonische
analyse complexe relaties tussen pre-
dictor- en criteriumvariabelen gevon-
den worden. Afzonderlijke multiple
regressie-analyses voor ieder van de
criteriumvariabelen zouden de inter-
relaties van de criteria verwaarlozen,
terwijl factoranalyses op ieder van
beide sets van variabelen de relaties
tussen predictoren en criteria zouden
verwaarlozen. Correlaties tussen pre-
dictor- en criteriaf actoren, verkregen
uit afzonderlijke factoranalyses, zul-
len nooit zo hoog zijn als tussen varia-
ten gevonden in een canonische ana-
lyse.
1.5. Data-eisen bij canonische analy-
se
Voor descriptief gebruik van canoni-
sche analyse, volstaat het dat de pre-
dictor en criteriumvariabelen van in-
terval niveau óf dichotoom zijn.
Wanneer het de bedoeling is te toet-
sen of de sets van variabelen (on)af-
hankelijk van elkaar zijn, moet te-
vens voldaan zijn aan de eis van mul-
tinormaliteit en homogeniteit van va-
riantie. Simpeler en ruwer gesteld: de
variabelen dienen eentoppig normaal
verdeeld te zijn.
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1.6. Vormen van canonische analyse
Tot nu toe is gesproken over canoni-
sche correlatie als een techniek om na
te gaan in hoeverre twee sets variabe-
len onderling gerelateerd zijn. In de-
ze vorm van analyse bestaat er geen
theoretisch causaal verschil tussen
criterium- en predictorvariabelen.
De twee variabelensets zouden on-
derling kunnen worden verwisseld
zonder enige consequentie voor de
berekening of interpretatie van de re-
sultaten. De mogelijkheid bestaat om
uit de resultaten van canonische cor-
relatieanalyse een canonische regres-
sie te berekenen. In dat geval worden
de predictoren wel als (causaal) ver-
klarend voor de predictorvariabelen
opgevat. Canonische regressie kan
van belang zijn, wanneer een regres-
sie-analyse de aangewezen techniek
lijkt, terwijl er meer dan een afhan-
kelijke variabele is.
Daarnaast is het mogelijk, wanneer
de ene set variabelen als verklarend
kan worden gezien van de andere set,
om een redundantie-analyse uit te
voeren. Redundantie-analyse komt
tegemoet aan de nadelen van canoni-
sche analyse. Bij een canonische ana-
lyse kan een hoge canonische correla-
tiecoëfficiënt gepaard gaan met een
laag percentage verklaarde variantie.
Redundantie-analyse probeert die
percentages verklaarde variantie te
maximaliseren. De predictorvariaat
wordt zo geconstrueerd dat de ladin-
gen van de criteriumset op de predic-
torset maximaal worden. Zie voor
een gedetailleerder discussie Kuylen
en Verhallen (aug. 1980).
2.1. Toepassingen van canonische
analyse
De eerste toepassingen van canoni-
sche analyse in de marketinglitera-
tuur betreffen klassieke thema's:
Sparks & Tucker (1971) en Alpert




bielkeuze. Evenzo zijn de studies van
Baumgarten & Ring (1971) en Dar-
den & Reynolds (1971) naar de rela-
tie tussen demografische karakteris-
tieken en media leesgedrag resp. win-
kelgedrag en produktaankopen te
classificeren als theoretisch explora-
tief. De nieuwe techniek wordt ge-
hanteerd om klassieke vraagstellin-
gen opnieuw te evalueren. Voor de
meer praktisch georiënteerde markt-
en marketingonderzoekers zijn de
toepassingen van Frank & Strain
(1972) en Fornell & Westbrook
(1978) waarschijnlijk meer van be-
lang. Zij hanteren canonische analy-
se om tot een marktsegmentatie te
komen. Frank & Strain komen daar-
toe door op panel data respondenten
te clusteren op basis van hun variaat-
scores gevonden uit de relatie van
persoonskenmerken met produktge-
bruikskar akteristieken. Hanteren
Frank & Strain daarvoor de variaat-
scores van de predictoren, de per-
soonskenmerken; Fornell & West-
brook segmenteren op basis van de
criteriumvariaatscores, middels ca-




gen illustreren dat de eisen, met be-
trekking tot het voorspellend resp.
het discriminerend vermogen van
marktsegmenten, integraal onder-
deel van een canonische analysebe-
nadering uitmaken.
Een andersoortige toepassing is af-
komstig van Carmone (1976), welke
de gewichten gevonden middels ca-
nonische correlatie hanteert ter bepa-
ling van (cross)prijselasticiteiten.
Is eerder gesteld dat canonische ana-
lyse technisch gesproken een alterna-
tief vormt voor zowel functionele (re-
gressie-) als structurele (factor- e.d.)
analyses, in marktstudies kan het een
middel zijn voor met name markt-
structureringsdoeleinden.
Samenvattend kan geconcludeerd
worden dat de toepassingen van ca-
nonische analyse in consumentenon-
derzoek gericht kunnen zijn op het
vinden van:
— De canonische correlaties, die
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de mate van samenhang tussen
twee sets van variabelen weerge-
ven (bijv. attitudes en koopge-
drag).
— De canonische gewichten, die
aangeven hoe belangrijk een va-
riabele in een set is ter verkrijging
van maximale samenhang met
een andere set.
— De canonische variaatscores, de
scores van respondenten op de ge-
construeerde variaten. Deze sco-
res kunnen gebruikt worden voor
verdere doeleinden, bijv. in een
clusteranalyse om marktsegmen-
ten te vinden.
Het voorbeeld dat hiernavolgend be-
sproken wordt, kan gezien worden
als complementair aan deze laatste
toepassing. Naast het structureren
van de consumentenzijde van de
markt kan ook de merkzijde gestruc-
tureerd worden middels canonische
analyse.
2.2. Merkpositionering middels ca-
nonische analyse
Als onderdeel van een groter onder-
zoeksproject, gefinancierd door
FHV/BBDO, met betrekking tot
zelfbeelden en merkbeelden (zie o.a.
Verhallen & Stalpers, aug. 1980)
werden vier nieuw ontworpen siga-
rettenmerken bestudeerd. De vier
merken werden beoordeeld door 72
beoordelaars op 24 vijf-punts Likert-
items. Met deze data zijn er verschil-
lende mogelijkheden om de vier mer-
ken in een meerdimensioneel 'plaat-
je' onder te brengen. De mogelijk-
heid van multidimensionele schaal-
analyse werd verworpen, omdat het
aantal vrijheidsgraden bij slechts vier
merken te groot is om een voldoende
gedetermineerde oplossing te krij-
gen. In principe zou discriminant-
analyse een oplossing kunnen bie-
den. Omdat discriminant-analyse
slechts een bijzonder geval is van ca-
D
Likert item l zeer mee eens l O
eens O l
ik weet het niet O O
oneens O O









nonische correlatie, namelijk een ca-
nonische correlatie met dummy cri-
teriumvariabelen, is canonische cor-
relatie gebruikt om de vier merken te
positioneren.
In dit geval is echter nog een bijzon-
dere toepassingsmogelijkheid van ca-
nonische analyse benut. Canonische
analyse biedt de mogelijkheid tot op-
timal scaling van de Likert-catego-
rieën, wanneer beide sets variabelen
uit dummy variabelen bestaan.
Optimal scaling is gewenst, wanneer
het toekennen van getallen aan
schaalposities arbitrair is, zoals bij
quasi interval-schalen, bijv. Likert-
items, in tegenstelling tot bijvoor-
beeld leeftijd, lichaamslengte, e.d.
Optimal scaling wordt gebruikt om zo
goed mogelijke schaalwaarden toe te
kennen aan schaalcategorieën. De
volgende in het onderzoek gebruikte




mee eens weet niet oneens
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In werkelijkheid echter is helemaal
niet. zeker dat die afstanden gelijk
zijn. Men kan evengoed de volgende
schaalwaarden toekennen 1.5 - 2.30 -
3.01 - 7.10 en 7.25. In feite is er een
range van mogelijke waarden rond
elk getal in de bovenstaande schaal.
Optimal scaling nu maakt het niet
langer noodzakelijk om vooraf arbi-
traire schaalwaarden toe te kennen
aan schaalposities. De schaalwaar-
den worden berekend in de analyse.
Het gevolg is dat deze achteraf via
analyse bepaalde schaalwaarden veel
beter 'passen' bij de schaalposities
dan de vooraf toegekende schaal-
waarden. Het gevolg is dat bij verde-
re analyses grotere percentages va-
riantie verklaard worden, omdat een
deel van de 'ruis' of error uit de resul-
taten wordt geëlimineerd. De eerste
stap om de optimale schaalwaarden
te verkrijgen bestaat eruit de vijf
schaalposities van elk item als dum-
my-variabelen te coderen, zoals on-
derstaand weergegeven.
Dus elk item wordt gehercodeerd als
5 — 1 = 4 dummy- variabelen. Vervol-
gens werd een canonische analyse uit-
gevoerd met 24 x 4 = 94 dummy pre-
dictorvariabelen en 4 - l = 34 criter-
iumvariabelen (de merken).
De resulterende gewichten voor de
predictorset kunnen worden opgevat
als de optimale schaalwaarden. Im-
mers de gewichten in deze set zorgen
voor een maximale samenhang met
de andere set. De canonische (opti-
male) gewichten voor de eerste pre-
dictorvariaat worden ingevuld voor
de dummy-scores, zodat weer 24 pre-
dictorvariabelen maar nu met opti-
male schaalwaarden werden verkre-
gen. Slechts de gewichten van de eer-
ste variaat worden gebruikt, omdat
die de meeste variantie verklaart en
daardoor het best de achterliggende
datamatrix representeert. Vervol-
gens worden de variaatscores op de
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Figuur L Merkpositionering middels canonische dummy analyse.
criteriumvariaten berekend. Er bleek
sprake van twee significante variaten.
De gesubstitueerde predictorvariabe-
len zijn vervolgens gecorreleerd met
de eerste en de tweede criteriumvö-
riaat. Deze correlaties geven aan hoe-
veel een item gemeenschappelijk
heeft met de criteriumvariaat en
biedt houvast voor de benoeming.
Door nu tenslotte per merk de gemid-
delde variaatscores- te berekenen
voor de vier merken op twee variaten
(dimensies) kunnen naast de 24 Li-
kert-items ook de vier merken wor-
den ingetekend in het meerdimensio-
nele plaatje (zie figuur 1).
Noten
1. De auteurs danken Meeuwis M. J. Ge-
lei j ns voor het programmeren van een pak-
ket m.b.t. canonische analyse en zijn com-
mentaar op een eerdere versie van dit arti-
kel (Kuylen & Verhallen, augustus 1980)\
2. Van multicollineariteit is sprake wanneer
variabelen uit een set (bijv. predictoren)
onderling hoog gecorreleerd zijn. Wanneer
men een beeld wil krijgen van de omvang
van multicollineariteit, kan men R2, coëffi-
ciënt voor multiple determinatie, bereke-
nen tussen elke variabele en alle andere in
een zelfde set.
3. Zie Anton A. A. Kuylen en Theo M. M.
Verhallen (1980).
4. Bij K-dummies dienen slechts K-l-dum-
mies in de analyse te worden betrokken.
Immers als de score op K-1-dummies vast-
ligt is de Kde dummy ook bepaald!
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