The application of microfabrication techniques to problems involving fluids is reviewed. A number of scientific issues have been addressed using microstructures designed to confine and manipulate fluids. These problems include studies of fluid motion in percolative structures, chemical applications involving small volumes of reactants and products, biologically inspired experiments involving the manipulation of individual molecules, and studies of fundamental properties of liquids in extremely small geometries. Representative work is described, along with the ingenious fabrication methods which have been developed.
Introduction
Great progress has been made in the field of nanofabrication in the past twenty or so years. This fact is certainly well known to the readers of this journal. Most physicists are quite familiar with the impact of nanotechnology on many areas of condensed matter physics, including the physics of semiconductors, micro-(and nano-) electronics, and mesoscopic physics, not to mention the impact that this work has had on virtually all other areas of physics. While the vast majority of this work has been connected with electronic transport properties, nanotechnology is now being used to manipulate and elucidate other types of material properties. Indeed, most readers are probably at least somewhat familiar with the great progress which has been made in the area of microelectrical mechanical systems (MEMS). However, physicists are generally much less aware of the great impact which nanofabrication is now having in many areas of liquid-phase physics, chemistry, and biology. The extent of this work and its great promise for the future has not, in our opinion, gained the publicity it deserves in the physics community. The purpose of this review is to help generate some of this publicity.
For the purposes of this article we will organize this microfluidic work into five categories, which will be discussed in turn.
(1) Early work on refrigeration and chemical analysis which led to some important applications, and anticipated many of the later developments.
(2) Geohydrological work designed to provide insight into the flow of liquids in porous media, with a particular emphasis on percolation, viscous fingering, and related phenomena. While the boundaries between these categories are not always clear-cut (especially with regard to the chemical and biological areas) this division is helpful in organizing this article. We also will spend considerable time discussing the many ingenious fabrication methods which have been developed. While these methods build on what are now fairly routine nanofabrication techniques (and are thus likely to be familiar to many readers), we will see that some embellishments are needed in order to deal effectively with fluids. Unlike the solid layers used in nanoelectronics, fluids must be completely confined, so all three space dimensions of the structures must be considered with care. Moreover, it is generally much easier to move a measured number of electrons from one point to another than to do the same with a small volume of fluid.
A major goal of this review is to simply make physicists aware of the clever and important work being done in this field of microfluid mechanics. A second important goal is to point out areas where it seems likely that physicists could make significant contributions.
Before proceeding further, two disclaimers must be given. First, we will not spend any significant amount of time on the application of MEMS to fluid studies. There are already several very nice reviews of this area (reviews which emphasize fluids include references [1] [2] [3] [4] ). It will also turn out that such MEMS-oriented work is rather distinct in character from the microfluidic work upon which we wish to focus. Second, our review will be selective rather than exhaustive. Our goal is to convey the general flavour of what has been accomplished and where it might be heading, as opposed to assembling a voluminous catalogue. However, we have attempted to give an extensive set of references to aid the reader who wants to delve more deeply.
Fabrication overview
A microfluidic device must contain the fluid to be studied on all sides and provide for coupling the fluid into and out of this container. These basic functions have been accomplished in a variety of ways, using different types of materials and processing techniques. In this section we will give a rather general discussion of these methods and materials, as this will be helpful in appreciating the experiments described in the following sections. While additional details are also mentioned in connection with some experiments, a reader interested in the specifics is advised to consult the original papers.
A common approach is to build the microfluidic device 'into' a substrate, which is often either silicon or glass. The substrate is first coated with photoresist (or a functionally similar material), and the geometry of the flow structure is defined by suitable exposure of the photoresist layer to light. 'Development' of the photoresist (exposure to the appropriate solvent) then removes portions of the photoresist, thereby uncovering the substrate in selected regions (e.g., the regions where the photoresist was exposed to light). An etching process can then be used to attack the exposed regions of the substrate so that flow channels or similar structures are produced in the body of the substrate. With silicon this can be done with a chemical etchant (e.g., anisotropic etching) or plasma etching may be employed. Both methods can produce extremely sharp and 'vertical' side-walls. With glass substrates the etchant is usually hydrofluoric acid. This tends to yield rather 'rounded' channel walls, which are nevertheless quite suitable for certain types of experiment. The microfluidic 'device' may consist of simple flow channels, but it is often the case that structures such as pillars or more complicated obstacles are arrayed within the flow channels, or that the channels are arranged in an intricate network. All of these possibilities and more can be accommodated with the patterning scheme described above.
The 'top' of such a microfluidic structure must be sealed, and this is often done with a glass cover-slip or microscope slide. With a silicon substrate, a bond between the glass and the silicon can be formed by gentle (∼400
• C) heating while applying an electric field (of order 600 V) across the silicon/glass sandwich to ensure good contact via the associated electrostatic force; this method is known as field-assisted, or anodic, bonding. A glass substrate can also be bonded to a glass cover-plate by simply heating while applying a light pressure. With these bonding methods (and most of the other methods described in the next few paragraphs) the devices can usually withstand only modest pressures of a few atmospheres. In cases in which higher pressures must be tolerated, other bonding methods involving more conventional adhesives have been successful [5, 6] .
A closely related approach is to begin with a substrate, typically glass, and again coat it with a layer of photoresist or some other light-sensitive material. This layer is then exposed to light and developed, as above, but now the remaining photoresist is left on the substrate and a cover-plate (again this is usually glass) is bonded onto the photoresist. This bonding can be accomplished by either gentle heating or by first applying a very thin additional photoresist layer to the cover-plate and then applying pressure [7] . This fabrication scheme is quite similar to the one described above in which the flow structure is etched into the substrate. The main advantage is that the flow structure is 'in' the photoresist layer, so no etching of the substrate is required. In addition, the side-walls of these photoresist channels are quite vertical.
A rather different approach, which has been recently developed by several groups, is to transfer the flow pattern into a thin flexible sheet, usually composed of a plastic-type material. The fabrication is straightforward (at least in principle), but requires several steps. In the implementation described by Lenormand [8] the flow pattern is first produced in a photoresistlike layer (essentially as described in the previous paragraph). This pattern is then transferred to a thin layer of polyester resin, and the top is ultimately sealed with a layer of wax [8] . The advantages of this approach are that highly vertical side-walls can be easily produced in a fully transparent structure (unlike silicon), and very large areas can be accommodated.
An approach which is similar in spirit but somewhat more 'flexible', has been described by Whitesides and co-workers [9, 10] (see also [11] ). In their scheme, a raised pattern designed to serve essentially as a mould is first produced by either etching silicon or patterning a photoresist layer as outlined above. A thin layer of poly(dimethylsiloxane) (PDMS) is then cast onto the silicon surface where it assumes a shape which is the inverse of this mould. After curing, the PDMS layer can be removed from (peeled off ) the silicon and then sealed to a smooth layer of glass, to a sheet of PDMS, or to any of several other materials [9, 10] . An advantage of this method is that the work of forming the pattern for the device need be done only once; a mould can be used and reused to produce many PDMS layers with precisely the same shape and dimensions. Such an approach is appealing when one wants to make many identical devices quickly and cheaply, and may well be the preferred method for mass production.
Regardless of which of these methods are used for forming the fluid container, one must allow for coupling the fluid in and out. This is typically done by building relatively large-area input and output regions into the microfluidic structure. These are usually regions of the device which are empty container regions, sometimes with pillars or posts to support the cover-plate. They are relatively large compared to the structure of the working parts of the device, so it is possible to contact them with macroscopic scale plumbing. This plumbing connection is usually made by drilling or etching a small hole through the substrate or cover-plate, and attaching a capillary with epoxy or simply an o-ring. It is not difficult to drill a 0.5 mm hole through a thin substrate, and typical inlet and outlet regions are several times larger than this.
The discussion in this section has been rather general, but will we hope illustrate the important common fabrication themes which have been developed by different groups.
Early work
Determining the beginning of a line or area of work is usually difficult and often subjective. It is also a good way to display one's ignorance and to become unpopular at the same time. Even so, we believe that two pieces of work which date from the 1970s are important ancestors to current microfluidic work. We will see that these ancestral experiments anticipated many of the important methods which are in common use today.
The first set of ancestral experiments was carried out by Little and co-workers [5, 6, 12, 13] in the development of refrigerators-on-a-chip. These papers are particularly nice as they begin with general questions on scaling of refrigerator size, and how this impacts the performance of basic components such as heat exchangers [6, 13] . This work led to a fully functioning and commercial refrigerator based on the Joule-Thompson cycle. These refrigerators use glass substrates and cover-plates. While silicon was investigated initially, it was not a suitable substrate choice, as its thermal conductivity is too high. As mentioned in the previous section, chemical etching of glass requires HF-based etchants which lead to rather rounded channels with poorly defined dimensions. To overcome this problem, Holman and Little used a 'sandblasting' method (literally) to etch the channels [5] . This etching method was not compatible with conventional photoresists, so an alternative gelatin-based photosensitive material was developed. While this etching method led to channels with fairly vertical sidewalls, the channel bottoms were quite rough, and this prompted some interesting work on pressure-driven flow across rough surfaces [6] . The overall channel dimensions were typically 200 µm (wide) and 50 µm (deep). The roughness produced by the sandblasting was of order 20 µm, so this approach cannot be used to make significantly smaller channels (at least not without further refinements).
Bonding of the cover-plate also posed significant challenges. It is necessary for these refrigerators to withstand pressures of 200 atm, which is significantly higher than is common in most other microfluidic devices. This problem was overcome with a novel choice of adhesive [6] , although this again limits the minimum channel depth.
The result of these efforts was a refrigerator-on-a-chip which can cool small samples to near 80 K in a few minutes, with the only external input being a source of high-pressure nitrogen gas. It is quite remarkable that the problems of etching glass with good side-wall definition, the development of an extremely durable alternative to conventional photoresist, and an approach to bonding which can withstand high pressures, were all solved so quickly and effectively. So far as we know, these devices were the first practical microfluidic devices.
Our second choice for ancestral work was carried out by Terry and co-workers [14, 15] , who developed an essentially complete gas chromatography system on a chip, using a fabrication scheme quite similar to those currently in use. The flow channel geometry was defined by chemical etching of a silicon substrate, with an anodically bonded glass cover-plate. A spiral flow channel was employed, with the inlet being an etched hole in the substrate at the centre of the spiral. The walls of this spiral channel were lined with a stationary phase. Perhaps most impressive was the implementation of a pneumatic valve to control the introduction of the gas mixture to be analysed, making this one of the earliest MEMS structures as well. In addition, a thin-film thermal conductivity sensor was used to measure the flux exiting the device. We should note that both the inlet valve and the thermal conductivity sensor were fabricated separately from the flow structure, and the three were then assembled. Hence, this was not a fully integrated device, as one might desire.
Not only did Terry and co-workers anticipate many important fabrication ingredients, they were able to assemble them into a device that actually worked, as they demonstrated successful separation of a mixture of hydrocarbon gases. It is a bit surprising that this work did not appear to lead to any direct successor activity, although it may have influenced Little. Perhaps it was just too different from what was then traditional, or more likely there was no recognized need at that time for such a device. Physicists built it, but no chemists came.
Geophysical devices
We now turn to what was perhaps the first major scientific application of microfluidic structures. This work continues at present, and involves the flow of one or more fluid phases through percolative microfluidic structures which are commonly referred to (in that subfield) as 'micromodels'. Work in this area began nearly 20 years ago, with structures that were relatively large by today's standards. Over time the percolative geometries have become more sophisticated, with smaller flow channels and obstacles, and the measurements themselves have become more quantitative.
A leader in this work has been Lenormand, but very substantial contributions have been made by a number of other groups. While this work involves problems near to the hearts of many physicists, including percolation, wetting, and fractal geometries, it has been targeted largely at (and published in the journals of ) geoscientists, so it is not widely known or appreciated in the physics community. The volume of work is much too large for us to discuss all of it in detail here. Instead we will describe a few representative examples.
The microfluidic structures popular for geoscience studies have generally been made in two ways. One body of work [16] [17] [18] [19] [20] [21] [22] [23] [24] employs glass substrates into which the flow geometries are etched with HF acid. As noted in section 2, this tends to produce channels with rounded side-walls. One might view this as a major shortcoming, but some would argue that this is actually an advantage, since the flow geometries in real porous materials are likely to be rounded in similar ways. Another body of experiments [8, [25] [26] [27] have employed structures made using plastic/resin materials; as discussed in section 2, these flow channels have more precisely controlled dimensions and vertical side-walls. While this is certainly not typical of real porous materials, it is much easier to critically compare the behaviour of such idealized geometries with theoretical calculations.
Some of the earliest work in this area was by Lenormand and his collaborators, in which they explored percolation phenomena in flow systems like the one shown in figure 1 . This figure shows a square-lattice network of channels which is suggestive of a bond percolation model (this particular sample was fabricated by the present authors). Lenormand and Zarcone [28] studied such structures in which the obstacles to flow were squares (as in figure 1 ) and were rather large, about 0.1 mm on a side. However, the overall device was also quite large, 30 × 30 cm 2 (which must certainly be a record!), and their samples contained 250 000 such square posts arranged in a square array. The objective of this work was to investigate how a nonwetting fluid (in their case paraffin oil) displaces a wetting fluid (air), as the former is forced by pressure into the structure. This process was studied using photographs of the oil/air pattern as the air was slowly displaced. A second heroic aspect of this work was that the geometry of the invading oil network was measured by visual analysis of the photographs! The results showed that the invasion geometry was indeed fractal as expected on theoretical grounds, and the measured fractal geometry agreed well with the theory of invasion percolation with trapping effects included. Here 'trapping' refers to the fact that pockets of the wetting fluid can become surrounded as the nonwetting fluid invades. Once surrounded, the wetting phase is trapped forever.
Similar work by Lenormand and others has observed a variety of phenomena including percolation, viscous fingering, and diffusion-limited aggregation [8, 26, 27, 29, 30] , and there is now a fairly good understanding of how the geometry of the flow structure leads to such different behavioural regimes. The precise geometrical control which is possible with lithographically defined flow structures has also been utilized in this work. For example, the effects of varying the amount of randomness in the percolative pattern has been studied using samples with log-normal channel size distributions [8] .
All of the experiments mentioned so far in this section have been in good agreement with, and fully understandable in terms of, standard percolation theory and concepts. One might then ask whether this work has led to any new insights from a physicist's perspective.
The answer to this is definitely in the affirmative, as illustrated by studies of the dynamics of how a nonwetting fluid displaces a wetting fluid in etched glass structures [18, 20, 31] . Of particular interest is the manner in which the wetting/nonwetting interface moves through a narrow channel. This is a dynamic process which can often be hysteretic, and often involves friction-like phenomena which are outside the scope of most percolation-based theories. An understanding of these processes is essential for understanding the geometrical arrangement assumed by the nonwetting phase during the invasion process. While the simplest percolation theory may be able to predict equilibrium behaviour (i.e., the idealized geometries assumed by the different phases), one must also understand the dynamics in order to know whether the system will actually reach equilibrium as opposed to becoming stuck in a nonequilibrium situation.
A valuable result of this line of work has been the opportunity to observe processes such as invasion directly and visually. To be able to see how the phases move, how interfaces become distorted, etc, can be extremely revealing. Recent work [22, 23] with etched glass structures has studied the motion of one or more invading fluids at the pore level using photomicroscopy. One interesting outcome of such work is an observation regarding the behaviour when the walls of the flow channels are somewhat rough [27] . It was found that a thin layer of the wetting phase can remain on the surface of a rough wall, even after the nonwetting phase has completely penetrated the central volume of the flow channel. That is, the nonwetting fluid can form a fully connected phase in the interior of the flow channels, while at the same time the wetting fluid forms a fully connected phase on the walls [20] . Hence, the two phases can flow simultaneously. This is, of course, an effect which cannot be described using the two-dimensional percolation models which have been used in the vast majority of theoretical analyses. Clearly, a treatment which has at least some three dimensionality will be required to describe such behaviour. It is doubtful that such behaviour would have been anticipated without the insight gained by direct visual experiments. Such visual studies have much untapped potential. For example, work on critical point wetting in random geometries [19] and related types of experiment on specially designed micromodels could yield interesting tests of our understanding of critical phenomena.
In more recent work with percolative flow structures, our group has studied flow rates through structures like the one shown in figure 2 [32] . The motivation for this work was the desire to provide a quantitative test of theoretical approaches for calculating the flow rates for fluids in porous materials. A completely first-principles calculation is not feasible, and various approximate numerical schemes have been developed. However, there is actually very little quantitative information available for carefully characterized microfluidic structures, so the accuracy of these theories is not really known. We [32, 33] have studied the pressuredriven flow of water through structures which were generated according to a particular fractal prescription [34] which is believed to be relevant to the geometry of the open pore spaces in fractured materials. Figure 2 shows an example of the flow geometry which was studied. The square obstacles are arranged as described by [34] ; in this arrangement the coordinates of the squares are not quantized (i.e., discrete), and quite random patterns of overlapping squares are possible. The absolute flow rate was measured for a series of such structures, as the fraction of open-channel area was varied, and the results were compared with several computational approaches. As can be seen from figure 3, theory and experiment were found to agree at approximately the 10% level. The small differences between the two are believed to be due to uncertainties in the precise flow geometry. The fabricated flow pattern was not a perfect copy of the originally designed (intended) pattern; this can be appreciated from figures 1 and 2 where the 'squares' are seen to have slightly rounded corners, etc. When comparing with the theory, it was essential for the theoretical calculations to use the actual (measured) sample Figure 2 . A flow network consisting of a random array of obstacles. The obstacles are approximately square (and ∼7 µm on a side) and are arranged according to the fractal scheme described by [34] . This scheme causes them to overlap significantly. From [33] .
geometry, as determined via photomicroscopy after fabrication. The slight uncertainties in the measured geometry of open channels can account for the differences between theory and experiment in figure 3.
Chemical laboratories in small places
This section and the next are the areas in which microfluidic devices are now attracting the most attention, and both have enormous potential for new and interesting physics, as well as practical devices. The distinction between chemical analysis, which is the stated focus of this section, and more biologically oriented work involving individual molecules (usually biopolymers) which is the focus of the next section, is a bit blurry at times. Even so, this will provide a useful classification scheme for our discussion.
There are several reasons for wanting to make a small chemical laboratory on a microfluidic chip [35] . First, such a device would be able to work with extremely small volumes of reactants and products. This could be crucial when the available amounts are limited, or if one wants to be able to detect small numbers of molecules, as in a chemical sensor. Second, there is the possibility of processing a great many samples in parallel if one fabricates many reaction chambers and sensors on a single chip. We have already mentioned the early work of Terry and co-workers [14, 15] on a gas chromatograph on a chip. Their design essentially just scaled down a conventional macroscopic chromatograph. Indeed, a straightforward approach to chemical analysis with a microfluidic device might lead one to simply scale down the size of conventional devices, using the same working principles. While this approach may be appropriate in certain cases, it fails to account for a crucial way in which fluid dynamics differs in small geometries. Many key insights into these differences were discussed some years ago in an entertaining and insightful paper by Purcell [36] , and the essential issues have recently been revisited in the specific context of microfluidics [37] .
The crucial observation is that flow will almost always be laminar in the small channels found in microfluidic devices. Flow behaviour can generally be characterized by the Reynolds number, which (very roughly speaking) is the product of the channel size and the flow velocity divided by the kinematic velocity. A Reynolds number somewhat greater than unity is necessary to produce turbulent flow. It turns out that viscous forces cause the Reynolds number in microfluidic structures to generally be much less than unity, making it is essentially impossible to produce turbulent flow. One finds simple laminar flow instead. This observation is important for several reasons. For example, efficient mixing of two phases often relies on turbulent flow (e.g., stirring to mix the cream and sugar in your coffee), but this is not possible in microfluidic channels. In such small geometries the mixing will be diffusive, which may not always be desirable. On the other hand, it is possible to use the strong preference for laminar flow to one's advantage, as we will describe in our first example in this section.
Whitesides and co-workers have reported two experiments which illustrate the laminar nature of flow in microfluidic channels. In the first experiment two reactants were brought together in the simple flow geometry shown schematically in figure 4 [38] (for closely related work see reference [39] ). Because of the laminar nature of the flow, the two fluids can flow side by side for quite long distances (many mm) with very little intermixing. This intermixing A B B A Figure 4 . A schematic diagram of mixing/reaction geometry studied in reference [38] in which a fine metal line is laid down at an interface between two fluids flowing side by side in the same channel. Two fluids, A and B, enter through separate channels (top) and then leave through a single channel (bottom). The two intermix only over a narrow region, shown dashed, due to the slow nature of diffusive mixing.
will, as just noted, be diffusive so the thickness of the layer in which the two fluids are in fact mixed can be controlled to a large extent. In one example two fluids which reacted to form Ag were brought together [38] . This reaction only occurred in the mixing layer, and produced a Ag layer which coated the bottom of the flow channel. The width of the Ag layer thus gave a direct measure of the width of the mixing region. Interestingly, this procedure does not require a straight channel, and it is possible to deposit Ag lines around corners, etc. A number of other uses of this laminar flow mixing device have been demonstrated [38] .
In subsequent work by the same group, the extent of the mixing region was studied in more detail using the structure shown schematically in figure 5 [40] . Here two inlet channels again merge into one outlet channel, with the inlets carrying two different fluids which reacted to form a fluorescent product. By monitoring the fluorescence, the spatial extent of the mixing region was obtained. Since the mixing is diffusive, the mixing layer would be expected to grow with time as w ∼ √ Dt ∼ √ z where the connection to the downstream distance z follows from the assumption of a constant flow velocity. Such behaviour was indeed observed for fluid near the centre of the outlet channel. However, near the walls of the outlet channel (i.e., for x either large or small in figure 5 ) the mixing width was found to vary approximately as t 1/3 . This result was shown to be understandable in terms of a scaling argument based on the Navier-Stokes equations; in words, the power law associated with this diffusive length scale is altered by the reduced fluid velocity near the channel walls [40] . This work carries an important message. In many microfluidic problems one is interested in reactions which take place on or near surfaces. One must think carefully about the nature of diffusive (and other types of flow) processes in regions where the flow velocity varies in space due to, e.g., the effect of a nearby boundary. As a 'specific hypothetical' example, the reaction rate for a chemical reaction which takes place on an interior surface of a microfluidic device may be strongly affected by diffusive transport. This point has also been emphasized from a theoretical point of view [41] .
A potential advantage of microfluidic devices in the study of chemical reactions is associated with their very small reaction volume(s). If the dimensions of a reaction chamber are very small, it should be possible to start and stop reactions on very short timescales, and thereby perform time-resolved studies. However, we have just seen that mixing in these chambers is diffusive (i.e., slow), as compared to the ballistic process found in macroscopic cases. One way to overcome this problem is to make one of the dimensions of the reaction volume as small as possible. A clever way to accomplish this was described by Austin and co-workers, who devised the microfluidic geometry shown in figure 6 [42] . It is basically a focused nozzle, in which the focusing is controlled by two transverse fluid beams. The inlet channel on the left is shaped as a nozzle and emits a beam of one fluid which appears as lightly shaded in the figure. Two transverse channels of uniform cross-section enter the nozzle region from above and below in figure 6 , and the channel to the right carries the output. Figure 7 shows how this device focuses the central fluid jet. These are actual results (not a simulation); the optical contrast is obtained by using the fluorescence of the fluid in the central beam. The extent of the focusing, i.e., the width of this central jet of fluid, is adjusted by varying the pressures of the top and bottom focusing beams in figure 6 relative to the inlet stream. In this way the thickness of the outlet beam could be made as small at 50 nm [42] . In a mixing application the inlet beam would contain one of the reactants while the other reactant might be in one (or both) of the focusing fluid streams. The thickness of the effective reaction region would then be that of the focused beam, so a narrow output stream will speed up mixing. In the devices studied in reference [42] the mixing times were less than 10 µs. This approach to mixing should have applications in time-resolved studies of chemical reactions. A more 'brute-force' type of solution to the problem of mixing has been described in references [2, 43] . They produced a device in which one of the reactants is injected into the reaction chamber through an array of small nozzles. While each of these nozzles was relatively large (15 µm in diameter), there were a lot of them (several hundred), so the mixing time was reduced accordingly.
Let us now consider a process which is the inverse of mixing, namely separation. Chromatography is a key component in analytical chemistry; it is often implemented with macroscopic capillaries packed with a powder which makes the surface area within the capillary very large, and this surface area is then coated with a stationary phase. It is difficult to use a 'mechanical' method to efficiently pack a powder into the flow channel of a microfluidic device. Many workers (e.g., [14, 15] ) have simply used a narrow channel and omitted the powder; the stationary phase can be synthesized in situ, by injecting two fluids which react to form the desired material (for a different approach involving microfluidic structures see reference [44, 45] ). However, Regnier and co-workers have shown that much improved performance could be attained if these channels could be filled with something like a powder. They developed an approach to this problem which is illustrated in figure 8 [46, 47] . The basic idea is to fill a flow channel with an array of pillars, which here are rectangular. In this device the substrate was quartz and reactive-ion etching was used to obtain very sharp and vertical side-walls, as can be seen from figure 9 . In a sense, this is the ideal powder; it is quite small but also very uniform in its dimensions. Moreover, the pillar shape, size, and spacing can all be controlled with great precision, and can be tailored for optimal performance. In the work of He et al [46] these chromatography 'columns' were coated with a stationary phase in situ (by pumping suitable reactants into the flow chamber), and their performance has been studied in detail [46] . The micrographs in figure 8 remind one of a filter. Indeed, filters are essential for many microfluidic applications. A straightforward and obvious way to make a filter is to simply put obstacles like the pillars in figure 8 into a flow channel, with the spacing between pillars chosen according to the desired filter properties. However, while it is certainly functional, this approach is perhaps a bit too simple, since such two-dimensional structures are much more Figure 9 . A scanning electron micrograph showing a side view of the channels from figure 8. The channel walls are seen to be quite 'vertical'. The substrate is quartz, and the channels were produced with reactive-ion etching. After [46] . prone to blockage than three-dimensional geometries. Structures in which the flow is three dimensional make much better filters. Regnier and co-workers [48] have shown how to obtain such a flow geometry as part of a microfluidic device. The key is to make the filter as part of the inlet to the device. We have not spent much time discussing how one couples fluid into or out of microfluidic structures. Typically one simply drills or etches holes into either the substrate or the cover-plate, and attaches quasi-macroscopic capillaries. The flow field must therefore change from three to two dimensional where the capillaries attach; it is in this region that the filter structure shown schematically in figure 10 is located. Here a fluid containing the particles to be filtered enters from above through an inlet capillary which is not shown, and exits laterally. Particulates are trapped on the tops on the pillars, while the fluid is able to flow around and below the trapped particles. This separation of the trapped particles from the flow region, through the use of effectively two separate flow layers, gives significantly better performance than a purely two-dimensional design (such as a simple array of pillars). This Figure 10 . A schematic diagram of quasi-three-dimensional filter action at the inlet to a microfluidic device. The spheres depict particulates which are to be caught in the filter. These particulates enter (with fluid) from above, and the fluid flows out laterally as indicated by the arrows. After [48] .
approach is at least a partial solution to the problem of filtering in microfluidic devices. We use the term 'partial' since such filters can only be used at the inlet to the device; they cannot be inserted at arbitrary locations. On the other hand, if the fluid is well filtered on entering the device, subsequent filtering may not be necessary.
So far we have generally assumed (at least implicitly) that the fluid is driven through the microfluidic device by an applied pressure. It is also possible to use an electric field to drive or control flow through a device, using the electro-osmotic effect (EOF). This is nicely demonstrated by the structure shown in figure 11 [49] . Here there is a single inlet channel which enters from the left, and two outlet channels through which fluid or molecules can exit to the right. In addition there are two more channels which enter transversely, here from the top and bottom. These top and bottom channels are not used to transport fluid directly, but rather to impose a transverse force on the fluid entering from the left. Hence, this device acts as a switch which can control the path taken by a neutral fluid, or perhaps ions or molecules, which enter from the left. Figure 11 . Top: flow geometry which can be used as a deflection switch. Fluid entering from the left reaches the junction region at which channels from the top (reservoir 1) and bottom (reservoir 2) join. By applying a pressure difference or an electric field between the two reservoirs, the inlet stream can be deflected into either the upper of lower output channel as indicated on the right. This device was fabricated from the plastic PDMS. Bottom: micrographs showing a fluid stream deflected either down (in part B) or up (part C) using an electric field. The fluid was made visible through its fluorescence. After [10, 49] .
In the experiments [49] the inlet fluid contained small (1 µm) plastic beads containing a fluorescent dye, which allowed their motion to be tracked. In some experiments the transverse force used to steer (i.e., switch) the beam into one of the two outlet channels was provided by applying a pressure between the two reservoirs (labelled 1 and 2 in figure 11 ). However, a more convenient way to apply this switching force is to use an electric field and take advantage of the EOF [50] . The EOF arises from the fact that the surfaces of a flow channel are generally charged, or can be made so with a suitable coating. In the device in figure 11 they were negatively charged, which produced a layer of positively charged ions next to the surfaces. This charged layer can be made to move by the application of an electric field, dragging neutral fluid along with it; this is the EOF [50] .
Returning to figure 11 , some results are shown in which the EOF was used to produce the switching force. While successful operation was thus demonstrated, it does not appear that this device is ready for routine operation. The electric potentials required were relatively large, with 1 kV applied across the control reservoirs. In addition, there was also some probability that the incoming beam of plastic beads would be deflected into one of the control channels. It seems likely that these problems can be overcome, perhaps by suitable reduction of the device dimensions, and the use of metallic leads on the channel walls to apply the necessary electric field.
In this section we have focused on the design and operation of a few of the basic components necessary for the implementation of a chemical laboratory on a chip. Several groups have shown how to assemble these components to produce complete on-chip laboratories. Some workers have pursued liquid chromatography with an open-tube column (i.e., a column without any powder) [15, 51] . A number of groups have produced chips for capillary electrophoresis, perhaps because this approach uses an electric field to drive the sample through the device so no high pressure need be applied [44, 45, [52] [53] [54] [55] [56] . These devices have been used in a variety of separation experiments, including many involving biopolymers. In addition, several other interesting devices designed to separate and analyse small volumes of biopolymers have been demonstrated [57, 58] .
Biophysics and the manipulation of single molecules
The chromatography columns discussed in the previous section operate in a manner which is similar, at least in spirit, to that of conventional columns. A 'pulse' of fluid is injected into the column and the flux of molecules out of the column is measured as a function of time. Separation then occurs because different molecules have different mobilities and thus exit at different times. However, it has been shown [11, [59] [60] [61] that microfluidic devices can separate molecules according to their mobility in a rather different manner, which has been given the provocative name 'rectification of Brownian motion'. (See also the very interesting and related work on the motion of polymer chains through an array of obstacles in references [62] [63] [64] .) Consider again a flow channel filled with an array of obstacles, but imagine that the obstacles are 'left-right' asymmetric with respect to the driving force as shown in figure 12 . Here an electric field directed downwards in the figure is used to drive DNA fragments through the obstacle course [11] . While the electric force will give rise to an (approximately) constant velocity along the field direction [36] , there will also be diffusive transverse motion of the DNA. There will thus be some probability for a molecule to move to the right or left in the open regions between obstacles. The asymmetries in the obstacle course, i.e., the shapes and geometric arrangement of the obstacles, will make the right-and left-going probabilities different; in this particular device, there will clearly be a greater probability to move to the right. Let P R and P L be the probabilities that a molecule will diffuse one 'lattice spacing' to the right or left as it travels between consecutive rows of obstacles. If for all molecules P L is much less than unity (due to the asymmetry in the obstacle course), then molecules will not move in significant numbers to the left. The right-going probability P R will depend on the Figure 12 . A scanning electron micrograph of a flow region which contains an array of obstacles. Molecules (actually ions) are driven through the device by an electric field directed from top to bottom. The key point is that the obstacles exhibit left-right asymmetry with respect to the direction of the electric field. After [11] . diffusion constant of a molecule, and we would generally expect it to be larger for smaller molecules and vice versa. If a molecule is small and P R is thus large, the molecule will tend to diffuse a large distance to the right as it travels through the device; a large molecule with a small P R will diffuse a much shorter distance to the right. Hence, the rightward displacement will depend on molecular mobility, with different molecules emerging at different locations from the device. Figure 13 shows the paths taken through such an obstacle course by DNA fragments of differing length. As expected, the larger fragment moves relatively little to the right, while the short fragment is deflected more. In a conventional chromatography column the separation is in the time domain, but in such an asymmetric obstacle course there is a spatial separation. This 'Brownian' sorting device can thus operate continuously in time, which may be advantageous [11] . Most of the chemical and biological microfluidic devices discussed so far are, roughly speaking, designed to move fluids or molecules from place to place. However, there is also the possibility of probing the structure of a molecule as it moves through a device. One way in which this can be accomplished has been demonstrated by Austin and co-workers [11, 64] who have tailored a flow geometry in which molecules are driven by an electric field through a long narrow flow channel, as shown in figure 14 . The flow channel itself is completely open; it contains no obstacles, but the bottom of the channel is an opaque metal layer which contains several very narrow slits (here of order 1 µm or less in width) which run perpendicular to the channel. When a laser beam illuminates the opposite side of the metal layer, an optical field is established within the flow channel in the region immediately adjacent to each slit. In these demonstration experiments, either DNA molecules labelled with a fluorescent complex or small plastic spheres labelled in a similar manner were driven through the channel using an electric field [11] . When such a labelled marker passes over a slit it will fluoresce and can thereby be detected. The time dependence of the fluorescence signal then contains information about the location of particular portions of the molecule as a function of time. In some respects, this very clever design was anticipated by DeBlois and Bean [65] , who also studied the flow of small 'things', such as viruses, as they moved through narrow channels. DeBlois and Bean monitored the motion of individual virus particles by measuring their effect on the conductivity of the channel (which contained an electrolyte); they thus had no way to get spatial information. In the microfluidic device shown in figure 14 the molecules passed through an inlet region containing a symmetric array of posts, prior to entering the channel [11] . This caused some of the molecules to be elongated somewhat (at least compared to a completely coiled conformation) as they moved along the channel. Ideally, one would like a polymer chain to completely uncoil and move through the channel as a long straight chain. If this can be made to occur, then the device in figure 14 could conceivably be used to make spatially resolved measurements on specific portions of the polymer chain, and perhaps even perform direct sequencing. Such measurements will likely require significant reductions in the size of the microfluidic device. Narrower channels will be needed so that the molecules will assume an uncoiled state, and sequence-level spatial resolution will probably demand much narrower slits. However, such reductions in size seem feasible. This sort of microfluidic device is just one example of the way that molecules can be probed when the device dimensions approach the molecular regime.
Just plain physics
In this section we will discuss a few examples which do not fit neatly into any of the categories considered above, but which we feel illustrate some other important kinds of issue which can be addressed with microfluidic devices.
Essentially all of the flow structures discussed so far are two dimensional. It would clearly be of interest to assemble structures which are three dimensional or, failing that, structures containing multiple flow layers. Some progress in this direction has been made [66] , but the designs which have been implemented to date involve only two layers and require a critical alignment step which may make scaling to smaller scales problematic (roughly speaking, in the work carried out so far, two separate substrates, each containing flow channels, are bonded together). The fabrication of truly three-dimensional flow structures is clearly not a simple task, and we see it as one of the major challenges facing the field of microfluidics.
Another way to access the third dimension in microfluidic devices was pointed out in reference [67] . Their approach makes clever use of electro-osmotic effects (EOF). We have already mentioned that a very convenient way to drive molecules and also neutral fluid through a microfluidic device is with the EOF. This effect exploits the fact that the walls of a microfluidic device are generally charged; one could certainly imagine controlling the surface charge by coating the walls with a conducting layer, or one can coat insulating walls with particular chemical species. Stroock et al have taken this a step further by depositing a patterned charge density on the inner walls of a flow channel, as illustrated in figure 15 . They have considered two cases, one in which the charge density on the walls varies transversely to the applied electric field, and another in which it varies along the field direction. To appreciate the manner in which this will affect the flow, consider first the transverse case as shown at the top of figure 15 . Here there is a positive charge density on the bottom surface of the flow channel and a negative charge density on the top. We will not go into the methods used to apply these charge densities here, but only note that they involve the selective deposition of organic polymers onto the walls of the flow channel [68] [69] [70] [71] . Without any applied electric field the surface charges in figure 15 (a) will attract a layer of positive ions to the top of the channel and a layer of negative ions to the bottom. An electric field applied along the +z-direction will cause these ions to move, and since they are oppositely charged they will move in opposite directions. As they move they will drag with them the uncharged fluid, and thereby set up a counterflow pattern, with fluid at the top and bottom of the channel moving in opposite directions and the middle region undergoing shear flow.
An even more interesting flow pattern is created when the charge density is modulated along the direction of the applied electric field, i.e., along z in figure 15(b) . This electric field will now cause the fluid to move in circulating rolls which alternate in polarity along the z-direction. Figure 16 shows experimental results obtained for this case. The flow velocity was measured by seeding the fluid with fluorescent plastic spheres. Microfluidic structures of this type may prove very useful in devising new approaches to the mixing of fluids and to manipulating the motion of molecules. Figure 15 . A schematic diagram of the charge patterns deposited onto the interior walls of a flow channel. In (a) a positive charge is applied to the bottom wall and a negative charge to the top. An electric field directed to the right then drives the fluid as shown through the electro-osmotic effect. In (b) the charge density on the bottom wall varies in sign along the flow direction, and which leads to a more complex velocity field. After [67] .
The microfluidic devices which we have described so far are not particularly small by the standards of what can be achieved today with ultrahigh-resolution lithography and thinfilm techniques. Current state-of-the-art lithography can achieve feature sizes as small as ∼10-20 nm, and very uniform (solid) films can be made much thinner than this. Such small dimensions are not required or necessarily desirable for many microfluidic applications. However, they are of interest with regard to several basic questions concerning the physics of simple liquids. For example, the usual treatment of fluid flow near a solid surface assumes that the tangential velocity vanishes at the surface. This assumption may be adequate at macroscopic scales, but we certainly do not expect it to give an accurate quantitative description of flow very near a surface. This picture can be made somewhat more realistic by allowing for a slip length, but one would still like to understand how to calculate the magnitude of this length from fundamental theoretical principles. Moreover, adding a nonzero slip length to the description is probably not enough; one would expect to also find spatial variations in the fluid density near a wall, etc. Such effects should have profound consequences for fluid flow near a wall. This is a problem which is difficult to tackle theoretically, but some progress is being made, especially with molecular dynamics simulations [72] [73] [74] . On the experimental side there has been work on how confinement in a small container can greatly alter many of the static (i.e., structural) and dynamic properties of a fluid [75] . Many of these experiments have employed open geometries in which two extremely flat surfaces which are immersed in a 'bath' of the fluid are made to come nearly into contact [76] [77] [78] [79] . Other experiments have used optical methods to probe the flow velocity near a surface in a macroscopic container [80, 81] .
A much simpler experimental approach to this problem, at least in principle, is to study the behaviour of a fluid in a very small container, i.e., in an ultrasmall microfluidic channel. Such a device must be very small since the slip lengths for most fluids are expected to be of order a few molecular diameters. Several groups have conducted such experiments, with mass flow measurements of both liquids (see the references below) and gases [82] [83] [84] , and also studies of heat conduction. Here we will focus on studies of the pressure-driven flow of simple liquids.
While many workers have studied the absolute flow rates in pressure-driven (Poiseuille) flow (for example [6] ), the first microfluidic search for deviations from the 'simple' theory, i.e., the theory assuming no-slip behaviour at the boundaries of a microfluidic flow channel, was reported by Bau, Zemel, and co-workers [85] [86] [87] [88] . In a series of experiments they studied the flow of various fluids including several alcohols, water, and silicone oil. In our view, the results were inconclusive; in some cases the measured flow rates were larger than predicted by the theory, while in other cases the flow rates were lower. There was no discernible pattern, and in some instances nominally similar flow channels gave different results. The reasons for these variations are still not clear, despite much effort in characterizing the flow channels, especially their roughness. These experiments are not easy; the Poiseuille flow rate varies (theoretically) as h 3 , where h is the height of the flow channel (we assume here that the channel is much wider than h, as was the case in these experiments). Hence, a rather small uncertainty in h leads to quite significant uncertainties in the theoretically expected flow rate. We should also note that the channels studied by Bau, Zemel, and co-workers had h ∼ 0.5 µm or larger. According to the theory, no measurable deviations from the theory would be expected in such thick channels.
In very recent work, we have studied Poiseuille flow in substantially thinner channels, with h as small as 30 nm [7, 33] . In order to get an independent check on the value of h, we have filled the channels with an electrolyte (usually a weak acid) and measured the conductance using metal film electrodes deposited in the inlet and outlet regions adjacent to the channel. Our best estimate is that our uncertainties in h are of order 5%, so comparisons with the theory can be made at approximately the 15% level. Another important experimental consideration concerns the measurement of the flow rate, Q. Since as noted above Q ∼ h 3 , our extremely thin channels exhibit very small values of Q. In the thicker channels studied previously [85] [86] [87] [88] it was feasible to measure Q by observing the flow through a macroscopic capillary which was connected in series with the flow channel. This is not practical when h is below a few hundred nanometres. In our work we have measured Q in situ on the microfluidic chip in one of two ways. First, we observed the fluid as it entered and moved through the channel, using straightforward microscopy. Second, in some experiments we fabricated a second larger (wider and deeper) flow channel in series with the narrow channel of interest, and measured the flow (again using microscopy) through this larger channel.
Some results for several fluids are shown in figure 17 . For water there may perhaps be a slight increase in Q(exp)/Q(theory) at the smallest values of h, but to within the approximately 15% uncertainty there is no firm evidence for any deviation from the flow rate calculated assuming no-slip boundary conditions, even for our smallest channels. However, for hexadecane we find greatly enhanced flow (as compared to the no-slip calculation) for h is the corresponding theoretical value calculated from Poiseuille's law assuming no-slip boundary conditions. The channel width was much greater than h. After [7] .
below about 100 nm. This is in agreement with other work on hexadecane in which optical measurements were used to study the fluid velocity near a wall [80, 81] . Our method has the possibility of much greater spatial resolution, and it may also be feasible to observe the predicted non-Newtonian effects [73] in this regime of very small h. Such experiments are now in progress.
Summary and outlook: what does the field need and where is it heading?
This article has contained a very rapid tour of the field of microfluidics. Space has not allowed us to go deeply into the experimental details, but we have tried to give a representative glimpse of the novel and creative types of structure which have been constructed. In closing we would like to mention what we see as particular challenges and opportunities for significant further advances. First, it would be extremely interesting to devise a way to fabricate three-dimensional, or at least multi-layer microfluidic devices. So far as we are aware, no one has demonstrated an integrated structure in which two (or more) flow channels are able to cross each other. Here we do not count structures in which flow channels are in two separate substrates which are then bonded together [66] (even though this is very nice work!); we exclude these approaches, because we do not see how such double-layer structures can be scaled down to much smaller dimensions.
Second, there is a pressing need for new types of sensor and on-chip measuring device. In many of the demonstration experiments described in this article, fluorescence was used to follow the motion of molecules or small plastic seed particles which were suitably tagged with a fluorescent complex. While this is certainly a powerful technique, there is a need for probes which do not require specially prepared or tagged targets, and which do not rely on microscopy to obtain spatial resolution, and for new types of sensor in general. This is an area where we believe that physicists can make major contributions. For example, one could imagine small optical sensors integrated into a microfluidic device so as to permit spatially resolved measurements at many locations simultaneously. Or, one could use inelastic (electron) tunnelling spectroscopy to discriminate between different molecular species as they pass through a tunnelling volume. Such sensors could be very small, and many could be distributed throughout a microfluidic device.
We hope that the physics community will take up these challenges. We are convinced that microfluid mechanics provides many interesting directions for future research.
