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Abstract. The statistical analysis of medical images is challenging be-
cause of the high dimensionality and low signal-to-noise ratio of the data.
Simple parametric statistical models, such as Gaussian distributions, are
well-suited to high-dimensional settings. In practice, on medical data
made of heterogeneous subjects, the Gaussian hypothesis seldom holds.
In addition, alternative parametric models of the data tend to break
down due to the presence of outliers that are usually removed manually
from studies. Here we focus on interactive detection of these outlying ob-
servations, to guide the practitioner through the data inclusion process.
Our contribution is to use Local Component Analysis as a non-parametric
density estimator for this purpose. Experiments on real and simulated
data show that our procedure separates well deviant observations from
the relevant and representative ones. We show that it outperforms state-
of-the-art approaches, in particular those involving a Gaussian assump-
tion.
Keywords: Outlier detection, non-parametric density estimation, One-
Class SVM, Parzen, Local Component Analysis, neuroimaging, fMRI
1 Introduction
Group studies based on medical images often attempt to extract representative
samples from a given dataset in order to summarize the whole population to
one or a few data prototypes. A stronger yet standard assumption is to consider
that the data are Gaussian distributed around these prototypes. In the case of
neuroimaging, this choice seems convenient because of the high dimensionality
of the datasets, but a simple univariate Shapiro-Wilk normality test [9] demon-
strates that the Gaussian hypothesis is not correct (see e.g. [10]). Furthermore, a
unimodal distribution hypothesis is inconsistent with approaches that emphasize
the impact of population stratification such as genome-wise association studies,
or diagnosis settings that imply a separation between patients and healthy sub-
jects. More generally, any parametric characterization of the population statisti-
cal structure is challenged by the presence of many outliers related to acquisition
or processing issues. Outlier detection and subsequent data cleansing is therefore
a first step towards a better understanding of the statistical structure (including
between-subjects variability) of medical imaging datasets, which in turn would
be of broad interest regarding group analyses. Manifold learning is an alternative
solution [2] useful for visualization, but lacking statistical guarantees.
In a recent contribution [1], a regularized version of the standard Mahalanobis
distances-based outlier detection method was introduced in this context; it relies
on the assumption that inliers are Gaussian distributed. Under mild deviations
from this assumption, the approach has been shown to be accurate, making it
possible to point out outliers in both high-dimensional and highly polluted neu-
roimaging datasets. However, although Mahalanobis distances-based approaches
can rank the observations accurately (a property that we refer to as accuracy),
the choice of a threshold on this ranking is strongly related to the actual data
distribution.
There has also been interest in non-parametric algorithms such as One-
Class Support Vector Machine (SVM) [8] for subjects versus patients discrimi-
nation [3,5]. One-Class SVM is well suited for medical image models since the
algorithm is computationally efficient and does not rely on any prior distribution
assumption. However, it defers part of the work to the practitioner, who has to
build a training set with already labeled observations, or directly indicate the
amount of contamination in the dataset.
The focus of our work is the analysis of the statistical structure of medical
imaging datasets through high-dimensional non-parametric density estimation
algorithms. We use an algorithm derived from Parzen windows density estima-
tion (or Kernel Density Estimation (KDE)), that estimate the parameter θ of a
given kernel K(.; ., θ) so that, given a learning set (xi)i=1,..,n, the density prob-




a new contribution, we subsequently embed this density estimator into a mode-
seeking procedure to build a simple representation of the data and thus discard
potential outliers. This framework provides an easy and efficient way of check-
ing data homogeneity, a feature often required when performing further data
analyzes or clinical studies [5].
In Section 2 and 3, we briefly describe the different tools that we use in this
work and our contributions, that adapt these tools to medical imaging settings.
In Section 4, we present some experiments on both simulated and real data.
We show that the accuracy of density-based outlier detection is greater than the
accuracy of state-of-the-art outlier detection methods. We also demonstrate that,
starting from the Local Component Analysis density estimator, we can obtain
a simple, yet relevant, differentiation between inliers and outliers. Finally, we
present the results of our experiments in Section 5 and discuss them in Section 6.
2 State-of-the-art methods
Regularized Minimum Covariance Determinant. We consider datasets
of n observations x1, . . . , xn in R
p. Based on given mean µ and covariance
Σ parameters, we define the Mahalanobis distance d2µ,Σ(xi) of an observation
xi by d
2
µ,Σ(xi) = (xi − µ)
TΣ−1(xi − µ). The larger this quantity, the more
likely xi is an outlier. We use the Regularized Minimum Covariance Determinant
(RMCD) [1] as the reference method for outlier detection and also to whiten the
data in distance-based approaches (see Section 4).
One-Class SVM. The One-Class SVM novelty detection algorithm [8] is a
supervised clustering algorithm that relies on a thresholded Parzen windows
density estimator to define a frontier between two populations. It can be adapted
to the unsupervised problem of outlier detection, but remains a descriptive model
that only provides a deviation index for each observation.
Local Component Analysis. Local Component Analysis is another extension
of Parzen windows density estimation where the isotropic assumption inherent in
most kernels is relaxed to anisotropic covariance parameters. The θ parameter of
the kernel hence becomes the local data covariance matrix Σ, which we estimate
























Setting the LCA regularization term λ. In [7], an internal regularization
term is used to ensure LCA computation stability. The proposed default value is
set to λ = 10−4 [7]. In our work, we choose λ so that it models properly the cen-
tral mode of the data. Since outliers may have a large influence on the observed
variance of the dataset along some dimensions, we use a robust heuristic: we
select the 50% most concentrated observations according to a Parzen windows
density estimation, compute the Ledoit-Wolf [4] coefficient shrinkage α from this
subsample, and set λ = α1−α .
Building an interactive outlier detection framework. We propose an effi-
cient procedure to summarize the necessary information about the data structure
so that the practitioner can find how many observations to discard: Within the
LCA computation, proximity measures of each observation from another are
computed as kij = exp
(
− 12 (xi − xj)
TΣ∗−1(xi − xj)
)
, thus providing a kernel-
based representation of the data as a symmetric positive definite matrix K =
(kij)i,j∈[1..n]2 , that summarizes the whole data set structure. Let K = UDU
T,
where U andD are the matrix of the eigenvectors and diagonal matrix of eigen-
values (σi, i ∈ [1..n]) ofK. LetDδ be the diagonal matrix obtained by shrinking
the elements of D by a factor δ ≥ 0 like in [11]: Dδ(i, i) = 1 −
δ
σi
if σi > δ,
Dδ(i, i) = 0 otherwise. Dδ yields a shrunk density estimate at each observa-
tion gδ(xi) = e
T
i UDδU
Te, where ei is a vector whose entries are 0 except
its i-th element which is 1 and e is a vector of ones; note that the normal-
ization constant is omitted as it plays no role in our analysis. We finally define
∆(xi) = minδ{δ : gδ(xi) < 0.5}, which associates each observation with the min-
imal shrinkage value δ that –almost– cancels it. ∆ can be further used to identify
different levels of homogeneity amongst the data. Typically, outliers would cor-
respond to a group of observations that vanish with the smallest values of δ,
whereas larger δ also trim off regular observations as in Fig. 2.
We define the disappearance function, a ranked version of ∆, as: ∆rank(i) =
∆(xi)i:n, where∆(xi)i:n is the i-th order value of∆(xi). Working with simulated
datasets and various values of p, p/n ratios and contamination amount γ, we
show that the first knee in the variation of ∆sort provides a reliable estimation of
the number of outliers in the dataset, while no such estimation can be made from




and Z is a normalization factor. As we will show in Section 4, ∆rank better
characterizes data structure than grank.
4 Experiments
In our experiments, we first compare One-Class SVM, Parzen density estimation
and LCA outlier detection accuracy on both simulated and real data. Parzen
density estimation and One-Class SVM are also applied to whitened data (see
Section 2), which we refer to as One-Class SVMw and Parzenw. In a second set
of experiments, we demonstrate that the subsequent interactive outlier detection
framework described in Section 3 provides a usable representation of the data
distribution that helps the user to isolate a set of homogeneous samples.
Data description. We generate a γ-polluted n×p dataset by drawing (1−γ)n
observations from a N (µ,Σ) distribution and γ n observations from a N (µ, αΣ)
distribution, α > 1. We also consider Student distributed datasets. In both cases,
µ can be set to zero without loss of generality. In all our simulations, we generated
the outlier observations so that they can be distinguished from the inliers data.
Our real data were functional MRI contrast maps that were acquired with 3T
scanners from multiple manufacturers. Each contrast was available for a number
of subject n comprised between 1700 and 2000. BOLD time series was recorded
using Echo-Planar Imaging, with TR = 2200 ms, TE = 30 ms, flip angle = 75◦
and spatial resolution 3mm isotropic. Standard pre-processing, including slice
timing correction, spike and motion correction, temporal detrending, Gaussian
smoothing at 5mm-FWHM, and spatial normalization, were performed on the
data using the SPM8 software and its default parameters. Functional contrast
maps were obtained by fitting a General Linear Model to this data using SPM8
also. For each available subject, we extract the mean signal of every region of
interest defined by an anatomical atlas [6] and concatenate the extracted values
so that every subject is represented by a p-dimensional vector in an n×pmatrix.
Outlier detection accuracy measures. With simulated data, for various
values of p/n, γ, Σ, and α, we build Receiver-Operating Characteristic (ROC)
curves [12] of outlier detection accuracy for each method. ROC curves were
averaged over 10 runs for each method and each experiment. We compute Area
Under Curve values (AUC) that reflect the general outlier detection accuracy of
a method for a realistic range of p/n ratios.
Our real datasets are composed of n ∼ 1900 (the exact value depends on
the contrast) observations, each described by 113 features (p = 113). With such
a p/n ratio, we can construct a fair approximation of the ground truth with
covariance-based outlier detection. Computing AUCs as we did with simulated
data, and sub-sampling the original dataset, we assess the ability of the different
methods to accurately rank the observations by their degree of abnormality.
5 Results
5.1 Quality of outlier detection with density estimators
Gaussian and Student distributed data. On both Gaussian and Student
distributed data, the accuracy of outlier detection with LCA dominates the
accuracy of the other methods. Generally, all methods perform well with an
AUC above 0.9, except when the condition number of the covariance matrix
κ(Σ) is above 100. Table 1 illustrates this phenomenon. In the latter case, one
has to whiten the data previously to using One-Class SVM and Parzen. The
main advantage of LCA is that such a transformation is part of the algorithm.
Real dataset. Fig. 1 shows the accuracy of the different methods on a real
neuroimaging dataset, using a contrast related to the perception of angry versus
neutral faces. All methods perform well with an AUC above 0.8. LCA achieves
the highest accuracy yet, which remains above 0.95 for all p/n ratios. Whiten-
ing the data prior to outlier detection with One-Class SVM or Parzen density
estimation is relevant since it increases the accuracy of the latter methods by
roughly 0.1. Similar results were obtained in five other functional contrasts.
p/n 0.1 0.5 0.8 1.0
LCA 0.99 ±0.0017 0.99 ±0.0054 0.99 ±0.0080 0.98 ±0.0078
Parzen 0.98 ±0.0043 0.98 ±0.0103 0.98 ±0.0091 0.96 ±0.0094
Parzenw 0.99 ±0.0022 0.97 ±0.0055 0.97 ±0.0082 0.97 ±0.0095
One-Class SVM 0.99 ±0.0037 0.91 ±0.0296 0.77 ±0.0795 0.64 ±0.0593
One-Class SVMw 0.99 ±0.0022 0.96 ±0.0061 0.97 ±0.0095 0.97 ±0.0104
RMCD 0.99 ±0.0023 0.95 ±0.0055 0.97 ±0.0083 0.97 ±0.0090
Table 1. AUC values of the different outlier detection methods confronted with vari-
ance outliers (Gaussian distributed data, p = 100, γ = 0.4, κ(Σ) = 1000, α = 1.15).
Fig. 1. Outlier detection accuracy of non-
parametric density estimation algorithms,
represented by their AUC (real data). LCA
outperforms both Parzen density estima-
tion and One-Class SVM, even applied on
whitened data. RMCD parametric method
has the same accuracy than the latter. LCA
seems to be sensitive to the p/n ratio as its
performance decreases with this ratio.
5.2 Relevance of an interactive outlier detection procedure
Finding outliers on simulated datasets. We verified with extensive sim-
ulations that the first knee of the disappearance function directly provides an
estimate of the number of outliers. Fig. 2 illustrates this statement. This result
holds for various p, p/n and α values, even though the decision showed to be a
bit conservative. This behavior is yet required to guarantee a low false detections
rate on heavy tailed distributions such as the Student distribution. Fig. 3 shows
that our procedure does not encourage discarding observations when applied to
pure Student distributed data.
Investigating the statistical structure of real data. Fig. 4 gives the spec-
trum of real neuroimaging datasets as obtained from LCA-learned density trans-
formations. Knees can be easily identified in this curve, indicating that two or
more relevant groups of observations are present. This observation rank property
could not be inferred from the standard decision function. It is noticeable that
many observations (about half of the dataset) seem to be suggested as outliers,
while looking at a standard bidimensional PCA plot (not shown for the sake of
place) would have suggested a much lower number.
ranked observations (i)
δ
Gaussian-distributed data, p = 2, n = 100,
α = 4, γ = 0.4
Fig. 2. Functions summarizing the
data structure from their density.
Difference between outliers (red
dots) density and inliers (black
dots) density only appears in the
disappearance function. Choosing
δ ≃ 5 yields an outlier detection
corresponding to estimating γˆ ≃
35% for a real value of γ = 40%.
ranked observations (i)
δ
Fig. 3. Data statistical structure in-
vestigation in an uncontaminated
Student-distributed data. No hard de-
cision seems to be suggested. p = 100,







Fig. 4. Dataset structure spectrum
obtained by density analysis on real
neuroimaging datasets. (a) Viewing
Angry faces - viewing neutral faces.
A slope breakdown is observed at i ≃
1000, suggesting that half the obser-
vations should be removed to obtain
an heterogeneous set. (b) Reward-
ing task. The procedure suggests that
three observations scales are present in
the data. The first one may be com-
posed of outliers. In both cases, grank
does not reveal any structure.
6 Discussion
Statistical modelling of medical images is challenging because of the dimension-
ality of the data. Most current approaches rely on a Gaussian assumption. Here
we use density estimation to rank medical images according to their degree of
abnormality in a group study. We demonstrate that outlier detection with Lo-
cal Component Analysis (LCA) achieves higher accuracy than state-of-the-art
methods. This was shown for various p/n settings on both Gaussian and Student
distributed data contaminated with up to 40% outliers. Real data experiments
showed that LCA accuracy is generally above 0.9, although it seems to slightly
decrease in high-dimension. Our choice of the LCA regularization parameter
seemed to be optimal in that regard and our experiments demonstrated that
LCA should be preferred to other non-parametric methods.
Non-parametric methods do not rely on distributional assumptions, but at
the expense of explicit statistical control. We propose a simple way to perform
outlier detection in an unsupervised framework that does not require any prior
knowledge and guides the user in his final decision about how many observations
to discard. Because it uses an internal cross-validation scheme, LCA adapts to
the data local structure and comes with a natural kernel-based representation of
the data. We apply a trace norm penalization to capture the information carried
in the kernel matrix which reveals important features on the structure of the
data [11]. As this penalization is the convex relaxation of principal components
analysis-based truncation of the kernel matrix, it results in a stable criterion.
We used it to characterize the difference between outliers and inliers in a ro-
bust procedure. This is meant to provide practitioners a faithful representation
of possible inhomogeneities in the population under study. We verified on sev-
eral simulated and real functional neuroimaging datasets that this heuristic to
chose the regularization of LCA does not yield spurious outlier detections. An
attractive generalization of the LCA approach for high-dimensional settings is
a mixed model, in which some dimensions are simply modeled as a Gaussian,
while others are modeled through equation (1) [7].
Conclusion. Local Component Analysis was shown to have a good outlier de-
tection accuracy under more general settings than parametric approaches. The
interactive outlier detection framework presented in this contribution is of broad
interest in medical imaging where manual data screening is impossible because
of the high-dimensionality and sample size of the data, and yet essential due to
the poor quality of the datasets used in many clinical studies.
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