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Quantitative MRI refers to the determination of quantitative parameters (T1,T2,diffusion, per-
fusion etc.) in magnetic resonance imaging (MRI). The ’parameter maps’ are estimated from
a set of acquired MR images using a parameter model, i.e. a set of mathematical equations
that describes the MR images as a function of the parameter(s). A precise and accurate high-
resolution estimation of the parameters is needed in order to detect small changes and/or to
visualize small structures. Particularly in clinical diagnostics, the method provides important
information about tissue structures and respective pathologic alterations. Unfortunately, it also
requires comparatively long measurement times which preclude widespread practical applica-
tions. To overcome such limitations, approaches like Parallel Imaging (PI) and Compressed
Sensing (CS) along with the model-based reconstruction concept has been proposed. These
methods allow for the estimation of quantitative maps from only a fraction of the usually re-
quired data.
The present work deals with the model-based reconstruction methods that are applicable for
the most widely available Cartesian (rectilinear) acquisition scheme. The initial implemen-
tation was based on accelerating the T∗2 mapping using Maximum Likelihood estimation and
Parallel Imaging (PI). The method was tested on a Multiecho Gradient Echo (MEGE) T∗2 map-
ping experiment in a phantom and a human brain with retrospective undersampling. Since
T∗2 is very sensitive to phase perturbations as a result of magnetic field inhomogeneity further
work was done to address this. The importance of coherent phase information in improving
the accuracy of the accelerated T∗2 mapping fitting was investigated. Using alternating mini-
mization, the method extends the MLE approach based on complex exponential model fitting
which avoids loss of phase information in recovering T∗2 relaxation times. The implementation
of this method was tested on prospective(real time) undersampling in addition to retrospective.
Compared with fully sampled reference scans, the use of phase information reduced the error
of the accelerated T∗2 maps by up to 20% as compared to baseline magnitude-only method. The
total scan time for the four times accelerated 3D T∗2 mapping was 7 minutes which is clinically
acceptable. The second main part of this thesis focuses on the development of a model-based
super-resolution framework for the T2 mapping. 2D multi-echo spin-echo (MESE) acquisi-
tions suffer from low spatial resolution in the slice dimension. To overcome this limitation
while keeping acceptable scan times, we combined a classical super-resolution method with an
iterative model-based reconstruction to reconstruct T2 maps from highly undersampled MESE
data. Based on an optimal protocol determined from simulations, we were able to reconstruct
1mm3 isotropic T2 maps of both phantom and healthy volunteer data. Comparison of T2 values
obtained with the proposed method with fully sampled reference MESE results showed good
agreement. In summary, this thesis has introduced new approaches to employ signal models
in different applications, with the aim of either accelerating an acquisition, or improving the
accuracy of an existing method. These approaches may help to take the next step away from




Magnetic Resonance Imaging (MRI) is a medical imaging technique that allows us to take
very detailed pictures with the help of magnetic field. This magnetic field is generated by a
huge donut shaped magnet along with other intricate mechanisms to generate the picture. The
data collection to make the images is a slow process and a scan takes 45-60 minutes to complete
generally. From a patient’s point of view it is not very comfortable to lay still in the scanner and
it is noisy. Nevertheless, the utility of MRI for the detection of various neurological condition is
unprecedented. The images generated by the MRI are interpreted by a radiologist who is trained
to read these images. These qualitative images are subjective in nature and can be influenced by
various confounding factors. Quantitative MRI can be useful in comparing the scans amongst
different populations and different sites or to study the disease progression of a same subject.
Various quantitative techniques have been developed over the years which are very accurate
and precise. However, these techniques take much longer than the conventional MRI and hence
cannot be applied widely in clinical scenarios. In this thesis I am using various mathematical
techniques to produce the images from less amount of data which reduces the scan time.
The thesis has taken the development of quantitative MRI to be applicable in the clinical prac-
tice and so all the work has been implemented on the clinical scanners with a focus on the brain
imaging. For the first part of the thesis, the scan time of the quantitative MRI was reduced
to 7 minutes from 21 minutes. In the second part, I investigated the possibility of acquiring
quantitative MRI with a much higher details and in less time. The scan time of this technique
was 10 times less than the original scan. This is encouraging results which hopefully will be
explored further. Reducing the scan time of quantitative MRI will allow its application in the
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1.1 Project Motivation and Scope
Magnetic resonance imaging (MRI) is a non-invasive imaging modality based on the concept of
nuclear magnetic resonance (NMR). Compared to other imaging modalities, MRI has several
unique advantages, which make it preferable in many clinical applications. More importantly,
MRI offers high-resolution and excellent soft tissue contrast without employing ionizing radia-
tion.
MRI also provides cross sectional images with arbitrary orientation as well as true three dimen-
sional images. Unlike other modalities, MRI is sensitive to a wide range of contrast mecha-
nisms. These allow assessment of both morphology and physiology. In addition, these mecha-
nisms also give access to parameters like flow, diffusion, perfusion, blood oxygenation, etc.
A major limitation of MRI is that the data acquisition is relatively slow. Long scan time is
undesirable because of patient discomfort. In addition, it limits the clinical workflow and can
seriously degrade the image quality during the data acquisition, for instance, caused by motion
or flow. Furthermore, it limits the capability to temporally resolve dynamic processes such as
cardiac [4] or abdominal imaging [5].
Since MRI was first introduced in the early 1970s, imaging speed has been improved dramati-
cally. This has mainly been achieved by improvements in hardware and pulse sequence design
to achieve faster data acquisition [6]. Modern MR scanners are already operating at a point
where further improvement in data acquisition speed is limited by physical and physiological
limitations. However, in many clinical applications imaging speed is still a limiting factor. An
improvement in imaging speed might significantly improve the quality and accuracy of clinical
diagnosis.
Further improvements in imaging speed can be achieved by reducing the amount of data re-
quired to perform image reconstruction without degrading image quality. Examples of this
strategy include partial Fourier reconstruction [7] and Parallel Imaging (PI) [8, 9]. Partial
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Fourier reconstruction algorithms exploit the redundancy in MR data sets so that a fraction of
data is calculated during image reconstruction rather than acquired. The PI approach exploits
the fact that the collected signals from coils with different spatial sensitivities carry distinct in-
formation about spatial localization. This redundancy in the data complements the conventional
spatial encoding and allows skipping acquisition of some k-space points [10].
In 2006, a new sampling theory Compressed Sensing (CS) [11, 12] emerged, suggesting that
signal reconstruction from a reduced amount of data can be achieved by exploiting signal spar-
sity. The main idea of compressed sensing is to acquire data efficiently, such that the number
of measurements is directly proportional to the signal’s information content. In terms of MR
imaging this implies that if an MR image is compressible, which is true to some degree for all
MR images, data acquisition can be performed in a way that image compression is performed
already within the acquisition process. In compressed sensing, the data are acquired as a small
set of incoherent measurements [13]. The image is then obtained by applying a nonlinear spar-
sity promoting reconstruction. The ability to reconstruct images from a reduced amount of
data consequently accelerating the acquisition has attracted a lot of interest in the MR commu-
nity, leading to active research in this area. Since 2006, the body of literature concerning fast
MRI acquisitions and its application to a multitude of different clinical MR applications has
increased significantly (Figure 7.1).
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Figure 1.1: Graph showing the increase in the number of published literature since 2006. The
data was searched using the Web of Science database wth the search terms: fast
MRI, accelerated MRI, Parallel Imaging, Compressed sensing MRI). The published
literature includes journal articles, proceedings, book chapters and meeting ab-
stracts
Conventional MRI images are qualitative in nature, meaning that the contrast is mostly affected
by tissue properties, but still depends on many other hardware-related and physiological effects,
preventing direct comparison across patients and scans. These non-standardized images limit
the ability to run longitudinal studies hence requiring new techniques that are unaffected by the
experimental conditions. However, quantitative MRI (qMRI) aims to directly measure tissue
properties, ideally independently from the experimental conditions. In qMRI, tissue proper-
ties are expressed as quantitative values with physical units, analogous to the measurement of
systolic and diastolic blood pressure, expressed in mmHg. This technique spatially maps the
3
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measured tissue properties resulting in an image called a quantitative map. This facilitates com-
parisons either within one patient at multiple time points to extract a trend of tissue alteration
(intra-subject), or between a tissue property of a patient and a normative range derived from a
healthy cohort to detect abnormal values (intersubject).
Although quantitative measures have proven to be a good biomarker for disease in the very early
days of NMR [14], it has not been established in a clinical routine yet, partly because qMRI
often requires even longer acquisition times than conventional MRI. An entire field of MRI
research has been devoted to overcome these limitations, with the final goal to move MRI from
a qualitative to a standardized quantitative examination. One key step towards reaching this
goal is to reduce the acquisition time while retaining or improving the accuracy and precision
of the estimated quantitative values.
To achieve sufficient signal-to-noise ratio (SNR) within a feasible acquisition time, quantitative
MR images are typically acquired with a low spatial resolution. This low spatial resolution,
however, leads to large partial volume effects, i.e. voxels will contain a mixture of different
tissue types and thus different signals. Moreover, low spatial resolution makes it impossible
to detect small structures. With this respect, a high-resolution quantitative map is highly de-
sirable for visualizing small structures allowing early and accurate diagnosis. However, due to
time constraints and hardware limitations, achieving high-resolution is not always feasible. The
trade-off between SNR, spatial resolution and acquisition time is shown in Figure 1.2. One so-
lution to this challenge is super-resolution (SR) reconstruction [15], in which a high-resolution
image is estimated from a set of acquired low-resolution images. These low-resolution images
each contain different information of the imaged object. In principle, the improvement in the
resolution is governed by the number of low-resolution images but the increase in the overall
scan time precludes this. Employing accelerated methods can mitigate the longer scan time and
make the approach much more feasible for clinical applications.
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Figure 1.2: Trade-off between spatial resolution, SNR and acquisition time is shown. Increas-
ing SNR (b to c) by increasing the Number of Excitation (NEX, Averages) will
directly affect the length of scan time. To increase the SNR (b to a) by acquiring
thick slices or to increase the voxel size will reduce the spatial resolution. This will
increase the SNR with no change to the length of scan time. Increasing the reso-
lution from (a to c) decrease the signal intensity within each voxel hence affecting
the overall SNR.
1.2 Aim and structure of the thesis
The goal of this dissertation is to develop and optimize image acquisition and reconstruction
methods to help obtain quantitative image information faster than conventional imaging tech-
niques.
Chapter 2 provides a brief introduction to conventional MR imaging. It introduces the prin-
ciples of signal formation, data acquisition, and image reconstruction in MRI, necessary for
understanding the MR part of the thesis. Also, it gives brief overview of various accelerated
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MRI methods necessary to understand most of the work done in the thesis.
Chapter 3 describes the proof-of-concept study that implemented model-based reconstruction
with PI. The problems identified in this work will be addressed in the next chapter.
Chapter 4 introduces a method that aims to explore coherent information from PI in estimating
parameters. The proposed approach has better accuracy over the conventional magnitude-only
method. The method was applied to accelerate T∗2 mapping. It additionally provides valuable
information about magnetic field inhomogeneity.
Chapter 5 explains the method to acquire high-resolution T2 mapping by the development of a
model-based super-resolution reconstruction. This work was done in collaboration with ACIT,
Siemens Healthineers Lausanne as part of a SpaRTaN secondment. The proposed method en-
ables the reconstruction of (1mm3) isotropic relaxation maps with ten times faster acquisition.
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2.1 Nuclear Magnetic Resonance
All atomic nuclei with an odd number of protons or neutrons possess an intrinsic spin angular
momentum J:
J = h̄ I‖J‖= h̄
√
I(I + 1) (2.1)
with h̄ the reduced Planck’s constant (1.05 x 10- 34 J s), I the intrinsic spin (dimensionless) and
I the intrinsic quantum number. This spin angular momentum can be considered as an outcome
of the rotational or spinning motion of the nucleus about its own axis. Therefore, nuclei that
have a spin angular momentum are often referred to as nuclear spins. Because the nucleus is a
charged particle, this intrinsic angular momentum J is proportionally coupled with a magnetic
dipole moment µ:
µ = γJ, (2.2)
with γ the nucleus-dependent gyromagnetic ratio. When an external magnetic field B0 is ap-
plied, the magnetic moment µwill precess around this magnetic field with an angular frequency
known as the Larmor frequency:
ωL = γB0. (2.3)
All nuclei for which the spin quantum I is non-zero, exhibit the property of magnetic resonance.
11H, 13C, 19F, 23Na and 31P are some of these nuclei that can be studied with NMR [16–18].
The most common nucleus considered in clinical MRI exams and the one used in this work, is
the hydrogen proton (1H). This proton has a natural abundance in the body in the form of H2O
water molecules. For 1H, the gyromagnetic ratio is 2.675 x 108 rad/s/T, and its spin quantum
number I = 1/2.
When nuclei are placed in an externally applied static magnetic field B0, the orientation of their
spin angular momentum, and hence their magnetic moment, will no longer be arbitrary. In a
9
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magnetic field, the nuclear magnetic moment can only have 2I + 1 orientations. Hence, the
magnetic moment of a 1H nucleus has two possible states i.e. +12γh̄ and −
1
2γh̄. In an external
applied static magnetic field B0, the nuclear magnetic dipole moment has a potential energy E
[19]. For the hydrogen proton, there are two energy levels:
E = −µ.B0 =
 +1/2γh̄B0 spin down−1/2γh̄B0 spin up (2.4)
This splitting of energy levels is called Zeeman-splitting. The higher energy level is referred
to as the ’spin down’ (anti-parallel with B0) and the lower energy level as ’spin up’ (parallel
with B0). Transitions between these two energy levels are possible by absorption or emission
of a photon with energy ∆E = γh̄B0. The energy of these transition photons is proportional to
their frequency, ωL = γB0, which is called the Larmor frequency. In practice, matter consists
of a large group of similar nuclei. When an ensemble of nuclei is subjected to an external
magnetic field B0, the occupation of the energy states (Eq. 2.4), proceeds in accordance with
the Boltzmann statics. The spin up state (lower energy) has a higher prevalence than the spin-






) > 1 (2.5)
with κB the Boltzmann constant (1.380 x 10-23 mkg2/s2/K), T the absolute temperature,N↑ and
N↓ the number of spins in spin-up and spin-down state respectively. Although the difference
in occupation of the states (10-5) is extremely small at normal body temperature in a magnetic
field of clinical strength (3T), the population difference is significant due to the large number
of 1H protons [20].
2.1.1 Macroscopic Magnetization
On a macroscopic scale, the magnetic dipoles can be grouped in spin ensembles, containing a
large population of spins within a small volume. In a spin ensemble, the magnetic moments
add up to a macroscopic nuclear magnetic momentum M = [Mx,My,Mz]. In case of hydrogen
protons, the macroscopic magnetic moment at equilibrium becomes:
M0 = χB0, (2.6)
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with χ the magnetic susceptibility which relates the macroscopic magnetization M with the
static magnetic field B0. Thus, when B0 is applied along the z-direction, at equilibrium, both
transverse components of the macroscopic magnetization (Mx(0) and My(0)) are zero, while





with Ns the number of spins in the ensemble.
When this magnetization vector M is placed in an external static magnetic field , it will experi-
ence a torque. If the magnetic field B0 is directed along the z-axis, the resulting rate with which
M changes in time is given by [22]:
dM
dt
= γM× B0 = [ωLMy, ωLMx, 0], (2.8)
with ωL the Larmor frequency:
ωL = γ B0. (2.9)
















These equations describe the precession of the magnetization M around the direction of the
magnetic field (Figure 2.1) with angular frequency ωL.
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Figure 2.1: The precession of the spin magnetization vector M around the external magnetic
field B0 with an angular frequency ωL
2.1.2 RF Excitation
When the subject is placed inside an electrically conducting coil, which is perpendicular to
the transverse plane, the rotating transverse component of M will induce a voltage in the coil
[23]. The amplitude of this voltage will be proportional to the magnitude of the transverse
component. In order to generate this detectable signal, the system needs to be perturbed from
its equilibrium state. A second magnetic field B1 also called the radio frequency (RF) pulse is
applied, which is perpendicular to B0 and oscillating at ωL. This time varying magnetic field
B1, which is an electromagnetic wave generated by a transmitter coil is much weaker than B0.
Upon applying the RF pulse, the magnetization M will precess simultaneously around both B0
at ωL and B1 at ω1 = γB1. In the laboratory reference frame, which is static with respect
to B0, applying B1 causes the magnetization to rotate in a spiral fashion on the surface of a
sphere (Figure 2.2a). Thus, applying an RF pulse during a time ∆t, will flip M towards the
transverse plane by the angle α = γB1∆t, as illustrated in Figure 2.2b. Typically, RF pulses
are characterized by their flip angle. For example, a 90
◦
RF pulse will tip the longitudinal
magnetization M 90◦ into the the transverse plane.
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Figure 2.2: Motion of the magnetization M under the influence of a static magnetic field B0
and a perpendicular time-varying magnetic field B1 in (a) the laboratory reference
frame and (b) the rotating reference frame
2.1.3 Relaxation
Due to the absorption of energy, the system is no longer in equilibrium. Hence, when the RF
pulse is switched off, the magnetization will gradually return to its equilibrium state. The ab-
sorbed energy is dispersed by a number of processes, known as the relaxation mechanisms.
These mechanisms can be grouped into two categories: longitudinal relaxation and a transverse
relaxation [24]. The longitudinal or spin-lattice relaxation stems from the redistribution of
the spin states in order to reach thermal equilibrium. The energy released during this redistri-
bution is transferred from the spins to their surrounding environment (the lattice) by molecular
vibrations. This results in a growth ofMz , characterized by the longitudinal relaxation time T1.
After a 90
◦
RF pulse, the longitudinal magnetization can be written as a function of time:
Mz(t) = M0(1− e
−t
T1 ), (2.11)
with M0 the magnetization along B0 at equilibrium (Figure 2.3).
The transverse or spin-spin relaxation is due to the loss in phase coherence of the spins.
Random fluctuations of the local magnetic field lead to variations of the Larmor frequency
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Figure 2.3: Spin-lattice Relaxation: (a) The 90◦ RF pulse tips the magnetization along the
transverse plane (b,c) The longitudinal magnetization relaxes and starts to grow to
equilibrium.
of the different spins. As a result, the inherently coherent spin precession will dephase (Figure
2.4). Consequently, the net magnetization of the spin ensemble, which is equal to the transversal
component of the magnetization vector, will decrease. After a 90
◦
RF pulse, the evolution of
Mx and My over time can be written as:
Mx(t) = M0 sin(ωLt)e
−t
T2 , (2.12)
My(t) = M0 cos(ωLt)e
−t
T2 (2.13)
Figure 2.4: Spin-spin relaxation: (a) The 90◦ RF pulse tips the magnetization along the trans-
verse plane (b,c) The nuclear magnetic dipole moments, which constitute the mag-
netization M, dephase during precession (depicted in a rotating reference frame
The total transversal component, Mxy = (Mx(t),My(t)), keeps precessing around the z-axis
with a constant angular frequency equal to the original Larmor frequency. In heterogeneous
samples, where the differences in magnetic susceptibility cause inhomogeneities in the mag-
netic field, the decay will be faster than T2 [25]. The transversal relaxation due to these time
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The NMR signal is the voltage that can be measured in a coil located close to the sample. This
induced voltage originates from the fluctuation of the magnetic field caused by transverse mag-
netization (Mx,y). It is nearly impossible to directly measure the longitudinal magnetization
since the NMR signal is minimal (e.g. 1µT) in comparison to the main magnetic field (e.g.
1.5T). Therefore, only the transverse magnetization can be measured after an RF pulse was
applied. The amplitude of the voltage will decay exponentially characterized by the transverse
relaxation T∗2. This captured signal is called the free induction decay (FID) signal [26, 27].
2.2 MR Pulse Sequence Designs
The image contrast in NMR arises from tissues generating MR signals with different intensities
because of their physical properties [28]. Contrast weighting of the NMR signal is obtained by
the design of pulse sequences, which consist of repetitive trains of RF pulses [29, 30]. In this
section, the two most basic pulse sequences are described.
2.2.1 Gradient Echo (GE) sequence
In a gradient echo (GE) sequence (Figure 2.5), the FID signal is manipulated by a bi-polar
gradient [31, 32]. The excitation pulse tilts the magnetization by α degrees. If α is 90
◦
, the lon-
gitudinal magnetization is rotated in the transverse plane. The data is sampled during a gradient
echo at time TE (TE: echo time) after the excitation pulse. This gradient echo is achieved by
dephasing the spins with a negative gradient before they are rephased by an opposite gradient
with opposite polarity to generate an echo. The pulse sequence is repeated a number of times
to acquire the entire image. The time between two excitation pulses is called the repetition time
(TR). Changing the TR, TE, and flip angles of a GE sequence influences the contrast weighting.
T∗2-weighted contrast can be achieved by using small flip angles and a long TE and moderate
TR. By using large flip angles, a short TR and a short TE, a T1-weighted signal can be acquired.




Figure 2.5: Gradient echo sequence: The FID signal is manipulated by a bi-polar gradient,
resulting in a gradient echo at TE.
2.2.2 Spin Echo (SE) Sequence
With a spin echo (SE) sequence (Figure 2.6), pure T2-weighted contrast can be generated [26].
When a 90
◦
pulse rotates the magnetization into the transverse plane, the resulting FID signal
quickly decays due to the strong T∗2 dephasing. If after a time TE/2 a 180
◦
pulse is applied, the
spins will be flipped and start to rephase. After another time, TE/2, a measurable echo signal
is created. The spin dephasing due to static magnetic field inhomogeneities is compensated by
inverting the spins with the 180
◦
refocusing pulse. Consequently, the decay of the signal at time
TE will solely originate from the T2 relaxation. A SE sequence can also be used to generate




Figure 2.6: Spin echo sequence: At TE/2 the spins are flipped by applying a 180◦ pulse. The
rephasing spins give rise to a spin echo at time TE.
2.3 Image formation
2.3.1 Spatial Encoding
Spatial localization of the NMR signals is essential for the formation of MR images. Hence,
the subject is subdivided in voxels (volumetric pixels). The voxel-based encoding of the spatial
information is achieved by superimposing spatially dependent magnetic imaging gradients G =
[Gx, Gy, Gz] on the main magnetic field B0 [34]. Note that G is small relative to B0. By
successive application of the gradients G in three orthogonal directions, the NMR signal gets
encoded into a three-dimensional (3D) frequency space, from which an MRI image can be
reconstructed. Although the data can be directly encoded in three dimensions, the classical
approach is to encode the image in a number of 2D slices, resulting in a multi-slice image [20].
This multi-slice image is encoded in three consecutive steps:
Slice selection: During the RF pulses a slice-selective magnetic gradient field G is applied.
For simplicity, we assume that the magnetic gradient field is applied in the z-direction: Gz
(Figure 2.7). However, any slice orientation can be acquired by using a combination of the three
orthogonal gradients Gx, Gy and Gz . The linear magnetic gradient causes planes orthogonal to
the z-axis to have a different Larmor frequency:
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Figure 2.7: In 2D imaging, an image slice is excited using slice selective gradients.
ωL(z) = γ(B0 +GzZ). (2.15)
As a result of the spatially varying Larmor frequency in the z-direction, only the magnetization
vectors in a specific slice are in resonance with the RF pulses. Hence, only the magnetization
vectors in that specific slice will be excited (Figure 2.7). The features of this slice can be
manipulated by adjusting the gradient or RF properties. The position of the slice can be varied
by changing the carrier frequency of the RF pulse while maintaining the gradient strength. A
different region will now fulfill the resonant condition. The slice thickness is controlled by the
bandwidth of the RF pulses and the strength of the gradient. Using a stronger gradient or a





In practice, the RF bandwidth is held constant, and the slice thickness is varied by adjusting the
gradient strength.
Phase encoding: After the RF pulse, a time-dependent phase encoding gradient Gy is applied
for a given time, τ . After time τ , a localized phase difference will be accumulated by the
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magnetization vectors (Figure 2.8):
φ(y) = γGyyτ (2.17)
Frequency encoding: A frequency encoding gradient Gx is applied during read-out. The
application of this gradient results in a variation of the frequency of the spins across the x-
direction (Figure 2.8):
ω(x) = ω0 + γGxx. (2.18)
Figure 2.8: First (top line), an RF pulse is applied simultaneously with a slice-selective gradi-
ent Gz (line 2). The interaction of RF pulse with the protons in the excited slice lead
to MR signal. By combining the RF excitation with a gradient, the MR interactions
are restricted to a two-dimensional plane, slab or slice. Next, in line 3, phase en-
coding is applied in a direction orthogonal to the slice selection. This gradient en-
codes the MR signal in the phase-encode direction. In line 4, the frequency-encode
or readout gradient is applied in the third direction, and finally, line 5 shows the
time when the MR signal is measured or acquired. Note that this is during the
frequency-encode gradient but after the phase encoding.
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Figure 2.9: Illustration of phase and frequency distribution after the 2D encoding. The mag-
netization vectors accumulate a y-position dependent phase by application of a
phase encoding gradient. The frequency encoding gradient changes the resonance
frequency of the magnetization vectors according to their x-position.
The effect of phase and frequency encoding on the magnetization is shown in Figure 2.9 with
each dotted box representing a voxel. When the phase-encoding gradient is turned on, we
have the condition illustrated in the columns along the y-axis. As shown, the signals from the
individual voxels are different in terms of their phase relationship. In other words, the signals
are phase-encoded. When the frequency encoding is applied, which in this case is along the
x-axis, each voxel is located in different field strength and is resonating at a frequency different
from all of the others. The resonant and RF signal frequencies increase from the left to right, as
shown in Figure 2.9. All of the signals are emitted at the same time and mixed as a composite
echo signal. Therefore, the magnetization in each voxel is spinning at a different rate with speed
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increasing from bottom to top. This happens at the time of the echo event when the signals are
produced. Later, the reconstruction process will sort the individual signal components.
The signals acquired with the signal encoding described above is collected in k-space [35, 36]..
Each phase-encoding gradient strength fills one row of k-space. To emphasize, each row of
k-space is reserved for signals with a specific degree of phase-encoding. The degree of phase-
encoding is determined by the strength and duration of the phasing gradient applied during
each cycle. Therefore, the phase-encoding process must be repeated depending on the size of
k-space and that is determined by the image matrix size in the phase-encoded direction.
When using a 3D sequence, an additional dimension has to be spatially encoded by phase
encoding. Therefore, not only a gradient in the y-direction (Gy) but also a gradient in the
z-direction (Gz) is applied for a certain amount of time ∆tz before the frequency encoding
step. Using this 3D approach, the MR signal is obtained from all spins within the scanner and
therefore the SNR increases in comparison to a 2D approach with only a restricted amount of
spins. Nevertheless, more repetitions are required to get the entire volume, resulting in longer
acquisition times. Furthermore, some sequence designs may not even be possible in 3D due to
the specific absorption rate (SAR) limitations.
2.3.2 k-space and image reconstruction
The received signal is the sum of all precessing magnetization vectors. The 2D encoded signal

















with t the time between two acquired data points or ’dwell time’. equation 2.19 is easily extend-
able to 3D encoding. equation 2.19 describes the Fourier relationship between the image data
ρ(x, y, z0) and the measured k-space data S(kx, ky). After the k-space is sampled at sufficient
frequencies (kx, ky), an inverse Fourier transformation F1 is used to compute the 2D image
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from the acquired data (Figure 2.10) [38].
Figure 2.10: The corresponding image can be reconstructed from the k-space data by using a
discrete Fourier transform. Only the magnitude of the complex-valued k-space
and image is shown.
Many schemes to sample this k-space have been developed, each with their strengths and lim-
itations [39, 40]. In this thesis, all the data is acquired with a Cartesian sampling scheme.
The specific k-space trajectory used to fill the Cartesian grid will depend on the sequence.
Sequences are either single or multi-shot. In single shot sequences the complete k-space is
obtained after one RF excitation (the 90
◦





bination in a SE sequence). In multi-shot sequences, only a part of k-space is obtained after one
RF excitation. Hence, several separate RF excitations are needed to acquire complete k-space.
Typically a 256×256 matrix image is acquired, which require 256 MR excitations which will
take 256 × TR ms.
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Figure 2.11: Trajectory in k-space for the SE sequence. A slice is selected using a gradient
along z-direction (Gz), the k-space is traversed using the frequency-encoding (Gx)
and phase-encoding (Gy) gradients. The grey dashed lines indicate traveling in
the k-space without sampling; the black dots indicate the sampled points.
In Figure 2.11, the k-space trajectory of a spin-echo sequence is shown. Each signal is the
first slice encoded along the z-axis (i.e. perpendicular to the figure) during the 90
◦
pulse.
Starting in the centre of k-space, the trajectory is moved to the lower bound of the k-space by
shortly applying a negative phase-encoding gradient Gy. A frequency encoding gradient Gx
moves the trajectory to the lower right corner. During 180
◦
pulse and slice selection gradient,
the trajectory moves to the upper left corner of the k-space. A positive frequency-encoding
gradient Gx moves the trajectory to the right while the MR signal is being acquired. In order to
fill the k-space completely, this is repeated with increasing phase-encoding gradient strength.
The complete data set in k-space is reconstructed to the corresponding image data by using a




In MRI, a compromise has to be made between the acquisition time and the image quality. The
acquisition time is dependent on several factors such as the number of signal averages NSA, the
repetition time of the sequence TR, the number of phase encoding steps NPE and the number of
slices Ns:






with NPE/TR the number of phase encoding lines that are acquired within one TR and Ns/TR




So, each MR protocol and its sequence parameters have to be optimized as a function of the
subject and pathology.
2.4.1 Spatial resolution
In MRI, the spatial resolution of an image is defined by its voxel size ([∆x,∆y,∆z]). The
through-plane resolution is defined by the slice thickness of ∆z. The in-plane resolution is
defined by:
 ∆x = FOVxNFE∆y = FOVyNPE (2.22)
with NFE the number of frequency encoding steps, NPE the number of phase encoding steps
and FOV the field of view which refers to the distance over which an MR image is acquired or
displayed. The matrix size is given as NFE × NPE . The through-plane spatial resolution can
be increased by decreasing the slice thickness. This can be done by using a stronger gradient
or a narrower RF pulse bandwidth. Thinner slices are less susceptible to partial volume effects,
i.e. many voxels will consist of a mixture of signals from different anatomical structures. In
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addition, thinner slices will contain fewer spins and thus emit less signal. Moreover, decreasing
the slice thickness increases the number of slices needed for full coverage of the subject, which
in turn might increase the acquisition time. In practice, the voxel size is limited by the gradient
strength, acquisition time and targeted SNR.
2.4.2 Spatial resolution and k-space
In Figure 2.12 the relationship between the k-space, image resolution and FOV is visualized. To
avoid loss of image information, the sampling interval, i.e. the distance between two acquired
k-space points (∆kx and ∆ky) has to satisfy the Nyquist criterion. Furthermore, the k-space
sampling is finite: the signal S(kx, ky) is not sampled for |kx|> kmax,x and |ky|> kmax,y
with kmax,x = (NFE/2)∆kx and kmax,y = (NPE/2)∆ky the maximum frequency sampled
in frequency and phase encoding direction, respectively. Therefore, according to the Nyquist








with FOVk,x = 2kmax,x and FOVk,y = 2kmax,y. Since FOVx = NFE∆x and FOVy =







Figure 2.12: Relationship between k-space sampling and image resolution and FOV. From a
fully sampled k-space (a) the corresponding MRI image (b) can be computed.
Undersampling the k-space (c) results in aliasing in the image space (d). De-
creasing the maximum sampled frequency (e) decreases the spatial resolution of
the corresponding image (f).
In Figure 2.12(c-d) the inverse relationship between the spacing of the data samples (∆kx,y)
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and the FOV is shown. When the spacing between the acquired data points is increased, the
resulting image will have the same voxel size, but the FOV will be smaller. Since the Nyquist
criterion is not fulfilled, edges of the brain which fall outside the smaller FOV will wrap over
the sides of reconstructed images. This phenomenon is called aliasing. In modern clinical
MR imaging, aliasing only occurs in the phase-encoding direction. Aliasing in the frequency-
encoding direction is not usually a problem since it is eliminated by signal oversampling or
bandpass filtering before reconstruction of the image [42]. Figure 2.11(e-f) visualizes the in-
verse relationship between voxel size and the range of sampled frequencies in k-space. The
sampling rate and spacing (∆k) are kept constant, while theNPE andNFE are reduced, which
reduces the maximum acquired frequency kmax as well. This manipulation of k-space results in
an increase of voxel size (∆x,∆y). Thus, sampling high frequencies in k-space are required to
achieve a high spatial resolution in MRI.
2.4.3 Signal-to-noise ratio
The acquired MRI signal intensity is corrupted by noise. This noise originates from the pa-
tient’s body (human tissue can conduct electricity) and the receiver circuit of the scanner, which
causes random fluctuations in the electrical current. In turn, these electrical fluctuations gener-
ate fluctuating magnetic fields which induce a noise voltage in the coil [43]. The signal intensity
depends on the specific sequence and sequence parameters, as well as on the spatial resolution
or voxel dimensions [44]:
signal ∝ ∆x∆y∆zFsequence, (2.25)
with Fsequence a sequence-dependent factor, which calculates the influence of the relaxation on
the signal. Hence, Fsequence depends on the sequence parameters such as TR and TE (see section
2.2). Furthermore, the signal will also increase with increasing magnetic field strength as the
excited magnetization, and thus, the observed signal is larger.







With NSA the number of signal averages. The bandwidth corresponds to the range of fre-
quencies captured during the read-out. The speed of k-space traversal is proportional to the
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bandwidth. Hence, a larger bandwidth means that more information can be collected in a single
read-out, speeding up the acquisition.
However, the thermal noise power in the coil is proportional to the bandwidth, which means
that increasing the bandwidth leads to increasing the noise level [46]. On the other hand, a
low bandwidth tends to cause chemical shift artefacts [45, 47]. The bandwidth can be set on
the scanner and will depend on the readout gradient strength and the data sampling rate. The
type and quality of coils will also have a high impact on the noise level. Combining these







Since ∆x, ∆y and ∆z define the spatial resolution, and NSA, NPE and NFE define the ac-
quisition time, one can state that the SNR depends on the spatial resolution and the acquisition
time [49]:
SNR ∝ (voxel size)
√
acquistion time. (2.28)
Thus in MRI, there is a trade-off between the spatial resolution, SNR and acquisition time of
the images. After the image is acquired, the SNR of the image is typically calculated by taking





If there is no significant enough homogeneous region in the image, instead of the standard
deviation of the signal, the standard deviation of the noise (the background) is used.
2.5 Quantitative MRI
MRI is a widely used modality for the visualization of internal structure owing to its excellent
contrast resolution. Generally, MRI images are qualitative in nature that are interpreted by a
skilled observer. This means that the image contrast is weighted towards tissue properties and
the scanner parameters such as receiver gain, RF pulsed and image scaling. Also, the con-
trast may depend on experimental conditions such as the B0 homogeneity in a GRE sequence.
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This is acceptable for qualitative analysis but prevents proper quantitative analysis of the tissue
parameters. The quantification (or measurement) of tissue parameters with MRI would sub-
stantially increase the reproducibility of the research into biological changes in disease, and
their response to potential treatments. This can change the MRI from just taking pictures that
are subjective in nature to actual measurements which are meaningful. These measurements
(T1, T2 etc.) reflect the actual biological changes happening in the tissue, e.g. increased T2 re-
laxation time due to oedema as a result of myocardial infarction. In quantitative MRI (qMRI),
qualitative images are replaced by quantitative parameter maps. These quantitative parameter
maps appear as the weighted images but each voxel value provides tissue-specific T1 and T2
values rather than representing signal intensity on an arbitrary scale [24].
2.5.1 T∗2 Mapping
T∗2 relaxation refers to the decay of transverse magnetization seen with GRE sequences. It is one
of the main determinants of image contrast and forms the basis for many MR applications. Most
techniques for T∗2 mapping are based on multi-GE sequences, acquiring a series of gradient
echoes by successive inversion of the readout gradient.
Magnetic field inhomogeneities from susceptibility differences among tissues and materials
cause faster T∗2 relaxation, leading to signal intensity loss on GRE images. Magnetic field in-
homogeneity can be macroscopic (intervoxel, which is constant across a voxel) or microscopic
(changing within a voxel). Macroscopic inhomogeneity can be caused by deoxyhemoglobin
in tiny veins, by air-tissue interfaces, or by metallic implants. Causes of microscopic inhomo-
geneity include paramagnetic contrast agents, blood products, or iron deposits.
T∗2-based imaging includes making GRE sequences more sensitive to T
∗
2 decay by changing
user-selectable parameters such as TE, flip angle, and TR in an appropriate way. T∗2 decay due
to dephasing starts with the excitation and progresses with time. The longer the TE, the greater
the signal loss. Hence, as TE increases, T∗2 sensitivity of the GRE sequence increases because
of more dephasing. With a low flip angle, excitation longitudinal magnetization remains close
to the fully relaxed state, independent of different T1 values. Hence, a low flip angle reduces the
T1 influence, and the T∗2 differences become dominant. A long TR also reduces the T1 effect.




Figure 2.13: Graph shows T2 and T∗2 relaxation curves. T∗2 is shorter than T2
With these T∗2-weighted sequences, the lesion, structures, or areas of dephasing are shown as
dark areas, leading to their detection or characterization. In GRE sequences, there is no 180◦
refocusing pulse and these dephasing effects are not eliminated. Hence, transverse relaxation
in GRE sequences (i.e, T∗2 relaxation) is a combination of “true” T2 relaxation and relaxation
caused by magnetic field inhomogeneities. T∗2 is shorter than T2 (Figure 2.13) and their rela-
tionship is expressed in section 2.1.3.The reported values of T∗2 and T2 in literature [51] are
shown in table 2.1.
Tissue Type Relative Spin Density T∗2 (ms) T2 (ms)
Gray Matter 83 65 100
White Matter 71 78 80
CSF 100 2000 2200
Table 2.1: T∗2 and T2 values in different brain structures at 1.5T as reported in literature
Various applications for the acquisition of T∗2-weighted images have been described, such as
the detection of haemorrhagic lesions in traumatic brain injuries [52], the assessment of vas-
cular fragility via detection of microbleeds [53], and the investigation of neurodegeneration
with brain iron accumulation [54]. Several studies employ quantitative MRI (qMRI), directly
measuring local T2 and T∗2 values. Applications comprise the investigation of tumour vasculari-
sation [55], the measurement of the cerebral oxygen extraction fraction and the cerebral venous
blood volume [56], the detection of superparamagnetic iron oxides [57], the investigation of
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patients with Parkinson disease [58, 59], the measurement of the age dependence of iron accu-
mulation in the basal ganglia [60], and the investigation of patients with amyotrophic lateral
sclerosis [61].
Furthermore, simultaneous mapping of T2 and T∗2 and derivation of T
′
2 values has been used
for the measurement of brain iron contents in Parkinson patients [62], the assessment of iron
concentrations and tissue metabolism in Multiple Sclerosis [63], and the investigation of deoxy-
haemoglobin levels and oxygen extraction fractions (OEF) in acute stroke [64].
2.5.2 T2 Mapping
SE is the most commonly used sequence for quantifying T2 relaxation. As discussed in Section
2.2.2, the amplitude of a spin-echo depends on the echo time (TE) and on the tissue charac-
teristics M0, T2 (see equation 2.14). Multiple images are acquired with different TEs, and a
voxel-wise fitting is performed to find the best combination of T2 and M0. Notably, this as-
sumes that the longitudinal magnetization fully recovers during the TR. This approach often
yields very accurate T2 values and is considered the gold standard if spectroscopic SE is not
available. However, acquiring multiple SE images increases the scan time considerably. For
example, to acquire a T2 map with a SE sequence of a matrix size 256×256; with a TR of
4s and only two echo times TE. The resulting acquisition time is approximately 34 min (TR
x Number of Lines x Number of TE). Acquiring two echoes also affects the accuracy of the
fit and requires more TEs. Therefore 16 echoes are commonly used, which linearly scales the
acquisition time to 4:32h.
To accelerate the acquisition, a Carr-Purcell-Meiboom-Gill (CPMG) [65] sequence can be used
to sample all echoes within a single TR by applying multiple 180
◦
refocusing pulses. The
example above would then result in an acquisition time of 17 mins (TR x Number of Lines),
which is much shorter in comparison to SE’s acquisition time. This approach has become the
standard for quantitative T2 mapping but is still rarely used in clinical routine.
However, the CPMG sequence has various other limitations. The sequence requires a homoge-
neous B1 field and ideal (rectangular) slice profile in order for the refocusing pulse to rephase
the spins. This is important as the signal model is applied under the assumption of perfect
refocusing. Since these requirements are difficult or even impossible to achieve, the acquired
signal diverts from the signal-model. An additional T1 related signal is superimposed on the
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mono-exponential decay, which is called stimulated echo and causes an overestimation of T2.
Several methods were proposed to mitigate this effect, for example by ignoring the first echo
[66], estimating and removing the systematic bias [67] or directly fitting the stimulated echo
signal model [68–70].
Alternatively, various other sequence designs can be used to estimate T2, e.g. by using a GRE
acquisition. A T2 magnetization preparation is used in such sequence with 180◦ refocusing
pulse to ensure T2 contrast. Again, this has to be repeated for various different T2 weightings
and the corresponding signal model has to be fitted to this series of images. This approach is
still sensitive to B1 inhomogeneity and is influenced by T1 but showed good results in cardiac
imaging [71]. A major advantage of the method is that it only requires a 180◦ pulse in the
magnetization preparation but not in the actual acquisition of the image. Therefore, it can be
used as a 3D sequence without exceeding SAR limitations.
T2 mapping has been used in cardiac [72, 73] and musckloskletal [74–76] applications. In
addition, various studies have demonstrated the importance of T2 mapping to study various
neurological conditions such as stroke [64], epilepsy [77], multiple sclerosis , tumor detection
[78] and Alzheimer’s disease [79] .
2.6 Accelerated Quantitative MRI
As described before, image acquisition in MRI requires acquiring multiple lines of k-space
that subsequently result in long scan times. This limits the application of qMRI in clinical
settings. Various attempts have been made to address the inherent slow acquisition of MRI. In
the following sections, some of these approaches are presented.
2.6.1 k-space and Sequence Sampling Techniques
Throughout the history of MRI there have been innovations which have tried to overcome the
limitation of the repeated repetition times, including echo planar imaging (EPI) [80], rapid ac-
quisition with relaxation enhancement (RARE, also known as fast or turbo spin echo) [81], and
fast low angle shot imaging (FLASH) and its variants [82]. Rather than the simple acquisition
described above, where only one line of k-space is acquired from one gradient or spin echo per
repetition time, these techniques use multiple RF pulses or gradient refocussings to generate
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multiple echoes and acquire multiple lines of k-space per repetition time.
Further acceleration can be achieved by using the Gradient- and Spin-Echo (GRASE) tech-
nique, which generates multiple gradient echoes on top of a spin echo [83]. The first portion
consists of typical spin-echo excitation steps and is followed by both frequency- and phase-
encoding gradients to produce multiple gradients and spin echoes. Subsequent refocusing
pulses with accompanying gradients can be applied until k-space is filled. Moreover, the ad-
dition of gradient echoes may lead to unwanted sensitivity to magnetic field inhomogeneity
(B0) and susceptibility differences (T∗2). These techniques accelerate the acquisition of the
full k-space coverage demanded by the Nyquist criterion and can therefore still be regarded as
accelerated fully sampled acquisitions.
Interleaved slice sampling is a widely used acceleration technique in 2D imaging. Sequence
designs with a short acquisition but long TR (e.g. spin-echo) have a long unused delay until an-
other excitation is performed. Interleaved slice sampling exploits this down-time and performs
the data acquisition of other slices. Finally, prior knowledge can be used to reconstruct images
from reduced k-space data. Probably the simplest of these methods is partial Fourier imaging
[84, 85]. In partial Fourier imaging, it is assumed that the image phase varies slowly over the
FOV. Data acquisition is performed asymmetrically, covering a little bit more than half of k-
space. The image phase is estimated from a small part of fully sampled data around the k-space
origin, and the conjugate symmetry of the Fourier transform is used to estimate a real-valued
image.
2.6.2 Parallel Imaging (PI)
The basic idea of PI is to employ several independent receiver coil elements in parallel to reduce
the number of phase-encoding steps. Thus, a certain amount of the spatial encoding originally
achieved by the phase-encoding gradients is now substituted by evaluating data from several
coil elements with spatially different coil sensitivity profiles. Thus it is possible to compensate
for the missing k-space data by exploiting this additional spatial information from the coil sen-
sitivity profiles. Related methods are usually categorized to be either proposed in image space
or in k-space. While the general methodology was already published in the late 1980s [10, 86]
the first clinical applications were established in 1999 as the SENSE (sensitivity encoding) [8]
and the SMASH (simultaneous acquisition of spatial harmonics) [87] algorithm, respectively.
Since then, both methods have been further improved to utilize the data of undersampled k-
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space even more efficiently [9, 88, 89].
2.6.2.1 SENSE
For discrete Cartesian sampling, given the unknown image x and the measured signal y, the
image reconstruction can be written as a linear operation:
y = Ax. (2.30)
For fully sampled k-space, the matrix A is square and has full rank. If known prior to recon-
struction, the matrixA can be extended by a matrix S containing the sensitivity-weighting coef-
ficients from all available receiver coils. Given the multiple coil measurements y = [y1, ..., yC ],
B the undersampling mask and F the Fourier transform, equation 2.30 takes the form:
yc = BFScx (2.31)
where
A = [BFS1; ...;BFSC ] (2.32)
With multichannel coils, the number of rows in A now exceeds the number of columns. Hence
the system of equations becomes over-determined, and a direct inversion of A is not feasible.
However, a good solution in the least-squares sense can often be achieved by the Moore-Penrose
pseudoinverse:
x̂ = Ây Â = (AHA)−1AH (2.33)
where H is the adjoint, i.e. the transposed matrix with each entry replaced by its complex con-
jugate. If the sensitivities of the individual elements contribute a sufficient number of linearly
independent row vectors in A, the additional information can be exploited for undersampling.
This is the basic strategy behind SENSE [8]. With ideal coil configuration, the method allows
for data reduction or acceleration factors (R) up to the number of coil elements. In practice,
however, the achievable acceleration is usually much smaller due to linear dependencies of the
profiles or the independence of each coil elements. If the coil sensitivities from receiver coils
are highly correlated, the unfolding of the aliased pixels will be hard, which reduces the SNR
of the SENSE reconstruction.
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2.6.2.2 Estimation of coil sensitivity profiles
PI methods exploit spatially varying coil sensitivity profiles, therefore, requiring knowledge of
the underlying profiles S. Unfortunately, the sensitivities are not only dependent on the coil
design, but also the dielectric properties of the object within the FOV. As these conditions may
change between different experiments, the coefficients have to be recalibrated for every patient
and setup. Good estimates of S can be acquired in a preparation scan, where the reconstructed
images of the array coil are divided by the image of the whole-body volume coil [86]. However,
the inherent additional scan time spoils the original effort of acceleration. Also, patient move-
ments and body fluids may spoil the accuracy of the coil profiles with respect to subsequent
scans. To avoid these limitations, most current PI implementations employ so-called autocali-
bration methods. Hereby, a small region in the center of k-space is sampled at full Nyquist rate
(Figure 2.14) [90, 91]. The lines can subsequently be filtered, and inversely Fourier transformed
to create low resolution images for every coil element. Depending on the implementation, coil
profiles may subsequently be taken from low-order polynomials, fitted to the individual im-
ages. A variety of other estimation methods have been proposed [92, 93], including methods
that jointly estimate the sensitivity maps and the image [94, 95].
Figure 2.14: Auto-calibration: From a fully sampled centre, low-resolution images can be cal-
culated. Division by a Root sum of squares (RSS) image and post-processing
yields approximate coil sensitivities.
2.6.2.3 GRAPPA
Generalized Autocalibrating Partially Parallel Acquisition (GRAPPA) assumes that a missing
k-space sample (target sample) can be interpolated by a linear combination of its neighbours
and its representation in all receiver coils (source samples) as is illustrated in Figure 2.15. This
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prior knowledge is used to retrieve missing k-space lines by first training this linear dependency
(autocalibration), and second, use the previously learned dependencies to synthesize missing k-
space points. Here, the weights are not determined by a fit of the coil sensitivities, but instead
by a direct fit of some measured signal lines against one [90] or more [89] reference lines
also known as an autocalibration signal (ACS). Because inaccurate calibration might lead to
cancellation artifacts, coil-by-coil reconstruction [96] was introduced. Here, the missing data
points are recovered for each channel and then combined with the actually measured data. The
completed data set can then be reconstructed by applying an inverse Fourier transform for each
channel, followed by a root sum of squares (RSS) reconstruction. Thus, no signal energy is lost
in a linear combination of the channels. All these advancements were finally integrated into the
GRAPPA algorithm [9], where the combination of coil-by-coil reconstruction with a variable
density sampling scheme has the additional advantage, that the reference lines can be directly
incorporated into the reconstruction, thus increasing the SNR.
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Figure 2.15: GRAPPA: Undersampled k-space data are collected from each coil. Step 1: For
GRAPPA calibration, several additional lines are collected at the center of k-
space (the ACS region) to estimate the GRAPPA weights. The kernel (outlined
by the gray box) consisting of some source points (blue circles) and target points
(yellow circles) defines the neighbourhood of k-space points that will be used
for the GRAPPA reconstruction. Although not shown in the diagram, the kernel
uses source points from all coils to synthesize target points in one coil. Step 2:
The GRAPPA kernel is applied to fill in the missing k-space data from each coil
to produce fully sampled single-coil data. All missing data from all coils are
reconstructed from neighbouring k-space data. Figure adapted from Hamilton et
al. [1].
Further developments include the extension to 2D acceleration in 3D imaging [97] and to dy-
namic imaging [98]. Various extensions and similar algorithms based on the k-space locality
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principle have been proposed for non-Cartesian imaging. [99, 100].
2.6.2.4 Self-Consistent Parallel Imaging
Iterative self-consistent parallel imaging (SPIRiT) [101] combines SENSE and GRAPPA. Like
GRAPPA, SPIRiT uses k-space kernels to recover missing information by exploiting correla-
tions between neighboring k-space points. However, the reconstruction is framed as an inverse
problem like SENSE. The calibration consistency equation is independent of the sampling pat-
tern. The SPIRiT reconstruction is typically initialized with the zero-filled and undersampled
k-space, and the optimization problem is solved iteratively. The algorithm moves toward a so-
lution that minimizes and balances the errors between two terms: calibration consistency and
data consistency
The first error term is calculated using a k-space convolution kernel or SPIRiT kernel and is
called the “calibration consistency” term. Traditional GRAPPA enforces calibration consis-
tency only between synthesized points and the acquired points in their associated neighbor-
hoods. Whereas SPIRiT expands the notion of consistency by enforcing consistency between
every point on the grid and its entire neighborhood across all coils. It is important to empha-
size that the notion entire neighborhood includes all the k-space points in all coils, whether
they were acquired or not. This process is visualized as convolving or sliding the SPIRiT
kernel throughout k-space. An example of a kernel is shown in Figure 2.16, which includes
both collected and missing k-space points. Like GRAPPA, SPIRiT requires ACS to estimate
the SPIRiT kernel coefficients. The difference between SPIRiT and the traditional GRAPPA
weights is that SPIRiT kernel is independent of the actual k-space sampling pattern and is the
same for all k-space points.
The second term in the optimization enforces consistency with the undersampled data and is
called the “data consistency” term. In other words, the reconstruction is allowed to recover
missing k-space points, but it should not change the acquired data points. At the originally
sampled k-space positions, the difference between the reconstructed data and acquired data
should be zero [1].
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Figure 2.16: SPIRiT:A 3×3 SPIRiT kernel (left) is defined where each target point (shown
in yellow) is expressed as a linear combination of all surrounding grid points
(shown in blue). Step 1: The SPIRiT kernel is calibrated using a fully-sampled
region near the center of k-space. Step 2: Then, a solution is found that satisfies
the SPIRiT kernel relationships and is consistent with the acquired data (Step
2).Figure adapted from Hamilton et al. [1].
2.6.3 Compressed Sensing
Compressed sensing (CS) is an emerging area in signal processing and information theory
which has recently attracted much attention. The idea behind CS is that sparse or compress-
ible signals can be acquired in an efficient way by applying compression already in the data
acquisition process. According to CS theory, sparse or compressible signals can be recovered
from fewer samples than required by the Shannon-Nyquist sampling theorem [11, 12]. This is
achieved by applying an appropriate sampling scheme and reconstruction that employs signal
sparsity to recover the signal. Unlike PI approaches, k-space is incoherently sampled; thus,
noise-like artefacts appear in the image when a direct inverse Fourier transform is performed.
To remove the artefacts caused by the undersampling, iterative reconstruction is used (see sec-
tion 2.6.2.1: Equation 2.30), but with the addition of regularization that enforces sparsity by
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penalizing coefficients in some domain (e.g. Wavelet, finite difference) with a L1-norm:
min‖|Ψx‖1s.t.‖Ax− y‖2≤ ε (2.34)
where Ψ is the sparsifying transform. There are a number of sparsifying transforms introduced
in compressed sensing. Wavelet is one of the most commonly used transforms, which decom-
poses the image at different scales within three directions (vertical, horizontal, diagonal). In
addition, total variation, which enforces the sparsity of the image gradients, is emerging as a
popular method. The advantages of total variation include its simplicity, rotation invariance,
and capability of preserving edges and providing good image quality [102, 103]. Numerous
experiments have shown that total variation reconstruction is comparable to more sophisticated
schemes such as wavelet and x-let reconstruction [104]. Figure 2.17 shows sparsity of MR
images.
Figure 2.17: Sparsity of MR images. (a) Shows a sparse MR angiography image, where only a
few pixels indicating the blood vessels are with high intensity. Some MR images
are sparse in the transform domain. For example, (b) presents a brain MR im-
age, which is sparse in the wavelet domain, as shown in (c); or finite differences
representation, illustrated in (d).
Several methods combining CS and PI have been proposed to achieve higher acceleration, for
example, [105–108]. The problem to be solved can be expressed by modifying equation 2.34
to incorporate the sensitivity profiles, S, in the measurement matrix A.
One of the simplest approaches can be a SENSE type approach that explicitly utilizes the esti-
mated coil maps to fill the missing k-space points. [109–112]. Specifically, if the coil sensitivity
is known and given by the sensitivity Sc, where c = 1, ..., C, then the SENSE type compressed
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where B is the undersampling mask, F is the Fourier transform, x is the image to be recon-
structed and yc is the vector of k-space data. The optimization is the standard optimization
framework under sparsity constraint, so proximal optimization algorithms [13] can be used to
solve this problem. Two of these methods include SPIRiT [113] that operates in k-space and
ESPIRiT [108] that works in the image domain. These methods incorporate arbitrary k-space
sampling with L1-norm minimization to additionally enforce sparsity.
Blind compressed sensing approaches attempt to simultaneously reconstruct the underlying im-
age as well as the sparsifying transform from highly undersampled measurements. Ravishankar
and his colleagues pioneered two distinct approaches: synthesis dictionary learning [114] and
analysis transforms learning [115]. Sparsifying transform learning is effective and efficient in
applications, while also enjoying good convergence guarantees. Several important works have
been proposed in this context, which attempts at designing an adaptive framework for sparsi-
fying the MRI data. Otazo and Sodickson [116] proposed a method for adaptive compressed
sensing MRI using a similar framework. The combined reconstruction and dictionary update
problem was solved iteratively, where each iteration included two stages: (a) sparse recovery
and (b) dictionary update. In the first stage, the size and elements of the dictionary are fixed
based on a presumption, and then Orthogonal Matching Pursuit (OMP) algorithm is used for CS
reconstruction. In the second stage, the dictionary is updated using k-means singular value de-
composition (k-SVD) algorithm. The results of the proposed work reduced noise as compared
to traditional-CS methods, thereby lowering reconstruction artefacts of the image. Ravishankar
and Bresler [114] designed a novel framework of Dictionary learning MRI (DL-MRI) which
can simultaneously learn a dictionary and reconstruction MR image from highly undersampled
k-space data.
Dynamic MRI is a technique to acquire a sequence of temporally varying MR images such as
cardiac cine, perfusion, time-resolved angiography, functional MRI, etc. In dynamic MRI, there
exist significant redundancies along with the temporal directions, which can be utilized in vari-
ous compressed sensing approaches. Preliminary CS dynamic MRI approaches [117, 118] were
seemingly different from the classical k-t approach such as k-t (Broad-use Linear Acquisition
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Speed-up Technique) BLAST/SENSE [119]. Another method is known as k-t FOCUSS by Jung
et al. [109, 110] demonstrated significant improvement in the classical k-t BLAST/SENSE.
More specifically, by using incoherent sampling patterns, multiple iterations and the correct
weighting factor for the diagonal matrix, clear improvement was seen. This improvement orig-
inated from exploiting the sparsity into the spatio-temporal domain.
Compared to the standard compressed sensing approaches, k-space structured low- rank ap-
proaches such as SAKE [120], LORAKS [121], ALOHA [122, 123] are relatively new but
have significant potential in MRI imaging. These methods all rely on the low-rank property
of the Hankel matrix to reconstruct images. SAKE exploits correlation among the multi-coil,
LORAKS exploits finite spatial-support or smooth phase condition, and ALOHA reformulates
sparsity in the transform domain as low-rankness in Fourier domain. In the context of qMRI,
the presence of parametric dimension may offer additional means for acceleration. To formulate
the reconstruction problem, the parametric dimension is used as a source of a priori knowledge.
Various approaches employing sparsity constraints[124], low-rank approaches [125, 126] and
joint sparsity [127, 128] have been studied to accelerate parametric mapping.
Since CS MRI allows significant acceleration of MR acquisition, it has been extensively applied
for various clinical applications such as fast cardiac MRI [4, 129], whole heart MRI [112],
dynamic contrast-enhanced (DCE)-MRI [32], diffusion MRI [130], spectroscopic imaging, etc.,
that usually require significant acquisition time using standard methods.
2.6.4 Model-based Reconstruction
The framework of PI methods demonstrates how data acquisition can be accelerated by using
the combined data of different receivers to reconstruct a single aliase-free image from under-
sampled multichannel data. However, the general idea of exploiting complementary sources
of image information is not restricted to sensitivity profiles. In recent years, new techniques
have evolved that make use of several different kinds of prior information about data depen-
dencies or image properties. As discussed before, CS allows for data reduction by considering
the reconstructed images to be sparse in suitably chosen domains. Most recently, such sparsity
transforms were extended to the T1 and T2 parameter space and used for dictionary-based re-
constructions of corresponding maps [131] employing the OMP. Another strategy is to directly
describe sequence specific data-dependencies in a suitable model and then try to estimate the
correct model parameters from a set of (potentially undersampled) k-space samples [132].
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In a typical qMRI experiment, the tissue parameters of interest (θ) are obtained by acquiring
several images at different values of the acquisition parameters, e.g. echo time tn with n =
1, ..., N and performing a pixel-wise fit to the signal model f(θ, tn). Thus, in addition to
spatial encoding, the measurement involves a parametric encoding direction. Figure 2.18 shows
a typical T2 mapping experiment where the parametric encoding direction is represented by a
vector of echo time (TE).
Figure 2.18: T2 mapping experiment using spin echo sequence. Several images are collected
using different TE and T2 map is obtained by fitting the signal intensities accord-
ing to the signal model mentioned in equation 2.14
Instead of first reconstructing the images and then later deriving the parameters of interest,
the signal model can be integrated into the reconstruction, which can potentially enable the
reconstruction of parametric maps from fewer data. Hence the reconstruction problem from






‖BFScf(θ, tn)− yc,n‖2 (2.36)
The inversion problem in equation 2.36 is usually nonlinear and possibly with multiple local
minima, which require good initialization and the application of additional constraints to obtain
accurate parameter maps. Prior knowledge can be incorporated in the reconstruction by apply-
ing further constraints or penalty terms in addition to the data consistency term in equation 2.36
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denoting the penalty function with R(θ, tn) and the corresponding regularization parameter λ






‖BFScf(θ, tn)− yc,n‖2+λR(θ, tn) (2.37)
Equation 2.37 represents a generalized model-based problem. To stabilize the solution, differ-
ent penalty functions can be used for regularization. A common choice of constraint is the l2
norm of the estimate, which is known as Tikhonov regularization. Additional prior knowledge
like the estimate of the spatial support of the signal can be used as regularization. Several
methods have been proposed to use analytical models or their linearization to constrain signal
evolution in the a parametric dimension which is mentioned below.
Earlier work utilizing model-based reconstruction for T2 mapping was proposed by Block et
al. [105] that employed a signal model and directly estimated parametric maps. Instead of
calculating any intermediate images, the proposed method estimated a spin density and a re-
laxivity map directly from the acquired k-space data using a numerical optimization technique.
This work was proposed for radial k-space, Sumpf et al. [66] extended this work for Carte-
sian sampling, which is most commonly used. An automatic gradient-scaling method to avoid
ill-conditioning of the inverse reconstruction problem was proposed along with a dedicated un-
dersampling pattern which minimizes the undersampling artefact. Further work included an
advanced signal model for T2 relaxation that accounts for contributions from indirect echoes
in a train of multiple spin echoes [69]. Tran-Gia et al. proposed an algorithm [133, 134] that
alternates between image space and k-space and fills up the missing k-space information by the
iterative (but still pixel-wise) fitting of model parameters. Recently, joint sparsity constraints
on the parameter maps were exploited to improve the performance of the iteratively regularized
Gauss-Newton method chosen for solving the nonlinear inverse problem [135] and have been
demonstrated for T1 mapping.
When the model-based reconstruction is combined with compressed sensing, the L1 regulariza-
tion is used to enforce signal sparsity. This means that additional constraints can be added to
exploit this sparsity and that sparse sampling schemes can be spatio-temporal. For this purpose,
the undersampling scheme should also be consistent with the spatiotemporal model. Exploiting
the spatiotemporal sparsity has been used in the cardiac and dynamic MRI and includes kt FO-
CUSS [110] and kt SPARSE SENSE [119] techniques. The concept has been further extended
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into quantitative MRI where the k-t principal component analysis was applied to generate para-
metric maps [128].
In addition, the model-based dictionary can be applied in a compressed sensing reconstruction
[136]. MR Fingerprinting [137] is a dictionary-based approach in which highly undersampled
pixel time courses are matched to a dictionary of possible time courses to derive T1 and T2
maps. While MR Fingerprinting does not rely on the image time series itself to be sparse,
this method uses the idea that the dictionary elements can be sparse which can be used to
represent the time course of each pixel [138]. In addition, various methods employ a signal
model directly in the reconstruction to constrain the resulting images or time courses to follow
a specific mathematical form [139–142]. Such approaches do not require the user to explicitly
calculate all of the possible elements to form a dictionary, which may allow improved results as
any values of the model parameters can result from the reconstruction (and not just those found
in the dictionary).
Model-based reconstruction methods for accelerating qMRI have been explored and applied in
this thesis, which will be discussed in Chapter 3,4 and 5.
2.7 Super-resolution
In many medical applications, high-resolution 3D images are required for early and accurate
diagnosis. However, due to acquisition time constraints and hardware limitations, achieving
this high spatial resolution is not always feasible. Therefore, several image processing tech-
niques to augment the spatial resolution a posteriori have been introduced [15, 143–146]. On
a standard MRI scanner, a basic interpolation (zero-filling) is available to decrease the voxel
size of the images. Although this facilitates the visualization, no new information is introduced
into the image [147]. Super-resolution reconstruction (SRR) techniques give the opportunity to
improve the spatial resolution of the acquired images [148] efficiently. In SRR, an unaliased
high-resolution image is estimated from a series of low-resolution images. The low-resolution
images are acquired in such a way that each low-resolution image contributes new information
to the reconstruction process. It is important to note that there is a difference between SRR and
SR restoration. Although the goal of both SR concepts is to recover high frequency information
that is lost or degraded during the image acquisition, the causes of the loss of high-frequency
information are different [143]. SR restoration, which was introduced in optics, refers to al-
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gorithms that mainly operate on a single image and attempt to recover information beyond the
diffraction cutoff frequency by extrapolation. In contrast, the SR reconstruction method tries
to recover the high-frequency components corrupted by aliasing. In this thesis, SRR based
methods have been used.
Several different methodologies are developed in order to recover the high-resolution informa-
tion from the acquired low-resolution data. These methodologies can be classified into two
different techniques [149]: frequency domain [150–152] and spatial domain [146]. First, the
limitations of MRI in acquiring high-resolution images with SRR as a potential solution will
be discussed. Later, model-based SR reconstruction, which was developed in this thesis for T2
mapping, will be discussed in Chapter 5.
2.7.1 Resolution challenges in MRI
As discussed in section 2.4, in each MRI experiment, a trade-off has to be made between the
spatial resolution, the SNR and the acquisition time. Although a high-resolution 3D image is
desired, 3D image acquisition is not always effective or possible. Therefore, it is most common
to acquire a set of 2D slices, i.e. a multi-slice image. Acquiring this image at high resolution
might allow observation of smaller details, but typically reduces the SNR, while a certain level
of SNR is required to distinguish the signal of interest from the noise. The SNR could be
improved by averaging over multiple acquisitions of the signal. However, this increases the
acquisition time, while this is costly, uncomfortable for the patient and induces motion artefacts
in the images. Moreover, the slice thickness is determined by the slice selection pulse, which in
turn is determined by hardware limitations coupled with pulse sequence timing considerations,
making the acquisition of thin slices not always feasible. As a result, multi-slice images are
often acquired with a high in-plane resolution, but relatively thick slices Figure 2.19. However,
these thick slices lead to large partial volume effects, which arise when two different tissues
occur within a single voxel.
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Figure 2.19: Schematic representation of a low-resolution image, which has a high isotropic
in-plane resolution and a slice thickness larger than this in-plane resolution.
Due to partial volume effects, the borders between different tissues are blurred in the low-
resolution image. The trade-off between spatial resolution, acquisition time and SNR can be
improved at acquisition level by techniques such as PI [8, 9, 153], CS [40] and simultaneous
multi slice (SMS) [85, 154]. An interesting complementary alternative is to use SRR.
2.7.2 Super-resolution reconstruction
In SRR, several distinct low-resolution observations of the same object are combined to re-
construct a high-resolution image. The first imaging domain in which SRR algorithms were
applied was video processing [152], where a high-resolution frame was created from consec-
utive frames where the object was moved by a subpixel amount through a simple translation.
The first application of SRR to MRI was reported in a patent filed in 1997 [155].
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Figure 2.20: The low-resolution k-space boundaries for the SR experiments by Herment et al.
[2003]. (a-c) Sampled k-space data from the three 3D MRI acquisitions, (d)
effective k-space sampling boundary. One of the first experiments with SR in MRI
was performed by Herment et al.[2003]
Their method combines partial k-space data, which are successively acquired by rotating the
acquisition matrix of highly anisotropic 3D magnetic resonance angiography (MRA) volumes
(Figure 2.20a-c). To reconstruct the image, the unknown regions contained in the compound
volume of the three k-space data volumes (Figure 2.20d) were zero-filled. The other parts of
k-space were weighted by the number of times the k-space region had been acquired. Next, a
Fourier transformation was used to calculate the high-resolution image. The results showed an
improvement in the spatial resolution, but only in the directions shared by the high-frequency
k-space data samples. The method has been useful for imaging tissues with specific direction
such as arteries, but not for brain imaging, where isotropic resolution is desired. Since then,
several attempts have been made to improve both the in-plane and the through-plane resolution
of MR images.
• In-Plane Improvement: The earlier SR methods [156, 157] focused on the improvement
of the in-plane resolution of MR images. To achieve this in-plane resolution improve-




Figure 2.21: SR experiment by Peled and Yeshurun [2001]. (a) Configuration for one low-
resolution image, pixel size: 2×4 high-resolution pixel units. (b) Eight low-
resolution images with subpixel spatial shifts, (c) High-resolution scan. Note that
only the frequency and phase encoding direction are shown
However, the validity of these methods was questioned by [158]. MRI images are
Fourier-encoded in the frequency domain (k-space), and the FOV in the spatial domain is
directly controlled by the choice of 1∆k (see section 2.4.2). Consequently, if the resolution
and FOV of the low-resolution images are identical, then the locations of the frequency
samples must be identical. The subpixel shift of the FOV in the in-plane direction cor-
responds with a linear phase modulation in the k-space. As a result, the shifted images
acquire no new frequency content. Since the images contain the same information, ex-
cept for measurement noise, it is not possible to improve the resolution. Greenspan et al.
[15] showed that similar in-plane resolution improvements as in [156] can be replicated
by using zero-padding interpolation. According to both [158] and [15], the apparent
improvement in the in-plane resolution was due to an improvement in the SNR.
• Through-plane improvement: As the through-plane resolution of multi-slice images is
often lower than the in-plane resolution; most SR methods focus on decreasing the slice
thickness and reaching voxel isotropy [15, 149, 159]. Unlike in the in-plane dimension,
the sampling rate in the through-plane dimension is usually too low, which causes the
slice selection process to create aliasing [84, 160]. This aliasing provides the basis for
using SRR algorithms to enhance the spatial resolution in the slice selection direction.
Various acquisition and reconstruction strategies for SRR in the slice selection direction
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have been proposed [144, 146, 148]. They will be discussed in the next section.
2.7.3 Acquisition strategies
In MRI, there is a consensus that resolution enhancement is not achievable in the in-plane direc-
tions since the Fourier encoding scheme excludes aliasing in the frequency and phase encoding
directions [158]. Therefore, the low-resolution images are acquired with a high isotropic in-
plane resolution and a slice thickness larger than this in-plane resolution (Figure 2.19). In
multi-slice acquisitions, increasing the slice thickness improves the SNR of the acquired im-
ages. Moreover, as fewer slices need to be acquired to cover the region of interest, in turn,
the acquisition time might be reduced. In order to recover the high-resolution information, the
low-resolution images need to contain complementary information about the object. Several
strategies can be adapted to acquire such a set of low-resolution images [146, 161].
Figure 2.22: Illustration of the (a) linear shifting and (b) orthogonal rotation experiment. For
the linear shifting, each low-resolution scan is shifted by a known subpixel dis-
tance along the slice-encoding direction. For rotation, each of the low-resolution
scans are rotated (90◦) across the common encoding direction.
• Parallel stacks acquisition: Several low-resolution images are acquired, shifted in the
through-plane dimension by a known subpixel distance [15, 106]. In Figure 2.22a the
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concept is shown for 6 low resolution images. To reach an isotropic resolution, a mini-
mum of M low-resolution images is needed, whereby M is the ratio between the through-
plane and in-plane resolution.
• Multi-orientated acquisition: Each acquired low-resolution image is rotated around
one or multiple encoded axes [149, 159]. In Figure 2.22b scheme where low-resolution
images are rotated about the phase encoding axis is shown. Rotation in image space re-
sults in rotation in the frequency domain. As such, acquiring the low-resolution images
with different slice orientations ensures that each low-resolution image covers a different
part of k-space. To ensure a short acquisition time, the minimal number of slice orien-
tations that maximally cover the k-space by rotating about the center is chosen. Both
parallel and rotated scan approaches have been shown to add information in the slice
selection direction. However, acquiring the low-resolution images with rotational incre-
ments results in a more effective sampling of k-space than by shifting the low-resolution
images by sub-pixel distances along the slice selection direction [148, 161]. It has been
discussed by Van Reeth and Tham [146] that the orthogonal scan combination has the
advantage of minimizing the redundancy between each acquired low-resolution image.
Moreover, some artefacts only occur in the phase encoding direction. Thus by rotating
the slice orientation around the phase encoding direction, rather than acquiring three or-
thogonal acquisition, the artefacts will be the same for each low-resolution image, and
easier to correct. However, further quantitative research is needed to define the most
efficient acquisition strategy
2.7.4 Applications
SRR has been successfully applied in anatomical [148, 159], functional [162] and diffusion
brain MRI [163–165]. One of the biggest application domains of SRR is fetal brain imaging
[165–169]. Typically, fetal brain images have a lower SNR than adult brain images because
the signal strength received by the scanner is relatively weak due to the large distance between
the fetal brain and the receiver coil. Furthermore, the fetus brain is much smaller than an adult
brain. An additional challenge in fetal MRI is the elevated motion of the fetal brain. In qMRI,
SRR reconstruction benefits from combining the parametric model with the SRR model. This
has been shown in T1 mapping [170] where the relaxation model was combined with the SRR
model allowing the direct estimation of a high-resolution T1 map from low-resolution images.
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However, the acquisition of multiple LR images results in long scan times (TA > 20 mins),
hence limiting its use for clinical applications. The work in chapter 5 aims to explore the
model-based reconstruction pertaining to SRR for accelerated T 2 mapping.
2.8 Image Quality Assessment
In order to assess the performance of the proposed method, the quality of reconstructed image
is compared with the ground truth or the reference image. The assessment of image quality
can be subjective or objective. The objective assessment can be done by comparing the test
image to a reference image or by just testing the image quality on its own when reference is
not present. There are so many image quality techniques largely used to evaluate and assess
the quality of images such as MSE (Mean Square Error), PSNR (Peak Signal to Noise Ratio),
SSIM (Structured Similarity Index Method) and FSIM (Feature Similarity Index Method) etc.
The mean squared error (MSE) is the most widely used and also the simplest full reference
metric which is calculated by the squared intensity differences of distorted and reference image
pixels and averaging them with the peak signal-to-noise ratio (PSNR) of the related quantity
[5]. RMSE is another type of error measuring technique used very commonly to evaluate the
error magnitude. It is a perfect measure of accuracy which is used to perform the differences
of forecasting errors from the different estimators for a definite variable [7] . RMSE is actually
the square root of the Mean Square Error. Both of these metrics are a full reference metric and
the values closer to zero are the better. Image quality assessment metrics such as MSE, PSNR
are mostly applicable as they are simple to calculate, clear in physical meanings, and also con-
venient to implement mathematically in the optimization context. But they are sometimes very
mismatched to perceive visual quality and also are not normalized in representation. With this
view, researchers have taken-into account, two normalized reference methods to give structural
and feature similarities. Structured similarity indexing method (SSIM) gives normalized mean
value of structural similarity between the two images. The SSIM range from -1 to +1 with 0=no
structural similarity and 1 for the identical image.
qMRI can produce highly valuable measures for applications in cancer diagnostics and treat-
ment planning, clinical trials, and preclinical research. However, long acquisition times associ-
ated with qMRI decrease its utility. The potential to accelerate MRI acquisition with minimal
effects on image quality is an exciting development for the future of radiology, and medicine as
a whole. Thus, the aim of the thesis is to explore and optimize accelerated methods for qMRI,
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which are discussed in Chapter 3, 4 and 5. This will transform the quantification of MR in




Accelerating T∗2 Mapping with
Maximum Likelihood Estimation
(MLE) and Parallel Imaging (PI)
3.1 Introduction
The clinical utility of conventional parameter mapping is limited due to the lengthy acquisi-
tion times. The acquisition of undersampled data is a potential solution for faster parametric
mapping. This can be achieved by either Parallel Imaging (PI) [8, 9] or by Compressed Sensing
(CS) [13] or a combination of the two. Various applications of these methods to accelerate MRI
have been discussed in Section 2.6.
In a typical quantitative MRI measurement, the tissue parameters of interest are obtained by
acquiring several images at different values of acquisition parameters (e.g. TE, TR, flip angle)
and performing a pixel wise model fitting. For this purpose, the magnitude of the acquired
signal is typically used, and parameters are estimated using non linear Least Squares (LS). This
approach assumes Additive White Gaussian Noise (AWGN) in the magnitude MR images.
However, it has been shown in [171] that the noise probability density instead follows a Rician
distribution which makes the conventional LS subjected to biased estimation. Two different
approaches have been previously used to address this: the first approach justifies the use of
LS as at high SNRs the Rician distribution approaches a Gaussian probability density function
(PDF) [172] however, it can introduce bias at low SNRs. The second approach implemented
a Maximum Likelihood Estimator (MLE) for retrieving relaxation parameters assuming Rician
noise. Since the correct noise model is assumed, the proposed estimator is able to avoid the
bias even at low SNRs [173]. In addition, the accurate estimation of relaxation properties using
MLE for phased array coil configurations over a wide range of SNR has been demonstrated
[174], albeit at the expense of increased computational time.
Multiple receiver coils have been used since the beginning of MRI [175], mostly for the benefit
of increased SNR.
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Over the years, a variety of methods for PI reconstruction has been developed (see section 2.6.2)
to accelerate the MRI acquisitions. These methods differ by the way the sensitivity informa-
tion is used. As discussed in Section 2.6.2.4, SPIRiT is based on the GRAPPA reconstruction
but also draws its inspiration from SENSE in the sense that the reconstruction is formulated as
an inverse problem in a very general way. The result is that reconstruction is the solution for
least-squares optimization. This chapter presents a method based on MLE that can estimate the
relaxation times in conjunction with SPIRiT. The approach is based on a high SNR assump-
tion such that the noise can be modelled as Gaussian and estimates the parameters from the
magnitude data. The method was tested on a multiecho gradient-echo (MEGE) T∗2 mapping
experiment in a phantom and a human brain with retrospective undersampling. T∗2 maps were
reconstructed up to an acceleration factor of 6 with a small error for the phantom and human
brain.
3.2 Theory
3.2.1 The Pixelwise T∗2 Relaxation Model
Here we consider the MRI acquisition system using a Gradient Echo imaging sequence. A time-
series of images which we denote in the vector format as xn ∈ CQ, (n = 1, .., N), represents
the magnetization responses forQ pixels at the nth time-frame. These magnetization images are
related to the set of tissue parameter maps θ through a pixelwise separable nonlinear function,
f(θ, t), in the following model equation:
xn = f(θ, tn) + εn (3.1)
where tn is the echo time (TE) in seconds and εn captures any deviation from the quantitative
model due to noise and other non-idealizations. Considering the magnitude of the image and
the selected sequence i.e., the response is sensitive to T∗2) and independent of T1, the set of
parameter maps θ(ρ,T∗2) consists of: the proton density map, ρ ∈ RQ; the T∗2 ∈ RQ map
representing the T∗2 spin-spin relaxation time per pixel.
These quantities control the exponential relaxation of the magnetization at each pixel, xn(q),
via the following expression in which f(θ(q), t), with a slight change of notation should be
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read as a pixelwise scalar nonlinear function:
xn(q) = f(θ(q), tn) = ρ(q) e
(−tn/T2∗(q)) + εn(q) (3.2)
3.2.2 SPIRiT
In this work, SPIRiT [101] is used as the PI method ( The code is available at https://
people.eecs.berkeley.edu/˜mlustig/Software.html). Assume, C coils are
used for data acquisition. Redefine xc,n as the matrix of images from all coils and echoes and
yc,n as the vector of acquired k-space data from all coils and echoes, Gc is the SPIRiT kernel as
explained in Section 2.6.2.4, F−1 as the inverse Fourier transform applied individually to each
coil and P as the undersampling operator. The SPIRiT operation can be expressed as:
x̂c,n = F
−1(Gc)xc,n (3.3)
where Gc is a series of convolution operators that convolve the entire k-space with the appro-
priate calibration kernels. The kernel is transformed into image space through Fourier operator
before applying to the image series xc,n. Applying the equation 3.3 on xc,n is the same as
attempting to synthesize every point from its neighborhood as used in GRAPPA but in image
space.
3.2.3 Pixelwise Maximum Likelihood Estimation (MLE)
Estimation theory indicates that ML estimate of parameters θ given the set of magnitude mag-
netization images {xn}N1 , consists of maximizing the following conditional probability distri-
bution P ({xn}N1 |θ):
θ̂ = arg max
θ
{L(θ|xn)} (3.4)





Modeling the deviations, εn, as complex independent and identically distributed Gaussian noise
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‖xn − f(θ, tn)‖2 (3.6)
3.2.4 SPIRiT MLE
In addition to the convolution through SPIRiT and the parameter estimation with MLE, consis-
tency with the data acquired is necessary. The data acquisition consistency is given by:
yc,n = BF (xc,n). (3.7)
In Cartesian acquisitions, the sampling mask B selects only acquired k-space locations and is
used to accelerate the image acquisition. In this case, B is fixed for all the coils and echos.
Various different types of sampling pattern can be used, i.e. uniform, variable density, or pseu-
dorandom patterns.
As described in section 2.5.2, the MEGE sequence is very susceptible to magnetic field inho-
mogeneity, that causes the phase of image xn ∈ CQ to have phase perturbations. In the case
where the complex image is used to estimate θ, phase perturbations appear as an artefact on the
estimated parameters. To mitigate this, the image was split into magnitude and phase, and ML
estimation was performed on the magnitude image only. The phase was added back to make
the image complex for data consistency step.
Since SPIRiT is a coil by coil autocalibrating operator it outputs the multicoil image xc,n that
can be converted into single image using root sum of squares. In this work, the MLE operation
is modified to output the image xn to cater the multicoil nature of the image. The ML estimator
uses the weighted LS that estimates proton density according to the sensitivity information of
the coils. With the image xc,n as the input, replacing f(θ, tn) with the monoexponetial decay
from equation 3.2 our ML estimator from equation 3.6 takes the following form:







where ρc is the PD, which is weighted according to coil sensitivities. The SPIRiT formulation
presented in this work can be solved with alternating projection [176]. The proposed approach
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applies PI and the MLE constraint iteratively with three sequential operations: (i) PI recon-
struction, (ii) MLE operation (iii) Promoting consistency with the data acquisition. Details of
the algorithm are as follows:
Algorithm 1: SPIRiT MLE
Data: k-space measurements {yc,n}, Gc,n (SPIRiT Operator)
Result: (ρc,T∗2)
x0c,n = F
−1yc,n ; ρc,T∗2 = randomly initialized ;
Optional Parameter: n-iter= Maximum number of iterations(default=25), Toll
Diff=reconstruction difference between two iterations (default=10−04) ;
while l< n-iter and ‖x(l) − x(l−1)‖2/‖x0‖2> Toll Diff do
SPIRiT Operation: x(l)c,n = F−1(Gc)x
(l−1)
c,n ;






Insert the Phase back: x(l)c,n = f(|θ|, tn). ∗ exp(li ∗ φc,n) ;




The proposed approach was demonstrated for T∗2 mapping in the custom made in-house phan-
tom. The MRI phantom consisted of 9 sealed 10 ml BD syringes (http://www.bd.com) con-
taining MnCl2 solutions with linearly increasing amounts of manganese ions (Mn2+) as a MRI
contrast agent. These MnCl2 solutions were prepared by diluting 1 mol/l MnCl2 stock solu-
tion (Sigma Aldrich, Gillingham, UK) with distilled water (Baxter, Thetford, UK) into 0.05,
0.07, . . . , and 0.21 mmol/l MnCl2 solutions which produced T∗2 relaxation rates in the range
of normal appearing brain tissue [24]. The phantom was placed on the headrest of the scanner
so that the syringes were oriented parallel to the main magnetic field. Before and between the
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experiments, the phantom was stored in the scanner room with a temperature of 20.0 1.5 ◦C
to reduce temperature-induced changes of the MnCl2 solution relaxation rates [24]. All mea-
surements were performed on a 1.5T clinical scanner (GE Healthcare, Waukesha, WI, USA)
using a 3D-enhanced fast gradient-recalled echo sequence with the following parameters (16
echoes, TR = 87 ms, FOV = 256mm, 256x256 matrix, readout bandwidth=31.56 KHz, flip
angle 15◦, 2mm slice thickness). The total acquisition time for acquiring 32 slices was ap-
proximately 18 minutes. Poisson disk undersampling mask was used as the sequence had two
phase-encodings to allow the 3D acquisition. Poisson-Disk sampling pattern provides even,
but random distribution of samples and is suited for CS & PI type reconstructions [177]. The
dataset was retrospectively undersampled by acceleration factors (R) of 2, 3, 4, 5, and 6 (see
section 2.6.2.1). The sampling mask consisted of an autocalibration region of 24 x 24 in the
ky–kz plane (Figure3.1).
Figure 3.1: Poisson disk undersampling mask for R=2. The white voxels indicate sampled k-
space location and black non-sampled locations. Sampling according to a Poisson-
disc distribution provides a high degree of incoherence and at the same time uni-
form distance between samples.
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3.3.2 Image Reconstruction and Analysis
All algorithms were implemented in Matlab and reconstructions were conducted on a standard
laptop with 4GB RAM and dual-core 2.60GHz CPU. A 7x7 SPIRiT kernel was calibrated from
the autocalibration region. The fully sampled dataset was multiplied by the mask to acquire
the undersampled k-space. The undersampled k-space was inverse Fourier transformed along
the readout direction to get the initial estimate image x0i,n. Following the SPIRiT operation,
T∗2 estimation was performed on a pixel-wise basis using the monoexponential decay signal.
To determine the error of the estimated T∗2 maps, the root mean square error (RMSE) was
calculated between the fully sampled and undersampled dataset. In addition, an ROI analysis
was performed for different compartments of phantoms, and T∗2 values were compared between
fully sampled and accelerated datasets.
3.4 Results
T∗2 maps estimated from the fully sampled, and undersampled dataset of the phantom recon-
structed using the proposed approach is shown in Figure 3.2. With the increase in the accelera-
tion factor, the error increased (bottom row) primarily for the compartments with the longer T∗2
values. For the compartments with the short to intermediate T∗2 values, the error is substantially
low for acceleration factors of 2,3 and 4. For the compartments with the longer T∗2 values, the
error is higher even for R=2. This can be attributed to the fact that the T∗2 values were high as
compared to the TR used (87 ms). The RMSE values also increased with the increase in the
acceleration factor with acceleration factor R=6 exhibiting the highest RMSE of 14.2 ms.
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Figure 3.2: MEGE T∗2 mapping with SPIRiT MLE. T∗2 maps of the fully sampled dataset and
from reconstructions with R=2,3,4,5 and 6. The corresponding difference of the
T∗2 maps between fully sampled dataset and reconstructions are shown below the
maps. The RMSE of each reconstruction is listed under each T∗2 map.
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The ROI analysis of the phantom compartments revealed that at shorter T∗2, the accelerated data
were comparable with the fully sampled dataset (Figure 3.3). For compartments, 1 to 6 which
have shorter T∗2 values, the fully sampled and accelerated datasets show very similar values.
For compartment 7, the error increased with the R=4, 5 and 6 demonstrating a relative error
of 3-5%. For compartment 8, the error is more pronounced with R=6 demonstrating a relative
error of 7% (mean T∗2 value for R=6 was 94 ms as compared to fully sampled 101 ms). For
compartment 9, similar results are seen where the mean T∗2 for fully sampled is 116 ms and 111
ms for R=6.
Figure 3.3: ROI analysis of the phantom to compare T∗2 values of a fully sampled and under-
sampled dataset from different compartments. (Top) T∗2 map with different labeled
compartments (Bottom) Bar chart showing mean T∗2 values of different compart-
ments for different acceleration factors.
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The above findings were also confirmed for in-vivo conditions. Figure 5.2 shows an axial
slice of the T∗2 from the fully sampled datasets and reconstructions with different acceleration
factors. Again, the undersampled datasets demonstrate increasing error with the increase in the
acceleration factor. Overall, the error is higher around the skull boundary and the CSF. The
acceleration factor 2 demonstrated the least error with an RMSE of 3.1 ms, for R=3, the RMSE
was 6.01 ms with R=6 showing the highest error (RMSE=25 ms).
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Figure 3.4: MEGE T∗2 mapping with SPIRiT MLE. T∗2 maps of the fully sampled dataset and
from reconstructions with R=2,3,4,5 and six shown. The corresponding difference
of the T∗2 maps between fully sampled dataset and reconstructions are shown below
the maps. The RMSE of each reconstruction is listed under each T∗2 map.
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3.5 Discussion
We have presented a fast T∗2 mapping method with MLE and the PI. The performance of the
proposed method was evaluated in the retrospective undersampling and comparison was made
with the fully sampled reference scan. A 6-fold reduction in imaging time can be achieved for
in-vivo T∗2 mapping (TA=3 minutes).
Phase variations are always present in the images because of hardware imperfection, suscepti-
bility, and motion. Since phase is an essential component of the MRI signal, correct reconstruc-
tion of the phase values is critical for the convergence and accuracy of image reconstruction.
While it is mathematically possible to estimate both phase and magnitude information using
the model-based CS method [12], additional constraints from pre-estimated phase maps can
reduce the degree of freedom in parameter estimation and improve the accuracy. A previous
study used fully sampled centre PE lines to generate a low-resolution phase map for the re-
construction [40]. However, spatial nonuniformity of the phase maps precludes from using
low-resolution phase images to constrain the reconstruction.
As mentioned above, due to the nature of the phase perturbations in the MEGE data, the T∗2
maps can be prone to artefacts if the phase is not accounted for. Figure 3.5 showed the impact
of phase perturbations when the image was not split into the magnitude and phase before pixel
wise non-linear least squares.
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Figure 3.5: (a) Fully Sampled magnitude image from a MEGE acquisition (b) Phase image
with different phase perturbations (c) Reconstructed T∗2 map (d) PD when the im-
age is not split into magnitude and phase.
As mentioned before, this proof-of-concept study aimed to evaluate the proposed algorithm in
the context of T∗2 with retrospective undersampling. However, determining the accuracy of the
technique in this context is a difficult task due to various reasons. Firstly, the unavailability of
the reliable ground truth for the phantom as the values change over the course of time and with
the temperature. This can be mitigated by the use of standardized phantoms (such as NIST
phantom [178]) or using the numerical phantoms. For that reason, the numerical phantom
which can provide ground truth will be used in the next chapter. Secondly, even if there is a
ground truth available there is no set standard of the accepted deviation from the ground truth.
To date, the work done in the realm of compressed sensing for MRI has evaluated the methods
based on different image quality metrics (see section 2.8) which is subjective. In addition, there
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is no literature indicating the acceptable range of the quantitative parameters in normal and
disease states. So, deriving a solid conclusion is not possible without involving the diagnostic
assessment from the radiologists that can determine the optimum image quality. However, this
still is not the very objective way to determine the accuracy and is an area that needs to be
explored further.
In this Chapter, the only magnitude of the image was used to estimate the parametric maps.
Chapter 4 will assess the importance of phase as a function of the degree of freedom in im-
proving the accuracy of the current method. In addition, prospective undersampling will be
employed to ascertain the performance of the approach in real clinical settings. The proposed
method can also be combined with an additional image sparsity constraint commonly used in
compressed sensing reconstructions [179]. However, tuning reconstruction parameters with
multiple constraints needs to be further studied. The benefits of joint reconstruction using mul-
tiple constraints also need to be investigated.
3.6 Conclusion
The aim of this proof-of-concept was to have an initial investigation of the role of PI acceler-
ation in qMRI. The method allows a significant reduction of the required data without com-
promising the quality of the parameter maps. However, the potential of PI in exploring the
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4.1 Introduction
Conventional sensitivity encoding (SENSE) reconstruction is based on equations in the com-
plex domain. These equations typically operate on complex numbers, and the reconstruction
yields an estimate of the underlying image in a minimum least-squares sense. In some MR
applications, only the magnitude of an image is of concern and the phase is discarded. How-
ever, using this coherent information (magnitude and phase) can still be useful in the cases of
undersampled acquisitions when the number of unknowns is higher than the measurements.
In the context of parametric estimation, various studies have focused on using the phase infor-
mation in reconstruction for various applications. These include correction of magnetic field
inhomogeneities for robust T∗2 mapping with joint iterative reconstructions for fully sampled
acquisitions [180–182]. The coherent fitting has also been shown to be useful in water and
fat separation [142]. Moreover, the emerging Magnetic Resonance Fingerprinting (MRF) is
shown to greatly benefit from incorporating complex signal models [137]. However, its value
has not been explored to benefit accelerated acquisitions [9]. In this Chapter, we explore the
benefits of a reconstruction that utilizes the coherent information in both the PI and the MLE
for accelerated T∗2 mapping via k-space subsampling. Due to undersampling, the ratio of the
number of measurements to the number of independent unknowns plays a crucial role in the
performance of the algorithm being used to solve this non-convex problem. The purpose of this
work is, therefore, to investigate the acceleration achievable by exploiting the complex model
to improve this ratio. On a number of synthetic and real-world data sets, we show that using
both phase and the magnitude for parametric estimation can improve the reconstruction. This
can be seen as a refinement of Chapter 3 by properly incorporating coherent information while
dealing with the phase sensitivity issues previously highlighted.
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4.2 Theory
4.2.1 The Modified Pixelwise T∗2 Relaxation Model
As discussed in Chapter 3, the MRI acquisition system using a Gradient Echo imaging sequence
is considered here. A time-series of images which we denote in the vector format as xn ∈ CQ,
(n = 1, .., N), represents the magnetization responses for Q pixels at the nth time-frame. Here
we are considering both the magnitude and the phase of the image, so the equation 3.1 will be
modified to take into account the phase terms resulting into the following pixelwise exponential
relaxation expression for image xn(q):
xn(q) = f(θ(q), tn) = ρ(q) e
(−tn/T2∗(q))+j(ϕ(q)+2πω(q)tn) + εn(q) (4.1)
where tn is the echo time (TE) in seconds and εn captures any deviation from the quantitative
model due to noise and other non-idealizations. The set of parameter maps θ(ρ,T∗2, ϕ, ω) con-
sists of: the proton density map, ρ ∈ RQ; the T∗2 ∈ RQ map representing the T∗2 spin-spin relax-
ation time per pixel; the unknown constant phase map, ϕ ∈ RQ, associated with the coil mea-
surements (often absorbed into the proton density); and ω ∈ RQ, the off-resonance frequency
map, caused by the field inhomogeneities which can be related to the system (eddy currents) or
biological effects (for example at the tissue-air interface). This off-resonance frequency term ω
is crucial in this context as it avoids the imaging issues observed when considering a phase in
Chapter 3.
4.2.2 Parallel Imaging Acquisition Model
As discussed in section 2.6.2, the acquisition model for multichannel coils can be expressed as:
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The acquired k-space data is recorded in the C m-dimensional vectors, yc,n ∈ Cm, where
ηc,n ∈ Cm is the receiver channel noise. This noise is assumed to be additive, zero mean and
uncorrelated i.e. AWGN. Here E is the encoding operator that includes the Fourier transform
matrix F , the subsampling masks B and the sensitivity maps Sc.
4.2.3 Coherent or Magnitude: Number of Degrees of Freedom
In order to exploit both the parallel imaging and the relaxation model we need to jointly recon-
struct the complex image sequence and the parameter maps, and the number of measurements
required to estimate these quantities should depend on the number of unknown parameters.
While at first glance it might appear that imposing a magnitude only model for the relaxation
will result in fewer unknowns - we do not need to calculate φ(q) and ω(q) in equation 4.1-it
turns out that using the full complex relaxation model results in fewer independent degrees of
freedom. This can be explained with a dimension counting argument in the image space as-
suming the idealized case of no noise and the exact T∗2 relaxation model constraint (equation
4.1).
• For magnitude only joint estimation: given the parameter maps (ρ,T∗2) ∈ R2Q the image
sequence, x ∈ CQN is fully defined up to the phase of the complex image per echo time.
Thus the total number of independent unknowns is 2Q+QN for the combined parameter
maps and phases.
• For complex joint estimation: for the complex estimation case four parametric maps
(ρ,T∗2, φ, ω) ∈ R4Q have to be estimated. However, now, the complex image sequence is
fully defined by the parametric model. Thus the total number of independent degrees of
freedom is 4Q, which is smaller than the magnitude-only model as long as the number
of echo times is greater than two.
4.2.4 Pixelwise Maximum Likelihood Estimation (MLE)
As discussed in Chapter 3, the ML estimate of parameters θ (that takes into account the phase),
given the set of magnetization images {xn}N1 , consists of maximizing the following conditional
probability distribution P ({xn}N1 |θ):
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Modeling the deviations, εn, as complex independent and identically distributed Gaussian noise





‖xn − f(θ, tn)‖2 (4.5)
4.2.5 Coherent Parallel MLE
Given the above data model equation 4.2 and equation 4.5 and by assuming AWGN on the mea-
surements, the reconstruction problem can be formulated as the joint penalized MLE estimation







‖yc,n − Ecxn‖2+λ1‖xn − f(θ, tn)‖2+λ2‖xn‖TV (4.6)
The first term defines the data fidelity, the second term is the deviation of the estimated set
of images from the quantitative model and the third term is the spatial regularization on the
image series {xn}N1 . λ1 is the regularization parameter which weights the model-consistency
terms and plays a key role to stabilize the solution of potentially ill-posed equations and λ2 is
the weight of the spatial regularization. For spatial regularization, Total Variation (TV) is used
here, though other choices are possible.
Our approach combines the traditional multichannel model (see section 2.6.2.1) with an MLE
approach that imposes both the exponential relaxation model and the multichannel model
jointly in the complex signal domain. This joint coherent MLE approach imposes additional
phase restrictions in the quantitative model that are ignored when using a magnitude-only esti-
mate, e.g.Block et al. [183]. This reduces the underlying number of degrees of freedom in the
model and hence, can improve reconstruction performance.
We solve full non-convex optimization equation 4.6 by using an alternating minimization ap-
proach. Let θl denote the estimated parameter maps at iteration l. By fixing θ, solving equation
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4.6 with respect to xn at iteration l reads:






‖yc,n − Ecxn‖2+λ1‖xn − f(θ, xn)‖2+λ2‖xn‖TV (4.7)
For this step, Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [184] is used with the
TV regularization [185]. On the other hand, holding xn fixed allows equation 4.6 to be written
as a pixelwise separable nonlinear least squares problem with respect to θ. This can then be
solved using Matlab’s nonlinear least squares (NLS) fitting package on each pixel sequence in
turn. Initialization plays an important role in solving such non-convex optimization problems,
hence conventional SENSE [8] was used to obtain the initial estimate of xn, while θ was ini-
tialized randomly. Subsequently, the θ values obtained at the previous iteration were used to
initialize the Matlab NLS for the next iteration. The steps of the algorithm are as follows:
Algorithm 2: Coherent Parallel MLE
Data: k-space measurements {yc,n}, Encoding Operator (E)
Result: θ = T∗2, ρ, ϕ, ω
xln=Initialize by SENSE ; θ
0= randomly initialized ;
Optional Parameter: n-iter= Maximum number of iterations (default=25);
for l=1:n-iter do
Step1: Using current estimate of xln, update θ;
θl+1 = arg minθ‖xln − f(θl, tn))‖2 ;
Step2: Using current estimate of θl+1, update xn ;




n=1‖yc,n − Ecxn‖2+λ1‖xn − f(θ, xn)‖2+λ2‖xn‖TV ;
end
4.3 Materials and Methods
4.3.1 Numerical Phantom
The proposed approach was tested on a digital anatomical brain phantom available from the
BrainWeb Simulated Brain Database [2]. This dataset by default is segmented into 6 material
classes, i.e. Background, Grey Matter (GM), White Matter (WM), and Cerebrospinal Fluid
(CSF), Adipose, Skin/muscle. The original slice was re-sized to a matrix size of 256 x 256.
Quantitative maps were then obtained by replacing the tissue labels with their corresponding
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2 values of the components are mentioned in Table 4.1 as reported in [51]. Since
we are using the constant T∗2 values, the model is somewhat idealized and does not address
inaccuracies associated with partial volume effects or many of the other issues with real MRI.
However, it serves as a useful test bed to provide good proof of concept. A quadratic phase
term was added that is zero in the centre of the image and π/4 at the corners (Figure 4.1).
Coil sensitivities were simulated using the Noisy Parallel MRI data toolbox [186]. The dataset
was retrospectively undersampled by acceleration factors (R= 2,3,4,5,6) with variable density
Poisson disk patterns [113] including an autocalibration region of 32×32 in the ky-kz plane.
Tissue Index Proton Density T∗2(ms)
Background 0 0 -
CSF 1 100 2000
Grey Matter 2 100 65
White Matter 3 80 77
Adipose 4 80 60
Skin/Muscle 5/6 80 56
Table 4.1: Tissue types used from MNI segmented brain phantom. Each tissue type was indexed
and then T∗2 values were assigned to them. Note that the values are for 1.5T.
Figure 4.1: (a) The segmented anatomical brain phantom [2] colored by index: 0 = back-
ground, 1 = CSF, 2 = grey matter, 3 = white matter, 4 = adipose, 5 = skin/muscle,
6 = skin.(b) The density map with a quadratic phase that is zero at the center of
the image and π/4 at the corners.
74
Improved Accuracy of Accelerated 3D T∗2 Mapping with Coherent Parallel Maximum
Likelihood Estimation
4.3.2 In-vivo Data
The in-vivo data were acquired from a healthy human brain on a 1.5T clinical scanner (GE
Healthcare, Waukesha, WI, USA). Permission from the ethical review committee was obtained
for all the in-vivo imaging studies, and written informed consent for the study and its publica-
tion was obtained from all participants prior to the procedure. For the proof of concept, a fully
sampled data set was acquired with an 8 channel head coil using a 3D-enhanced fast gradient-
recalled echo sequence with monopolar gradients and the following parameters: 16 echoes, TR
= 87 ms, FOV = 256mm, 256x256 matrix, readout bandwidth=31.56 KHz, flip angle 15◦, 2mm
slice thickness. The total acquisition time for acquiring 32 slices was approximately 18 min.
The dataset was retrospectively undersampled by acceleration factors (R= 2,3,4,5,6) using the
undersampling mask described above.
Later, prospectively undersampled data was acquired so that the utility of the proposed method
could be tested in a more realistic scenario. Five volunteers (age 30 ± 3 years, 3 males and
2 females) were scanned. The sequence programming was done previously as a part of the
project [187] to acquire prospectively undersampled data. As a part of this thesis, protocol
optimisation was done to cater the sequence requirements. For this purpose, a 3D dataset
was acquired using the same sequence and the following parameters (8 echoes, TR=57 ms,
FOV= 256 mm, 160 slices, 192x192 matrix, readout Bandwidth= 13.56 KHz, flip angle 15◦,
1.3 mm slice thickness). Due to the time constraint and the data storage limitation of the
scanner, only eight echoes were acquired. The scanner by default reduced the scan time by
acquiring an elliptical region of k-space, resulting in 136 actual phase-encodings instead of 192.
Thus the actual acquisition time of the fully sampled scan was 136x160x57ms= 21 minutes.
Accelerated datasets were acquired for different acceleration factors (R= 2,3,4,5,6) using this
modified sampling mask, which is shown in Figure 4.2.
75
Improved Accuracy of Accelerated 3D T∗2 Mapping with Coherent Parallel Maximum
Likelihood Estimation
Figure 4.2: (a) 2 times undersampled Poisson Disk Mask with the elliptical k-space sampling
4.3.3 Image Reconstruction and Analysis
All algorithms were implemented in Matlab and reconstructions were conducted on a stan-
dard laptop with 4GB RAM and dual-core 2.60GHz CPU. The coil sensitivity maps were self-
calibrated by averaging zero filled undersampled images over time and computed using the
method described in [188]. The schematic diagram of the reconstruction pipeline is shown in
Figure 4.3.
For retrospectively undersampled data, fully sampled data was multiplied by the binary masks
with different accelerations. For prospectively undersampled data, co-registration and reslic-
ing were applied using Statistical Parametric Mapping (spm-ttp://www.fil.ion.ucl.ac.uk/spm) to
account for motion between the scans. As described before, a conventional SENSE was used
to initialize the algorithm. Different values of parameters λ1 and λ2 were explored to find the
optimum values. For this purpose, different values of λ1 and λ2 were tested, and the optimum
values were selected. The value used for λ1 was 0.5 and for λ2 was 0.25.
To demonstrate that the coherent fitting improves the accuracy of the reconstruction, the pro-
posed approach was compared to the magnitude-only fitting. To this end, the complex image
was split into magnitude and phase, and Step (1) was updated from the magnitude image, and
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later the phase was put back before Step (2) as used in Chapter 3. Root Mean Squared Error
(RMSE) and Structural Similarity Index (SSIM) [189] was calculated between fully sampled
and undersampled datasets for both coherent and magnitude-only fitting. The SSIM is consid-
ered a good approximation of perceived image quality and will provide an additional metric to
evaluate the proposed method (see section 2.8).
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Figure 4.3: The schematic flowchart of image reconstruction method a) undersampled k space
data b) Zero filled image using inverse FFT c) Sensitivity Maps are estimated d)
Using the sensitivity maps images the MLE based cost function is minimized by
Alternating Minimization e) T∗2 maps (alongside other parameters in θ) are recon-
structed, and the output is used for the Step 1 in an iterative manner.
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The proposed approach was compared with conventional PI reconstruction and alternative
forms of regularization (e.g., l1) for numerical phantom and in-vivo data. For this purpose,
the proposed approach was compared with the SENSE reconstruction followed by NLS fit-
ting. In addition,T∗2 maps were reconstructed by incorporating TV regularization with SENSE
followed by NLS fitting.
ROI analysis was done on the fully sampled and the prospectively undersampled human datasets.
ROIs were drawn in the frontal white matter, deep gray matter (Putamen), thalamus and corpus
callosum. Mean and standard deviation of T∗2 values in the undersampled data were compared
with the T∗2 values obtained from the conventional NLS fitting of the fully sampled data. To
evaluate the consistency of T∗2 values across different datasets, ROI analysis was performed and
the T∗2 values were compared across all the volunteers.
4.4 Results
Comparison between the coherent MLE (Figure 4.4) and magnitude-only (Figure 4.5) ap-
proaches for the numerical phantom with the T∗2 maps and the difference maps and RMSE
are shown. For both the methods, the error increased smoothly with the increase in the acceler-
ation factor. For R=2, the error is primarily in the CSF and around the edges of the skull-tissue
interface. For higher acceleration factors, there is an overall increase in the error across the
brain, which is reflected in higher RMSEs. However, for the magnitude-only approach, RMSE
is greater compared with coherent MLE.
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Figure 4.4: T∗2 maps of the fully sampled and undersampled datasets of the brain numerical
phantom reconstructed using coherent MLE are shown in the colored top rows.
The corresponding difference of the T∗2 maps between fully sampled and the re-
constructed maps from undersampled data are shown in the bottom rows with the
RMSE. The colorbar represents T∗2 maps (top) and error (bottom) in ms.
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Figure 4.5: T∗2 maps of the fully sampled and undersampled datasets of the brain numerical
phantom reconstructed using magnitude-only and are shown in the colored top
rows. The corresponding difference of the T∗2 maps between fully sampled and the
reconstructed maps from undersampled data are shown in the bottom rows with
the RMSE. The colorbar represents T∗2 maps (top) and error (bottom) in ms.
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As seen in the numerical phantom, errors are observed in CSF and skull in retrospective under-
sampling Figure 4.6 and 4.7 as well. However, magnitude-only shows much greater error even
for the lowest acceleration factor when compared with the coherent MLE. In general, the ac-
celerated images with coherent MLE have fewer artefacts than magnitude-only reconstruction,
which is reflected in the respective RMSEs as well.
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Figure 4.6: Coherent MLE: T∗2 maps of the fully sampled and undersampled datasets of healthy
volunteer with retrospective undersampling (Top row). The corresponding dif-
ference of the T∗2 maps between fully sampled and the reconstructed maps from
undersampled data are shown in the bottom rows with the RMSE. The colorbar
represents T∗2 maps (top) and error (bottom) in ms.
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Figure 4.7: Magnitude-ony: T∗2 maps of the fully sampled and undersampled datasets of
healthy volunteer with retrospective undersampling (Top row). The corresponding
difference of the T∗2 maps between fully sampled and the reconstructed maps from
undersampled data are shown in the bottom rows with the RMSE. The colorbar
represents T∗2 maps (top) and error (bottom) in ms.
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For prospective undersampling, slight motion artifacts are visible in some accelerated images
as seen in Figure (4.8,4.9). As observed before, the coherent MLE approach shows less error
when compared with the magnitude-only reconstruction. Overall for all the datasets, the co-
herent MLE gave better T∗2 maps with less error (approx 20 % better) than the magnitude-only
reconstruction.
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Figure 4.8: Coherent MLE reconstruction from the fully sampled dataset of healthy volun-
teer with prospective undersampling. T∗2 maps reconstructed from coherent MLE
demonstrated less error as seen in the difference image. Whereas, the magnitude-
only reconstruction showed increased over-all error with higher RMSEs as well.
The colorbar for T∗2 maps (top) and error (bottom) in ms.
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Figure 4.9: Magnitude-only reconstruction from the fully sampled dataset of healthy volun-
teer with prospective undersampling. T∗2 maps reconstructed from coherent MLE
demonstrated less error as seen in the difference image. Whereas, the magnitude-
only reconstruction showed increased over-all error with higher RMSEs as well.
The colorbar for T∗2 maps (top) and error (bottom) in ms.
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In addition to the RMSEs, the SSIM also indicates that the coherent MLE approach is more
accurate in parameter estimation as compared to magnitude-only approach. As expected, for
all the three cases, the SSIM decreases as the acceleration factor increases. However, for the
prospective undersampling, the SSIM decreased substantially for the acceleration factor of 5
(approx 0.6) and 6 (approx. 0.5). The SSIM for different acceleration factors and different set
of data is show in Figure 4.10 and Table 4.2.
SSIM
2 3 4 5 6
Numerical Phantom
Magnitude 0.87 0.84 0.80 0.78 0.75
Complex 0.85 0.82 0.79 0.77 0.73
Retrospectively Undersampled
Magnitude 0.95 0.93 0.91 0.87 0.83
Complex 0.93 0.92 0.87 0.84 0.82
Prospectively Undersampled
Magnitude 0.87 0.82 0.74 0.62 0.55
Complex 0.85 0.79 0.73 0.60 0.52
Table 4.2: SSIM values for different acceleration factors
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Figure 4.10: Graph demonstrating the SSIM for coherent MLE and magnitude only-
reconstruction for different acceleration factors R (a) Numerical Phantom (b)
Retrospective Undersampling (c) Prospective Undersampling. For all the
datasets, coherent MLE showed better SSIM as compared to magnitude only.
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As described before, the coherent MLE estimates four parameters. The parameters estimated
from in-vivo human data are shown in Figure 4.11 for an acceleration factor of 2. The figure
demonstrates the Proton Density (ρ), coil phase (ϕ) and the frequency map (ω). Qualitatively,
the T∗2 map shows no undersampling artifacts and the T
∗
2 values are in agreement with the
known T∗2 values of brain as per literature the [51]. The field map shows the variation in the
precessional frequency, which appears to be variable in the frontal and lateral sides of the brain.
Figure 4.11: Reconstructed parameters using coherent phase-fitting approach for R=2: a) T∗2
Map b) Constant phase from coil sensitivities c) Proton density ρ d) Frequency
map
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Comparison between the proposed approach, SENSE only and SENSE + TV reconstruction
showed that incorporating the model information in the reconstruction aided in improving the
reconstruction (Figure 4.12). SENSE only reconstruction showed visible artefacts due to the
undersampling as no prior information from the model was incorporated. For SENSE + TV
reconstruction, the undersampling artefacts are eradicated. However, there is residual noise
present with some overestimation of T∗2 values in the healthy brain. Nevertheless, the proposed
approach results in improved reconstruction as compared to the other methods.
Figure 4.12: Reconstructed T∗2 maps from healthy volunteer (upper row) and numerical phan-
tom (bottom row) for (a) fully sampled dataset and undersampled dataset (R=6)
reconstructed with (b) SENSE (c) SENSE + TV (d) Coherent Parallel MLE.
Registration of the fully sampled and the undersampled data helped in reducing the error fur-
ther for both approaches. With the registration, brain structures were more discernible (Figure
4.13a) and also reduced the error (Figure 4.13b) that may have occurred due to the motion
between scans.
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Figure 4.13: (a) Reconstructed T∗2 maps of the fully sampled dataset of a healthy volunteer
with prospective undersampling (R=3 and 4) reconstructed with and without co-
registration. The corresponding difference images are shown with the maps. The
movement between the scans is evident from the position of the ventricle (black
arrow). (b) The graph shows the RMSEs between fully sampled and the under-
sampled T∗2 maps with co-registration and without co-registration. The error is
reduced significantly by co-registration resulting in better delineation of grey and
white matter.
One volunteer dataset out of five was excluded from the analysis due to severe motion artifacts.
ROI analysis across four volunteers for the prospective undersampling demonstrated that in-
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creasing the acceleration factor leads to higher standard deviation Table 4.3. An example of a
3D T∗2 volume reconstructed with the proposed approach is shown in (Figure 4.14a). The 3D
volume helped in drawing the ROI in all three slice orientations, and the T∗2 values across all the
volunteers is shown in (Figure 4.14b). The T∗2 values found in the four regions were consistent
across subjects, showed low variability, and were consistent with the literature values.
Regions Fully Sampled Undersampling Factor
R=2 R=3 R=4 R=5 R=6
Frontal White Matter 64± 3 64 ± 7 65 ± 9 65 ± 8.9 64.5 ± 9.3 66 ± 11
Thalamus 64 ± 6 64± 7 65 ± 8 65 ± 8.9 66.5 ± 7.3 70 ± 8.0
Deep Gray Matter 42 ± 7.8 42 ± 8.4 43 ± 9.4 44 ± 9.1 45 ± 10.0 45 ± 13.2
Corpus Callosum 69 ± 10 66 ± 11 65 ± 13 67 ± 15 68 ± 13 68 ± 18
Table 4.3: Mean and standard deviation of the T∗2 values (ms) in four regions of a healthy
volunteer for fully sampled and undersampled data with prospective undersampling.
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.
Figure 4.14: (a) 3D volume reconstruction of a volunteer with different ROIs drawn across the
volume. (b) The bar graph shows the estimated T∗2 values from all the ROIs across
four volunteers for R=4
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4.5 Discussion
The quantification of tissue parameters from MRI datasets is emerging as a powerful tool for
tissue characterization. However, the long scan times associated with the parametric mapping
reduces its utility for clinical applications. A common approach to reducing the scan time is
to limit the number of weighted images from which the parameters are estimated. However,
this approach precludes the use of multi-exponential fitting, limits the solution accuracy, and
restricts the dynamic range of estimated tissue parameters. In addition, exponential fitting in
the magnitude image poses a bias in the estimation due to the incorrect noise model. While
previous works have addressed this issue by correcting for the noise model or by performing
fitting in the complex domain, no previous work has explored the potential in undersampled
acquisitions. Our approach addresses these issues in an undersampled case and demonstrates
that incorporating the complex data can result in better denoising and reduced error.
In contrast to other models presented in the literature, we propose to work directly with complex-
valued images. As demonstrated in the numerical phantom and the in-vivo brain datasets, the
coherent MLE results in less error across different acceleration factors. Although the number
of estimated parameters is increased in coherent fitting, it outperforms the magnitude-only ap-
proach. In general, for both approaches, the CSF was a source of overall increased error. This
can be attributed to the fact that CSF has a higher T∗2 value (approx 2000ms) and the acquisition
protocol does not account for very high T∗2 values.
As an additional benefit, the proposed approach estimates the parameters that are related to the
magnetic field inhomogeneity. The parameter ω in equation 4.1 is the change in precessional
frequency, which occurs as a result of the magnetic field inhomogeneity. A field map can be
extracted from this parameter according to the relation [51]
∆ω = γ∆B0 (4.8)
where γ is the gyromagnetic ratio and ∆B0 is the magnetic field inhomogeneity. A magnetic
field map along with the T∗2 mapping can be useful in quantitative susceptibility studies that
subsequently have application in studying brain iron concentration [190].
With the real time undersampling and the healthy volunteers’ study, the feasibility of the ap-
proach in a realistic setting was evaluated as well. SSIM indicated that the T∗2 maps for the
acceleration factors greater than four had very suboptimal quality. The scan time for this was
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seven minutes, which is suitable for clinical studies. Since the individual scan times for all
the undersampled datasets were long, the motion of the subject during a scan is a possibility.
It is important to mention two significant works for model-based reconstruction of the related
T2 mapping from undersampled data by Block et al. [183] and MARTINI by Sumpf et al.
[66]. Both approaches use real-valued data and hence are not directly applicable in our con-
text. It might be possible to modify their approaches and map the off-resonance by replacing
the relaxivity with a complex-valued parameter and adjusting the gradient of the cost function
accordingly. This would provide an alternative approach to optimizing equation 4.6. However,
we leave this for future study.
For the retrospectively undersampled data, additional noise was not introduced. When data is
retrospectively undersampled without adding noise, the noise that was in the original data be-
comes part of the ‘true’ signal and this might not reveal issues related to poor conditioning of
the inverse problem. The prospectively undersampled data doesnot have this problem which
was included in the present work and showed similar results. The regularizer plays an impor-
tant role in minimization of the cost function for the proposed method. A small value of λ1
makes the model-consistency less effective, whereas a higher value can bias the solution away
from the data fidelity. Similarly, a high value of spatial regularizer λ2 can overly smooth the
image and obscure the small details. In this work, both regularizers were chosen empirically
and were fixed for all the undersampled datasets. The choice of the regularizer values can be
made automatic and robust using methods like the L-curve method [191]. Estimating two addi-
tional parameters from the complex-valued signal increased the complexity of the model which
subsequently led to the longer computational time. For the current study, the mono-exponential
model was chosen for the optimization whereas realistically the images may follow a multi-
exponential decay. Future studies can be extended to encompass multi-exponential models.
4.6 Conclusions
This Chapter was an extension to the Chapter 3 which proposed a method for accelerating T∗2
mapping based on the magnitude image. However, the method had certain limitations that were
addressed in the current work. The proposed method in this Chapter allowed the reconstruction
of the T∗2 maps from undersampled data by combining the multicoil information with coherent
phase fitting. This approach extends the acceleration attained in PI to parameter estimation by
imposing the exponential relaxation directly in the complex signal domain. When compared to
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magnitude-only fitting, the coherent MLE resulted in less error. The results were consistent in
both retrospective and prospective undersampled data sets as well as across different subjects.




High-resolution Isotropic Whole Brain
T2 Mapping with Model-based
Super-resolution Reconstruction
5.1 Introduction
Conventionally, T2 is measured by sequentially acquiring several spin-echo (SE) images, each
with different echo time (TE) and subsequently fitting a mono-exponential decay. This is
commonly acknowledged as a gold standard despite residual diffusion effects affecting the
T2 quantification. Nonetheless, the long acquisition time is impractical for most clinical ap-
plications. As an alternative approach, the multiple-echo spin-echo (MESE) sequence in the
Carr-Purcell-Meiboom-Gill (CPMG) condition [65] uses multiple refocusing pulses to acquire
multiple echoes for each excitation, reducing the total acquisition length. However, the quanti-
tative accuracy of the sequence is compromised by imperfect refocusing. The imperfect refo-
cusing results in the formation of stimulated (secondary) echoes that disrupt the T2 decay of the
spin (primary) echoes [192]. The effect of the stimulated echoes can be reduced by ignoring
the first echo while fitting the relaxation curve [66]. However, it has been shown that skipping
echo approaches still yield highly variable results that depend on flip angle, T2, and echo train
length [193]. Therefore, more complex signal models are required to accurately estimate T2
[192].
The ability to accurately and precisely map T2 at high-resolution (e.g. 1-mm3 isotropic voxel
size) in large volumes may help to improve the quantification of small focal changes such as
multiple sclerosis lesions or brain areas causing focal seizure onset in epilepsy. However, using
thin-slices in a 2-D MESE acquisition is challenging due to the reduced SNR. Furthermore, RF
pulses with long duration are required to excite thin slices leading to longer echo-times spacing
(4TE) [148]. The increased change in TEs makes accurate quantification of short T2 values
difficult. In addition, true T2-weighting is difficult to obtain in reasonable acquisition times
with 3-D acquisition methods since a long TR is required to fully recover the magnetization to
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equilibrium between excitations. Since all the spins are excited by every pulse, the recovery
time cannot be used for interleaved slice sampling, rendering the sequence less efficient [15].
Furthermore, a 3D acquisition is also limited by the SAR safety constraints. A large amount of
power is deposited if multiple non-selective 180◦ pulses are used which can easily exceed the
SAR limits [81].
A fundamental consideration in any MRI experiment is to optimally balance image resolution,
SNR and acquisition time. Various methods have been published to accelerate quantitative
mapping methods, for example using model-based reconstruction [66, 105, 131, 137], low-rank
approaches [125, 194] or sparsity constraints [124, 179] from highly undersampled acquisitions.
However, these methods experience a low SNR and use the low spatial resolution to counteract
this effect. It has been shown that super-resolution reconstruction (SRR) provides a better trade-
off between acquisition time, spatial resolution and SNR [15, 148] (also see section 2.7.2).
SR was initially proposed in structural and diffusion MRI where high resolution images were
reconstructed from a set of low-resolution (LR) images [195]. The resolution is enhanced by
acquiring multiple low-resolution images with a shift of the field of view (FOV) in the slice
direction [15], three orthogonal slice orientations [163] or rotated slice orientations [196] and
subsequently combining the images by solving a non-linear inverse problem. The acquisition
methods have been discussed in detail in section 2.7.3. In quantitative MRI, SR reconstruction
benefits from combining the parametric model with the SR model. This has been shown in T1
mapping [170] where the relaxation model was combined with the SR model allowing the direct
estimation of a high-resolution T1 map from low-resolution images. However, the acquisition
of multiple LR images results in long scan times (TA > 20 mins), hence limiting its use for
clinical applications.
Both the SR and model-based reconstructions are based on solving an inverse problem using
iterative optimization methods. This Chapter investigates the combination of SR and model-
based reconstruction to exploit the respective advantages (i.e., high resolution and fast acqui-
sition time) in the application of quantitative T2 mapping. The proposed method is based on
multiple 2-D MESE acquisitions, which were highly undersampled to compensate for pro-
longed scan time. The method was tested on a phantom and four healthy volunteers. An early
version of this framework was presented at the Annual Meeting & Exhibition of the ISMRM
in 2017 and 2019 [197, 198]. A full journal version has been accepted in MRM and that the
experimental part of this work was done during a research visit to Siemens Healthineers, EPFL.
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5.2 Theory
SR reconstruction is a method to obtain a high-resolution (HR) image from a series of LR
images, where each LR image is acquired with a different FOV or orientation. Each FOV or
orientation can be expressed as a different geometric transform Tj (with j = 1, . . . , J, and J
the number of transformations) from the HR image to the LR image. The different FOV or
orientation can be expressed as a geometric transformation T from the HR image to the LR
image. The resolution is enhanced since the different FOV or orientations contain complemen-
tary resolution information. The reconstructed HR image benefits from the high SNR of the LR
images, which are typically acquired with a high in-plane resolution and a low through-plane
resolution, i.e. thick slices. Let xn (with n = 1, . . . , N, and N the number of spin-echoes)
represent a HR T2-weighted series of vectorized images and yj,n,c (with c = 1, . . . , C, and C
the number of coils) be the undersampled LR k-space measurements acquired with a MESE
sequence. The acquisition of the undersampled LR yj,n,c , can be modelled by:
yj,n,c = PF{Sj,c ↓ Tjxn}+ ηj,n,c, (5.1)
where Tj is the geometric transformation representing a rotation or translation of the FOV
(Figure 1), ↓ is a down-sampling operator that maps the resolution to LR grid, Sj,c complex
coil sensitivities calculated separately for each transformations, F the forward discrete Fourier
operator and P is a binary under-sampling mask. According to [171] the noise ηj,n,c in MRI
can be assumed to be additive, white and Gaussian when the SNR > 3, and this is what we










‖PF{Sj,c ↓ Tjxn} − yj,n,c‖2, (5.2)
where the choice of the least squares criterion is motivated by the assumption that the noise is
Gaussian distributed. The greater number of acquisitions, J , with complementary information
of the same object that are acquired the better conditioned the problem becomes. The problem
stated in equation 5.2 is ill-posed due to the down sampling operator, because several different
combinations of intensities in the high-resolution image can lead to the same intensity in the
low-resolution image. In order to better condition the problem, more J sets of LR k-space
measurements are required using either a different FOV or orientation with the corresponding
spatial mapping Tj to the high-resolution image xn. To further improve the conditioning of
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the problem, we can incorporate a signal model into the cost function. Given the task of T2
quantification, it is natural to use the physical constraints imposed across the sequence of im-
ages, xn to further regularize the optimization. The signal model with the echo time (tn) is
typically described with a mono-exponential decay depending on the relaxation time T2 and
proton density ρ:
xn = ρ.exp(− tn./T2), (5.3)
where the above equation represents the pixel-wise scalar non-linear function for PD and T2
and tn being the echo time, even with ignoring the first echo, the standard exponential fitting
will result in an overestimation of T2 [193]. However, to accurately fit the data requires a
more complex model that includes effects such as the B1+ field, slice profiles, multiple T2
compartments, diffusion and magnetization transfer. Since the present work aims at a proof of
concept for super-resolution for T2 mapping, the common approach of ignoring the first echo
is used because of its simplicity and easy implementation.
The most intuitive step might be to substitute the HR image xn in equation 5.2 with the signal-









‖PF{Sj,c ↓ Tj(ρ.exp(− tn/T2))} − yj,n,c‖2, (5.4)
However, minimizing equation 5.4 often requires special techniques such as gradient scal-
ing and repeated restarts of the optimization algorithm to achieve a fast convergence [66, 69].









‖PF{Sj,c ↓ Tjxn} − yj,n,c‖2+λ‖xn − ρ.exp(− tn./T2)‖2, (5.5)
Where the first term ensures data-consistency of the HR image with the acquired data as in
equation 5.1 and an additional term that ensures model-consistency i.e. forces the signal in-
tensities to decay exponentially across the different echoes N . The slice profile has not been
incorporated in the data-consistency term as it lead to a non-convex optimization and highly de-
pends on the choice of deconvolution kernel in the inverse operation. Furthermore, the CPMG
sequence employs different RF-pulses (90◦ and 180◦) with different slice profiles. Therefore,
the profile cannot be simply approximated by a Gaussian function. In order to balance between
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the data- and model-consistency a regularization parameter λ is introduced. The above cost
function in equation 5.5 can be minimized using a split algorithm that estimates quantitative
T2 by minimizing data- and model- consistency terms alternately [199]. By fixing T2 and ρ,
solving equation 5.5 with respect to xn amounts to a standard linear least squares problem with
a closed form solution. On the other hand, for solving equation 5.5 fixing variable xn corre-
sponds to fitting a mono-exponential decay onto xn using Matlab’s NLS solver, intrinsically
estimating T2 and ρ.
5.3 Methods
5.3.1 Numerical Simulation
Numerical noiseless T2 and PD maps were generated from segmentation of grey matter, white
matter and cerebrospinal fluid (CSF) in a single axial slice (1x1 mm2 resolution) of a numerical
phantom [200]. For the three main tissues the following T2, values were used: 0.1 s for grey
matter, 0.06 s for white matter and 2 s for CSF [51]. From these maps, T2-weighted HR images
xn were simulated, each with equidistant TEs [TE=10. . . ,160 ms]. The T2-weighted images
were down sampled to the desired low-resolution using equation 5.1 and different transforma-
tions Tj . Complex coil sensitivities for each of these transformations were simulated using the
Parallel MRI noisy phantom simulator [186]. Assuming that our reconstruction problem is split
into multiple 2D problems, a single axial slice of the phantom was suitable for simulation pur-
poses. Therefore, for the phantom, we can assume a sagittal acquisition with phase-encoding in
Anterior-Posterior and slice-encoding in Left-Right. Three different types of transformations
were tested: linear (where the images were shifted along the slice direction), orthogonal (im-
ages were rotated to two orthogonal rotations 0 degree and 90 ◦) and diagonal (two orthogonal
rotations plus two rotations at 45 ◦ and -45◦). An illustration of the different transformations
is shown in Figure 5.1. The images were transformed to k-space and then undersampled by a
factor of 10 with a mixed parallel imaging and block undersampling pattern described in [3].
The HR images were reconstructed with the proposed SR model-based reconstruction.
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Figure 5.1: Illustration of the linear shifting (Left) and rotation (Right) experiment. The dashed
lines within the boxes indicate the slice encoding direction; the frequency encod-
ing direction is from head to toe. For the linear shifting, each low-resolution scan
(colours) is shifted by a known subpixel distance along the slice encoding direction
( which in this case is sagittal). For illustration purposes, the shifting of the FOV
(coloured boxes) has been exaggerated. For rotation, each of the low-resolution
scans is rotated (45◦) across the common encoding direction. The red box repre-
sents the sagittal section; green box represents the coronal section, the blue and
yellow box represent diagonal sections.
In principle, we assume that adding more rotations (e.g. two rotations with orthogonal versus
four rotations with diagonal) will increase the accuracy of the SR reconstruction but at the
expense of increased acquisition time. To that end, various numbers of rotations (two, four and
five) were tested in combination with different acceleration factors (6-fold, 10-fold, 14-fold) to
determine a trade-off between accuracy and acquisition time. The RMSE between the ground
truth and the estimated T2 map was calculated to quantify the reconstruction quality.
5.3.2 Image Acquisition
The proposed approach was tested on a multipurpose phantom and four healthy subjects. Per-
mission from the Institutional Review Board was obtained for all the in-vivo imaging studies
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and written informed consent for the study, and its publication was obtained from all partici-
pants prior to the experiments.
5.3.2.1 GRAPPATINI Sequence
The datasets were acquired with a standard 20-channel head/neck coil using a 10-fold under-
sampled GRAPPATINI [3] prototype sequence at 3T (MAGNETOM Skyra, Siemens Health-
care, Erlangen, Germany). This is basically a CPMG sequence with a block schemed (MAR-
TINI) [66] k-space sampling pattern. This pattern fully samples segments (blocks) of k-space,
shifting the k-space position of subsequent sampling blocks in the echo dimension by one block
width. Figure 5.2a shows the MARTINI undersampling scheme for different undersampling
factors. The following considerations have to be taken into account with the GRAPPATINI
sequence:
• Blockwidth: The block width is defined by the number of phase-encoding steps divided
by the MARTINI acceleration factor (AF). For example, for 60 phase encodings and AF
of 5, the sequence will acquire a block of 12 phase encodings.
• Number of Echoes: The number of echoes should be divisible by the AF. For example,
if the AF is 5, the number of echoes should be 15+1 (considering that the first echo is
ignored). This way, all the echoes are sampled with the block of k-space.
In addition to the block k-space sampling, a classic parallel imaging scheme with 2-fold accel-
eration is used, i.e., only every other (phase-encoding) line inside a block is acquired. Since
the first echo is not used in the reconstruction to mitigate stimulated echo effects, the reference
lines necessary for GRAPPA are obtained by filling a central part of k-space with the first spin
echo of each phase-encoding step. Therefore, in this implementation, no additional scan time is
required to acquire a calibration dataset for the GRAPPA reconstruction. Notably, the number
of reference lines results from the number of repetitions acquired in the sequence, i.e., the total
number of phase-encoding lines divided by AF (which in this case is MARTINI AF × Parallel
Imaging AF). An example GRAPPATINI sampling scheme is shown in Figure 5.2 (reference
lines marked in green).
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5.3.2.2 SR Image Acquisition
For the implementation of SR, the following datasets were acquired: for the first dataset, 50
sagittal slices with 4 mm thickness and 1x1 mm2 in-plane resolution were acquired. The FOV
was moved by 1 mm in the slice-encoding direction with four shifts implementing the linear
transformation. The total time of acquisition for this dataset was 16 minutes. For the second
dataset, 60 slices each in two orthogonal orientations (sagittal and coronal) and two diagonal
orientations (Sagittal > Coronal 45 ◦ and -45◦) with the same slice thickness and in-plane res-
olution were acquired. The acquisition time for this dataset was 18 minutes. In addition, the
same dataset (i.e. orthogonal and diagonal) was acquired with a 14-fold acceleration, which
reduced the acquisition time to 11 minutes. Of note, the dataset with orthogonal orientation
was not acquired separately but rather the two diagonal orientations were removed during re-
construction to make a third dataset. Spectral fat suppression was enabled to suppress the fat
signals from the fat around the skull. For reference T2 values, a fully sampled MESE dataset
with 16 echoes and 29 slices and a resolution of 1.1 x 1.1 x 4 mm3 was acquired. In addition,
for the phantom, a conventional single-slice single-echo SE sequence with three TEs (12, 50,
100 ms) was acquired. A detailed overview of the acquisition parameters of these datasets can
be found in Table 1.
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Figure 5.2: (a) MARTINI sampling pattern and (b) the proposed GRAPPATINI sampling pat-
tern with black squares indicating sampled and white squares nonsampled data for
an example image matrix with 60 phase-encoding lines and 16 echoes. The read-
out dimension is orthogonal to the shown k-space plane. The red line indicates
the k-space centre with zero phase-encoding. The green samples in the GRAPPA-
TINI pattern indicate the sampled first echo lines used for GRAPPA calibration.
The blue squares indicate nonsampled k-space lines that are reconstructed using
GRAPPA only [3].
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Slices TR(s) No. of shifts/ rotations Acceleration No of echoes
Scan time
(mins)
Linear 1 x 1 4 240 x 256 50 4.4 4 10 16 16
Orthogonal 1 x 1 4 240 x 256 60 5.3 2 10 16 08
Diagonal 1 x 1 4 240 x 256 60 5.3 4 10 16 18
Diagonal Fast 1 x 1 4 224 x 240 56 4.7 4 14 15 11
MESE- Fully Sampled 1.1 x 1.1 4 192 x 160 29 5 - - 16 14
SE- Fully Sampled 0.9 x 0.9 4 224 x 256 1 2.5 - - 3 21
Table 5.1: Overview of the relevant acquisition parameters of the data sets.
5.3.3 Image Reconstruction
The algorithm was implemented using Matlab (MATLAB2017a, The Mathworks Inc., Na-tick,
USA). First, a GRAPPA [9] reconstruction was used to fill the missing lines in each block of
the acquired k-space according to [3]. Using the central k-space samples available at differ-
ent echo times, composite fully sampled images were reconstructed and up-sampled to the HR
grid. Subsequently, an initial guess of a T2 and ρ map were estimated from these up-sampled
images by non-linear least square fitting of the magnitude HR images. This estimate of the
maps was then used in the algorithm for SR T2 estimation by alternately solving equation 5.5
as described in the theory section by fixing T2 and ρ first. Complex coil sensitivities were ap-
proximated for each of the transformations by summing k-spaces across echoes. The k-space is
then transformed into coil images by inverse Fourier transform and then these individual images
are divided by the sum of squares of images to obtain coil sensitivities [8]. The regularization
parameter was heuristically selected as λ = 1 aiming at equal contributions from model- and
data-consistency to the cost function. The reconstruction was performed iteratively until the
error was less than ε = 1e−04:
‖ X(i) − X(i−1) ‖
‖ X(i) ‖
< ε (5.6)
where X(i) was the reconstructed signal series at ith iteration. In addition, the maximum num-
ber of iterations was fixed to 30 after it was experimentally tested at what iteration the algorithm
typically convergences (see Appendix). The reconstruction scheme is illustrated in Figure 5.3.
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Figure 5.3: The schematic flowchart for model-based SR reconstruction: a) k-space data with
block undersampling; b) Zero-filled image using the inverse FFT in the phase-
encoding direction; c) Sensitivity maps estimation; d) Composite images are
formed and up-sampled to HR grid; f) Data consistency is imposed as a first step
of alternating minimization; g) T2 maps estimated by imposing model consistency
in the second step. With the new estimate of T2, step 1 and step 2 are repeated
iteratively. SR- super-resolution, FFT – Fast Fourier Transform, HR – High Reso-
lution.
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5.3.4 Validation
To evaluate the performance of the proposed SR model-based method, T2 maps were visually
compared to T2 maps from two other methods using the numerical phantom and one in-vivo
dataset. The first reference approach is LR model based + SR reconstruction where LR T2 maps
were first reconstructed from individual LR orientations using model-based reconstruction fol-
lowed by an SR algorithm to up-sample to an HR T2 map. The second reference approach is
the SR reconstruction only without the model consistency term.
To ascertain the accuracy of the calculated T2 values, an ROI analysis was performed on the
phantom and in vivo T2 maps for both accelerated and fully sampled datasets. T2 values from
different compartments of the phantom were compared with the T2 values obtained from the
conventional non-linear least squares fitting of the fully sampled MESE and SE data. Ground
truth values provided by the manufacturer will be unreliable owing to the degradation of phan-
tom material with the time so SE data values will be considered as a pseudo gold-standard. The
same comparison was made for the healthy brain where ROIs were drawn in the frontal white,
deep grey matter (putamen and caudate nucleus) and corpus callosum. ROI labelling and seg-
mentation were performed using ITK-SNAP (31) (www.itksnap.org). The segmentation
was performed in the native space of the fully sampled T2w images. Subsequently, the fully
sampled T2w image was pairwise rigid-registered onto the T2 maps of the other datasets using
Elastix [201]. The resulting transformation was then applied to the label map of the ROIs to
provide a similar segmentation among datasets. The four healthy volunteers who were scanned
with both a 10 and 14-fold accelerated acquisition with diagonal orientations and a fully sam-
pled MESE were used in an ROI analysis as well. The T2 values from four ROIs were compared
across all the volunteers to ascertain the consistency of T2 values across subjects.
5.4 Results
5.4.1 Numerical Phantom
T2 maps and images using SR model-based reconstruction in the numerical phantom using dif-
ferent orientations (linear, orthogonal, and diagonal) are shown in Figure 5.4 in comparison to
the ground truth. The T2 map reconstructed with diagonal rotation shows improved resolution
in comparison to the linear and orthogonal datasets. The comparison between the three orienta-
tions in reconstructed T2w images also shows sharper edges in the high-resolution image when
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using the diagonal orientation. This can be better appreciated in the zoomed images of the same
area that demonstrates the diagonal rotation results in better delineation of the small structures
in the brain.
Figure 5.4: Numerical Phantom: Super-resolution T2 Maps (upper row), reconstructed T2-
weighted images (middle row) and the zoomed-in images (bottom row) for three
different orientations. a) Ground Truth (b) linear shifting (c) orthogonal rotation
(d) diagonal rotation.
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The difference images between the ground truth and reconstructed T2 maps along with the
RMSE is shown in Figure 5.5. The highest error is demonstrated by the linear shifting which is
also indicated by the respective RMSE. For orthogonal rotation, the difference image exhibits
less error with improved resolution in left-right direction. The diagonal rotation demonstrated
the least RMSE with improved resolution in both left-right and top-bottom direction.
Figure 5.5: Difference images of the ground truth and the reconstructed T2 maps of numeri-
cal phantom for the linear, rotation and diagonal orientations with the respective
RMSEs.
The trade-off between the number of rotations and the acceleration is demonstrated in Figure
5.6. The numerical simulation demonstrated that adding more rotation results in reduced er-
ror around the edges for all the acceleration factors (from left to right). At the same time, an
increased acceleration factor has the effect of an overall reduction in image quality, i.e. an
increased difference of the T2 values from the ground truth (top to bottom). Considering the
prolonged acquisition time with the number of rotations, the best trade-off is 10-fold accelera-
tion with four rotations (RMSE=7.8 ms, TA=18 mins). Five rotations and 6-fold acceleration
showed the least error (RMSE=3.2 ms) but required an acquisition time of 37 minutes. 14-fold
acceleration with five rotations had an acquisition time of 14 minutes but an RMSE of 12.5 ms.
The details of the RMSE for all the accelerations and rotations are provided in Table 5.2.
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Figure 5.6: The gain in the quality of super-resolution (SR) -T2 reconstruction as a function
of number of rotations and acquisition time in a numerical phantom. The corre-
sponding acquisition times are mentioned with the T2 maps. Adding more rotations
results in reduced error around the edges for all acceleration factors (from left to
right). At the same time, the acceleration factor affects the quality of the recon-
struction (top to bottom), especially for high T2 values in the cerebral spinal fluid.
Considering the increase in acquisition time with the number of rotations, it can
be deduced that the optimal configuration is 10-fold with four rotations.
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3 13.8 5.6 3.2
5 15.2 7.8 8.8
7 17.1 9.82 12.3
Table 5.2: Table showing the RMSE (ms) calculated for different rotations (Right to Left) and
accelerations (Top to Bottom).
5.4.2 Phantom and in-vivo Data
Figure 5.7 shows the reconstructed T2 maps and PD images from one LR acquisition, and
the SR model-based reconstructed maps for linear, orthogonal, and diagonal orientations for
the phantom. The LR T2 maps and PD (Figure 5.7a) show partial volume effects within the
compartments of the phantom. For a fair comparison, the LR T2 maps and M0 with interpolation
to HR grid are also shown which also exhibit the blurring of the compartment edges and brain
structures 5.7b. T2 maps with SR model-based reconstruction enhance the spatial resolution,
reducing the partial volume effect. However, with linear shifting, there is still blurring of the
edges around the compartments of the phantom. For orthogonal rotations, the compartment
edges in the phantoms appear sharper in both orthogonal directions (Figure 5.7d, white arrows)
whereas the diagonal orientation improves the sharpness further, especially in the diagonal
direction (Figure 5.7e, black arrows). The same can be observed for the human brain where
diagonal rotation improved the spatial resolution and delineation of the brain structures (Figure
5.8 and 5.9).
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Figure 5.7: Reconstructed T2 maps and PD for phantom (a) low-resolution, (b) interpolated
to HR grid, (c) linear, (d) orthogonal, and (e) diagonal datasets with respective
acquisition times. The orthogonal rotation improved the resolution as can be seen
around the edges of the compartments in two directions (white arrows) whereas
diagonal orientation improved the resolution in four directions (black arrows).
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Figure 5.8: Reconstructed T2 maps and M0 human brain from (a) low-resolution, (b) interpo-
lated to HR grid. Simple interpolation to the higher resolution grid does not help
in improving the resolution.
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Figure 5.9: Reconstructed T2 maps and M0 human brain from (a) low-resolution, linear, (b)
orthogonal, and (c) diagonal datasets with respective acquisition times. As can
be seen in the phantom, the diagonal orientation demonstrated better resolution in
brain structures as compared to orthogonal rotation and linear shift.
Figure 5.10 shows the axial and coronal views of the reconstructed T2-weighted images from a
10-fold accelerated LR dataset with diagonal orientations and fully sampled MESE data. It is
evident that the SR-T2 mapping allows satisfactory 3D visualization due to isotropic resolution
as compared to conventional MESE, which inherently has a low through-plane resolution. This
can be appreciated even more from the zooms shown in Figure 5.10. A transversal zoom on the
caudate nucleus head and the putamen is shown where the interface between different structures
is well delineated in both SR-T2-weighted and MESE-T2-weighted images. However, for the
coronal zoom, the interface between grey and white matter is better defined for the SR-T2-
weighted image.
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Figure 5.10: Axial and coronal views of T2-weighted images reconstructed with super-
resolution (SR)-T2 mapping (left) and single echo T2-weighted image from fully
sampled MESE. The zoom depicts the improved resolution in both planes for SR
compared to the conventional sequence.
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5.4.3 Validation
A comparison between the SR model-based reconstruction and the SR only and LR model-
based + SR reconstruction is shown in Figure 5.11. The figure shows the T2 maps and the dif-
ference map for the numerical phantom. The SR only reconstruction showed visible artefacts
due to the undersampling as no prior information from the signal model (mono-exponential de-
cay) was incorporated in the reconstruction. The LR model-based + SR re-construction showed
improvement in the reconstruction; however, blurring around the edges is evident in the differ-
ence map. In comparison, SR model-based reconstruction demonstrated that integrating SR
and model knowledge jointly in one cost function improves the reconstruction.
Figure 5.11: T2 maps reconstructed Images from the numerical phantom along with the differ-
ence image. The maps are shown from (a) Ground Truth, (b) SR reconstruction
only, (c) LR model-based followed by SR reconstruction, and (d) proposed SR
model-based reconstruction.
Similar results were seen in the in-vivo data, but due to the absence of ground truth, no quan-
titative comparison could be made. However, visually, the proposed approach outperforms the
other two methods in delineating brain structures, as seen in Figure 5.12.
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Figure 5.12: Reconstructed T2w images from in-vivo data. The images are shown from (a) a
low-resolution dataset, (b) SR reconstruction only, (c) LR model-based followed
by SR reconstruction, and (d) proposed SR model-based reconstruction. The SR
only reconstruction showed increased noise due to the undersampling as no prior
information from the signal model (mono-exponential decay) was incorporated
in the reconstruction. The LR model-based + SR reconstruction showed improve-
ment in the reconstruction; however, blurring around the edges is evident.
5.4.4 ROI Analysis
The ROI analysis of the phantom compartments revealed that at shorter T2, 10-fold accelerated
data were comparable with the fully sampled MESE (Figure 5.13). For compartment 1, the
mean T2 value for 10-fold accelerated data was 28.0 ± 1.8 ms, for 14-fold it was 32.8 ± 1.4
ms, whereas the T2 value for the MESE was 29.6 ± 0.9 ms and for SE was 16.4 ± 0.5 ms. For
compartment 2, the mean T2 value for 10-fold, 14-fold, MESE and the SE was 31.5 ± 1.4 ms,
34.0 ± 1.8 ms, 32.3 ± 1.2 ms and 22.9 ± 0.9 ms respectively. However, the error increased
with higher T2 values, with compartments 3 and 4 showing a relative difference of 10-12%.
For compartment 3, the mean T2 values for 10-fold was 50.0 ± 2 ms, for 14-fold was 49.2
± 1.5 ms, for MESE was 55.5 ± 0.5 and for SE was 41 ± 0.3 ms. The mean T2 values for
compartment 4 for 10-fold, 14-fold, MESE and SE were 100 ± 0.4, 88.49 ± 0.6, 103.9 ± 0.5
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and 81 ± 0.1 ms respectively. For compartment 5, a greater difference (> 15%) was observed
with mean T2 values of 180.6 ± 4.5 ms, 175.5 ± 5.4 ms, 192.3 ± 3.4 ms and 156 ± 2.5 ms for
10-fold, 14-fold, MESE and SE respectively. All values derived with a MESE sequence were
overestimated in comparison to T2 values derived from a SE sequence. This overestimation is
well known and caused by the stimulated echoes formed in the MESE sequence [192].
For the in-vivo data, the T2 values in different regions of the brain showed good agreement
with the fully sampled MESE acquisition (Figure 5.14b). For frontal white matter, the mean T2
value for 10-fold acceleration was 80± 1.3 ms, for 14-fold was 76.5± 5.1 and for MESE fully
sampled was 83 ± 2.08 ms. For putamen, the mean T2 value for 10-fold, 14-fold, and MESE
fully sampled was 69.8 ± 1.2, 66.22 ± 1.32 and 73 ± 3.09 ms respectively. In the corpus
callosum (MESE T2 = 94 ± 2 ms), the 14-fold acceleration showed increased difference (80 ±
2.4 ms) as compared to 10-fold (87 ± 1.8 ms). The T2 value for the caudate nucleus with the
10-fold acceleration (74.8 ± 2 ms) was closest to the MESE acquisition (75 ± 1.8), whereas
the T2 at 14-fold acceleration was 67 ± 2.8 ms. Comparing the mean T2 values for 10-fold
accelerated data from all the four ROIs across volunteers demonstrated consistent values with
some natural variation (Figure 5.14c). The average T2 value across all volunteers were 70.8
± 8.5 ms for the frontal white matter, 81.3 ± 10.5 ms for the putamen, 79.8 ± 9.5 ms for the
corpus callosum and 79.66 ± 13.6 ms for the caudate nucleus.
121
High-resolution Isotropic Whole Brain T2 Mapping with Model-based Super-resolution
Reconstruction
Figure 5.13: ROI Analysis for the accuracy of T2 estimation for different datasets in different
compartments of the phantom. a) T2 map of the phantom with different compart-
ment labels. b) The bar chart represents the mean of the T2 values of the ROI, and
the error represents the standard deviation for 10-fold, 14-fold and fully sampled
MESE and SE T2 values.
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Figure 5.14: a) Different ROIs drawn in axial, coronal and sagittal section of one volunteer
b) The bar chart represents the mean T2 values and standard deviation for ac-
celerated and fully sampled datasets in four different regions of brain. c) The
mean and standard deviation T2 values found in all subjects grouped by brain
structures, each bar representing a subject.
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5.5 Discussion
The widely used MESE sequence for T2 mapping has a typical trade-off between SNR, resolu-
tion and scan time. To improve this trade-off, we proposed an SR acquisition and reconstruc-
tion method specific for quantitative T2 mapping. The reconstruction method combines SR and
model-based reconstruction for T2 estimation into one integrated approach, enabling the direct
estimation of an isotropic high-resolution T2 map from a set of anisotropic, undersampled, low
resolution k-spaces.
Numerical simulations demonstrated that rotating the slice orientations around the phase encod-
ing direction results in better image quality of the SR reconstruction than linear sub-pixel shifts
in the slice encoding direction. These results were confirmed by the phantom and the in-vivo
acquisitions where the rotation resulted in much sharper images. Low resolution images with
different slice orientations appear to better sample different spatial information than shifting
the low-resolution images by subpixel distances along the slice selection direction [148]. The
optimal number of slice orientations ensures that enough spatial information is contained in the
LR images to reconstruct the high-resolution image without extensively prolonging the acqui-
sition time. The comparison between number of rotations versus acceleration factor showed
that four slice orientations (0 ◦,90◦,45◦, -45◦) with 10-fold acceleration was the optimum in
this application with an acquisition time of 18 minutes.
The advantage of combining SR with model-based reconstruction has already been demon-
strated for T1 mapping [170]. This work was done in the image domain without k-space under-
sampling, whereas the proposed approach addresses a more complex problem by reconstructing
quantitative maps from undersampled k-space data. It is important to ascertain whether model-
based SR-T2 mapping performs better than the sequential application of model-based and SR
reconstructions. The comparison of the proposed approach to the SR reconstruction without
prior model and to the LR model-based reconstruction followed by SR reconstruction demon-
strated that incorporating the model information in the reconstruction yielded improved results.
Comparing a T2 map estimated with model-based SR to a T2 map estimated with a conven-
tional non-linear least square fitting on a fully sampled MESE dataset proved that T2 values are
comparable between the two methods. For the phantom, the compartments with longer T2 had
a higher bias as compared to short T2, which may be attributed to an inaccurate signal model.
For example, as already reported in the literature [192], T2 values derived from MESE-type
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acquisitions are overestimated in comparison to single-echo SE acquisitions due to stimulated
echo signal contributions which mostly stem from an imperfect slice profile of the refocusing
pulses. This can be addressed by using a different signal model which accounts for the slice
profile and B1 inhomogeneity e.g. by using an analytical [69, 192] or numerical [67, 70] signal
model. The current model of the proposed method does not account for the slice profile. It is
assumed that incorporating the slice profile in the reconstruction will not only allow addressing
stimulated echoes issues but also lead to a more realistic downsampling/upsampling operator
between HR and LR images. Since this more accurate model will potentially further improve
the spatial resolution, the slice profile is subject of future investigations.
An alternative formulation of the reconstruction problem proposed here can be as follows: the
signal in a LR voxel may consist of different types of tissue, e.g. at a WM and GM boundary.
Therefore, the signal can be seen as a multi-exponential decay (neglecting micro-structural T2
components). The fitting of a mono-exponential decay in a high-resolution voxel corresponds
to a multi-exponential fitting in the space of the LR image due to the downsampling operator.
This ill-posed problem becomes better conditioned through incorporating various orientations
since each orientation consists of LR voxels with ideally different combinations of multiple
decays.
With respect to the acquisition time, the 10-fold accelerated acquisition lasts 18 minutes. De-
spite the high acceleration, the acquisition time is too long to be accepted for clinical routine
or clinical studies. A higher acceleration factor (14-fold) was tested, which reduced the ac-
quisition time to 11 minutes but decreased the sharpness of brain structures. Various other
techniques can be applied to further accelerate the acquisition time, such as simultaneous multi-
slice [202, 203]. Moreover, the same sampling pattern was used in each slice and orientation.
Varying the sampling across slices and orientations may improve the reconstructed T2 maps
and will be further investigated. SR approaches require different acquisitions with different
orientations, and the reconstruction method assumes that each voxel corresponds to the same
anatomical location in all the orientations. Subject motion and image distortions (e.g. due to
imperfect gradient performance) violate this assumption and may not perfectly align the mul-
tiple orientations for model fitting. This model violation will lead to image artifacts, and the
wrong T2 values and pose a significant limitation on the proposed method. In the frame of
this study, motion correction schemes were not explored but could be used to facilitate a better
alignment of different orientations and improve the reconstruction. The area of motion correc-
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tion and compensation has been well studied specifically for the SR reconstruction in foetal
imaging [204, 205]. Future work will aim to incorporate these strategies to further improve the
robustness of the SR-T2 mapping. In addition, incorporating a spatial regularization of the T2
maps will potentially further improve the reconstruction.
5.6 Conclusion
We have proposed a technique that uses four 10-fold undersampled LR MESE 2-D acquisitions
to iteratively reconstruct a HR T2 map. The proposed technique enables HR 1 mm3 isotropic
whole-brain T2 mapping in 18 min. The proposed technique may allow the assessment of T2





In this dissertation, reconstruction methods for accelerated quantitative MRI were proposed.
These methods combine model-based reconstruction with the estimation of qMRI parameters,
such as the spin-spin relaxation (including T2 and T∗2 relaxation).
The problem in estimating the parameters with the incorrect noise assumption has been dis-
cussed in Chapter 3. Based on the Gaussian assumption of noise, the method was presented
that use alternating projection algorithm to combine MLE and PI. The reconstruction problem
is split into three steps: First, the SPIRiT kernel is used to implement the PI to acquire a series
of images. Then MLE step is implemented on the magnitude of the image to estimate the T∗2 and
PD maps. Subsequently, data consistency is applied to the acquired data. The algorithm was
implemented for an accelerated T∗2 mapping experiment with retrospective undersampling in a
phantom and human brain and. The method allows significant reduction (R=6) of the required
data without compromising the quality of the parameter maps.
In Chapter 4, the importance of coherent phase information in improving the accuracy of the
accelerated T∗2 mapping was investigated as compared to the magnitude-only fitting. Our ap-
proach extends the acceleration attained in PI to a MLE approach based on complex exponen-
tial model fitting, which avoids phase information loss in recovering T∗2 relaxation times. In
addition, spatial regularisation in the form of TV was also implemented to improve the recon-
struction. The method was tested on a MEGE T∗2 mapping experiment in a numerical phantom
and healthy human brain data with retrospective and prospective (real time) undersampling.
Compared with fully sampled reference scans, the use of phase information reduces the error
of the accelerated T∗2 maps up to 20% as compared to the magnitude-only method. Coherent
fitting results in better denoising and additionally provides valuable information about magnetic
field inhomogeneity.
Model-based and super-resolution reconstruction in Chapter 5 enables high-resolution T2 map-
ping(1 mm3) from low resolution T2-weighted images acquired with MESE which was highly
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undersampled. With the help of numerical simulations, the best trade-off between acceleration
and number of low-resolution datasets was evaluated (10-fold acceleration with four acquisi-
tions, TA=18 mins). The proposed approach showed improved resolution over low-resolution
images for both phantom and brain. ROI analysis of the phantom compartments revealed that at
shorter T2, the proposed method was compared with the fully sampled MESE. For the volunteer
data, the T2 values found in the brain structures were consistent across subjects (8.5-13.1ms
standard deviation). This proof-of-concept study demonstrated promising results that can be
further improved by employing robust motion and signal correction and incorporating correct
slice profiles.
In summary, the main contributions of this work are to propose and study various signal models
and to employ them in newly developed reconstruction techniques to accelerate image acquisi-
tion or improve imaging quality, especially in the field of quantitative MRI.
6.2 Towards Clinical Use
The use of undersampled data acquisition and compressed sensing reconstruction has the po-
tential to reduce the total scan time and cost of MR acquisitions and to reduce the burden of
imaging to patients. The current work was done in this context to improve the inherent trade-
off between acquisition time, spatial resolution and SNR of qMRI experiments. Decreasing
the acquisition time without reducing the SNR and spatial resolution would improve patient
comfort and the quality of the parameter maps by decreasing the chance of involuntary motion.
Improving the SNR would increase the precision of the qMRI parameter estimates, possibly
leading to earlier and better diagnosis. Most importantly, it enables quantitative high-resolution
investigation of the brain in clinically compatible scan time on a standard clinical MRI scan-
ner. Quantitative MRI maps at a high spatial resolution would enable a better localisation of
the changes in the biological parameters, which could improve the diagnosis of several dis-
eases. Combining these methods with future hardware improvements may enable qMRI with
unprecedented spatial resolution.
The method presented in this thesis has been implemented in a clinical scanner with the most
commonly used Cartesian trajectory to widen its clinical application. However, to translate
these techniques into clinical routine, the input of the radiologists is essential. Recent work
demonstrated that the clinical condition to be assessed by radiological assessment significantly
128
Conclusion
influences the radiological scores of accelerated brain MRI [206]. Therefore, in order to in-
crease the application of this method, the inclusion of radiologists to assess the diagnostic
quality is very necessary. The field strength of MRI scanners being used has increased to 7T or
3T depending on the application, and we find ourselves increasingly constrained by physiolog-
ical limitations of specific absorption rates and peripheral nerve stimulation. Nevertheless, the
significance of accelerated methods in terms of patient comfort, cost and time cannot be denied,
and further developments to increase its clinical use will be a way forward towards precision
medicine.
6.3 Future Work
A major drawback of advanced iterative techniques for image reconstruction is the increased
computation time. While this is one of the reasons why such methods have been disregarded in
clinical settings, the situation has been changed in the past few years. Nowadays, graphics pro-
cessing unit (GPU) has been one of the standard tools in high-performance computing. Among
the GPU-based applications of MRI reconstruction, they have been gradually recognised and
widely applied [207]. Hence, implementation on a massively parallel GPU will further speed
up the reconstruction time considerably.
Noise amplification is the limiting factor in PI; a better regularisation seems to be the most
important next step. The integration of adaptive regularisation has been studied in previous
works to provide a more powerful mathematical framework for reconstruction [205, 208]. The
idea of adapting the acquisition and reconstruction to a special application can be exploited
in multiple ways. The benefits of incorporating prior information to reduce the noise level of
reconstructed images have also been demonstrated ([209–211]. This could be achieved, for
instance, by applying further prior knowledge in the reconstruction. The prior knowledge used
in the reconstruction should be specific to the application, but as general as possible, to avoid
undesired errors in the image due to the reconstruction.
As discussed in Chapter 5, one of the major limitations of the proposed method is the long ac-
quisition time ( TA= 18 mins), which needs to be reduced. One possible solution is to employ
Simultaneous Multi Slice (SMS) to further accelerate the scan time. Model-based reconstruc-
tion with SMS has been employed for accelerating T2 mapping [203]. Using the Power inde-
pendent of a number of slices (PINS) pulse that limits the SAR, T2 maps were acquired under
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3 minutes. The additional acceleration and the possibility to acquire more slices may help to
use it in other organs, e.g. in other abdominal regions, where only a short time during end-
expiration or during a breath hold is available to acquire a T2 map. The low power deposition
of the PINS pulses may also allow using the new method at higher field strength.
Machine learning has seen some dramatic developments recently, leading to a lot of interest
from industry, academia and popular culture. On the other hand, novel applications in medical
image segmentation and reconstruction [212] indicate that deep learning has just begun and
will continue to transform the field. Hence, future work will also focus in this direction, com-
bining the previously developed techniques with deep learning algorithms to further improve
MRI in general, and quantitative MRI in specific. In the context of quantitative MRI, machine
learning has already been applied for MRF [213, 214]. The combination of deep learning with
quantitative MRI techniques could significantly increase the capabilities and diagnostic value
of MRI scanners, especially in situations where physical and theoretical models do not hold.
For example, deep learning could play a key role when the acquired data violate the Nyquist
limit, the SNR is too low, or the underlying biophysical models are too complex or inaccurate.
This would transform MRI into a commodity instead of a luxury, increasing patient access and
benefiting the population and health care systems on a global scale.
This thesis demonstrated the feasibility of the proposed methods in simulations and experi-
ments with volunteers. Further research is necessary before these approaches can be adopted in
clinical practice. In summary, advanced reconstruction techniques are necessary to exploit the
potential of accelerated techniques in qMRI. The results of this thesis demonstrate the methods
to develop and optimise accelerating methods; however, the path to a routine use still requires
more research and validation studies. Quantitative MRI maps at a high spatial resolution would
enable a better localisation of the changes in the biological parameters, which could improve




Figure 7.1: The cost function of the algorithm converging smoothly and reaching a minimum
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