Abstract-Various types of data sources have been used to recognize user intent for volitional control of powered artificial legs. However, there is still a debate on what exact data sources are necessary for accurately and responsively recognizing the user's intended tasks. Motivated by this widely interested question, in this study we aimed to 1) investigate the usefulness of different data sources commonly suggested for user intent recognition and 2) determine an informative set of data sources for volitional control of prosthetic legs. The studied data sources included eight surface electromyography (EMG) signals from the residual thigh muscles of transfemoral (TF) amputees, ground reaction forces/moments from a prosthetic pylon, and kinematic measurements from the residual thigh and prosthetic knee. We then ranked and included data sources based on the usefulness for user intent recognition and selected a reduced number of data sources that ensured accurate recognition of the user's intended task by using three source selection algorithms. The results showed that EMG signals and ground reaction forces/moments were more informative than prosthesis kinematics. Nine to eleven of all the initial data sources were sufficient to maintain 95% accuracy for recognizing the studied seven tasks without missing additional task transitions in real time. The selected data sources produced consistent system performance across two experimental days for four recruited TF amputee subjects, indicating the potential robustness of the selected data sources. Finally, based on the study results, we suggested a protocol for determining the informative data sources and sensor configurations for future development of volitional control of powered artificial legs.
I. INTRODUCTION
L IMB loss is a physically and emotionally devastating event that renders people less mobile and at risk for loss of independence. It has been estimated that 664 000 persons have been living with major limb loss in the U.S. in 2005 [1] , with lower limb amputations occurring much more frequently than upper limb amputations. With the increasing incidence of dysvascular amputations, the number of lower limb amputations in the U.S. is expected to increase to 58 000 per year by 2030 [2] , [3] . Therefore, there is a pressing need to restore as much function as possible to the large and increasing population of lower limb amputees. Recent advances in powered artificial legs [4] - [6] have allowed lower limb amputees to efficiently perform activities that are difficult or impossible when wearing passive devices (e.g., climbing a staircase). However, smoothly switching tasks (e.g., from level-ground walking to stair ascent) has been difficult for patients wearing powered prostheses. This is due to the lack of a user interface that can identify the user's intent. Because the control parameters in current powered artificial legs are modulated by the user's performing tasks [4] , an intent-recognition interface is essential for natural and easy use.
Several approaches to intent recognition for powered artificial legs have been explored. These include manual approaches, such as use of a remote key fob [7] or performance of extra body motions [8] ; or more automated approaches, such as echo control [9] , intent recognition based on intrinsic mechanical feedback [10] , or intent recognition based on electromyography (EMG) signals recorded from the residual limb [5] , [11] - [13] . To date, manual approaches have proven cumbersome and sometimes unreliable. As for more automated approaches, echo control [9] , [14] has been adopted to allow for smooth gait initiations and terminations. This approach requires the user to don and doff an instrumented orthosis on the unimpaired leg. A preliminary intent-recognition system based on mechanical feedback from a powered prosthesis [10] has been shown to identify gait initiations, terminations, and transitions between sitting and standing of one TF amputee. The study reported 100% accuracy in recognizing task transitions with 500 ms delay and three false identifications in a 570-s trial period. Two recent studies [11] , [12] of intent-recognition systems based on EMG signals recorded from residual muscles demonstrated accurate decoding of the intended motion of the missing knee and ankle based on EMG signals recorded from TF amputees in a seated position. However, the performance of these designs during locomotion has not been reported. Au et al. [5] used EMG signals from residual shank muscles to identify locomotion modes of one transtibial amputee; however, their approach can only separate two locomotion modes. Huang et al. developed a phase-dependent EMG pattern recognition strategy [13] that can identify seven locomotion modes with approximately 90% accuracy as demonstrated with two transfemoral (TF) amputees. Motivated by previous approaches, our group further improved the interface design TABLE I  DEMOGRAPHIC INFORMATION OF FOUR SUBJECTS WITH TRANSFEMORAL AMPUTATIONS (Tf01-Tf04) by fusing both EMG and mechanical information [15] . This approach, termed as neuromuscular-mechanical fusion by us, outperformed the approaches based on only EMG signals or mechanical measurements.
Various types of data sources including EMG signals recorded from residual limbs and ground reaction forces/moments measured from prosthetic pylon have been fused together to recognize user intent for volitional control of powered artificial legs. However, there is still a debate on what exact data sources are necessary for accurately and responsively recognizing the user's intended tasks. Although the fusion of multiple data sources have demonstrated performance improvement over the approaches using single data sources, the use of a large number of data inputs would complicate the design of the instrumented prostheses, the intent-recognition algorithm, and the hardware necessary for its real-time application on powered artificial legs. Therefore, further investigation is needed to identify the informative data sources, reduce the number of system inputs, and create a more efficient real-time intent-recognition interface for artificial legs.
The goals of this study were to 1) investigate the usefulness of different data sources commonly suggested for user intent recognition, and 2) determine an informative set of data sources for volitional control of prosthetic legs. In this study, we first implemented our previously designed neuromuscularmechanical fusion interface in real time. We then ranked the included data source based on the usefulness for user intent recognition and selected a reduced number of data sources that ensured accurate recognition of the user's intended task by using three source selection algorithms. The online performance of the intent-recognition algorithm was tested on four patients with TF amputations and compared with and without the source selection. Finally, this study suggested a protocol for determining the informative data sources and sensor configurations for future development of volitional control of powered artificial legs.
II. METHODS

A. Participants and Experimental Measurements
This study was conducted with the Institutional Review Board (IRB) approval at the University of Rhode Island and the written, informed consent of all the recruited subjects. Two male and two female patients with unilateral TF amputations (TF01-04) were recruited (see Table I ). All subjects were regular prostheses users. All available data sources were used for initial testing of the intent-recognition interface. These measurements included EMG signals recorded from the residual thigh of TF amputees, mechanical loads on the prosthetic pylon, and the kinematics of the prosthesis (see Fig. 1 ). Eight active bipolar surface EMG electrodes were placed on the residual thigh. The targeted muscles included the rectus femoris (RF), vastus lateralis (VL), vastus medialis (VM), tensor fasciae latae (TFL), biceps femoris long head (BFL), semitendinosus (SEM), biceps femoris short head (BFS), and adductor magnus (ADM). The exact locations of electrode placement for each individual subject were determined by EMG recordings and muscle palpation. A ground electrode was placed on the bony area near the anterior iliac spine. It is noteworthy that it is not always possible to measure the activity of all muscles due to lower limb amputation and scar or fatty tissues on the residual limb. If fewer than eight muscles were identified, additional EMG sites were selected where strong signals could be recorded when the subject performed hip flexion/extension, hip adduction/abduction, or executed knee flexion/extension. When executing knee flexion/extension, the subjects were asked to attempt to flex/extend their amputated knee joints. The electrodes contained a preamplifier that bandpass filtered the EMG signals between 10 and 2000 Hz with a pass-band gain of 20. The EMG electrodes were embedded in customized gel liners (Ohio Willow Wood, U.S.) for both the users' comfort and reliable electrode-skin contact. A 16-channel EMG system (MA 300, Motion Lab System, U.S.) was used to collect EMG signals. The cut-off frequency of the anti-aliasing filter for EMG channels was 450 Hz. Mechanical ground reaction forces (F x , F y , F z ) and moments (M x , M y , M z ) were measured by a six-degree-of-freedom (DOF) load cell (PY6, Bertec Corporation, OH, U.S.) mounted on the prosthetic pylon, with the x, y, and z axes aligned with the mediolateral, superoinferior, and anteroposterior axes of the subject, respectively. Both analog EMG signals and mechanical load values were sampled at 1000 Hz by a data acquisition board (DATAQ DI-720, DATAQ Instruments, Inc., OH, U.S.). In addition, two inertial measurement units (IMUs) (Xsens Technologies B.V., Enschede, The Netherlands) were used to measure the kinematics of the prosthesis. Both IMUs were tightly affixed to the lateral side of the prosthetic socket and pylon. The IMUs' coordinate systems were aligned with the coordinate system of the load cell in the standing position. A total of 12 kinematic data were derived from the IMU measurements, including three-DOF linear accelerations of the thigh segment (T Acc x , T Acc y , T Acc z ), angular velocity (T AV x , T AV y , T AV z ) and acceleration (T AA x , T AA y , T AA z ) of the thigh segment, knee angle (KA), knee angular velocity (KAV), and knee angular acceleration (KAA). The kinematics of the residual thigh segment and prosthetic knee were specifically monitored because 1) motion of the residual thigh is still controlled by a TF amputee and therefore represents the user's voluntary control, 2) the selected kinematic parameters of the prosthetic socket and knee have been used to demonstrate the movement state of prosthesis [16] and classify user intent [10] , and 3) all of these data sources can be measured by sensors mounted on the prosthesis. The kinematic measurements were sampled at 100 Hz and were synchronized with EMG and mechanical load measurements. All sampled data were streamed into a desktop computer (Dell OptiPlex 380 with 2.93 GHz Core 2 Duo E7500 CPU and 2 GB RAM) for real-time intent recognition.
B. Real-Time User Intent Recognition
The architecture of our neuromuscular-mechanical fusion interface has been previously reported [15] . The multichannel data are preprocessed and segmented into analysis windows. Features believed to capture the signal patterns are extracted and fused into one feature vector. The feature vector is then fed to a phase-dependent pattern classifier, composed of a gait-phase detector and multiple subclassifiers corresponding to individually defined gait phases for mode recognition. The classification decisions are further postprocessed to improve system accuracy. There are two procedures involved in real-world application of the intent-recognition interface: 1) offline training and 2) realtime testing. In this study, both procedure were implemented and tested using MATLAB (The Mathworks, MA).
1) Interface Training Strategy and Offline Training Algorithm:
Training data were collected while lower limb amputees performed the assigned locomotion modes. In this study, the considered modes included level-ground walking, stair ascent, stair descent, ramp ascent, ramp descent, sitting, and standing. The latter two modes were included because they were important for gait initiation and termination and were difficult for leg amputees. For the task of level-ground walking, we instructed subjects to start from standing, walk along a straight walkway, and stop and stand. For sitting and standing tasks, subjects were asked to transition between sitting and standing. When in standing positions, subjects were allowed to make small steps and shift their weight; during sitting, subjects were allowed to move the prosthetic limb. During collection of training data for stair ascent/descent or ramp ascent/descent, subjects switched from level-ground walking to stair ascent/decent or ramp ascent/descent and then switched back to level-ground walking. Stair ascent/descent and ramp ascent/descent were negotiated with a five-step stair and a 10-feet ramp with 10
• of inclination, respectively. At least 30 s of data were collected in each mode and five repetitions of each task transition were captured.
Training data were preprocessed and segmented into overlapped analysis windows with a window length of 150 ms and a window increment of 50 ms. EMG signals were band-pass filtered by a 20-450 Hz sixth-order Butterworth digital bandpass filter. The mechanical forces/moments were filtered by a low-pass filter with a 45 Hz cut-off frequency. The linear accelerations and angular velocities of the thigh segment and knee angle were low-pass filtered with a 20 Hz cut-off frequency before the derivation of other kinematic data. Each window was labeled with a gait phase index and task index. The gait phase index was determined automatically by the gait phase detection algorithm based on the vertical GRF measured from the six-DOF load cell [17] . The labeling of tasks required manual indication of mode transitions from an experimenter. Four commonly used EMG time-domain (TD) features [18] (mean absolute value, number of slope sign changes, waveform length, and number of zero crossings) were extracted from each EMG signal in each analysis window. The mean, maximum, and minimum values of mechanical loads and motion parameters were extracted as features from each of these data sources. The features extracted from EMG signals (4 features × 8 channels), mechanical loads (3 features × 6 DOF), and kinematic measurements (3 features × 12 sources), were then concatenated into one feature vector (86 × 1). The fused feature vectors for the same gait phase index were used to train the subclassifier corresponding to that phase. A nonlinear support vector machine (SVM) classifier based on the "one-against-one" (OAO) scheme [19] and C-support vector classification (C-SVC) [20] , was used to design the classifier. Finally, the parameters of each subclassifier were calculated and stored for real-time testing.
2) Real-Time Implementation of User Intent Recognition: In real-time testing, the classifier parameters calculated in the training session were reloaded into the memory of the computer. The time sequence of the real-time algorithm is shown in Fig. 2 . Each analysis window (e.g., W1, W2, and W3 in Fig. 2 ) had the same window length (t w = 150 ms). The window increment (Δt = 50 ms) determined the time delay for each decision. The processing time τ , consisted of the time required for preprocessing the data and extracting the features from each analysis window (B1), formulating and normalizing the feature vector (B2), detecting the gait phase and activating the corresponding classifier (B3), and classifying the user intent (B4). In order to make use of all of the streamed data for continuous decision making, the window increment (Δt) was required to be greater than or equal to the processing time (τ ) [21] . At time t 0 , the EMG, mechanical, and kinematic signals were simultaneously streamed into the computer. These acquired data were stored in a first-in first-out (FIFO) buffer. At time t 1 , when the data for the first analysis window, W1, were available, the data were transferred from the FIFO buffer to the system memory, and the execution of the real-time algorithm began. At the same time, the new incoming data were stored in the buffer. At time t 2 , the computation for W1 was completed. The first decision, D1, was made to recognize the user intent for window W1. At t 3 , the data for the second window, W2, were available for processing. Similarly, new incoming data continued to be stored in the FIFO buffer. At time t 4 , the decision, D2, for window W2 was made. In addition, a five-point majority vote scheme was applied to eliminate erroneous decisions.
C. Evaluation of the Intent-Recognition Interface
1) Experimental Protocol:
Each TF subject participated in two experimental days. On each day, the experiment took around 3 h. In the first experimental day, all of the previously discussed measurements (EMG, kinematics, and pylon forces/moments) were used for real-time intent recognition. All subjects wore a hydraulic passive knee (Total Knee,ÖSSUR, Germany) and performed the instructed tasks in multiple trials. During the real-time testing session, the subjects were asked to transition among seven task modes in a fixed sequence: sitting, standing, level-ground walking, stair ascent, level-ground walking, ramp descent, level-ground walking, ramp ascent, level-ground walking, stair descent, level-ground walking, standing, and sitting. Each trial lasted approximately 1 m. A total of 15 real-time testing trials were conducted. For the subjects' safety, they were allowed to use a hand rail when walking on the staircase or ramp if necessary. Rest periods were allowed between trials to avoid fatigue. All of the data and real-time decisions collected during the experiment were saved for system evaluation and source selection analysis. In addition, a pressure-measuring mat was attached to the gluteal region of the subject to indicate the states of sitting and standing. The experiment was also videotaped for evaluation purposes.
The second experiment was conducted after the informative set of data sources (those that carried the majority of information for accurate intent recognition) was determined via an offline analysis of the data collected in the first experimental day. The experimental protocol was the same as the first experimental protocol, except that only a subset of data sources was used for interface training and real-time testing. The time between the two experimental days was three weeks, two weeks, one month, and three weeks for TF01-04, respectively.
2) Evaluation Parameters: Three parameters were used to evaluate the real-time performance of the intent-recognition interface: 1) recognition accuracy in static states (RA), 2) the number of missed task transitions, and 3) transition prediction time. Static states were defined as states when subjects continuously performed the same task. More details about the definition of these evaluation parameters can be found in previous study [15] .
D. Source Selection Analysis 1) Overview of Source Selection Methods:
Data source or feature selection is commonly used in the field of machine learning to reduce the dimensionality of inputs and create an efficient classification model. If the considered unit for input selection is individual features, it is called feature selection; if the selected input is data source (consisting of multiple features), it is called source selection. Exhaustive searching method, which enumerates all the possible combinations of subsets, is generally used to find the globally optimal subset. However, due to computational complexity, this approach is not practical for real application. Instead in this study, we considered more efficient and commonly used searching methods to find the suboptimal subset of data sources. The source/feature selection methods can be divided into two broad classes: wrapper methods and filter methods [22] . Wrapper methods require one predetermined classification algorithm and use the classifier as a black box to select the subset of sources based on the discriminatory power [22] . The most commonly used wrapper methods are sequential forward selection (SFS) and sequential backward selection (SBS). Filter methods select the sources based on discriminating criteria, which are relatively independent from the classifier. Examples of such criteria are correlation coefficients [23] , mutual information [24] , and statistical tests (t-test and F -test) [25] . Recent studies [24] , [26] used a minimum-redundancy-maximumrelevance (mRMR) criterion. This method considered the relevant and redundant features simultaneously when selecting the sources/features; it expanded the representative power of useful data sources/features and improved the generalization of the source/feature selection algorithm. In this study, two wrapper methods (e.g., SFS and SBS) and a filter method (e.g., mRMR) were applied to the data collected in the first experimental day to select the informative data sources for intent recognition.
2) Sequential Forward and Backward Selection Algorithms:
The SFS algorithm was applied as follows. The algorithm started with two data source sets: the selected set, A, was initially empty; and the remaining set, B, included all 26 data sources. In the first search iteration, the data from each individual source were used to train and test the intent-recognition system. The source that yielded the highest average classification accuracy across all modes in the static state was selected as the most important source for the system and was added to set A. In the following iterations, each of the sources in set B was paired with the selected sources in set A to train and test the classifier. The source from set B that produced the maximum recognition accuracy when combined with the selected sources from set A was added to set A. Only one source was selected in each search step. The sequence in which sources were selected produced a rank of the sources in terms of their importance for accurate mode recognition.
The SBS method began with set B empty and set A containing all 26 sources. In each search iteration, the source from set A that produced the lowest decrease in recognition accuracy when removed was moved to set B. Only one source was removed from set A in each iteration. The first source removed was considered to contain the least information; while the last source remaining in set A was considered to be the most informative.
3) mRMR Source Selection Algorithm: The mRMR algorithm selects feature f i to satisfy the criterion in (1) [24] , [26] . This approach simultaneously maximizes the relevance between this feature and the classes (intended tasks) and minimizes the redundancy among the studied features:
In this equation, f i and f j are different features.S and Ω S represent the selected important feature set and the remaining unselected feature set, respectively. |S| is the number of selected features in S. F (f i , K) denotes the F -statistic test value of feature f i in the K studied classes (K = 7 in this study), which is used to evaluate the relevance between the feature and classes [24] , [26] . The F -statistic value was calculated by
In this equation,f is the mean value of feature f i across all observations;f k is the mean value of f i within the kth class; n k is the size of the feature in the kth class; σ k is the variance of the feature in the kth class, and N denotes the total number of observations. The Pearson correlation coefficient c(f i , f j ) in (1) measures the redundancy among the features [24] , defined as
where f i,m denotes the mth observation of f i ;f i andf j denote the mean value of f i and f j , respectively; and S f i and S f j are the standard deviations of f i and f j , respectively.
It is noteworthy that the mRMR algorithm is usually used on the feature level. Therefore, in order to search the suboptimal data source, two steps were involved in this study: 1) each feature from all sources was ranked in terms of their importance for accurate intent recognition based on the mRMR criteria in equation (1); 2) the data sources were ranked based on the highest rank of the features associated with it. For all source selection methods applied, the number of selected data sources was determined based on two criteria: 1) the recognition accuracy in static states had to be greater than 95%; and 2) no additional missed mode transitions could be induced by the reduction in data sources. The 95% threshold chosen for the first criterion in this study can be modified based on the specific requirements for system performance.
III. RESULTS
A. Performance of Source Selection Algorithms
The data collected in the first experiment were used for offline source selection. The effect of increasing the number of selected data sources on the intent-recognition accuracy in static states was similar among the three tested algorithms (SFS, SBS, and mRMR) (see Fig. 3 ): when the number of applied data sources increased, the classification accuracy increased dramatically and gradually plateaued. When 95% accuracy (indicated by a red dashed line in Fig. 3 ) was chosen as the criterion to select the informative set of data source for all studied selection methods, the number of selected sources was 9, 11, 10, and 10 for TF01-TF04, respectively. Table II lists the informative set of data sources selected by SFS, SBS, and mRMR for TF01-TF04. The sources were ranked in descending sequence in terms of the order they were selected or removed for the sequential forward/backward searching or based on the calculated relevance-redundancy value for mRMR selection method. The number of selected sources and the rank of the selected sources varied among the different subjects. However, the majority of the top ranked data sources selected by SFS, SBS, and mRMRoverlapped for individual subject. The number of EMG signals in the selected set was larger than half of the total number of selected sources across all the subjects and selection algorithms. Of all the data sources, only the vertical ground reaction force was consistently selected across all the subjects and all selection methods. Except for the thigh segmental acceleration, no other kinematic measurements were selected as the important sources for intent recognition.
Additionally, we compared the execution time of three different source selection algorithms. mRMR required the shortest TABLE II  SOURCES SELECTED FOR FOUR RECRUITED TF SUBJECTS (TF01-TF04) execution time (an average of 84 s over the four subjects), while SBS was the most time-consuming algorithm (requiring an average of 1978 s). SFS took approximately 383 s for data source selection. Since mRMR was the most computationally efficient algorithm and yielded similar performance to the other two searching algorithms (see Table II and Fig. 3) , the sources selected by mRMR were used in the second experiment for realtime mode recognition in order to evaluate the robustness of the selected data sources across days.
B. Real-Time Performance With and Without Data Sources Selection
The performance of the intent-recognition interface in static states was compared with and without data source reduction (see , Fig. 4) . The accuracy decreased to approximately 95% when the data sources selected by mRMR were used (gray and white bars in Fig. 4 ), compared to around 98% accuracy derived from all data sources (the black bars in Fig. 4) . This was to be expected, as 95% accuracy was used as the threshold in one of the searching criteria. Importantly, the system produced stable performance in the static states by using the same data sources selected by mRMR across days, which implied that the selected data sources robustly captured important information for accurate intent recognition.
When all data sources were used for online testing (in the first experimental day), the average processing time for one decision (i.e., the duration of B1-B4 in Fig. 2 ) was 45.2 ± 2.7 ms. When the number of data sources was reduced by the mRMR method (in the second experiment), the online processing time ranged from 21.3 to 28.8 ms for the four subjects, which would result in more frequent decision making.
The real-time system performance during transitions derived from the informative data sources in the second experiment was similar to that derived from all data sources in the first Fig. 4 . Intent-recognition accuracy in static states. The black bars were derived from the real-time decisions in the first experiment when all the data sources were used. The gray bars were computed offline based on the data in the first experiment, but with a reduced number of data sources selected by mRMR. The white bars denote the real-time results derived from the second experiment when the same data sources as used for gray bars were applied. experiment. For both days, 3 out of the 720 transitions (12 transitions * 15 trials * 4 TF subjects) tested in all four subjects were missed. These missed transitions included the transitions from level-ground walking to ramp ascent and ramp descent to level-ground walking. The prediction times for the 12 transitions were averaged across all the testing trials and all the subjects, excluding the missed task transitions. Similar prediction times were observed when using all data sources and when using selected sources (see , Table III ).
IV. DISCUSSION
In this study, we aimed to investigate the usefulness of each data source used for user intent recognition, and determine an informative set of data sources for efficient real-time intent recognition for the control of artificial legs. The offline sourceselection analysis showed that when the number of data sources was reduced from 26 to approximately 10, the interface was still able to accurately recognize the subject's intents (above 95% accuracy in static states) without missing additional mode transitions. These results indicate that not all of the studied data sources carried important information for intent recognition, and that input redundancy existed in the initial design of the fusionbased interface. Therefore, reduction of system redundancy is necessary to improve the efficiency of the design for its eventual clinical use for artificial legs. At the hardware level, removing sources that capture less important or redundant information can simplify the design of the instrumented prosthetic leg, I/O circuits, wiring, and embedded system. At the software level, reducing the number of data sources decreases the computational complexity of the intent-recognition algorithm. For example, in this study we showed that the computational speed for recognizing intents with a reduced number of data sources was almost 1.9 times faster than that when using all data sources.
By ranking the data sources based on the usefulness for user intent recognition, a reduced number of data sources that ensured accurate recognition of the user's intended task was TABLE III  AVERAGE TASK TRANSITION PREDICTION TIME ACROSS SUBJECTS IN THE FIRST AND SECOND REAL-TIME EXPERIMENTS selected by using three source selection algorithms for individual subject. Although there was a variation in types and ranks of data sources selected across the different selection methods and subjects, some consistency was still observed. First, more than half of the selected sources for all subjects were EMG signals, which implied that neuromuscular information measured from the residual limbs may be the essential data source for accurate and responsive intent recognition. However, it was difficult to unify which muscles were necessary for intent recognition across different subjects, which may be due in part to the variations in the level of amputation, cause of amputation, surgical approach, and locomotion pattern among the TF amputees. Therefore, the optimization of EMG signal inputs should be customized for each individual in the future clinical application for artificial legs. Second, with the exception of thigh acceleration, no kinematic information was selected by the algorithms, implying that the kinematics of the prosthetic knee is not important for differentiating user intent and predicting the studied task transitions. Additionally, the vertical ground reaction force was selected as an important source by all searching methods for all tested subjects. This indicates different patterns of GRF on the prostheses even before the users switched locomotion modes. Since the GRF was also used as the input for gait phase detection in the current system design and is usually available for intrinsic control of lower limb prostheses, it is necessary to include it as one of the informative data sources. At the sensor level, based on the results from this study, we suggested that the suboptimal sensor configuration for future design of intentrecognition interface for powered artificial legs should include at least four surface EMG sensors (two targeting quadriceps and two targeting hamstring muscles), a 6-DOF load cell mounted on prosthetic pylon, and one accelerometer instrumented on prosthetic socket.
The results of this study showed that all three methods selected similar data sources when at least 95% accuracy for recognizing user intent was required. However, the mRMR method is suggested for future clinical application because of the following: 1) it was much more computationally efficient than the other two searching methods; 2) the mRMR algorithm can be used regardless of the type and structure of the classifier; while SFS and SBS involve the direct goal of maximizing the classification accuracy of one particular classifier. Furthermore, the data sources selected by mRMR were robust over time. Similar performance was observed across experimental days when the mRMR-selected sources were used to classify task modes.
Another important contribution of this study was the realtime PC implementation of our previously designed intentrecognition interface. Unlike previous design, in which we used offline cross validation to evaluate the interface [15] , this study included a system-training protocol for quick calibration and real-time algorithm for online system testing. The real-time interface could make a decision every 50 ms and produced high accuracy for intent recognition and task transition prediction, similar to the results of the offline analysis [15] . These results imply the soundness of our designed training protocol and realtime intent-recognition algorithm; these designs can be used for the future embedded implementation of an intent-recognition interface for artificial legs.
In summary, this study suggested a protocol for determining the informative data sources and sensor configurations for future development of volitional control of powered artificial legs. Software based on the mRMR algorithm can be developed for prosthetists to allow them to customize the suboptimal sensor placement for each TF amputee. The prosthetists may simply choose the optimization criteria and run the program for quick sensor placement guidance. In addition, our real-time mode-recognition algorithm can be directly implemented in the embedded control units in prosthetic knees. Nevertheless, several study limitations were also identified. First, the evaluation of the system was done in the laboratory, due to the limitations of our experimental setup. It will be important to further test our system in more realistic environments. In addition, the reported execution speed for locomotion mode recognition was not the true online processing speed for CPU implementation. This is because we did not ignore background programs in the PC, and MATLAB does not allow multithreaded programs. The execution speed should be faster when a powerful digital signal processor is used. Furthermore, this study fixed the optimization criteria to 95% classification accuracy. Further studies are needed to justify whether or not this criterion is sufficient for safe prosthesis control. Finally, it was noteworthy that the suggestion of suboptimal sensor configuration for volitional control of power artificial legs was made based only on the results from the recruited subjects. Customization of sensor configuration for each individual user is desired in the future clinical application.
V. CONCLUSION
In this study, we analyzed the usefulness of different data sources for user intent recognition and identified an informative set of data sources for volitional control of prosthetic legs. First, our previously designed interface based on neuromuscularmechanical fusion was implemented in real time. We then ranked data sources based on the usefulness for user intent recognition and selected a reduced number of data sources that ensured accurate recognition of the user's intended task by using three source selection algorithms. The real-time performance of the intent-recognition algorithm with and without source selection was evaluated and compared on four patients with TF amputations on different experimental days. Based on the study results, we suggested a protocol for determining the informative data sources and sensor configurations for future development of volitional control of powered artificial legs.
