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Abstract
This paper presents a functional programming language, based on Moggi’s monadic meta-
language. In the rst part of this paper, we show how the language can be regarded as a monad on
a category of signatures, and that the resulting category of algebras is equivalent to the category
of computationally cartesian closed categories. In the second part, we extend the language to
include a nondeterministic operational semantics, and show that the lower powerdomain semantics
is fully abstract for may-testing. c© 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper shows how the notion of computation types interacts with operational and
denotational semantics for a nondeterministic -calculus. In a conventional call-by-value
typed -calculus, one can add a nondeterminism operator euf with typing:
  ‘ e :    ‘f : 
  ‘ euf : 
and provide it with nondeterministic reductions:
euf ) e; euf ) f:
However, such a -calculus does not t the usual ‘o the shelf’ [21] categorical
model of cartesian closed categories (ccc’s), since it does not satisfy either - or
-equivalence. For example,
(x:(x; x))(0u 1) 6=(0u 1; 0u 1)
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since the latter has the reduction
(0u 1; 0u 1) ) (0; 1)
which the former cannot match. Similarly,
((x:0)u (x:1)) 6= y:(((x:0)u (x:1))y)
since the latter (placed in an appropriate context) has the reduction
(z:(z0; z0))(y:(((x:0)u (x:1))y)) ) (0; 1)
which the former cannot match.
Since such a nondeterministic -calculus cannot be modelled as a ccc, the traditional
denotational approach is to model it using a powerdomain functor [32], for example
giving the semantics of integers as
<int==P(N?):
Moggi [26] observed that the phenomenon of nontrivial computation is quite general,
and that the denotational semantics can be simplied by separating the semantics of
computation (in this case the functor P( ?)) from the semantics of data (in this case
N). This separation can be achieved in the type system of the -calculus by providing
a computation type constructor C whose semantics is given by an appropriate functor.
For example, in the above case we have
<int==N <C==P(<=?):
In this treatment, we give dierent types to values such as ‘2 : int’ and ‘1+1 :Cint’. The
former is an integer value where the latter is an integer computation. This separation
of expressions into values and computations of values is standard in the call-by-value
-calculus, but is usually done syntactically rather than in the type system.
Computation types have had some success in the functional programming community
in modelling systems with side-eects [37], such as the Haskell [16] monadic I=O
library [6].
In Section 3 we present a -calculus with an explicit-type constructor, and show
(assuming the programs satisfy certain equivalences) that its models are precisely given
by categorical structures:
Programming construct
 Algebraic datatypes
 Let-expressions
 Functions
 If-then-else expressions
 Deconstructors.
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Categorical equivalent
 Categories with nite products
 Strong monads
 T -exponentials
 Computational coproducts of 1
 Morphisms in the Kleisli category.
This gives us quite a powerful tool for giving semantics for languages with computation
type: given such a language, we just have to verify (for example using operational
techniques such as bisimulation) that it satises certain equivalences, from which we
get ‘for free’ a canonical semantics in any category with the appropriate structure.
We use this technique in Section 4 to show how a fully abstract semantics can
be given for the case of a nondeterministic language with recursion. The denotational
semantics is given in the domain of algebraic dcpos, not necessarily with least ele-
ments. For example, we can compare the denotation of booleans with computations of
booleans:
Since we are not requiring all types to have least elements, this gives a very natural
semantics for data, using the product and coproduct structure of posets. However, we
still need to give a denotation for xed points, but the restrictive-type system ensures
that we only have to nd xed points of terms of computation type, and those always
have least elements.
We can show that the denotational semantics is fully abstract for the operational
semantics using a variant of Abramsky [2] and Ong’s [28] lazy lambda-calculus and
Abramsky’s [3] domain theory in logical form. This is similar to Ong’s [29] use of a
program logic for the untyped -calculus, but is simplied by the fact that nondeter-
minism can only occur at computation type.
The simplied proof of full abstraction is due to the fact that the nondeterministic
-calculus with computation types has more expressive power than the -calculus with-
out. For example, in the nondeterministic -calculus, the following terms are identied:
(0u 1; 0u 1)= (0; 0)u (0; 1)u (1; 0)u (1; 1);
whereas their simplistic translations into the -calculus with computation types are not
equal:
[([0]u [1]; [0]u [1])] 6= [([0]; [0])]u [([0]; [1])]u [([1]; [0])]u [([1]; [1])]
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since when placed in the context:
let x ( in lety ( x:L in let z ( x:L in y= z
the former has the reduction:
let x( [([0]u [1]; [0]u [1])] in lety ( x:L in let z ( x:L iny= z
) lety ( [0]u [1] in let z ( [0]u [1] in y= z
) 0=1
) [false]
which the latter cannot match.
This paper is part of an investigation into the use of computation types in concur-
rent functional languages [18]. There, the nondeterministic language is extended with
communication capabilities based on Reppy’s [33, 34] Concurrent ML, and we show
that it can be given a fully abstract semantics based on Hennessy’s [10] fully abstract
semantics for untyped higher-order processes. The resulting program logic has much
of the avour of Hennessy{Milner [11] logic.
2. Mathematical preliminaries
This section contains the standard denitions and results which will be used through-
out this paper.
2.1. Categories and monads
This section contains a brief overview of the categorical structure used in later
sections.
We refer the reader to Pierce’s [30] introductory textbook or Mac Lane’s [23] book
for the denitions of category, functor, natural transform, product, coproduct, ini-
tial, terminal, isomorphic, equivalent, and for further details on the denitions in this
section.
Write C[X; Y ] for the class of morphisms with source X and target Y in the category
C. When this class is a set, we call this a homset.
A punctuated category is one where the initial and terminal object coincide.
A small category is one where the class of objects and the class of arrows are sets.
Let Set be the category of sets with functions.
Let Mon be the category of monoids with monoid homomorphisms.
Let Cat be the category of small categories with functors.
Let CCat be the category of small categories with distinguished nite products,
and functors which preserve the product structure. We shall associate products to the
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left, writing X1    Xn+1 for (X1    Xn)Xn+1 and X1    X0 for 1. We
shall similarly associate the mediating morphism hf1; : : : ; fni :X !X1    Xn for
fi :X !Xi to the left, writing hf1; : : : ; fn+1i for hhf1; : : : ; fni; fn+1i and hf1; : : : ; f0i
for !. We shall write  :X Y !X and 0 :X Y !Y for the projections, and write
m;n :X1    Xm!Xn for the generalized projection.
Write Cop for the dual category to C, with objects from C and morphisms f :Y !X
for each f :X !Y in C. If F :C!C0 is a functor, then so is Fop :Cop!C0op where
FopX =FX and Fopf=Ff.
A monad is a functor T :C!C together with natural transformations:
X :X !TX; X :T 2X !TX
such that
Note that here, and throughout this paper, we omit subscripts where they can be de-
duced from context.
A T -algebra is a object X from C together with a morphism < = :TX !X such that
A T -algebra morphism between T -algebras (X; < =) and (X 0; < =0) is a morphism
f :X !X 0 such that
Let T -Alg be the category of T -algebras with T -algebra morphisms.
A monad on a category with nite products is strong i it has a natural transform
tX;Y :X TY !T (X Y )
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such that
where  is the associativity natural transformation :
 : (X Y )Z!X  (Y Z)
Let SMon be the category of strong monads with functors which preserve the product
and monad structure.
A computational cartesian closed category (cccc) is a category with nite prod-
ucts and a strong monad T :C!C such that for any objects X and Y there is a
T -exponential object TX Y with bijection (natural in X and Z):
curry :C[X Y; TZ] ’ C[X; TZY ]
Given a cccc, we can dene the evaluation morphism as
ev= curry−1 id :TZY Y !TZ
Let CCCC be the category of small cccc’s with functors which preserve the product,
monadic and T -exponential structure.
2.2. Partial orders
This section contains a brief overview of the order structure used in later sections.
We refer the reader to Davey and Priestly’s [5] introductory textbook or Plotkin’s [32]
lecture notes for the denitions of poset, join, meet, monotone, and for further details
on the denitions in this section.
A poset (X;6) is discrete i x6y implies x=y.
A subset Y of a poset X is directed i every nite subset of Y has an upper
bound in Y ; note in particular that ; is not directed, but that any non-empty chain is.
A directed-complete partial order (dcpo) is a poset where every directed set has a
join. A function between dcpos is continuous i it is monotone and respects directed
join. Let DCPO be the category of dcpos and continuous functions. The well-below
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or approximation relation in a dcpo is dened:
xy iy6WZ ) 9z 2 Z:x6z for all directed Z:
An element x is compact i x x. Let ##Y = fx j xy 2 Yg. A dcpo is algebraic i:
##fyg is directed and y=W##fyg for all y:
For any dcpo X , dcpo with least element Y , x 2 X and y 2 Y , let x ) y :X !Y be
the step function
(x ) y)= x0 7!

y if x x0;
? otherwise:
Let Alg be the category of algebraic dcpos with continuous functions. For any category
C of posets, dene the subcategories:
 C? the subcategory of C of posets with a least element ?, and morphisms which
respect ?.
 C_ the subcategory of C of posets with binary join _, and morphisms which respect
_.
A category C is DCPO-enriched (resp. DCPO?-enriched) i for every objects X
and Y , the homset C[X; Y ] forms a dcpo (resp. dcpo with ?), and composition is
continuous (resp. strict continuous). For example Alg is DCPO-enriched, and if C
and Ci are DCPO-enriched, then so are C?, C_, Cop and
Q
i Ci. Similarly Alg? is
DCPO?-enriched, and if C and Ci are DCPO?-enriched, then so are C?, C_, Cop
and
Q
i Ci.
A functor F :C!C0 between DCPO-enriched categories is locally monotone (resp.
locally continuous) i its restriction to homsets F :C[X; Y ]!C0[FX; FY ] is monotone
(resp. continuous).
For example, the following functors are locally continuous:
( ! ) :AlgopAlg?_!Alg?_;
( !_ ) :Algop_ Alg?_!Alg?_;
( !?_ ) :Algop?_Alg?_!Alg?_;
(  ) :AlgAlg!Alg;
? :Alg_!Alg?_;
P :Alg!Alg?_;
given by
X !Y =Alg[X; Y ]; f! g= h 7! f; h; g;
X !_Y =Alg_[X; Y ]; f!_g= h 7! f; h; g;
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X !?_Y =Alg?_[X; Y ]; f!?_g= h 7! f; h; g;
X Y = f(x; y) j x 2 X; y 2 Yg; f g=(x; y) 7! (fx; fy);
X?= f?g[flift x j x 2 X g; f?=(? 7! ?)[ (lift x 7! liftfx);
PX = f##Y jY X g; Pf=Y 7! ##ffy jy 2 Yg;
where X Y inherits the order from X and Y , X? inherits the order from X with new
least element ?, and PX is ordered by subset inclusion. In addition, if F :C!C0,
G :C0!C00 and Hi :C!Ci are locally continuous, then so are Fop, F ;G and
hHi j i 2 Ii.
An embedding in a DCPO?-enriched category C is a morphism e :X !Y such
that there exists a morphism eR :Y !X where e; eR= id and eR; e6id. Let CE be the
subcategory of C where all morphisms are embeddings. Note that any locally monotone
functor F :C!C0 restricts to a functor F :CE !C0E .
An !-diagram in a catgegory C is a series of objects X1; X2; : : : with morphisms
fij :Xi!Xj when i6j such that fii= id and fij;fjk =fik . A cocone for such an
!-diagram is an object X with morphisms fi :Xi!X such that fij;fj =fi. A col-
imit is a cocone fi :Xi!X such that for any other cocone f0i :Xi!X 0 there is a
unique f :X !X 0 such that fi;f=f0i . A category is !-complete i all !-diagrams
have colimits. Note that Alg?_E and (Alg
op
?_)E are !-complete, and that if Ci are
!-complete then so is
Q
i Ci.
A locally monotone functor F :C!C0 between DCPO-enriched categories is
!-continuous i CE and C0E are !-complete, and the restriction F :CE !C0E preserves
colimits of !-diagrams.
For example, all of the locally continuous functors listed above are also continuous.
In addition, if F :C!C0, G :C0!C00 and Hi :C!Ci are continuous, then so are Fop,
F ;G and hHi j i 2 Ii.
A functor F :C!C has a canonical xed point X i fold :FX !X is the initial
F-algebra and unfold :X !FX is the terminal F-coalgebra.
Proposition 1. Any continuous, locally continuous endofunctor on a DCPO?-enriched
punctuated category has a canonical xed point.
Proof. A generalization of the proofs in [4].
For example, the domain equation for the lazy lambda-calculus is:
D ’ (D!D)?
which can be found by taking the rst element of the canonical xed point of the
functor:
h(( ! ); ?)op; (( ! ); ?)i :Algop?_Alg?_!Algop?_Alg?_:
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3. Sequential computation
This section shows how categorical structure can be used to model common pro-
gramming structures. To do this, we construct a series of programming languages by
gradually adding features, and showing that these features can be modelled categori-
cally.
To show this formally, we shall borrow a notion from categorical algebra, and view
programming languages as monads.
For example, given a set of values V ranged over by v, we can dene CLV to be
the cat lists over V , given by the grammar:
e ::= [v] j [] j e++e
up to the equivalence class given by:
e++[]= e= []++e (e++f)++g= e++(f++g):
Then CLV is itself a set, so we can regard CL as a function from sets to sets. Moreover,
given any function F :V !V 0 we can lift it to a function CLF :CLV !CLV 0 as:
CLFv=Fv CLF[] = [] CLF(e++f)= (CLFe)++(CLFf)
we can then verify that CL satises the criteria for being a functor:
CLid= id CL(F ;G)=CLF ;CLG:
We also have an injection function  :V !CLV and a attening function  :
CL(CLV )!CLV :
v= [v] [e] = e [] = [] (e++f)= e++f:
These two functions satisfy the equations:
; = id CL ; = id CL ; = ; 
and so CL forms a monad.
We can then ask what a ‘reasonable’ model of CL would be. The criteria we consider
here are:
 the model should contain a denotation for the singletons [ ], and
 the model should be denotational, so if <e== <f = then <C[e]== <C[f]=.
A model satises these criteria precisely when it is a CL-algebra, since these conditions
correspond to respecting  and  respectively. This means we can rene the informal
question ‘What are reasonable models of CL?’ into the formal question ‘What are the
CL-algebras?’
Any CL-algebra must be a monoid, since we have a binary operation ⊗ with a unit
I given by:
x⊗y= <[x] ++[y]= I = <[]=
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Moreover, any monoid M is a CL-algebra, since we can dene the denotational seman-
tics of CLM as:
<[v]== v <[]== I <e ++f== <e=⊗ <f=
We can express this one-to-one correspondence more precisely by showing that CL-Alg
is isomorphic to Mon.
This example is one of the motivating uses of monads and algebras, and suggests a
general technique for searching for models of programming languages:
 dene a category for the basic values (in this case V is an object in Set),
 dene a programming language parameterized by basic values (in this case CL is a
functor on Set),
 show that the programming language forms a monad on the category (in this case
using singletons and attening), and
 nd the category of algebras of the programming language (in this case Mon).
In this section we shall use the technique of nding categories of T -algebras to show
the correspondence:
Programming construct
 Algebraic datatypes
 Let-expressions
 Functions
 If-then-else expressions
 Deconstructors.
Categorical equivalent
 Categories with nite products
 Strong monads
 T -exponentials
 Computational coproducts of 1
 Morphisms in the Kleisli category.
The results in this section are taken in part from Moggi’s [26] monadic metalanguage,
although the treatment of products, if-then-else statements, and deconstructors is rather
dierent.
3.1. Algebraic datatypes
In this section, we shall present a simple language for algebraic datatypes, and show
that its algebras (and hence its ‘reasonable models’) are precisely categories with nite
products.
A (many-sorted) signature (ranged over by ) is a set of sorts (ranged over by
A, B and C) and a set of constructors (ranged over by c) together with a sorting
c :A1; : : : ; An!A.
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For example, the signature NatList for lists of numbers has sorts bool, nat and list,
and constructors:
true : ! bool false : ! bool
zero : ! nat succ : nat! nat
nil : ! list cons : nat; list! list
As another example, given sets X1; : : : ; Xn, the signature X1 ;:::; Xn has sorts X1; : : : ; Xn
and functions f :Xi1      Xin !Xi as constructors with sorting f :Xi1 ; : : : ; Xin !Xi.
A signature morphism f : ! 0 consists of a mapping from the sorts of  to the
sorts of 0 and a mapping from the constructors of  to the constructors of 0 such
that whenever c :A1; : : : ; An!A in  then fc :fA1; : : : ; fAn!fA in 0.
For example, there is a signature morphism < = from NatList to ft;fg; !;! which
maps sorts as
<bool== ft; fg <nat==! <list==!
and maps constructors as:
<true== t <false==f
<zero==0 <succ== + 1
<nil==  <cons== :
Let Sig be the category of signatures with signature morphisms.
Given a signature , we can dene the language ST of syntax trees over  as
e ::=  j c(e1; : : : ; en) j (e; e) j v
where v ranges over lvalues given by the grammar
v ::= x j v:Ljv:R
where x ranges over a set of variables. These lvalues allow projections of pairs, as we
shall see below.
The closed terms (those which contain no lvalues) are tuples of expressions built
from . For example, some open terms from STNatList are
true; false
zero; succzero; succsucczero; : : :
nil; cons(zero; nil); cons(zero; cons(succzero; nil)); : : :
The open terms (those containing lvalues) contain free variables which may have terms
substituted for them. In this section, the variables are just acting as place-holders, since
there are no constructs for binding variables to values, but we shall add such a construct
in the next section when we deal with let-expressions.
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For example, some open terms from STNatList are
x
succx; succsuccx; : : :
cons(x; y); cons(x; cons(succx; y)); : : :
(we shall discuss the lvalues v:L and v:R below).
We can give ST a static type system, with types
 ::= I j [A] j ⊗ 
and type judgements of the form   ‘ e :  given by rules
  ‘  : I
  ‘ e :    ‘ f : 
  ‘ (e; f) : ⊗ 
  ‘ e1 : [A1]      ‘ en : [An]
  ‘ c(e1; : : : ; en) : [A] [c :A1; : : : ; An!A]
 ; x :  ‘ x : 
  ‘ y : 
 ; x :  ‘ y :  [x 6=y]
  ‘ v : (⊗ )
  ‘ v:L : 
  ‘ v : (⊗ )
  ‘ v:R : 
where   ranges over contexts of the form x1 : 1; : : : ; xn : n.
For example, we have the type judgements for closed terms:
‘ true; false : [bool]
‘ zero; succzero; succsucczero; : : : : [nat]
‘ nil; cons(zero; nil); cons(zero; cons(succzero; nil)); : : : : [list]
and for open terms:
x : [bool] ‘ x : [bool]
x : [nat] ‘ succx; succsuccx; : : : : [nat]
x : [nat]; y : [list] ‘ cons(x; y); cons(x; cons(succx; y)); : : : : [list]
We can now explain the lvalues v:L and v:R as allowing the projection on pairs. For
example,
z : [nat]⊗ [list] ‘ succ(z:L); succsucc(z:L); : : : : [nat]
z : [nat]⊗ [list] ‘ cons(z:L; z:R); cons(z:L; cons(succz:L; z:R)); : : : : [list]
Note that we are not allowing projections on arbitrary terms e and 0e (as would be
more standard, for example in Moggi’s [26] monadic metalanguage) since this would
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not allow us to have the following useful properties:
 any term of type I is either an lvalue or ,
 any term of type [A] is either an lvalue or of the form c(e1; : : : ; en), and
 any term of type ⊗  is either an lvalue or of the form (e; f).
However, whenever   ‘ e : ⊗ , we can dene   ‘ e :  and   ‘ 0e :  as syntactic
sugar, since e must either be an lvalue v, in which case we dene
v= v:L 0v= v:R
or e is a pair (f; g) in which case we dene
(f; g)=f; 0(f; g)= g:
We are allowing multiple occurrences of one variable in a context, but only considering
the right-most occurrence as signicant. For example,
x : ; x :  ‘ x : 
x : ; x :  6‘ x : 
ST is itself a signature, with types as sorts and judgements of the form (x1 : 1; : : : ; xn :
n ‘ e : ) as constructors ~! , viewed up to the congruence given by (when y is
fresh):
(  ‘ x : I)= (  ‘  : I) (1:)
(  ‘ (v:L; v:R) : ⊗ )= (  ‘ v : ⊗ ) (:)
( ; x : ;  0 ‘ e : )= ( ; y : ;  0 ‘ e[y=x] : ): ()
Note that these equations only involve open terms, so closed terms are viewed up to
syntactic identity. This is useful for the operational semantics given in Section 4, since
we do not have to give the operational semantics up to an equivalence class on values.
We shall often elide the typing of terms where context makes it obvious. For any
signature morphism f :!0 we can dene signature morphism STf :ST!ST0
as:
I 7! I
[A] 7! [fA]
⊗  7! (STf)⊗ (STf)
 7!
c(e1; : : : ; en) 7! (fc)(STfe1; : : : ;STfen)
(e; e0) 7! (STfe;STfe0)
v 7! v
It is routine to verify that STf is a signature morphism and that ST :Sig!Sig is a
functor.
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Whenever  ;~x :~ ‘ e :  and   ‘ ~f :~ we can dene the substitution   ‘ e[~f=~x ] : 
as usual, the only nonstandard clause being
v:L[~f=~x ] = (v[f=x]) v:R[~f=~x ] = 0(v[f=x])
For example,
cons(z:L; cons(succz:L; z:R))[(zero; nil)=z] = cons(zero; cons(succzero; nil))
Following the outline given in the introduction to this section, we now show that
ST :Sig!Sig is a monad, using injection for  and substitution for .
We can dene  :!SL as
A 7! [A]
(c :A1; : : : ; An!A) 7! (x1 : [A1]; : : : ; xn : [An] ‘ c(x1; : : : ; xn) : [A])
and  :SL2!SL as
I 7! I
[] 7! 
 ⊗  7! ⊗ 
 7!
(~x :~ ‘ e : )(~f) 7! e[~f=~x ]
(e; e0) 7! (e; e0)
v 7! v
It is routine to verify that ST is a monad, and so the only remaining question is what
are the ST-algebras? Proposition 2 tells us that these are equivalent to categories with
nite products.
Proposition 2. ST-Alg is equivalent to CCat.
Proof. We need to provide two functors:
cat :ST-Alg!CCat alg :CCat!ST-Alg
and then show that we have natural isomorphisms:
cat alg C’C alg cat ’:
A. Jerey / Theoretical Computer Science 228 (1999) 105{150 119
Given an ST-algebra , let cat  be the category where objects are sorts and morphisms
are unary constructors c :A!B. This has categorical structure given by
1= <I =
AB= <[A]⊗ [B]=
id= <x : [A] ‘ x : [A]=
c; c0= <x : [A] ‘ c0(c(x)) : [C]=
! = <x : [A] ‘  : I =
= <x : [A]⊗ [B] ‘ x:L : [A]=
0= <x : [A]⊗ [B] ‘ x:R : [B]=
hc; c0i= <x : [A] ‘ (cx; c0x) : [B]⊗ [C]=:
It is routine to verify that this makes cat  a category with nite products, and that any
ST-algebra morphism f :!0 lifts to a functor catf : cat! cat0 which respects
nite products.
Given a category with nite products C, let alg C be the signatures where sorts are
objects and constructors are morphisms with the sorting f :X1; : : : ; Xn!X whenever
f :X1      Xn!X . This is an ST-algebra, since we can dene the denotational
semantics of ST(alg C) by dening an object <= in C as
<I ==1
<⊗ == <= <=
<[X ]==X
an object < = in C as
<x1 : 1; : : : ; xn : n== <1=      <n=
and a morphism <  ‘ e : = : < =! <= in C as (when x 6=y):
<  ‘  : I == !
<  ‘ (e; f) :  ⊗ == h<  ‘ e : =; <  ‘ f : =i
<  ‘ f(e1; : : : ; en) : [X ]== h<  ‘ e1 : [X1]=; : : : ; <  ‘ en : [Xn]=i;f
< ; x :  ‘ x : == 0
< ; x :  ‘ y : == ; <  ‘ y : =
<  ‘ v:L : == <  ‘ v : ⊗ =; 
<  ‘ v:R : == <  ‘ v : ⊗ =; 0
It is routine to verify that alg C is a ST-algebra, and that any functor F :C!C0 which
respects nite products lifts to an ST-algebra morphism alg F : algC! algC0.
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It is routine to verify that alg; cat= id, but it is not the case that cat; alg= id, since
only unary constructors are preserved by cat. However, whenever two SL-algebras
(; < =) and (0; < 0=) have the same sorts and unary constructors, we can show them to
be isomorphic with the SL-algebra morphism:
A 7!A
(c :A1; : : : ; An!A) 7! <x1 : [A1]; : : : ; xn : [An] ‘ c(tuple(x1; : : : ; xn)) : [A]=0
where tuple :A1; : : : ; An!A1    An is
tuple= <y1 : [A1]; : : : ; yn : [An] ‘ (y1; : : : ; yn) : [A1]⊗    ⊗ [An]=
and if c :A1; : : : ; An!A then c :A1    An!A is
c= <x : [A1    An] ‘ c(n;1x; : : : ; n;nx) : [A]=
Moreover, we can show that this SL-algebra morphism is a natural isomorphism
between alg(cat ) and , and so ST-Alg is equivalent to CCat.
3.2. Monadic metalanguage
In the previous section, we saw that the appropriate categorical model for a simple
language of data is categories with nite products. However, there was no mention of
computation in that presentation, which we shall rectify in this section.
We shall follow Moggi [26] in making two assumptions: that let-expressions are an
appropriate primitive for computation, and that we should introduce a type constructor
for computation.
To do this, we extend ST to the monadic metalanguage, MML, by adding two
new expression constructions:
e ::=   j[e]jlet x ( e in e
These are:
 [e] is a computation which immediately terminates with result e. For example, [zero]
is a computation of an integer which immediately returns zero. This is similar to
‘exit’ in LOTOS [1], and ‘return’ in CML.
 let x ( e in f is a computation which evaluates e until it returns a value, which
is then bound to x in f. For example, let x ( [zero] in [succx] is the same as
[succzero].
We also extend the type system by adding a new type constructor for computations:
 ::=   jC
and statically typing MML as:
  ‘ e : 
  ‘ [e] :C
  ‘ e :C  ; x :  ‘ f :C
  ‘ let x ( e in f : sfC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For example, we have
‘ [zero] :Cnat
‘ let x ( [zero] in [succx] :Cnat
‘ [[zero]] :CCnat
‘ let x ( [[zero]] in x :Cnat
Note in particular that we are allowing higher-order computations such as [[zero]],
which immediately terminates with a computation [zero]. This is similar to CML’s
event type constructor.
Then MML forms a monad in the same way as ST does, with the addition of
Moggi’s [26] axioms (when x is not free in g):
(  ‘ let y ( f in g :C) = (  ‘ let x ( f in g[x=y] :C) (C-)
(  ‘ let x ( [e] in f :C) = (  ‘ f[e=x] :C) (C-)
(  ‘ let x ( e in [x] :C) = (  ‘ e :C) (C-)
(  ‘ let y ( (let x ( e in f) in g :C)
= (  ‘ let x ( e in (lety ( f in g) :C) (C-ass)
The next proposition shows that the MML-algebras are precisely strong monads (hence
the name ‘monadic metalanguage’). This result is due largely to Moggi [26].
Proposition 3. MML-Alg is equivalent to SMon.
Proof. For any MML-algebra , let cat have the monadic structure:
TA= <C[A]=
Tc= <x :C[A] ‘ let y ( x in [cy] :C[B]=
= <x : [A] ‘ [x] :C[A]=
= <x :CC[A] ‘ let y ( x in y :C[A]=
t= <x : [A]⊗ C[B] ‘ let y ( x:R in [(x:L; y)] :C([A]⊗ [B])=
It is routine to verify that cat  is a strong monad. Given an MML-algebra morphism
f :!0 it is routine to verify that cat f : cat! cat0 preserves the strong monadic
structure, and so is an SMon morphism.
For any strong monad T :C!C, let alg C be extended with semantics for MML
given by
<C==T <=
<  ‘ [e] :C== <  ‘ e : =; 
<  ‘ let x ( e in f :C== hid; <  ‘ e :C=i; t;T < ; x :  ‘ f :C=; 
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It is routine to verify that this is an MML-algebra, and that if F :C!C0 preserves the
monadic and cartesian structure, then algF is an MML-algebra morphism.
It is routine to verify that alg and cat form an equivalence.
3.3. Partial functions
The monadic metalanguage does not allow for any form of parameterized computa-
tion, such as procedures or functions. In this section, we extend MML to a higher-order
functional programming language, and show that the corresponding categorical struc-
ture is computational cartesian closed categories (cccc’s). This development follows
Moggi [26], although the details are new.
The functional monadic metalanguage MML, extends MML with expressions
e ::=    j xe j ee
We also extend the type system by adding a new type constructor for functions:
 :=    j !C
and statically typing MML as
 ; x :  ‘ e :C
  ‘ x:e : !C
  ‘ e : !C; f : 
  ‘ ef :C
For example,
‘ x:[succx] : nat!Cnat
‘ (x:[succx])zero :Cnat
Note that we are only allowing functions to return computations, for example there is
no type nat! nat, only nat!Cnat. This corresponds to our intuition that the only
terms which involve computation are terms of computation type, and this would not
be true if we allowed functions to return arbitrary type. This restriction also allows us
to show that
 any term of type I is either an lvalue or ,
 any term of type [A] is either an lvalue or of the form c(e1; : : : ; en),
 any term of type  ⊗  is either an lvalue or of the form (e; f), and
 any term of type !C is either an lvalue or of the form x:e.
Note that we have no similar result about terms of type C.
Then MML forms a monad in the same way as MML does, with the addition of
the standard ,  and  axioms for functions (when y is not free in e):
(  ‘ x:e : !C)= (  ‘ y:e[y=x] : !C) (!-)
(  ‘ (x:e)f :C)= (  ‘ e[f=x] :C) (!-)
(  ‘ y:(ey) : !C)= (  ‘ e : !C) (!-)
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These axioms are those required to show that the models for typed -calculi are pre-
cisely cartesian closed categories [21]. Functional MML has a more restrictive type
system, and so we have the corresponding restricted result that algebras for MML are
ccccs.
Proposition 4. MML-Alg is equivalent to CCCC.
Proof. For any MML-algebra , let cat have T -exponentials given by
TBA= <[A]!C[B]=
with curry given:
curry c= <x : [A]‘ y:[c(tuple(x; y))] : [B]!C[TC]=;
<x : [B]!CC[C]‘ y:let z ( xy in z : [B]!C[C]=
curry−1 c=(c  id); apply
apply= <x : ([B]!C[C])⊗ [B]‘ (x:L)(x:R) :C[C]=
The tricky part of this proof is showing that curry is a natural bijection. This is dicult
because the denition of curry involves an implicit type coercion, between the types
C[TC] and CC[C]. These types have the same semantics (T 2C) but are syntactically
dierent, but the bijection can be proved by equational reasoning using appropriate use
of the fact that < = is an MML-algebra.
It is routine to verify that cat is a cccc, and that catf : cat! cat0 is a cccc
morphism.
For any cccc T :C!C, let algC be extended with semantics for MML given by
<!C==T <= <=
<  ‘ x:e : !C== curry< ; x :  ‘ e :C=
<  ‘ ef :C== h<  ‘ e : !C=; <  ‘f : =i; ev
It is routine to verify that algC is an MML-algebra, and that algF : algC! algC0 is
an MML-algebra morphism.
It is routine to verify that alg and cat form an equivalence.
3.4. Control ow
One feature which is missing from functional MML is the ability for computation to
depend on data. For example, it is impossible to implement an ‘if-then-else’ function
of type [bool]⊗ [nat]⊗ [nat]!C[nat] in MMLlist.
In this section we shall add a simple control ow operator, and show that it can be
modelled by a restricted form of coproducts.
124 A. Jerey / Theoretical Computer Science 228 (1999) 105{150
A signature with booleans is a signature with a sort bool and constructors true; false
: ()! bool. Let SigB be the category of boolean signatures, together with morphisms
which respect bool, true and false.
For any boolean signature , the functional monadic metalanguage with booleans
MMLb extends MML with expressions:
e ::=    j if e then e else e
and with the type judgement:
  ‘ e : [bool]; f :C; g :C
  ‘ if e then felse g :C
Again, note that since ‘if-then-else’ statements require computation, they are restricted
to terms of type C.
MMLb forms a monad on SigB in the same way as MML does, with the addition
of axioms for ‘if-then-else’:
(  ‘ if true then f else g :C)= (  ‘f :C) (if-)
(  ‘ if false then f else g :C)= (  ‘ g :C) (if-0)
(  ‘ if e then f else f :C)= (  ‘f :C) (if-)
(  ‘ if x then f[true=x] else g[false=x] :C)
= (  ‘ if x then f else g :C) (if-0)
A category with a strong monad T :C!C has computational coproducts of 1 i
there is a distinguished object 2, with maps ; 0 : 1! 2 such that for any commuting
diagram:
there is a unique mediating arrow [f; g] such that
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The category has indexed computational coproducts of 1 i it has computational co-
products of 1 and for every commuting diagram:
there is a unique mediating arrow [f; g] such that
Note that any category with indexed computational coproducts of 1 must have coprod-
ucts of 1, since we can take X to be 1.
We shall show below that models of MMLb are precisely cccc’s with computational
coproducts of 1. First we shall show that in any cccc, any computational coproducts
of 1 are indexed, and so we only need computational coproducts of 1 for a model of
MML to be a model of MMLb.
Proposition 5. Any cccc with computational coproducts of 1 has indexed computa-
tional coproducts of 1.
Proof. For any f; g :X !TY , let h be
h= [curry(0;f); ; curry(0; g); ] : 2!T (TYX )
and let [f; g] be
X  2 idh−!X T (TYX ) t−!T (X TYX )
Th0 ; i−! T (TYX X ) T ev−!T 2Y −!TY
Then we use the fact that, for any f :X Y !T Z , the diagram
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commutes to show that
and similarly for 0, and so the indexed coproduct diagram commutes. For any other
i which makes the indexed coproduct diagram commute:
we can show that h= curry(h0; i; i); , and thus
Thus the category has indexed partial coproducts of 1.
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Let CCCCB be the subcategory of CCCC of categories with partial coproducts
of 1, together with functors which respect 2,  and 0.
Proposition 6. MMLb-Alg is equivalent to CCCCB.
Proof. For any MMLb-algebra , let cat have the structure:
2= bool
= <x : I ‘ true : [bool]=
0= <x : I ‘ false : [bool]=
[c; c0] = <x : [A]⊗ [bool]‘ if x:R then [c(x:L)] else [c0(x:L)] :C[TB]=; 
It is routine to verify that these satisfy the dening conditions of an indexed partial
coproduct of 1, and that catf : cat! cat0 is an CCCCB morphism.
For any category C with indexed partial coproducts of 1, let algC be extended with
semantics for MMLb given by
<bool==2
<  ‘ true : [bool]== !; 
<  ‘ false : [bool]== !; 0
<  ‘ if e then f else g :C== hid; <  ‘ e : [bool]=i; [<  ‘f :C=; <  ‘ g :C=]
It is routine to verify that algC is an MMLb-algebra, and that algF : algC! algC0
is an MMLb-algebra morphism.
It is routine to verify that alg and cat form an equivalence.
3.5. Deconstructors
Although MMLb allows computation to be aected by data, this is only allowed
for expressions of type [bool]. For example, although we can implement an equality
test function of type [bool]⊗ [bool]!C[bool], we cannot implement an equality-test
function of type [nat]⊗ [nat]!C[bool] in MMLbNatList.
This can be rectied by allowing signatures to have deconstructors as well as con-
structors.
A signature with booleans and deconstructors is a signature with booleans together
with a set of deconstructors, ranged over by d, with sorting d :A1; : : : ; An!B.
For example, we can extend NatList to being a signature with booleans and decon-
structors by adding deconstructors:
eq : nat; nat! bool pred : nat! nat
isnil : list! bool hd : list! nat tl : list! list
In this section, we will not consider the semantics of deconstructors, and we shall leave
that to Section 4.2.
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A morphism f :!0 between signatures with booleans and deconstructors is a
mapping between sorts, constructors and deconstructors which respects the boolean
structure and sorting. Let SigBD be the category of signatures with booleans and
deconstructors.
For any signature with booleans deconstructors , the functional monadic metalan-
guage with booleans deconstructors MMLbd extends MMLb with expressions
e ::=    j de
and with type judgements
  ‘~e : [~A]
  ‘d~e :C[B] [d :
~A!B]
For example, we can dene an equality test for booleans as
eq : [bool]⊗ [bool]!C[bool]
eq= x: if x:L
then[x:R]
elsenot (x:R)
where not is the negation function
not : [bool]!C[bool]
not= x: if x
then[false]
else[true]
MMLbd is itself a signature with booleans and deconstructors:
(~x :~ ‘ e :C) :~! 
and we can show that MMLbd is a monad on SigBD in the same way as MMLb.
The next proposition shows that the MMLbd-algebras are precisely the same as the
MMLb-algebras. This may seem rather surprising, since we have added extra structure
to MMLb, and we might expect to see this structure occurring in the categorical
models for MMLbd. However, it turns out that CCCCB already has enough structure,
since the deconstructors can be modelled as morphisms in the Kleisli category of a
strong monad, that is where a constructor c :A!B is a morphism of type A!B,
a deconstructor d :A!B is a morphism of type A!TB. The deconstructors in an
MMLbd-algebra form a category with composition and identity given by
id= <x : [A]‘ [x] :C[A]=
d;d0= <x : [A]‘ let y ( dx in d0y :C[C]=
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Proposition 7. MMLbd-Alg is equivalent to CCCCB.
Proof. It suces to show that MMLbd-Alg is equivalent to MMLb-Alg. To do this,
we show that MMLbd-algebras are uniquely determined (up to isomorphism) by their
constructors.
In any MMLbd-algebra , dene the deconstructor
(@ :TA!A)= <x :C[A]‘ x :C[A]=
and given a constructor c :~A!TB, dene the deconstructor
(c :~A!B)= <~x : [~A]‘ @(c~x) :C[B]=
Given a deconstructor d :~A!B, dene the constructor
(d :~A!TB)= <~x : [~A]‘d~x :C[B]=
Then (c)= c and (d)=d. From this it is routine to show that if two MMLbd-
algebras are isomorphic in SigB then they are isomorphic in SigBD, since we can
extend the isomorphism i to deconstructors as
i(d)= (i(d))
Thus MMLbd-Alg is equivalent to MMLb-Alg and hence to CCCCB.
4. Nondeterminism
The work in Section 3 shows the precise correspondence between categorical models
and programming languages, and in particular between strong monads and computation.
In this section we look at a particular strong monad, the lower powerdomain monad
P on algebraic dcpo’s, and show that it provides a fully abstract model for nonde-
terministic computation. That is, we show that the preorder on terms given by the
denotational semantics is exactly the same as the may-testing pre-order dened oper-
ationally.
Powerdomains have long been used as models for concurrency, notably by Plotkin
([32], for example). Powerdomains over algebraic dcpo’s form a cccc with compu-
tational coproducts of 1, which means that for free we have a model for functional
MML with booleans and deconstructors. Hennessy and Plotkin [12] and Mislove and
Oles [25] have shown techniques for proving full abstraction of powerdomain seman-
tics. In this paper we show another technique, based on Abramsky’s [3] domain theory
in logical form.
Domain theory in logical form uses a program logic as a stepping stone between the
operational and denotational views of programs, and has been used by the author [17]
to show full abstraction for a concurrent call-by-need -calculus, and Hennessy [9] to
show full abstraction for a higher-order concurrent language based on Thomsen’s [36]
CHOCS.
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One corollary of the full abstraction result is that whenever two terms are denotati-
nally dierent, we can provide the reason why they are dierent. This reason can either
be given as a context in which one term deadlocks where the other may terminate, or
it can be given as a proposition, similar to the distinguishing formulae produced by
verication tools such as TAV [22].
4.1. Syntax
The language we shall consider in this section is an extension of functional MML
with booleans and deconstructors. We extend it with a syntax for recursion, and for
nondeterminism.
Given a signature  with deconstructors and booleans, the nondeterministic monadic
metalanguage NMML extends MMLbd with expressions
e ::=   jje e j fix(x= e)
and type judgements
  ‘  :C
  ‘ e :C; f :C
  ‘ e f :C
 ; x :C‘ e :C
  ‘ fix(x= e) :C
Note that we have only dened recursion on computations rather than on functions.
However, we can dene recursive functions as syntactic sugar:
fix(x= y:e)= bfix(z=(x:[y:e])bzc)c
where
bec= y:let x ( e in xy
These have typing
  ‘ e :C(!C)
  ‘ bec : !C
 ; x : !C; y :  ‘ e :C
  ‘ fix(x= y:e) : !C
We shall see below that this has the expected operational semantics:
fix(x= y:e)f ) e[fix(x= y:e)=x][f=y]
We will write (~x):e as syntactic sugar, for example,
(x; y):e= z:e[z:L=x; z:R=y]
and we will write e(~x) def= C[e] as short for dening e to be fix(y= (~x):C[y]).
For example, a recursive function to add an element to the end of a list is
snoc : [list]⊗ [nat]!C[list]
A. Jerey / Theoretical Computer Science 228 (1999) 105{150 131
snoc (xs; x) def= let x ( isnil(xs) in
if x
then [cons (x; nil)]
else let y( hd(xs)in
let y0 ( tl(xs) in
let z ( snoc(y0; x) in
[cons (y; z)]
This can be made tail-recursive by dening a function to reverse a list:
rev0 : [list]⊗ [list]!C[list]
rev0 (xs; ys) def= let x ( isnil (xs)in
if x
then [ys]
else lety ( hd (xs) in
lety0 ( tl (xs) in
rev0 (y0; cons (y; ys))
rev : [list]!C[list]
rev (xs) def= rev0 (xs; nil)
and then dening
snoc0 : [list]⊗ [nat]!C[list]
snoc0 (xs; x) def= letys ( rev(xs) in rev (cons (x; ys))
Note that the dierence between tail-recursive and non-tail-recursive functions is made
very apparent by the explicit use of let to control ow of execution.
The choice operator e f is based on CSP’s [13] external choice and so the choice
is not made between e and f until they return a result. (This choice operator is used
because it gives an appropriate semantics in the concurrent language [18].) This means
that even up to weak bisimulation (dened in Section 4.3) we have the equivalences
e = e=  e (e f) g= e (f g)
These equivalences allow us to model nondeterminism with a powerdomain model,
since we can view  as the empty set of results, [e] as a singleton, and as union.
We have also only provided CSP [13] external choice, and not internal choice.
However, this can be dened:
e f= let x ( [e] [f] in x
This has typing
  ‘ e : C    ‘f : C 
  ‘ e f : C 
The operational semantics for internal choice is given below as
e f ) e e f ) f
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As we shall see, internal and external choice cannot be distinguished by may-testing,
but they can be distinguished by bisimulation.
4.2. Operational semantics
In this section we dene the operational semantics of NMML.
In order to give an operational semantics for NMML, we need an operational
semantics for the deconstructors of . This is given as a higher-order unlabelled value
production system, that is:
 an internal transition relation e ! e0, and
 a termination relation e
p
! e0
such that
 if e ! e0 then ‘ e : C and ‘ e0 : C for some ,
 if e
p
! e0 then ‘ e : C and ‘ e0 :  for some ,

p
! is deterministic, and
 if e
p
! then e !=.
For example, the operational semantics for NatList is (when e 6=f):
eq(e; e)
p
! true eq (e; f)
p
! false
isnil (nil)
p
! true isnil (cons (e; f))
p
! false
hd (cons (e; f))
p
! e tl (cons (e; f))
p
!f
pred (succ e)
p
! e
Note that we have not given any reductions for predzero, hdnil or tl nil, and so they
deadlock.
A sort A in a signature with deconstructors and booleans is an equality sort i there
is a deconstructor eq : A; A! bool with operational semantics (when e 6=f):
eq (e; e)
p
! true eq (e; f)
p
! false
For example, nat is an equality sort in NatList, but list is not.
Given an operational semantics for terms of the form d~e, we can extend it to an
operational semantics for closed terms of NMML with
[e]
p
! e
e ! e0
let x ( e in f ! let x ( e0 in f
e
p
! g
let x ( e inf !f[g=x]
if true thenf else g !f if false thenf else g !g
(x:e)f !e[f=x] fix (x= e) !e[fix (x= e)=x]
e !e0
e f !e0 f
f !f0
e f !e f0
e
p
!e0
e f ![e0]
f
p
!f0
e f ![f0]
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Proposition 8. The operational semantics for NMML is a higher-order unlabelled
value production system.
Proof. Show by induction on the proof of e
! e0 that if e ! e0 then the conditions for
a higher-order unlabelled vps are satised.
Let e ) e0 i e ! e0 and e
p
)f i e )
p
!f.
For example, the operational semantics of fix(x= y:e) is
fix(x= y:e)f
! let w ( fix(z=(x:[y:e])bzc) inwf
! let w ( (x:[y:e])(fix(x= y:e)) inwf
! let w ( [y:e[fix(x= y:e)=x]] inwf
! (y:e[fix(x= y:e)=x])f
! e[fix(x= y:e)=x][f=y]
Thus the operational semantics of snoc(nil; g) is
snoc(nil; g)
) let x ( isnil nil in
if x
then[cons(g; nil)]
else let y ( hd(nil)in
let y0 ( tl(nil)in
let z ( snoc(y0; g)in
[cons(y; z)]
! if true
then[cons(g; nil)]
else let y ( hd(nil)in
let y0 ( tl(nil)in
let z ( snoc(y0; g)in
[cons(y; z)]
![cons(g; nil)]p
!cons(g; nil)
and if snoc(f; g)
p
) h then the operational semantics of snoc(cons(e; f); g) is
snoc(cons(e; f); g)
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) let x ( isnil(cons(e; f); g)in
if x
then[cons(g; cons(e; f))]
else lety ( hd(cons(e; f))in
lety0 ( tl(cons(e; f))in
let z ( snoc(y0; g) in
[cons(y; z)]
! if false
then[cons(g; cons(e; f))]
else lety ( hd(cons(e; f)) in
lety0 ( tl(cons(e; f)) in
let z ( snoc(y0; g) in
[cons(y; z)]
! lety ( hd(cons(e; f)) in
lety0 ( tl(cons(e; f)) in
let z ( snoc(y0; g) in
[cons(y; z)]
! lety0 ( tl(cons(e; f)) in
let z ( snoc(y0; g) in
[cons(e; z)]
! let z ( snoc(f; g) in
[cons(e; z)]
) [cons(e; h)]p
! cons(e; h)
Thus we can show by induction that snoc(e; f) returns the list e with f appended to
the end.
Note that this operational semantics explicitly represents many intermediate states of
a computation which would normally be elided in an operational semantics. This is the
price of making the ow of computation explicit using let-expressions. The advantage
of doing so is a simpler operational semantics, and one which is ‘closer to the metal’
of an abstract machine.
There are a large number of possible operational equivalences and preorders which
can be used to relate nondeterministic terms. In the rest of this section we shall con-
centrate on only one of them {may testing.
May-testing has been investigated by Hennessy for both rst-order [8] and higher-
order [9] untyped processes. It was rst suggested as a model for the untyped -calculus
by Morris [27].
The assumption behind may-testing is that we are only interested in the observable
external behaviour of terms, and moreover the only behaviour we are interested in is
whether a process may terminate. For a full discussion of may- and must-testing for
concurrent systems, see Hennessy’s [8] textbook.
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For any   ‘ e; f : , dene the may-testing preorder as   j= e vO f :  i C[e]
p
) 
implies C[f]
p) for any closing context C of type CI .
For example, here are some terms which are not may-testing equivalent, together
with contexts which distinguish them
distinguished terms distinguishing context
true false if then  else[]
 [] let x ( in[]
[[true]] [[false]] [[true] [false]]
let w ( in let x ( w in let y ( w in
let z ( eq (x; y) in if z then  else[]
In each case the rst term fails the test and the second passes.
4.3. Bisimulation
We would like to show that (up to may testing) NMML satises the equational
properties of MMLbd used in Section 3, since this would tell us that programs
viewed up to may testing form a cccc with computational coproducts of 1.
Unfortunately, proving equational properties are true for may-testing is quite dicult,
because it requires quantifying over all contexts. For this reason, we will investigate
bisimulation as an equivalence between programs, since it is much simpler to show
the required equations are true for bisimulation, and then to show that bisimulation is
ner than may testing.
In this section, we shall dene a variant of Milner’s [24] bisimulation for NMML,
show that bisimulation is ner than may-testing, and that bisimulation satises the
equational properties of MMLbd. Thus NMML ts the framework outlined in Sec-
tion 3.
In this section, we shall use the theory of bisimulation for higher-order terms, rst
suggested by Abramsky [2], adapted for a small-step labelled transition system. This
section owes a great deal to Gordon’s [7] theory of bisimulation for functional lan-
guages, and to Howe’s [14] presentation of bisimulation for functional languages.
A family of relations R is closed-type-indexed i for each type , there is a relation
Rf(e; f) j ‘ e; f : g.
A family of relations R is open-type-indexed i for each context   and type  there
is a relation R ; f(e; f) j  ‘ e; f : g.
Given a closed-type-indexed relation R, let R be the open-type-indexed relation
given by
R~x:~;= f(e; f) j 8 ‘ ~g : ~:e[~g=~x ]Rf[~g=~x ]g
Given a closed-type-indexed relation R, let [R] be the largest closed-type-indexed
relation such that
 if e[R][A]f then e=f,
 if (e; e0)[R]⊗(f;f0) then eRf and e0Rf0,
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Table 1
Equations for MMLbd expressed as bisimulations (y not free in g)
x  
(v:L; v:R)  v
let x ( [e] in f  f[e=x]
let x ( e in fg  let x ( e in (let y , f in g)
(x:e)f  e[f=x]
y:(gy)  g
if true then f else g  f
if false then f else g  g
if e then f else f  f
if x then f[true=x] else g[flase=x]  if x then f else g
 if (x:e)[R]!C (y:f) then for all ‘ g :  we have e[g=x]RCf[g=y],
 if e[R]Cf and e ! e0 then f ) f0 and e0RCf0, and
 if e[R]Cf and e
p
! e0 then f
p
)f0 and e0Rf0.
A (higher-order weak) simulation on NMML is a closed-type-indexed relation R
such that [R]R. A bisimulation is a simulation whose inverse is also a simulation.
Then dene
 simulation preorder 4 is the largest simulation,
 mutual simulation equivalence  is 4\<.
 bisimulation equivalence  is the largest bisimulation.
Note that these are well-dened because [ ] is monotone. We shall often elide the
indices from these relations, writing eRf rather than eRf and eRf for eR ; f
when context makes the typing obvious.
Note that bisimulation is strictly ner than mutual simulation, for example:
[]u   [] []u  6 []:
As this example shows, mutual simulation does not have the power to detect deadlock,
which is why Milner [24, Exercise 9.14] chose to use bisimulation rather than mutual
simulation for CCS.
We can show that (up to bisimulation) NMML satises the equations of MMLbd,
by establishing bisimulations for the equations in Table 1. Thus, if we can show that
bisimulation is ner than may-testing, we have shown that (up to may-testing) NMML
satises the equations of MMLbd. This is trivial to establish if we can show that
bisimulation is a congruence, which is what the rest of this section will show.
Unfortunately, it is quite tricky to show that bisimulation is a congruence, since the
direct proof based on Milner’s [24] proof for CCS fails in the higher-order case. It is
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routine to show directly that the relation
R= f(C[e]; C[f]) j e  fg
satises the property
 If eRf and e ! e0 then f ) f0 and e0Rf0.
However, this is not enough to show that R is a simulation, for reasons similar to the
problems by showing that the -calculus is Church{Rosser, since the above property
allows for systems such as
where it would be impossible to close the diagram.
We shall now follow a variant of Gordon’s [7] presentation of Howe’s [14] proof
that simulation is a precongruence. Dene the one-level deep contexts to be
D[e1; : : : ; en] = x j j (e1; e2) j c(e1; : : : ; en) jd(e1; : : : ; en)
j [e1] j let x ( e1 in e2
jx:e1 j e1e2
j ife1 then e2 else e3
j  j e1 e2 j fix(x= e1)
Note that for any e there is a unique D and ~e such that e=D[~e ]. Given an open-type-
indexed relation R, let bR be given by
cR= f(D[~e ]; D[ ~f ]) j~eR~f g
Given a closed-type-indexed relation R, let R be the compatible closure of R given
by
ecR fRg
eRg
Proposition 9. For any preorder 6 :
1. 666;
2. 6 is reexive,
3. 66;
4. If e6f and e06f0 then e[e0=x]6f[f0=x].
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Proof.
1. If e6f6g then e b6h6f6 g, and so e6 g.
2. For any e, show by induction on e that e6 e.
3. Since 6 is reexive, b6 is reexive, and so 6 b666.
4. An induction on e.
Proposition 10. If R is a simulation and a preorder, then R is a simulation.
Proof. For any closed e, show by induction on e that if eRf then e[R]f. We shall
prove the case when e= let x ( e1 in e2, and the other cases are similar. Since eRf
we can nd g= let x ( g1 in g2 such that eiR gi and gRf. Then if e ! e0 then
we have two cases:
 either e1 ! e01 and e0= let x ( e01 in e2, so by induction g1 ) g01 and e01R g01,
so g ) g0= let x ( g01 in g2 and e0R g0, so f ) f0 and e0R g0Rf0, and so
e0R f0,
 or e1
p
! e01 and e0=e2[e01=x], so by induction g1
p
) g01 and e01Rg01, so g ) g0
=g2[g01=x] and e
0R g0, so f ) f0 and g0Rf0, and so e0R f0,
Thus R [R], and so R is a simulation.
Proposition 10 is sucient to show that simulation is a precongruence, which is
the result shown by Howe. To show that bisimulation is a congruence, we need the
following unpublished observation of Howe’s [15] pointed out to the author by Andrew
Pitts:
Proposition 11. If R is symmetric then so is R.
Proof. Show by induction on e that if eRf then fRe. From this it is routine to
establish that R is symmetric.
We can then plug Propositions 10 and 11 together to show that  is a congruence.
Proposition 12.  is a congruence.
Proof. By Proposition 9,  and  is a congruence. By Proposition 10,  is
a simulation, and so  is a simulation. By Proposition 11,  is symmetric, so
 is a bisimulation, and so  . Thus = is a congruence.
Having shown that  is a precongruence, we can show that bisimulation is ner
than may-testing.
Proposition 13. If e  ;  f then   j= e vO f.
Proof. For any closing context C of type CI , by Proposition 12, C[e] C[f], so if
C[e]
p
) then C[f]
p
). Thus   j= evO f.
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Let NMML be NMML viewed up to bisimulation. It is routine to verify that
NMML forms a signature in the same way as MMLbd, and that NMML :SigBCD
!SigBCD is a monad.
Proposition 14. Any NMML-algebra is a cccc with computational coproducts of 1.
Proof. NMML satises the equations in Table 1, up to bisimulation, so NMML
is a MMLbd-algebra, and so by Proposition 6 is a cccc with computational co-
products of 1. Thus, any NMML-algebra must be a cccc with computational co-
products of 1.
4.4. Denotational semantics
In this section we present a denotational semantics for NMML based on powerdo-
mains. The rest of this section will show this semantics is fully abstract for may-testing.
In the previous section we saw that any NMML-algebra must be a cccc with
computational coproducts of 1. We will model NMML in a particular such cccc Alg
with the lower powerdomain monad P. This is a cccc with computational coproducts
of 1, and so has a denotational semantics for MML bd given by Propositions 2{4, 6
and 7.
The semantics for NMML extends this with
<  ‘  : C==?
<  ‘ e f :C== <  ‘ e :C= _ <  ‘ f :C=
<  ‘ fix(x= e) :C= =the least xed pt of f 7! hid; fi; < ; x :C ‘ e :C=
Note that this semantics is well-dened because PD is a join semi-lattice.
Thus for any , if there is a morphism < = :!Alg then we can extend this to
< = :NMML!Alg as
NMML
NMML< =−! NMMLAlg < =−! Alg
For example, we have a mapping < = :NatList!Alg given in Section 3.1, which maps
the sorts of NatList to discrete domains:
<bool== ft; fg <nat==! <list==!
the constructors to continuous functions (since every function between discrete domains
is continuous):
<true== t <false==f
<zero==0 <succ== + 1
<nil==  <cons== :
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and the deconstructors to continuous functions in the Kleisli category (that is functions
X !PY ):
<pred== n 7!
 fn− 1g if n>0
; otherwise
<eq==(m; n) 7!
 ftg if m= n
ffg otherwise
<isnil== l 7!
 ftg if l= 
ffg otherwise
<hd== l 7!
 fng if l= n : l0
; if l= 
<tl== l 7!
 flg0 if l= n : l0
; if l= 
This means we have a semantics < = :NMML!Alg, for example,
< ‘ true : [bool]== t
< ‘ false : [bool]==f
< ‘  :CC== ;
< ‘ [] :CC== f;g
< ‘ [[true]] [[false]] :CC[bool]== fftg; ffgg
< ‘ [[true] [false]] :CC[bool]== fftg; ffg; ft; fgg
< ‘ snoc : list⊗ nat!Clist==(l; n) 7! fl:ng
Dene the denotational preorder   ‘ e vD f :  i <  ‘ e : =6<  ‘ f : =.
A semantics < = :!Alg is adequate i:
< ‘ d~e :C[A]==
_
f< ‘ [f] :C[A]= jd~e
p
)fg
For example, the above semantics for NatList is adequate, as can be veried by com-
paring its operational and denotational semantics.
A semantics < = :!Alg is expressive i for any compact a 2 <A= we can nd terms
isa and testa such that:
< ‘ isa : [A]== a < ‘ testa : [A]!CI ==(a ) ?)
For example, the above semantics for NatList is expressive, since we can dene
ist = true
isf = false
is0 = zero
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isn+1 = succ isn
is= nil
isn : l= cons(isn; isl)
testt =  x : if x then[] else 
testf =  x : if x then  else[]
testn=  x : let y ( eq(x; isn) in testty
test=  x : let y ( isnil x in testty
testn:l= w : let x ( hdw in let y ( testn x in let z ( tlw in testl z:
Moreover, any signature with equality sorts automatically has an adequate and expres-
sive semantics:
Proposition 15. Any signature with all sorts being equality sorts has an adequate
expressive semantics in Alg.
Proof. Let <A= be the discrete poset of terms:
<A== fe j ‘ e : [A]g
<c==~e 7! c~e
<d==~e 7! ff jd~e
p
)fg
This is adequate, and we can dene
ise= e teste= x : lety ( eq(x; e) in if x then[] else 
and verify that the signature is expressive.
A semantics < = :NMML!Alg is correct i:
<  ‘ e : =6<  ‘ f : = implies   j= e vO f : 
The semantics for NMML is fully abstract i this can be strengthened to
<  ‘ e : =6<  ‘ f : = i   j= e vO f : 
The rest of this section will show that if a semantics for  is adequate then its extension
to NMML is correct, and that if a semantics for  is adequate and expressive, then
its extension to NMML is fully abstract. In particular Proposition 15 means that if 
consists of equality sorts, then NMML has a fully abstract semantics.
4.5. Program logic
In order to show the relationship between the operational and denotational semantics
of NMML, we shall use a program logic similar to that used by Abramsky [2] and
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Ong [28] in modelling the untyped -calculus, based on Abramsky’s [3] domain theory
in logical form.
The logic is presented in two ways:
 it has an operational characterization, similar to the operational characterization for
HML [24] or the modal -calculus [20], and
 it has a denotational characterization, which provides a syntax for the compact
elements of <=, in a similar fashion to Scott’s [35] information systems.
In Section 4.6 we shall see a third presentation of the logic, using sequent calculus.
In Section 4.8 we shall show that these three presentations are equivalent, and use this
to show full abstraction for the powerdomain semantics for NMML.
The program logic for NMML has propositions:
 ::=  j (;  ) j jaj j ! j  ^  j [] j )  
These can be statically typed, so the propositions for type  are those where  :L:
 :LI  :L :L
(;  ) :L( ⊗ ) jaj :L[A]
[a2<A=; a is compact]
! :L(C)
 :L(C)  :L(C)
 ^  :L(C)
 :L
[] :L(C)
! :L(!C)  :L(!C)  :L(!C)
 ^  :L(!C)
 :L  :L(C)
 )  :L(!C)
We can give an informal account of these propositions as
 any term ‘ e : I satises ,
 ‘ (e; f) : ⊗  satises (;  ) i e satises  and f satises  ,
 ‘ e : [A] satises jaj i <e=6a,
 ‘ e :C satises [] i e can terminate with some result f which satises ,
 ‘ e : !C satises  )  i whenever f satises  then ef satises  ,
 any term satises !, and
 a term satises  ^  i it satises  and  .
For example, some terms and predicates they satisfy are
true satises jtj
succ succ zero satises j2j
 satises !
[] satises [!]
[[true]] [[false]] satises [[jtj]] ^ [[jfj]]
[[true] [false]] satises [[jtj] ^ [jfj]]
snoc satises (j0:1j; j2j)) [j0:1:2j]
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Note that this logic includes compact elements of base type as formulae. It is possible
to replace this by requiring the base types to have a program logic characterizing the
compacts, but this would unnecessarily complicate the proofs.
We can formalize this notion of when a term satises a proposition by giving the
operational characterization of the logic as judgements j= e : given by
j=  :  j= e : j=f :  j=(e; f) : (;  )
a6< ‘ e : [A]=
j= e : jaj
j= e :! j= e : j= e :  j= e : ^  
e ! e0 j= e0 :
j= e :
e
p
!f j=f :
j=f : []
8j=f :: j= ef :  
j= e : )  
This can be generalized to open terms as
~x : ~ j= e :  i 8j= ~f : ~: j= e[~f=~x ] :  
For example,
x :; y :  j=(x; y) : (;  )
x : j= [x] : []
x : (j0:1j; j2j) j= snoc x : [j0:1:2j]
Let  range over propositional contexts of the form x1 :1; : : : ; xn :n, and write  :L 
for
(x1 :1; : : : ; xn :n) :L(x1 : 1; : : : ; xn : n) i 1 :L1; : : : ; n :Ln
We can also dene a denotational semantics for propositions, so that if  :L then
<=2 <=:
<  ==?
<(;  )==(<=; < =)
<jaj== a
<!==?
< ^  == <= _ < =
<[]== <=
< )  == <=) < =
This gives us a syntax for compact elements of <=, since we can show that the compact
elements of <= are precisely the denotations of propositions from L.
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Proposition 16. a 2 <= is compact i 9 :L: a= <=.
Proof. ) is an induction on : ( is an induction on .
Whenever  :L , we can dene <= 2 < = as
<x1 :1; : : : ; xn :n==(<1=; : : : ; <n=)
Then in Section 4.8 we shall see that these two presentations of the logic are equivalent,
in that whenever   ‘ e : ,  :L  and  :L we have
 j= e : i <=6<  ‘ e : = <=
This result is an important step in proving the semantics fully abstract.
For those readers familiar with Abramsky’s [3] domain theory in logical form, it is
worth noting some dierences between his logic and ours. Abramsky’s logic allows
nite conjunction (using ! and ^) for propositions of any type, not just L(C) and
L(!C). Thus, propositions in Abramsky’s logic do not represent compact elements
(as ours do) but represent compact Scott-open sets of elements. This allows Abramsky
to use the theory of Stone duality ([19], for example) in showing the relationship
between program logics and denotational semantics.
However, for the proofs given here, it is simpler to restrict the use of conjunction to
propositions of type L(C) and L(!C), whose semantics in Alg form join semi-
lattices. This allows us to use propositions as a syntactic representation of compacts,
and simplies some of the proofs in later sections.
It is an open question as to what the relationship between these two logics is. One
possibility is that Abramsky’s logic can be seen as representing compact morphisms in
the Kleisli category AlgP where ours represent compact morphisms in the underlying
category Alg. We will not investigate this possibility further here.
4.6. Proof system
In order to relate the denotational and operational characterizations of the program
logic, we shall use an intermediate proof system. This is a sequent calculus with
judgements of the form ‘ e : where   ‘ e : ,  :L  and  :L. In this section
we shall dene this proof system, and show that ‘ e : i <=6<  ‘ e : = <=.
To begin with, we give a complete axiomatization for the semantics of the program
logic. Let 6 be the preorder on propositions given by
 ! is the top element, and ( ^ ) is meet.
 ( ; ), [ ] and ( ) ) are monotone.
 ( ) ) preserves ! and ^.
 j j and ( )  ) are anti-monotone.
Proposition 17. 6 i <=>< =.
Proof. ) is an induction on . ( is an induction on .
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We can then dene the proof system for NMML as
<=6<  ‘ c~e : [A]= <=
 ‘ c~e :
<=6<  ‘ d~e :C[A]= <=
 ‘ d~e :
 ‘ e :  
 ‘ e : [ 6]
; x : ‘ x :  ‘ x :
; y :  ‘ x : [x 6=y]
 ‘  :   ‘ e :  ‘ f :  
 ‘ (e; f) : (;  )
 ‘ e :!  ‘ e :  ‘ e :  
 ‘ e : ^  
 ‘ e :
 ‘ [e] : []
 ‘ e : [] ; x : ‘ f :  
 ‘ let x ( e inf :  
; x :  ‘ e : 
 ‘  x : e :  ) 
 ‘ e :  )   ‘ f :  
 ‘ ef : 
 ‘ e : jtj  ‘ f :
 ‘ if e thenf else g :
 ‘ e : jfj  ‘ g :
 ‘ if e thenfelse g :
 ‘ e :   ‘ f : 
 ‘ e f :  ^ 
 ‘ fix(x= e) :  ; x :  ‘ e : 
 ‘ fix(x= e) : 
Note that all of the structural rules for the proof system, such as weakening and
contraction, have been absorbed into the denition of 6 .
Proposition 18.  ‘ e : i <=6<  ‘ e : = <=.
Proof. ()) An induction on the proof of  ‘ e :.
(() An induction on the proof of   ‘ e : . The tricky case is   ‘ fix(x= e) :C, in
which case we have
<=6
W
n(f 7! hid; fi; < ; x :C ‘ e :C=)n?<=
Since <= is compact, we can nd n such that
<=6(f 7! hid; fi; < ; x :C ‘ e :C=)n?<=
and we proceed by induction on n.
If n=0 then <=6?, so ‘ >! :L(C) and so  ‘ fix(x= e) :.
If n>0 then
<=6< ; x :C ‘ e :C=(<=; (f 7! hid; fi; < ; x :C ‘ e :C=)n−1?<=)
and so from Proposition 16 we can nd  such that
< =6 (f 7! hid; fi; < ; x :C ‘ e :C=)n−1?<=
<=6 < ; x :C ‘ e :C=(<=; < =)
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so by induction on the proof of   ‘ fix(x= e) :C and n we have
 ‘ fix(x= e) :  ; x :  ‘ e :
and so  ‘ fix(x= e) :.
4.7. Expressivity
In this section we shall show that as long as  is expressive, then so is NMML,
since for any  :L we can dene a term term such that
<== < ‘ term  : =
In particular, this means that for any proposition  :L, there is a context which
determines whether a term ‘e :  satises that proposition
< ‘ term( ) [])e :CI ==

? if <=6< ‘ e : =
? otherwise
This expressivity result is used in showing that the semantics for NMML is fully
abstract. The relationship between expressivity and full abstraction has been long
known ([31], for example).
Proposition 19. If the semantics for  is expressive; then for any  :L we can nd
‘ term :  such that <== < ‘ term : =.
Proof. Let term be dened:
termI  = 
term⊗ (;  )= (term; term )
term[A]jaj= isa
termC!= 
termC( ^  )= termC termC 
termC[] = [term]
term! C!=  x : 
term! C( ^  )=  x:(term! C)x (term! C )x
termI ! C( ) )=  x:termC
term⊗ ! C(( ; )) )=  x: let y ( (term! CI ( ) []))(x :L)
in (term! C( ) ))(x :R)
term[A]! C(jaj ) )=  x :let y ( (testax)in termC
term! C(! ) )=  x:termC
term! C( ^  ) )=  x: let y ( term! CI ( ) [])x
in term! C( ) )x
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termC! C([]) )=  x:let y ( x in term! Cy
term(! C)! C(( )  )) )=  x:(termC! C( ) ))(x(term))
It is routine to verify that <== < ‘ term : =.
We can extend this result to contexts, to relate propositional contexts  to their
program context equivalent C.
Proposition 20. If  is expressive then for any  :L  there is a context C such
that <  ‘ e :C= <== <  ‘ C[e] :C=?.
Proof. If  = x1 : 1; : : : ; xn : n then let C be the context:
Cx1:1 ;:::; xn :n[e] = let x1 ( [term11] in    let xn ( [termnn] in e
It is routine to verify that this satises the required property.
4.8. Full abstraction
We can now t together the results from Sections 4.6 and 4.7 to show that the
semantics for NMML is fully abstract. In Section 4.6 we showed that the denotational
characterization and proof system for the program logic were equivalent:
 ‘e : i <=6<  ‘ e : = <=
In this section we can extend this to show (as long as the semantics for  is adequate
and expressive) that
 ‘ e : implies  j= e : implies <=6<  ‘ e : = <=:
and so the operational characterization of the program logic is equivalent to the denota-
tional characterization and to the proof system. From this we can prove full abstraction.
The proof of full abstraction relies on the expressivity of NMML, and thus on the
expressivity of . If we have a semantics for  that is adequate but not expressive,
then we can still show that the semantics for NMML is correct, although we cannot
show that it is fully abstract.
Proposition 21. (1) If e ! e0 then < ‘ e :C=>< ‘ e :C=.
(2) If e
p
!f then < ‘ e :C=>< ‘ [f] :C=.
Proof. An induction on the proof of reduction.
Proposition 22. If a semantics for  is adequate; then  ‘ e : implies  j= e :.
Proof. First show by induction on the proof of 6 that if 6 and j= e : then
j= e :  . The result then follows by an induction on the proof of  ‘ e :.
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Theorem 23 (Correctness). If a semantics for  is adequate; then its extension to
NMML is correct.
Proof. If   ‘ e vD f :  then for any closing context C[ ] of type CI we have
C[e]
p
)
) <[]=6< ‘ C[e] :CI = (Proposition 21)
) <[]=6< ‘ C[f] :CI = (Hypothesis)
)‘ C[f] : [] (Proposition 18)
) j=C[f] : [] (Proposition 22)
) C[e]
p
) (Denition of j=)
Thus   ‘ e vO f : .
Proposition 24. If a semantics for  is expressive and adequate, then  j= e : im-
plies <=6<  ‘ e : = <=.
Proof. Using Proposition 21, show by induction on the proof of j= e : that if j= e :
then < ‘ e : =?><=.
The only dicult case is for functions, where we have deduced j= e :) from
8j=f :. j= ef :  . By expressivity and Propositions 18, 19 and 22 we have
j= term  :, so by the hypothesis we have j= e(term ) :  , so by induction <=6< ‘
e(term ) :C=?, from which it is routine to deduce the desired result that < )  =
6 < ‘ e :  ! C=.
Then we have
~x : ~ j= e :
) 8 j= ~f : ~:e[ ~f=~x ] : (Denition of j=)
) j= e[term ~=~x ] : ( j= term :)
) <=6< ‘e[term ~=~x ] : =? (Above)
) <=6<  ‘ e : = (< ‘ term ~ :~ =?) (NMML-algebra)
) <=6<  ‘ e : = <~x : ~= (<term=?= <=)
Note that we have used expressivity in this proof, but not in the proof of Proposition 22.
A. Jerey / Theoretical Computer Science 228 (1999) 105{150 149
Theorem 25 (Full abstraction). If a semantics for  is expressive and adequate then
its extension to NMML is fully abstract.
Proof. For any  :L and  :L  we have
<=6<  ‘e : = <=
, <[]=6< ) []=(<  ‘e : = <=) (Denition of ))
, <[]=6(<  ‘ term!CI ( ) []) :  ! CI = <=) (<  ‘ term= <== <=)
(<  ‘ e :CI = <=
, <[]=6<  ‘ term!CI ( ) [])e :CI = <= (Application)
, <[]=6< ‘ C[term!CI ( ) [])e] :CI =? (Proposition 20)
, j=C[term!CI ( ) [])e] : [] (Propositions 18; 22; 24)
, C[term!CI ( ) [])e]
p
) (Denition of j=)
Thus if   ‘ e vO f :  then
<=6<  ‘ e : = <= implies <=6<  ‘ f : = <=:
Thus, since <= and < = are algebraic, and by Proposition 16 every compact element
has a corresponding proposition, we have
<  ‘ e : =6<  ‘f : =
Thus the semantics for NMML is fully abstract.
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