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a b s t r a c t
One of the central problems in algebraic coding theory is construction of linear codes
with best possible parameters. Quasi-twisted (QT) codes have been promising to solve this
problem. Despite extensive search in this class and discovery of a large number of new
codes, we have been able to find still more new codes that are QT over the alphabet F5
using a more comprehensive search strategy.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
A linear code C of length n over Fq, the finite field with q elements, is a vector subspace of Fnq . A linear code of length n,
dimension k, and minimum (Hamming) distance (weight) d is referred to as an [n, k, d]q-code. One of the most important
and challenging problems in coding theory is to determine the optimal values of the parameters of a linear code and to
explicitly construct codes whose parameters attain, or get as close as possible to, those optimal values. One formulation of
the problem is: given q, n and k, find the largest value dq[n, k] of the minimum distance of a linear code of length n and
dimension k over Fq. Another formulation would be given a length n, and a minimum distance d, what is the largest value of
k?We denote this value by kq[n, d]. Similarly, one can fix the dimension and the minimum distance and ask for the smallest
possible value of n.
There are tables for the bounds on the minimum distances of linear codes over small finite fields (q ≤ 9, up to certain
lengths and dimensions) available online at [1]. The lower bounds on theminimumdistances are usually obtained by explicit
constructions. The database also gives information about constructions of codeswith best known parameters. The computer
algebra systemMAGMA [2,3] also has such a database. The values of dq[n, k] (or kq[n, d]) are determined only for relatively
small values of the parameters, or when k or n− k is small. In most cases, there are gaps in the tables between known lower
bounds and known upper bounds on dq[n, k]. Researchers continually update the bounds on the tables by constructing new
codes. As the gaps in the tables narrow, it becomes more difficult to find new codes.
2. Quasi-twisted codes
The class of quasi-twisted (QT) codes is a very important class of codes in algebraic coding theory. It is a generalization
of the class of quasi-cyclic (QC) codes which in turn is a generalization of cyclic codes. These classes of codes have been
a subject of extensive study and a large number of best known codes are obtained from these classes in recent years
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(e.g. [4–9]). They have a rich algebraic structure which makes them convenient for computer search. We first review the
algebraic structures of QT codes.
Let F∗q denote the set of non-zero elements of Fq, and let a ∈ F∗q . As is customary in algebraic coding theory, we identify
the vectors in Fnq with the polynomials in Fq[x] via c = (c0, c1, . . . , cn−1)↔ c(x) = c0+ c1x+ · · · + cn−1xn−1. A linear code
C is called constacyclic if it is invariant under the constacyclic shift operator πa i.e.,
c = (c0, c1, . . . , cn−1) ∈ C implies πa(c) = (a · cn−1, c0, c1, . . . , cn−2) ∈ C .
If a = 1, then C is a cyclic code. It is well known that constacyclic codes are ideals in the ring Rn,a = Fq[x]⟨xn−a⟩ . The ring Rn,a
is a principal ideal ring and every constacyclic code C has a unique generator polynomial g(x) that divides xn − a so that
xn − a = g(x)h(x). The polynomials g(x) and h(x) are called the generator and check polynomials of C respectively. Either
of these can be used to define a constacyclic code: C = {p(x)g(x) : p(x) ∈ Rn,a} = {c(x) ∈ Rn,a : c(x)h(x) = 0}. It is known
that in certain cases cyclic codes are equivalent to constacyclic codes [4].
A linear code C is l-quasi-twisted (QT) if it is invariant under the constacyclic shift by l-positions for some positive integer
l, i.e., C is closed under π la, l-fold composition of πa with itself. A quasi-cyclic (QC) code is a special case of a QT code with
a = 1. It is also well known that the length n of a QT code must be a multiple of l so that n = ml for some integer m that
is a non-trivial divisor of n (if n and l are relatively prime then the QT code becomes a constacyclic code). Algebraically, QT
codes are Rm,a-submodules of Rlm,a.
A QT code is called r-generator if it is generated by r elements of Rlm,a. Most of the literature on QT codes is on the
1-generator case. We shall mostly consider this special case in this paper. Let
G0 =

g0 g1 g2 . . . gm−1
agm−1 g0 g1 . . . gm−2
...
...
...
...
ag1 ag2 ag3 . . . g0

m×m
.
An (m × m) matrix of type G0 is called a twistulant matrix of order m or simply a twistulant matrix. It is shown in [4]
that the generator matrices of QT codes can be transformed into blocks of twistulant matrices by a suitable permutation of
columns. Therefore, generator matrices of an r-generator and 1-generator QT codes can be assumed to be in the following
forms:G11 G12 . . . G1l... ... ...
Gr1 Gr2 . . . Grl

rm×n
, and [ G1 G2 . . . Gl ]m×n,
respectively, where each Gij (or Gk) is a twistulant matrix.
There is a particularly useful case of 1-generator QT codes that was the basis for a search algorithm introduced in [4].
We call it Algorithm ASR. ASR is used in several recent works and has produced a number of new codes over most small
finite fields for which a database of best known codes is available (e.g. [6,5,4,10,9,11]). The search method is based on the
following theorem.
Theorem 2.1 ([4]). Let C be a 1-generator l-QT code of length n = ml with a generator of the form:
g(x) = (f1(x)g(x), f2(x)g(x), . . . , fl(x)g(x))
where xm − a = g(x)h(x), g(x), fi(x) ∈ Rm,a, and (fi(x), h(x)) = 1 for all 1 ≤ i ≤ l. Then d(C) ≥ d · l, where d is the minimum
distance of the constacyclic code generated by g(x). Moreover, the dimension of C is equal to m− deg(g(x)).
Most of the literature on QT codes is on the 1-generator case with a few exceptions (e.g. [12,13]). Althoughwe aremostly
concerned with the 1-generator case in this paper, we present one result about the 2-generator case as well. The following
theorem is related to one of the open problems in [11].
Theorem 2.2. Let g generate an [n, k, d] constacyclic code C with constant a, and let h be the check polynomial of C. Then both
of the following 2-generator QT codes have parameters [2n, 2k, d].
1. The QT code with a generator of the form
G1 =
[
g f1g
0 f2g
]
where f1, f2 are polynomials relatively prime to h.
2. The QT code with a generator of the form
G2 =
[
g f1g
f1g f2g
]
where f2 − f 21 is relatively prime to h.
514 R. Ackerman, N. Aydin / Applied Mathematics Letters 24 (2011) 512–515
Proof. Because (f1, h) = 1 and (f2, h) = 1, the codes generated by f1g , f2g , and g are the same. Thus, any word which
appears in the block generated by f1g is also in the block generated by f2g . Therefore, we can perform row operations on G1
(which correspond to adding a polynomial multiple of one row to another) to put it into the form

g 0
0 f2g

.Now, since f2g
and g generate the same code, it is clear that this code has parameters [2n, 2k, d].
Now consider the code generated by G2. By elementary row operations G2 can be put into the form

g f1g
0 (f2 − f 21 )g

where
(h, f2 − f 21 ) = 1. The result in this case follows from the previous case. 
2.1. Duals of quasi-twisted codes
The dual (also called orthogonal code) C⊥ of a linear (or non-linear) code C is defined as C⊥ = {v ∈ Fnq : v · u = 0,
for all u ∈ C} where · is the standard dot product in Fnq . In this subsection we would like to summarize some of the basic
facts about duals of QT codes.
Theorem 2.3. The dual of a constacyclic code with constant a is a constacyclic code with constant a−1.
Proof. Let C be a constacyclic code of length n over Fq, with constant a ∈ F∗q . Let v ∈ C , u ∈ C⊥ and let b = a−1. Consider
πb(u) · v:
πb(u) · v = v0 · bun−1 + v1u0 + · · · + vn−1un−2
= b(v0un−1 + av1u0 + · · · + avn−1un−2)
= b(av1u0 + av2u1 + · · · + avn−1un−2 + v0un−1)
= b(πn−1a (v) · u).
But because πn−1a (v) ∈ C , b(πn−1a (v) · u) = b · 0 = 0. Hence πb(u) ∈ C⊥. Therefore, C⊥ is constacyclic with constant
b = a−1. 
It is worth noting that in F5, 2−1 = 3 and 4−1 = 4, and since a constacyclic code with constant 3 is equivalent to a
constacyclic code with constant 2 over F5, we can conclude that over F5, the dual of a constacyclic code with constant a is
(equivalent to) another constacyclic code with constant a.
Theorem 2.4. The dual of a QT code is also a QT code.
Proof. Let C be an r generator, l-QT code with constant a and a generating set G = {v1, π la(v1), . . . , π l(m−1)a (v1), . . . ,
vr , π
l
a(vr), . . . , π
l(m−1)
a (vr)}. Let D = C⊥ and let u ∈ D. We claim that π la−1(u) ∈ D, i.e., π la−1(u) · v = 0 for all v ∈ C .
We know that for any vj ∈ G, u · π ila (vj) = 0 for i = 0, . . . ,m − 1. Then, π la−1(u) · π (i+1)la (vj) = 0 for all i = 0, . . . ,m − 1.
Since πmla (vj) = πna (vj) = vj, π la−1(u) is orthogonal to all QT shifts of vj, hence orthogonal to QT shifts of any v ∈ C . Thus, D
is QT with constant a−1. 
It isworth noting that the dual of an r generator QT codemay not have r generators. For example, the dual of a 1-generator
QT code may be a multi-generator QT code.
3. The new codes
Finally, we list the new codes obtained by our search. They are all quinary codes, i.e. codes over F5. Although we still
used Algorithm ASR, there are two differences we introduce. First, we started with a comprehensive investigation of all
constacyclic codes over F5. This means that we computed all of the constacyclic codes over F5 with constants a = 1, 2, 4,
and for each length m and dimension k we recorded the generator polynomial g(x) of the best constacyclic code, the one
with the largest minimum distance. These codes were then used as building blocks in the search of QT codes of the form
(g(x), f1(x)g(x), . . . , fl−1(x)g(x)). One of these constacyclic codes turned out to be a new code. The second improvement
was to consider the duals of all the QT codes generated during the search. A new code was obtained from the dual. We used
computer algebra system MAGMA for all of the computations.
In the list below, the first code is constacyclic with a = 2, the second one is the dual of a QC code. The rest are QT with
a = 2. In representing the generator polynomials, we write the coefficients in increasing powers of x. For example,
g = 1043424031 represents the polynomial g(x) = 1+ 4x2 + 3x3 + 4x4 + 2x5 + 4x6 + 3x8 + x9.
1. A [58, 14, 30]5 constacyclic code:
f = 434234200100244223340030023131433002002321411.
2. A [48, 33, 9]5-code that is the dual of the QC code with generators:
g = 1043424031, f1 = 302402012013303.
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3. A [56, 6, 40]5 4-QT code:
g = 112143321, f1 = 332011, f2 = 243131, f3 = 201234.
4. A [56, 14, 28]5 2-QT code:
g = 210030414422431, f1 = 31302041431044.
5. A [56, 16, 26]5 2-QT code:
g = 1321323231231, f1 = 3124343131400144.
6. A [68, 16, 34]5 2-QT code:
g = 3323414100012433121, f1 = 1001041404142423.
7. A [68, 18, 32]5 2-QT code:
g = 11244404020342321, f1 = 224230104234233331.
8. A [84, 18, 42]5 2-QT code:
g = 1233104444321422431011211, f1 = 330121043432200311.
9. A [84, 20, 40]5 2-QT code:
g = 22020124001320044402031, f1 = 42230430141330210142.
10. A [92, 22, 43]5 2-QT code:
g = 1311040413020101120303411, f1 = 224103013020222043431.
11. A [102, 16, 57]5 3-QT code:
g = 3323414100012433121, f1 = 1433303212304103, f2 = 444123142040421.
12. A [102, 18, 54]5 3-QT code:
g = 11244404020342321, f1 = 432014332331432204, f2 = 334042110331122132.
13. A [104, 20, 54]5 2-QT code:
g = 131324234323233143320233104032111, f1 = 2441101301422334134.
14. A [116, 14, 70]5 2-QT code:
g = 434234200100244223340030023131433002002321411, f1 = 30030414240012.
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