We consider a problem of maximizing a monotone DR-submodular function under multiple orderconsistent knapsack constraints on a distributive lattice. Since a distributive lattice is used to represent a dependency constraint, the problem can represent a dependency constrained version of a submodular maximization problem on a set. We propose a 1 − 1/e approximation algorithm for this problem. To achieve this result, we generalize the continuous greedy algorithm to distributive lattices: We choose a median complex as a continuous relaxation of a distributive lattice and define the multilinear extension on it. We show that the median complex admits special curves, named uniform linear motions, such that the multilinear extension of a DR-submodular function is concave along a positive uniform linear motion, which is a key property of the continuous greedy algorithm.
Problem and Result
In this study, we consider multiple knapsack-constrained monotone DRsubmodular maximization problem on finite distributive lattices. Let (L, ≤) be a finite distributive lattice, and let J(L) be the set of join-irreducible elements of L. For X ∈ L, we denote by adm(X) the set of join-irreducible elements that is admissible to X (see Section 2 for definitions). A function f : L → R is monotone if f (X) ≤ f (Y ) for all X ≤ Y . f is a DR-submodular function [13, 21] if
for all X, Y ∈ L and p, q ∈ J(L) such that X ≤ Y , p ≤ q, p ∈ adm(X), and q ∈ adm(Y ). Let c : J(L) → R + be the weight on the join-irreducible elements. We identify c as the function c : L → R by c(X) = p≤X c(p) the weight of X. We say that c is order-consistent if c(p) ≤ c(q) for all p, q ∈ J(L) with p ≤ q. A knapsack constraint is represented by c(X) ≤ b for b ∈ R + . Then, the multiple knapsackconstrained monotone DR-submodular maximization problem is the following optimization problem:
where f : L → R is a monotone DR-submodular function, Λ is a finite set with |Λ| = O(1), and c λ (X) ≤ b λ is a knapsack constraint with order-consistent c λ for each λ ∈ Λ. We prove that this problem is solvable in polynomial time within an approximation factor of 1 − 1/e. This is our main theorem. This problem naturally arises in "dependency-constrained" problems as follows.
Example. Consider a sensor activation problem: Let P be a set of sensors placed on a space, and we want to activate a subset of sensors that maximizes the coverage area under some constraint. This is a typical problem of maximizing a monotone submodular set function. Now we consider dependency constraints represented by a directed acyclic graph G = (P, E), where each edge (p, q) ∈ E means that sensor p can be selected only if sensor q is already selected. Then, the set of possible sensor selection X ⊆ P forms a distributive lattice. If all the marginal covered area of p is smaller than that of q for all (p, q) ∈ E, the function f forms a monotone DR-submodular function on this lattice. Also if the cost c(p) is more expensive c(q) if (p, q) ∈ E, the cost function c is order-consistent. Thus, if these conditions are met, the problem can be represented as a (multiple) knapsack-constrained monotone DR-submodular maximization problem.
Background and Motivation
Let V be a finite set. A function f : 2 V → R is submodular if it satisfies the submodular inequality: for all X, Y ⊆ V ,
(
1.3)
f is submodular if and only if it satisfies the diminishing return property: for all X, Y ⊆ V with X ⊆ Y and p ∈ V \ Y ,
Submodular functions are ubiquitous in many fields, including combinatorial optimization [12] , economics [20] , and machine learning [17] . Thus, maximizing such a function is regarded as one of the fundamental combinatorial optimization problems. The problem is NP-hard in general [10] ; however, after a seminal work by Nemhauser, Wolsey, and Fisher [22] , many approximation algorithms have been proposed for several types of constraints such as cardinality constraint [22] , matroid constraint [6] , knapsack constraint [25] , and multiple knapsack constraint [18] . Several attempts have been conducted to generalize the domain of the problem from a finite set to more general space, say, a lattice. In general, submodular functions can be defined via the lattice submodularity: Let L be a lattice. Then, f : L → R is lattice submodular [26] if for all X, Y ∈ L,
(1.5)
For the integer lattice Z n , Alon et al. [2] studied a particular monotone submodular function on the integer lattice and proposed 1 − 1/e approximation algorithm to maximize the function under a knapsack constraint. Soma and Yoshida [24] generalized this technique for general submodular functions on the integer lattice. They also introduce DR-submodular functions as follows: for X, Y ∈ Z n and j ∈ {1, . . . , n}, 6) where e j is the j-th unit vector. For a set function, the submodularity (1.3) and the diminishing return property (1.4) is equivalent; however, it is not the case on integer lattices, i.e., (1.5) does not imply (1.6).
The DR-submodularity is obtained by generalizing of the diminishing return property. The relation between the DR-submodular functions and submodular set functions are explored in [11] . For more general lattices, Gottschalk and Peis [13] generalized the DR-submodularity on distributive lattices. They proved that the cardinality-constrained problem can be solved within an approximation factor of 1 − 1/e. Also, they showed that the knapsack-constrained problem is hard to approximate in general. The first and second authors [21] generalized the DR-submodularity to modular lattices and prove that cardinality constrained problem and order-consistent knapsack-constrained problem can be solved within constant approximation factors.
Thus far, all the existing submodular maximization algorithms on general lattices are "combinatorial," i.e., the greedy algorithm. On the other hand, the most powerful algorithm for submodular maximization on sets is based on the continuous relaxation [8] . For a submodular set function f : 2 V → R, its multilinear extension [27, 6] 
where EX ∼x is the expectation with respect to the probability distribution such that P[i ∈X] = x i for all i ∈ V independently. This function is not a concave function but can be maximized within a constant approximation factor under some conditions by the continuous greedy algorithm [27, 6] or projected gradient method [15] . Once we obtain a continuous approximate solution, we can obtain a discrete approximate solution via rounding method such as the pipage rounding [1] or the contention resolution scheme [8] . Soma and Yoshida [24] generalized the multilinear extension to a DR submodular function on the integer lattice. However, this approach has not been generalized to general lattices. Thus, we had the following research question:
Problem 1. Can we generalize the continuous greedy algorithm to general lattices?
This study gives the first positive answer to this question. Our main result (Theorem 1.1) is obtained by the continuous greedy algorithm on distributive lattices.
Proof Outline
Let us recall Kulik, Shachnai, and Tamir [18] 's algorithm for the multiple knapsackconstrained submodular maximization problem on sets. Their algorithm uses the continuous greedy algorithm to find a good approximate continuous solution. Then, it uses partial enumeration to obtain a good approximate discrete solution. Our proof generalizes their proof to distributive lattices. The main difficulty is generalizing the continuous relaxation to distributive lattices.
Let L be a distributive lattice. By the Birkhoff representation theorem [14] , the ideals (i.e., the downward-closed sets) of the poset P of the join-irreducible elements of L is isomorphic to L. This motivates us to define the continuous domain, K(L), as a subset of [0, 1] P . The obtained domain, K(L), forms a cubical complex (more precisely, median complex ), which is locally isomorphic to a Boolean hypercube [0, 1] n , and is obtained by gluing the hypercubes by these faces. We define the multilinear extension F : K(L) → R of a lattice DR-submodular function f by gluing the multilinear extensions of f in each hypercube.
In the set submodular maximization, the most important property of the continuous relaxation is the concavity along any positive direction, i.e., for any two points x, y ∈ [0, 1] V with x ≤ y, the function F ((1− t)x+ ty) is concave in t. We generalize this property as follows. As a generalization of the straight
The uniform linear motion coincides with a straight line in each hypercube. At a point that belongs to the common face of two hypercubes, the velocity of the uniform linear motion must satisfy the "flow conservation law." We prove that for any two points x, y ∈ K(L), there uniquely exists uniform linear motion from x to y (Theorem 3.1). Also, we prove that the function F (c x,y (t)) is concave in t (Theorem 3.2). Using this property, we can generalize the continuous greedy algorithm (Theorem 4.1) that has an approximation factor of 1 − 1/e − ǫ.
The rounding part is a generalization of Kulik, Shachnai, and Tamir [18] 's algorithm. However, there are several minor difficulties caused by a distributive lattice. The proof in Section 5 verifies the generalization is valid.
1.4 Other Related Work Submodular "minimization," instead of the maximization, is also a wellstudied problem [12] . The key technique in the submodular minimization is the Lovász extension, which is another continuous relaxzation defined on [0, 1] V . A set function is submodular if and only if its Lovász extension is convex [19] . Submodular minimization has been generalized to lattices [26] . Brady and McCammond [4] introduced orthoscheme complex in the context of geometric group theorey. Chalopin, Chepoi, Hirai, and Osajda [7] showed that orthoscheme complex of modular lattices with L 2 norm forms a CAT(0)-space [5] , which admits unique geodesic for any two points. This also makes the orthoscheme complex as a geodesic convex space. Hirai [16] showed that a function on a modular lattice is submodular if and only if its Lovász extension (generalized to a lattice) is geodesic convex.
Our approach differs from this line. To define the multilinear extension of submdoular function over distributive lattices, we use median complex, which is different from orthscheme complex.
Chepoi [9] and Roller [23] independently proved that a median complex equipped with l 2 -metric also forms a CAT(0)-space. Our uniform linear motion is different from the geodesic in this context (see Example in Section 3.2).
Preliminaries
2.1 Distributive Lattice Let (P, ≤) be a poset.We say p ∈ P covers p ′ ∈ P if p ′ < p and there are no p ′′ ∈ P such that p ′ ≤ p ′′ ≤ p. We denote this relation by p ′ ≺ p. A subset I ⊆ P is an ideal if I is downward closed: p ′ ≤ p and p ∈ I implies that p ′ ∈ I. For p ∈ P , let I p be the principal ideal
A lattice (L, ≤) is a partially ordered set with the largest common lower bound X ∧ Y and the least common upper bound X ∧ Y for any X, Y ∈ L. The former is called meet and the latter join. An element X ∈ L is join-irreducible if there is the unique
In this paper, we only deal with finite distributive lattices.
There is a one-to-one correspondence between a distributive lattice L and a poset P up to isomorphism owing to the Birkhoff representation theorem. Indeed, the family I(P ) of the ideals of P is a distributive lattice with meet X ∧ Y := X ∩ Y and join X ∨ Y := X ∪ Y . Conversely, We can construct a poset J(L) of the join-irreducible elements of L, where the order is inherited from L. Then, Birkhoff representation theroem states that P ∼ = J(I(P )) and L ∼ = I(J(L)). In the rest of the paper, L denotes a distributive lattice and P the corresponding poset J(L).
DR-Submodular Function
Let L be a distributive lattice. Let adm(X) denote the set of the minimal elements of P \X, which is called admissible elements
Notation
For a vector x ∈ R n , let x p be the p-th component of x. We define sign : R → {−1, 1} by sign(w) = 1 if w ≥ 0 and sign(w) = −1 otherwise. Let h be a function of ǫ. We write one-sided limit to 0 from above as
For a multivariate function f : R m → R n and one of the coordinate p, let
where e p is the unit vector for the p-th coordinate. For a function f : L → R and ideal T ⊆ P , we denote f (I(T )) as f (T ) owing to the Birkhoff representation theorem. For ideals S, T , let 
We will see the properties of K(L).
if and only if its support supp(x) = {p ∈ P : x p > 0} forms an ideal and x p = 1 for non-maximal element p of supp(x).
Proof. This immediately follows from the definition of K(L).
Lemma 3.2. The continuous extension K(L) forms a distributive lattice with respect to the element-wise inequality, i.e., x ≤ y if and only if x p ≤ y p for all p ∈ P .
Proof. We show that K(L) forms a distributive lattice equipped with the following meet and join operators:
2)
We can easily see that the above operations are closed in K(L) by Lemma 3.1 and satisfies distributive law.
A set of hypercubes is a cubical complex if (1) if C ∈ K then any face of C is also in C, (2) If
The proof is essentially given by [9, 23] . For the sake of completeness, we give a proof here. We remark that this cubical complex is called a median complex [3] .
Proof. We show this lemma by constructing a cubical complex
be the cubical complex constructed as follows. For any maximal antichain X ⊆ P , there is a distinct corresponding hypercube
We also add the faces of Cube(X) to K ′ (L). We identify the points on two hypercubes by the following rules. Two antichains X and Y are adjacent if the following conditions are satisfied:
We identify x ∈ Cube(X) and y ∈ Cube(Y ) for adjacent X and Y if (1) x p = y p for any p ∈ X ∧ Y , (2) x p = 1 and y p ′ = 0 for any p ≺ p ′ , p ∈ X, and p ′ ∈ Y , and (3) x p = 0 and y p ′ = 1 for any p ≻ p ′ , p ∈ X, and p ′ ∈ Y . We can easily see that
. Therefore, we can glue i X for all maximal antichains X ⊆ P and obtain a global map i :
We can easily see that this map is a bijection.
In the rest of the paper, we use the notation Cube(X) in the above proof.
Uniform Linear Motion
On the submodular set function maximization, the following property plays a crucial role: for any x, y ∈ [0, 1] V with x ≤ y, F ((1 − t)x + ty) is concave in t ∈ [0, 1]. To extend this property to distributive lattice, we need to generalize line connecting two points for K(L). Here, we introduce such a concept, uniform linear motion. The fundamental difference between K(L) and Euclidean space is the existence of the face between two hypercubes. We need to define "straightness" at such faces. Consider a curve u : [0, 1] → K(L) that passes a face at time t. The velocity vectors v − and v + immediately before and after x are defined by
We say that u is straight at u(t) if there is a flow on a network N defined below. The nodes of N is the disjoint union of the following two sets P + and P − . Let P + be the set of i ∈ P with (v + ) i > 0 or (v − ) i > 0 and P − be the set of i ∈ P with (v
The capacities of the edges are [0, ∞). Nodes in the network N become sources or sinks by the following rules: Node p ∈ P + with (v + ) p > 0 is a sink the amount of whose incoming flow is v + p ; Node p ∈ P − with (v + ) p < 0 is a source the amount of whose outgoing flow is −v + p ; Node p ∈ P + with (v − ) p > 0 is a source the amount of whose outgoing flow is v − p ; Node p ∈ P − with (v − ) p < 0 is a sink the amount of whose incoming flow is
1) = y,the curve u is a line segment in each hypercube, and u is straight at any point on a face. The existence of a uniform linear motion between two points is non-trivial.
Example. Consider a poset P = {p 1 , p 2 , p 3 , p 4 } with p 2 ≺ p 3 and p 2 ≺ p 4 . Figure 3 .1 shows the Hasse diagram of P and the corresponding median complex K(L). The uniform linear motion u ⊥,⊤ (t) over K(L) path through two maximal cubes Cube({p 1 , p 2 }) and Cube({p 1 , p 3 , p 4 }). The uniform linear motion intersects with face {x ∈ K(L)) | x p 2 = 1} at z 1 = (1/3, 1, 0, 0). The velocity immediately before and after z 1 is v − = (1/4, 3/4, 0, 0) and v + = (1/4, 0, 3/8, 3/8), respectively. The uniform linear motion is indeed straight at z 1 because we have a flow over network N as follows: f p 1 →p 1 = 1/4, f p 2 →p 3 = 3/8, and f p 2 →p 4 = 3/8. On the other hand, the geodesic from ⊥ to ⊤ with respect to l 2 -metric intersects with the face at z 2 = ( √ 2 − 1, 1, 0, 0). Therefore, our uniform linear motion is a different concept from l 2 -geodesic.
The following theorem shows that for any two points in K(L) there exists a uniform linear motion.
Theorem 3.1. For any two points x, y ∈ K(L), there is a unique uniform linear motion from x to y.
Owing to the theorem, we denote by u x,y (t) the uniform linear motion from x to y. In the rest of the subsection, we prove the theorem.
Overview of the proof To prove Theorem 3.1, we consider the following maximization problem. Let N ′ be a network whose nodes are P and edges consists of p → p ′ for p ≺ p ′ . Let w = y − x. Remove all nodes with w p = 0 from N ′ . If w p < 0, then we reverse the edge connecting to p. This procedure is consistent by Lemma 3.1. We add bottom element ⊥ and top element ⊤ to the following edges to network N ′ : ⊥ → p for all minimal {p ∈ P | w p > 0} and all maximal {p ∈ P | w p < 0}; and p → ⊤ for all maximal {p ∈ P | w p > 0} and all minimal {p ∈ P | w p < 0}. All edges in the network have infinite capacity [0, ∞). In the following, a path means a directed path. The maximization problem we consider is
Here, the constraint means that v is decomposed as v = π f π by non-negative f π , where π runs over all ⊥ to ⊤ paths and π f π = p∈P |w p |. We call π with f π > 0 as positive path with respect to v from ⊥ to ⊤. A path π ′ from p ∈ P to p ′ ∈ P is said to be positive if there is a positive path π from ⊥ to ⊤ including π ′ . For a path π, we define p∈π as the summation over all node in π without the endpoints. Before we proceed, we explain the interpretation of the maximization problem (3.6) and an overview of the proof. Given unifrom linear motion u from x to y, we can define v p by is the p-th component of the speed of u when u pass throught Cube(X) with p ∈ X. By the definition of uniform linear motion, v = (v p ) p∈P is a p∈P |w p |-flow from ⊥ to ⊤. Furthermore, let t p be the first time c(t) p pass through the hypercube Cube(X) with p ∈ X. Then, we can see that
for all positive ⊥ to p path π. In particular, the right-hand side does not depend on the choice of π.
(Lemma 3.5). Since this property is the optimality condition for the maximization problem (3.6), v defined above is an optimal solution (Lemma 3.4, Lemma 3.5). Conversely, we can construct a uniform linear motion from the optimal solution of (3.6) (Lemma 3.6), which is unique due to the convexity. has the same value for all positive path π.
Proof. Notice that the problem (3.6) is a strictly convex optimization problem; hence, the optimal solution is unique. The value (3.8) is the derivative of the objective function of (3.6) with respect to f π . Thus, the optimality condition is that (3.8) has the same value for all flow π with v p > 0 for all p ∈ π.
Otherwise, by increasing a flow along a positive path with the largest value and decreasing a flow along a positive path with the smallest value, we can increase the objective value.
Lemma 3.5. Suppose that u is a uniform linear motion from x to y. Let
for all p ∈ P . Then, v = (v p ) p∈P is the optimal solution to the problem (3.6).
Proof. By the definition of the uniform linear motion, v p is the unique speed of the p-th component when u x,y (t) is on a hypercube Cube(X). Hence, v satisfies p |w p |-flow condition because of the straightness of the uniform linear motion. It suffices to show that v satisfies the optimal condition shown in Lemma 3.4. The optimality condition follows from the definition of the uniform linear motion. Suppose to the contrary that the value (3.8) is different for two positive paths π 1 and π 2 . Let ⊥ = p 0 , p 1 , . . . , p k = ⊤ be the points in π 1 ∩ π 2 , where p i is ordered so that they form a subsequence of π 1 . For α = 1, 2, let π
α be the initial segment of π α until p j . Take the minimum j such that
Such j must exists by the assumption. We can easily see that, for α = 1, 2, the value t α := p∈π
is the time when u x,y (α) p end = y p end , where p end α is the node p end α ≺ p j in path π α . Therefore, at time min(t 1 , t 2 ), the curve u x,y is at the surface of K(L) and is going outside of K(L) (in the sense of [0, 1] P ) due to the straightness, which is a contradiction.
Lemma 3.6. Let v be the optimal solution of (3.6). Then, we can construct a uniform linear motion u x,y from v.
Proof. Let v be the optimal solution to problem (3.6). Let t p = max π p ′ ∈π |w p ′ |/v p ′ , where π runs over all positive ⊥ to j paths. By Lemma 3.4, the value in the max does not depend on the positive paths. Let X(t) = {p ∈ P : t p ≤ t and t p ′ > t for all p ′ ≻ p}. We reorder {t p } p∈P as t 1 < t 2 < · · · < t m . The latter is distinguished from the former by the subscripts i, j, . . . . We define a curve u in R P by the following differential equation:
We prove that u(t) ∈ K(L). We first show that u(t) ∈ [0, 1] P . Since there exists a positive path containing p, the optimality condition implies that there exists p ′ ≻ p such that t p ′ − t p = |w p |/v p . Therefore, u(t) p moves during |w p |/v p -time with speed v p , which implies that u(t) ∈ [0, 1] P . We next prove that u(t) ∈ K(L) (t < t k ) for all k by showing u(t) ∈ Cube(X(t)) (t < t k ). It suffices to prove that c(t k ) p ′ = y p ′ for all k = 1, 2, . . . , m, node p ∈ X(t k ) \ X(t k−1 ), and p ′ → p in network N ′ . By the definition of t p and X(t), we can see that
We finally prove that u is indeed a uniform linear motion from x to y. The curve u is linear on each cell by c(t) ∈ Cube(X(t)) and the differential equation of c. The curve u is straight at face since v satisfies flow-conservation.
Proof. [Theorem 3.1] By Lemma 3.5 and Lemma 3.6, the uniform linear motion corresponds to the solution of the variational problem (3.6), which has a unique solution by strong convexity. Remark 1. We can prove the existence of the uniform linear motion via another optimization problem. Consider the network N ′ defined in the maximization problem (3.6). In the following minimization problem, we optimize the following variables: t : P ∪ {⊤, ⊥} → R ≥0 and v : P ∪ {⊤, ⊥} → R.
The optimal solution of this problem corresponds to the uniform linear motion because the optimality condition for (3.13) is equivalent to (3.6) .
This minimization problem can be interpreted as a variant of the Program Evaluation and Review Technique (PERT). Consider the nodes of the network N ′ as tasks. A task p with p → p ′ must be done before task p ′ . We have p∈P |w p |-work capacity in total. Task p can be done in |w p |/v p time if v p -work capacity is assigned. Our task is to minimize the time when all task is done by appropriately distributing the work capacity. Here, we have a constraint on the distribution of the work capacity: A work capacity used to do task p must be used to task p ′ with p → p ′ , in the next. In the above problem, t p is the time when the task p is started.
Multilinear Extension
where the expectation is taken over the random idealX defined by P[p ∈X] = x p for all p ∈ P independently and the summation X is taken for all ideals of P . We callX random ideal generated from x. We omit the subscript of the expectation when x is clear from the contex. The multilinear extension F (x) coincide with the gluing of the multilinear extension of the set submodular function on each cubes. We note that F is monotone if f is monotone. The DR-submodularity implies the inequality over the gradients as follows.
Lemma 3.7. Let x, y ∈ K(L) with x ≤ y and p, q ∈ P with p ≤ q. Then,
17)
18)
if the above one-sided partial derivative is defined.
If both x and y are inside of maximal hypercubes, then the above statement is equivelent to
Proof. We first prove (3.15). One-sided partial derivative in (3.15) is defined when the following conditions are satisfied: x p = 1, y q = 1, x p ′ = 1 for all p ′ < p, and y q ′ = 1 for all q ′ < q. The inequality (3.15) is equivalent to
whereX andŶ are the random subsets such that (1)
P[q ′ ∈Ŷ ] = y q ′ for all q ′ ∈ P \ {q} and (4) P[q ∈Ŷ ] = 0. We prove this inequality by the coupling method. LetŶ be the random ideal defined as the above. Then, we defineX as follows:X never contains p. For p ′ ∈ P \ {p},
where p ′ ∈X is determined independently for all p ′ ∈ P \ {p}. We can see that P[p ′ ∈X] = x p ′ for all p ′ ∈ P \ {p} independently and P[p ∈X] = 0 as follows. By definition, for any p ′ ∈ P \ {p, q}, we have
, and P[p ∈X] = 0 follows from by construction. Therefore, the claim holds. For any realization of (X,Ŷ ), by the DR submodularity, we have
Therefore, by taking the expectation over the joint distribution of (X,Ŷ ), we obtain the lemma. We can show the other inequalities by a similar argument.
Recall that the multilinear extension of a set submodular function is concave along any positive direction. This property is generalized to the distributive lattice as follows. We define ∇F (x) ∈ R P by
Lemma 3.8. Let x, y ∈ K(L). Consider any time t such that u x,y (t) is in the face of some hypercubes. Let h(t) = F (u x,y (t)). Then,
Proof. We define v + and v − as in (3.4). Let f be the flow over network N in the definition of straightness at the face where u x,y (t) lies on. We decompose f as f = p,p ′ f pp ′ where p is in the support of v + and p ′ is in the support of v − . Let F + be the set of the pairs (p, p ′ ) with f pp ′ > 0 and v + p > 0. Also, let F − be the set of (p, p ′ ) with f pp ′ > 0 and v + p < 0. By Lemma 3.7, 25) for all (p, p ′ ) ∈ F + (we remark that p ≻ p ′ in this case), and 26) for all (p, p ′ ) ∈ F − (p ≺ p ′ in this case). By (3.25), (3.26) and the definition of straightness of uniform linear motion at face
By the definition of the straightness, |v + p | = p ′ f pp ′ , where p ′ runs over all p ′ with (p, p ′ ) ∈ F + ∪ F − and |v − p ′ | = p f pp ′ , where p runs over all p with (p, p ′ ) ∈ F + ∪ F − . By using these equations, we have
where the summations are taken for all (p, p ′ ) ∈ F + ∪ F − .
Theorem 3.2.
For any x, y ∈ K(L) with x ≤ y, the function h(t) := F (u x,y (t)) is concave in t ∈ [0, 1].
Proof. On each hypercube, F (u x,y (t)) is concave since u x,y (t) is line in a positive direction and F restricted on this hypercube is the multilinear extension over Boolean lattice. Thus, it suffices to show that h is concave at faces, which have already shown in Lemma 3.8.
Continous Greedy Algorithm over Median Complex
In this section, we propose an algorithm that finds 1 − 1/e-approximation solution for the continuous relaxation of the DR-submodular maximization problem under multiple knapsack constraints. The multilinear extension of c λ is C λ (x) = p∈P c λ (p)x p for x ∈ K(L). Therefore, the continuous relaxation of the feasible region of the multiple knapsack constraint is
For x ∈ k(L), let Cube(x) be the cube corresponding to the antichain that consists of the maximal elements of supp(x) ∪ {p ∈ P | x p ′ = 1 for all p ′ ≺ p}.
Algorithm 4.1 Continuous greedy algorithm for median complex under multiple knapsack constraints
Find y ∈ N * ǫ (x k ) that maximizes y − x k , ∇F (x k ) .
5:
x k+1 ← y.
6:
Set x k+1 to an arbitrary point in N * ǫ (x) \ Cube(x k ).
8:
end if 9: end for 10: Return x ⌊1/ǫ⌋ .
Overview of the algorithm Algorithm 4.1 outputs an approximate solution by updating x k (k = 0, 1, . . . , ⌊1/ǫ⌋) as follows. At each step, x k moves sufficiently small, i.e., x k+1 ∈ N + ǫ (x). This property guarantees the feasibility of the output x ⌊1/ǫ⌋ . When x k is far from the surface of the maximal hypercube where x k lies on, i.e., N * ǫ (x k ) ⊆ Cube(x k ), then we solve the following linear programming in Cube(x k ) to update x k : let x k+1 ← argmax y∈N
. This LP is easily solved since Cube(x k ) is a Euclidean space. In this case, we can assure that the objective value increases sufficiently (Equation (4.4) ) by using the concavity of the F for positive directions (Theorem 3.2). Namely, we prove that the direction ) dt is feasible and have sufficiently large innerproduct with ∇F (x k ). Otherwise, i.e. N + ǫ (x k ) ⊆ Cube(x k ), the solution of the LP might be the outside of Cube(x k ). To avoid this difficulty, we just set x k+1 to some point in an upper hypercube. The only bound we have is a trivial one: f (x k+1 ) ≥ f (x k ). However, this is not a problem because such cases happen at most |P |-times. 
where x * = argmax x∈Ω F (x).
We note that the approximation ratio converges to 1 − e −1 as ǫ → 0.
Proof. By the definition of the upper epsilon neighborhood, the obtained solution is feasible. Therefore, it suffices to prove the approximation factor. If
In (*), we used the Taylor's theorem. In (**), we used the greedy property of the algorithm and the fact that u x k ,x∨x * (ǫ) ∈ N + ǫ (x k ). The above statement holds since order-consistency of c λ implies that
where we used C λ (x ∨ y) ≤ C λ (x) + C λ (y) in the second last inequality. In (***), we used Theorem 3.2.
In the last inequality, we used the monotonicity of F .
holds except |P |-times in the execution of the Algorithm. Therefore, by solving this recursive inequality, we have
Rounding for Multiple Knapsack Constraints
We propose an approximation algorithm for monotone DR-submodular function maximization under multiple knapsack constraint by combining continuous greedy algorithm over median complex (Section 4) and generalization of rounding technique [18] .
Preliminary
We note that the knapsack constraint c λ is also defined for the subset X (not only for ideal) of P by c λ (X) = p∈X c λ (p). Let ǫ > 0 be some sufficiently small (< 1/2) parameter (different from ǫ in the previous section). An element p ∈ P is said to be small in dimension λ if c λ (p) ≤ ǫ 4 b λ . An element is small if it is small in all dimension λ ∈ Λ. An element is big if it is not small. We will use the following two residual problems with respect to an ideal T .
• Value residual problem with integer parameter h. In this problem, the underlying poset
• Cost residual problem. In this problem, the underlying poset P ′ consists of all small elements in P ⊆ T .
. The objective function of the residual problems is f T (X) for an ideal X of P ′ , and the knapsack constraint is
In the value residual problem, the underlying poset P ′ is an ideal of P \ T due to the monotonicity of the objective function. The same thing holds for the cost residual problem due to the order-consistency of c λ .
In the following, we use uniform linear motion both for the original problem and the residual problem. To clarify the considering poset, we use superscript P ′ as u P ′ x,y (t) for the uniform linear motion over the median complex arose from P ′ .
Overview of the Algorithm
We later propose an algorithm A (Algorithm 5.2) by combining continuous greedy algorithm and rounding technique [18] in Section 5.4. Consider an instance
of DR-submodular maximization problem under multiple knapsack constraints, where P ′ is the underlyning poset, f ′ is the objective function, and (c ′ λ , b ′ λ ) is the knapsack constraint. The algorithm A outputs a random feasible solutionD ⊆ P ′ of I satisfying
where OPT is the optimal solution of the instance I ′ and M = max p ′ ∈P ′ f (I p ′ ). In summary, A has almost 1 − e −1 -approximation guarantee if the profit f (I p ′ ) is sufficiently small for all p ′ ∈ P ′ . To achieve 1 − e −1 approximation guarantee, we employ a technique called partial enumeration. In the main algorithm (Algorithm 5.1), we enumerate the sets X ⊆ P consists of at most ⌈edǫ 3 ⌉ elements. After enumeration, we use algorithm A to solve the value residual problem for p∈X I p . At some iteration, X contains p ∈ OPT with high profit and A approximately finds a good approximation of the other elements since the profit of such elements are low and M is small.
Partial enumeration
We propose the main algorithm that uses A explained in Section 5.4 as a subroutine. We note that the runtime of the proposed Algorithm 5.1 is polynomial in |P |. T ← p∈X I p . (If T is not feasible, then skip to the next iteration.)
4:
LetD be the output of A for the value residual problem of T with respect to parameter |X|. 
where OPT is an optimal solution.
Proof. The feasibility ofŜ is trivial. We prove the expected approximation guarantee. Let OPT = {p 1 , p 2 , . . . , p k }, where we choose the order of {p l } l=1,2,...,k greedily. Precisely, we choose p l recursively as follows. Let K 0 = ∅. For l = 1, 2, . . . , k, we iterate the following.
1. If K l−1 = OPT, then take p l ′ (l ′ = l, l + 1, . . . , k) arbitrary and finish the procedure.
By this construction, we can show the following.
• K l is an ideal.
•
Here, we used the directional DR-submodularity and the greedy construction. By using this property recursively on l, we have
OPT is chosen as T at some iteration and the output is optimal. We analyze the other case: k > h. In this case, we focus on the iteration where K h is chosen as T and prove the approximation guarantee of S ∪ T at step 5 since A outputs the maximum S ∪ T . At this iteration, |X| = h. Let α = f (T )/f (OPT). The optimal solution of the value residual problem is (1 − α)f (OPT) since the underlying poset P ′ of the value residual problem contains OPT \ K h due to (5.3) . Hence, by the approximation gurantee of A (Theorem 5.2),
where
. By the definition of the value residual problem, we know that
Therefore,
Rounding
We next explain the details on the subroutine A. The goal of this section to prove the following approximation guarantee (Theorem 5.2) of A for any instances I = (P ′ , f ′ , {(c ′ λ , b λ )} λ∈Λ ) (possibly different from the original problem over P ). To simplify the notation, we consider the case I = (P, f, {(c λ , b λ )} λ∈Λ ) without loss of any generality. Let OPT be an optimal solution of this problem. 10) where M = max p∈P f (I p ).
Overview of the algorithm Let us explain the overview of the rounding (Algorithm 5.2) of the fractional solution x ∈ K(L) given by Algorithm 4.1. The difficulty in rounding is that the random idealX generated from x ∈ K(L) might violate the constraint even though x is feasible. To avoid the difficulty, we enumerate subsets T of the big elements (step 1) and then obtain x ∈ K(L) by solving the cost residual problem (step 2) with respect to T . Since p ∈X is small, the variance of c λ (X) is small. Owing to the small variance, random idealD := T ∪X 1−ǫ , whereX 1−ǫ is generated from truncated x 1−ǫ = u ⊥,x (1 − ǫ), satisfies the constraint with high probability (from step 3 to step 5; Lemma 5.2) if T do not occupy the most of the knapsack. Also, we can guarantee that E[f (D)] is sufficiently large (Lemma 5.1 and Lemma 5.5). If T occupies the most of the knapsack, we can makeD feasible by removing big elements fromD untilD becomes feasible (step 6). The additive error |Λ|ǫ 3 M comes from this removal procedure. When big elements are removed fromD, the resulting set might not be an ideal. Thus, we convert this set to an ideal by Algorithm 5.3 (step 7). We can guarantee that the solution is kept feasible and does not become worse so much by these modifications (see the proof of Theorem 5.2 below).
In the following, we prove Theorem 5.2. It suffices to prove the approximation guarantee of F at the iteration when T contains all big elements in OPT since the algorithm takes the maximum at the output step. LetD (t) beD after step t. We defineD Consider all feasible solutions of the form T = p I p , where p runs over some subset of the big elements. For each T , we do the followings steps. Let T ′ λ ⊆ T be the set of the element that is big in dimention λ.
2: Apply Algorithm 4.1 to the cost residual problem with respect to T . Letx be the solution and P ′ be the underlying poset of the cost residual problem.
, where x T is the integer point in K(L(P )) corresponding to T . LetD 1 be a random ideal generated fromx 1−ǫ ∈ K(I(P ′ )) andD 2 from x 1−ǫ T ∈ K(I(P )).
If one of the following holds for some λ, then letD = ∅ and skip to the step 8.
•b λ > ǫb λ and c λ (D) > b λ .
•b λ ≤ ǫb λ and c λ (D \ T λ ) > ǫb λ +b λ .
6: For all λ such thatb λ ≤ ǫb λ , remove the element ofD fromD 2 until c λ (D 1 ∪D 2 ) ≤ b λ for all λ as follows.
• Choose arbitrary element p ∈ T ′ λ , and let Lemma 5.1. The setD (3) is an ideal and
Proof. To simplify the notation, we omit the superscript (3) in this proof. We first show that the setD is an ideal. Since ǫ is sufficiently small, T /D 2 consists of maximal elements of T . Therefore,D 1 does not contain elements greater than T \D 2 since such elements are big. Hence,D is an ideal. We next prove the inequality. The DR-submodularity of f andD 2 ⊆ T imply that
Let F T be the multilinear extension of f T over K(I(P ′ ))l By the concavity of the multilinear extension F along positive directions (Theorem 3.2), we have 
Since T contains all big elements in OPT, the set OPT \ T is an feasible solution for the cost residual problem. Therefore, Theorem 4.1 implies that 15) where x in the maximization runs over feasible x ∈ K(I(p ′ )). By combining these inequalities and inequalities, we have the desired inequality.
Lemma 5.2. The idealD (3) satisfies the conditions of step 5 for some λ with probability at most |Λ|ǫ.
Proof. It suffices to show that the condition is satisfied with probability at most ǫ for each λ. Let
LetX p be the random variable defined as follows: letX p = 1 if p ∈D andX p = 0 otherwise for element p. AllX p are independent. Let small(λ) = P \ T λ .
We calculate the upper bound of the expectation and variance ofẐ λ,1 in order to use the ChebyshevCantelli bound:
By the order-consistency, c λ is a DR-submodular function on P ′ . Let C P ′ λ be the multilinear extension of c λ over K(I(P ′ )). By Theorem 3.2,
where we used the fact that b λ − c λ (T ) is the knapsack capacity of the cost residual problem andx is a feasible solution of it. Since c ′ λ (T ) := c λ (T \ T λ ) is also a DR-supermodular function on I(T ), Therorem 3.2 implies that
where C ′ λ is the multilinear extension of c ′ λ over K(L). Hence,
By (5.17) and c λ (p) < ǫ 4 b λ for p ∈ small(λ), we have
Here, we used the independence ofX p , the bound |X p | ≤ 1, and
We show the statement by using the Chebyshev-Cantelli bound. Ifb λ > ǫb λ , then the event
In the last inequality, we used the assumptionb λ > ǫb λ . Otherwise,b λ ≤ ǫb λ . By a similar argument, we have 27) In any cases, the probability that the condition of the step 5 holds is at most ǫ for each λ. In the last inequality, we used the fact that 2 l − 1 ≥ 2 l−1 for l ≥ 1. Since the last summation is a constant, Lemma 5.1 and the above inequality imply that We first show thatD (7) is feasible. The setD (7) is an ideal because of the property of Algorithm 5.3: we can show thatD in Algorithm 5.3 is an ideal at every t by induction. We show that c λ (D (7) ) ≤ b λ for each λ. Ifb λ > ǫb λ , then c λ (D 1 ∪D 2 ) ≤ b λ after step 5 and nothing happens at step 6 and step 7. Hence, c λ (D (7) ) ≤ b λ . Else,b λ ≤ ǫb λ . In this case, we can make c λ (D
2 ) = 0 at step 6 if necessary. At step 7, Algorithm 5.3 does not increase c λ since c λ (p ′ t ) ≤ c λ (p t ) at each t by the order-consistency of c λ . In conclusion, c λ (D (7) ) ≤ c λ (D
for sufficiently small ǫ (< 1/2). In conclusion, we have shown thatD (7) is feasible. We next show that f (D (7) ) ≥ f (D (5) ) − |Λ|ǫ 3 M . Together with Lemma 5.5, it is sufficient for the desired approximation guarantee. We first prove that f (D (6) 2 ) ≥ f (D Ifb λ > ǫb λ , then nothing happens at step 6 and the above inequality holds. Else,b λ ≤ ǫb λ . The excess of the knapsack c λ is at most ǫb λ due to the definition of step 5. Thus, the removal procedure at step 6 occurs at most ǫ 3 times for each λ since c λ (p) > ǫ 4 b λ for big element p. Therefore, the removal procedure at step 6 occurs at most |Λ|ǫ 3 times in total. At each removal, we can prove that f (D 2 ) decreases by M at most. Indeed, the difference ofD 2 is at most I p when big element p is removed. Together with DR-submodularity of f , we can show that f (D 2 ) decreases at most f (I p ), which is not greater than M = max p f (I p ). By using this bound for f (D
2 ), we prove f (D (7) ) ≥ f (D 5 )− |Λ|ǫ 3 M . LetD
1 =D (7) \D (6) 2 . Notice that
2 ) + fD (5) 2 (D
1 ), (5.49)
2 ) + fD (6) 2 (D 1 ). In conclusion, we have
2 ) + fD (6) 2 (D
1 ) (5.51)
2 ) − |Λ|ǫ 3 M + fD (5) 2 (D 
