This chapter provides an overview of pseudo-out-of-sample tests of unconditional predictive ability. We begin by providing an overview of the literature, including both empirical applications and theoretical contributions. We then delineate two distinct methodologies for conducting inference: one based on the analytics in West (1996) and the other based on those in Giacomini and White (2006). These two approaches are then carefully described in the context of pairwise tests of equal forecast accuracy between two models. We consider both non-nested and nested comparisons. Monte Carlo evidence provides some guidance as to when the two forms of analytics are most appropriate, in a nested model context. JEL Nos.: C53, C52, C12
Introduction
As noted throughout this Handbook, forecasting is a crucial part of economic and financial decision-making. The reason is clear: The efficacy of decisions made today depend on unknown future states of the world. Insofar as forecasts provide information about these unknown states, obtaining accurate forecasts is a critical step toward ensuring that good decisions are being made.
But how do we know that accurate forecasts are being made? Answering such a question first requires a definition of "accuracy." As a foil for discussion, suppose that at time T , we are interested in forecasting the value of a scalar y one period into the future. To do so, we use the information available to us, in the form of historical values of y s , and other variables x s = (x 1 , ..., x k ) , s = 1, ..., T , to form a predictionŷ T +1 . When the future value of y eventually becomes known, accuracy can take many forms. The most common approach is to base this evaluation on how closeŷ T +1 is to the realized value of y T +1 using a userspecific loss function L(.) that depends on bothŷ T +1 and y T +1 . The canonical example of such a loss function is quadratic and hence the numeric value of (y T +1 −ŷ T +1 ) 2 defines the degree of accuracy. Smaller values are more accurate than larger values. Other loss functions include absolute loss |y T +1 −ŷ T +1 |, linex exp(α(y T +1 −ŷ T +1 ))−α(y T +1 −ŷ T +1 )−1, and so on.
Taken literally, at any given forecast origin T , such values are infeasible because there is simply no way to know the unknown future state of the world. A second-best approach to answering the original question is to ask a different one: On average, do we expect our forecasts to be accurate? That is, while we cannot possibly know whether the value of (y T +1 −ŷ T +1 ) 2 is small, can we know something about whether E(y T +1 −ŷ T +1 ) 2 is small, where E(.) denotes the expectations operator? At face value the answer is typically "no" because we do not know the probability law governing the randomness associated with the unknown future (which, in turn, determines the magnitude of the forecast error (y T +1 −ŷ T +1 )).
That said, under reasonable assumptions on the observables (the values of y and x known to the forecasting agent at time T ), one can construct an estimate of E(y T +1 −ŷ T +1 ) 2 that does not require knowledge of y T +1 or the unknown expectations operator E(.). The most common approach to doing this is to conduct what Stock and Watson (2003) refer to as a "pseudo-out-of-sample" forecasting exercise. The idea is pretty intuitive. Given today's known observables {y s , x s } T s=1 , define an "in-sample" portion of observables using observations {y s , x s } R s=1 and let the remaining observables {y s , x s } T s=R+1 define the "out-ofsample" portion. The thought experiment is to pretend that you are constructing forecastŝ y t+1 at each of the P = T − R forecast origins t = R, ..., T − 1 using the same methodology you propose to use at forecast origin T (but obviously with different information sets). At the end of this exercise, while still not knowing the true value of E(y T +1 −ŷ T +1 ) 2 , we can construct P −1 T −1 t=R (y t+1 −ŷ t+1 ) 2 with the hope that this sample average provides some information about the unknown expected accuracy of the time T forecast.
In simplistic terms, tests of unconditional predictive ability are intended to answer this last, unknown aspect of the pseudo-out-of-sample exercise. Statistically, how close do we think P −1 T −1 t=R (y t+1 −ŷ t+1 ) 2 is to E(y T +1 −ŷ T +1 ) 2 ? More precisely, we can ask whether P −1 T −1 t=R (y t+1 −ŷ t+1 ) 2 is a consistent estimate of E(y T +1 −ŷ T +1 ) 2 , ask whether we can form a meaningful confidence interval for E(y T +1 −ŷ T +1 ) 2 , and more generally, ask whether we can conduct asymptotically valid inference about E(y T +1 −ŷ T +1 ) 2 based on P −1 T −1 t=R (y t+1 −ŷ t+1 ) 2 . The answers to these questions -especially the last -depend on the type of data being used, the definition of accuracy, and the methods by which the forecasts are being constructed. Delineating these details is our prime objective.
Before doing so, it is worth noting how tests of unconditional predictive ability differ from tests of conditional predictive ability as discussed in Giacomini (this volume). Continuing with our previous example, the main difference involves asking questions not about E(y T +1 −ŷ T +1 ) 2 but rather about E[(y T +1 −ŷ T +1 ) 2 | T ], where E[·| T ] denotes the conditional expectation operator given an information set available to the forecasting agent at time T . At some level, tests of conditional predictive ability encompass those associated with tests of unconditional predictive ability. This arises because the user can always choose to be interested only in the trivial σ-field (∅, Ω), in which case the conditional expectation operator is equivalent to the unconditional expectation operator. To date, as we detail in the body of this chapter, the unconditional and conditional testing literatures differ primarily in (1) the assumptions necessary to obtain asymptotic results and (2) some of the asymptotic results.
In the following sections we provide a brief overview of methods for constructing tests of unconditional predictive ability. In Section 2 we begin by describing the necessary notation for delineating these results. Sections 3 and 4 provide a discussion of the two main forms of the null hypothesis: (i) population-level unconditional tests of predictive ability and (ii) finite-sample unconditional tests of predictive ability. For each we discuss the main methodological approaches to conducting inference, emphasizing results in West (1996) , Clark and McCracken (2001 , 2005b , 2009b , Giacomini and White (2006), and McCracken (2007) . 1 In both instances, our discussion is in the context of using estimated parametric models to form a point prediction of a scalar dependent variable y. Other types of forecasts are referenced when relevant. Section 5 provides a brief overview of other developments in this literature and suggests new directions for future research. Section 6 provides Monte Carlo evidence on the efficacy of selected methods. Section 7 concludes.
The pseudo-out-of-sample environment
The sample of observations {y t , x t } T t=1 includes a scalar random variable y t to be predicted, as well as a (k × 1) vector of predictors x t . Specifically, for each time t the variable to be predicted is y t+τ , where τ denotes the forecast horizon. The sample is divided into in-sample and out-of-sample portions. The total in-sample observations (on y t and x t ) span 1 to R.
Letting P − τ + 1 denote the number of τ -step-ahead predictions, the total out-of-sample observations span R + τ through R + P . The total number of observations in the sample is
The literature is largely silent on the best way to split the sample into in-and out-ofsample portions. There is, however, a clear trade-off. More out-of-sample observations (larger P ) imply more forecasts and therefore more information regarding the accuracy of the forecasts. The converse is that more in-sample observations (larger R) imply that the parameter estimates will be more accurately estimated and likely lead to more accurate forecasts. As seen below, asymptotic inference regarding unconditional tests of predictive ability depends explicitly on the relative sample sizes P/R. This dependence, however, is largely a matter of asymptotic theory under the null hypothesis. To our knowledge, the only paper that considers the effect of the sample split under the alternative is Clark and McCracken (2005a) , and even there attention is restricted to the effect on tests of predictive ability when there is unmodeled structural change.
In practice, the sample split (as measured by the ratio P/R) has taken a wide range of values, ranging from as small as 0.05 (Kuan and Liu, 1995) to as large as 10 (Breen et al., 1989) . Equal splits are fairly common (in which case P/R ≈ 1). One other common practice is to conduct two or more pseudo-out-of-sample exercises simultaneously as a means of observing whether the predictive ability has remained constant over time. For example, using data from 1958 to 2004 Clark and McCracken (2006) conduct two out-of-sample exercises, one in which the in-sample portion is 1958-1976 and the out-of-sample portion is [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] , and another in which the in-sample portion is 1958-1989 and the out-of-sample portion is 1990-2003. By doing this, the accuracy of the models being considered can be observed over two distinct periods and any changes in performance can be detected -at least using an ocular test.
Given the sample split, forecasts of y t+τ , t = R, . . . , T −τ , are generated using parametric models of the form y t+τ = g(x t , β * ) + u t+τ for a known function g(·, ·) and unknown finitedimensioned parameter β * . These parameters are estimated using one of three distinct observation windows. Under the recursive scheme, the parameter vector is updated at each forecast origin t = R, ..., T − τ using all available information. For example, if NLLS is used to estimate the above model, we haveβ t = arg min β
Under the rolling scheme, the parameters are also updated at each forecast origin but always using the same number of observations R in the window. Continuing with the same example this impliesβ t = arg min β t−τ s=t−τ −R+1
(y s+τ − g(x s , β)) 2 . In our final scheme -the fixed scheme -the parameters are estimated only once at the initial forecast origin and hencê
Regardless of the sample window used, the parameter estimates and the predictors are used to construct forecastsŷ t+τ (x t ,β t ) =ŷ t+τ of the dependent variable at each forecast origin. These in turn can be used to construct forecast errorsû t+τ = y t+τ −ŷ t+τ . Typically the accuracy of the forecasts is evaluated based on a known function of this forecast error. Table 1 provides a list of several of the most common measures of "accuracy," using our loose interpretation of the term. The first three measures are intended to evaluate the accuracy of a single model, whereas the remaining ones are better thought of as evaluating the accuracy of a model relative to another model.
Note that regardless of the measures of accuracy (from Table 1 ) of interest, each can be 3.1 West (1996) Building on earlier work by Diebold and Mariano (1995) , West (1996) develops a theory for addressing this question. In particular, he shows that
and hence for a given null hypothesis regarding Ef t+τ (β * ), asymptotically valid inference can be conducted using standard normal critical values so long as one can obtain an asymptotically valid estimate of Ω. 4 The details of how to estimate Ω is perhaps the main technical development in West (1996) . Before providing this result, some notation and assumptions are needed. 5
(1), where for some mean zero process h t+τ = h t+τ (β * )
[with h denoting the orthogonality conditions used to estimate parameters, such as h t+τ = x t u t+τ for a single linear regression], H(t) equals t −1
h s+τ , and
h s+τ for the recursive, rolling, and fixed schemes, respectively, and B denotes a nonstochastic matrix.
(A2) The vector (f t+τ (β * ), h t+τ ) is covariance stationary and satisfies mild mixing and moment conditions.
(A3) lim P,R→∞ P/R → π, a constant that is finite for the rolling and fixed schemes but can be infinite for the recursive scheme.
Given these assumptions, West (1996) shows that the asymptotic variance Ω can take a variety of forms depending on how the parameters are estimated:
where
h t+τ ), and
In equation (2) we see that Ω consists of three terms. The first, S f f , is the longrun variance of the measure of accuracy when the parameters are known. The third term, λ hh F BS hh B F , captures the contribution of the variance due purely to the fact that we do not observe β * but must estimate it instead. The second term, λ f h (F BS f h + S f h B F ), captures the covariance between the measure of accuracy and the estimation error associated withβ t . Because the parameter estimates can be constructed using three different observation windows (recursive, rolling, and fixed) it is not surprising that the terms that arise due to estimation error depend on that choice via the terms λ f h and λ hh .
With this formula in hand, estimating Ω is straightforward. Sinceπ = P/R → π and both λ f h and λ hh are continuous in π, substitutingπ for π is sufficient for estimating both λ f h and λ hh . The F term can be estimated directly usingF = (P − (y s+τ − g(x s , β)) 2 , then a consistent estimate of B is given byB = (T −1
If more than one model is being used to construct f t+τ (β t ) (so thatβ t = (β 1,t ,β 2,t ) ), then B is the block diagonal matrix diag(B 1 , B 2 ) and hence a consistent estimate isB = diag(B 1 ,B 2 ).
For the long-run variances and covariances, West (1996) shows that standard kernelbased estimators are consistent. To be more precise, definef = (P −τ +1) −1
S hh , andŜ f h are then constructed, as in Newey and West's (1987) HAC estimator, by weighting the relevant leads and lags of these covariances.
Interestingly, for some cases estimating Ω is as simple as using the estimateΩ =Ŝ f f . This arises when the second and third terms in equation (2) , those due to estimation error, cancel and hence we say the estimation error is asymptotically irrelevant. Case 1. If π = 0, then both λ f h and λ hh are zero and hence Ω = S f f . This case arises naturally when the sample split is chosen so that the number of out-of-sample observations is small relative to the number of in-sample observations. 7 Case 2. If F = 0, then Ω = S f f . This case arises under certain very specific circumstances but arises most naturally when the measure of "accuracy" is explicitly used when estimating the model parameters. The canonical example is the use of a quadratic loss function to evaluate the accuracy of forecasts from two non-nested models estimated by NLLS. In this situation, the F term equals zero and estimation error is asymptotically irrelevant.
Case 3. Under the recursive scheme, there are instances where −S f h B F = F BS hh B F .
In this case, it isn't so much than any particular term equals zero but that the sum of the components just happens to cancel to zero. See West (1996) and West and McCracken (1998) for some examples.
3. 2 Clark and McCracken (2001, 2005b) , McCracken (2007) Although the results in West (1996) have many applications, the theory is not universal.
In particular, one of the primary assumptions for the results in West (1996) to hold is that Ω must be positive. In nearly all the examples from Table 1 , this is not an issue.
However, problems arise in applications where one wishes to compare the accuracy of two models -but the models are nested under the null of equal unconditional forecast accuracy.
Consider the case where two nested OLS-estimated linear models are being compared. If we define the (k × 1, k = k 1 + k 2 ) vector of predictors x t = x 2,t = (x 1,t , x 12,t ) , the models take the form y t+τ = x i,t β * i + u i,t+τ , for i = 1, 2, such that model 2 nests model 1 and hence
If we use quadratic loss to measure accuracy, we find that f t+τ (β
1 ) 2 = 0 for all t, and hence it is clearly the case that S f f , S f h , and F all equal zero, making Ω also equal zero.
In this case, McCracken (2001, 2005b) and McCracken (2007) develop a different set of asymptotics that allow for an out-of-sample test of equal population-level unconditional predictive ability between two nested models. The key to their theory is to note that
need not have a degenerate asymptotic distribution. Building on this insight they show that, in the context of linear, OLS-estimated, direct-multistep forecasting models, a variety of statistics can be used to test for equal forecast accuracy and forecast encompassing despite the fact that the models are nested. Letû i,t+τ = y t+τ − x i,tβi,t , i = 1, 2,
,t+τ . If we letŜ dd andŜ cc denote long-run variance estimates for, respectively,d t+τ andĉ t+τ (analogous toŜ f f above) constructed as in Newey and West's (1987) HAC estimator, these statistics take the form
ENC-t =
In each 2. Using NLLS, estimate an M A(τ − 1) model for the OLS residuals v 2,s+τ such that
Form artificial samples of y * s+τ using the fixed regressor structure, y * s+τ = x 1,sβ1,T + v * 2,s+τ . 3. Using the artificial data, construct an estimate of the test statistics (e.g., MSE-F , MSE-t, ENC-F , ENC-t) as if these were the original data.
4. Repeat steps 2 and 3 a large number of times: j = 1, ..., N .
5. Reject the null hypothesis, at the α% level, if the test statistic is greater than the (100 − α)%-ile of the empirical distribution of the simulated test statistics.
Both analytically and via a range of Monte Carlo simulations, Clark and McCracken (2009b) show that this bootstrap provides valid -asymptotically and in practice -critical values for testing the null of equal population-level predictive ability between two nested models. Further evidence is given in Section 6.
Finite-Sample Predictive Ability
A test of finite-sample predictive ability addresses a different, but related, question than the one described in the previous section: Can we use (P − τ + 1) −1 T −τ t=R f t+τ (β t ) to learn something about Ef t+τ (β t )? For this question, it is crucial to recognize that Ef t+τ (β t ) depends onβ t and not the unknown true value of the parameter β * . In other words, we want to know whether (P − τ + 1) −1 T −τ t=R f t+τ (β t ) can be used to learn something about the accuracy of the forecasts given that our forecasts are constructed using estimated parameters.
The importance of such a distinction is perhaps easiest to see when comparing the forecast accuracy of two nested models. Continuing with the notation above, suppose the two models take the form y t+τ = x i,t β * i + u i,t+τ for i = 1, 2. We know that if β * 12 = 0, then the two models are identical and hence have equal population-level predictive ability.
We also know that if β * 12 = 0, then in population, the larger model will forecast more accurately than the smaller model. In practice, though, even when β * 12 = 0, the parameters are estimated with finite samples of data. It is then perfectly reasonable to consider the option that the smaller model is as accurate as (or even more accurate than) the larger model despite the fact that β * 12 = 0. This is particularly likely when the dimension of β * 12
is large relative to the existing sample size.
Giacomini and White (2006)
The first study to address this type of null hypothesis is Giacomini and White (2006) . They note that two models can have equal forecast accuracy in finite samples if, continuing with our nested model comparison, the bias associated with estimating the misspecified restricted model happens to balance with the additional estimation error associated with estimating β * 12 in the correctly specified unrestricted model. This observation is perfectly true, but implementing a test for it is much harder, especially given a universe where you don't want to have to make extremely restrictive assumptions on the data (such as joint normality, conditionally homoskedastic and serially uncorrelated forecast errors, etc.). This scenario is much harder because we know in advance that any asymptotic approach to inference that allows the parameter estimates to be consistent for their population counterparts will imply that the unrestricted model is more accurate than the restricted model. In the notation of the tests of population-level predictive ability and our nested model comparison, this implies that any asymptotics that allow R to diverge to infinity will fail to be relevant for the null of equal finite-sample unconditional predictive ability.
As a result, Giacomini and White (2006) dispense with that assumption. More precisely they show that if the parameter estimates are constructed using a rolling scheme with a finite observation window R, then
. Note that this differs from the asymptotic variance in West (1996) even when the second and third terms in Ω are asymptotically irrelevant since Sff = S f f .
This result is extremely powerful and covers a wide range of applications, including every example in Table 1 . Interestingly, by requiring that the forecasts be constructed using a small, finite, rolling window of observations, Giacomini and White (2006) are able to substantially weaken many of the most important assumptions needed for the results in West (1996) and McCracken (2001, 2005b) . In particular, covariance stationarity of the observables is no longer needed -only that the observables are I(0) with relatively mild mixing and moment conditions. There is no need for Ω to be positive (though V must be), and hence both nested and non-nested comparisons are allowed. 9
The primary weakness of the results in Giacomini and White (2006) is that their approach cannot be used with the recursive scheme. The recursive scheme fails because, absent any other assumptions on the parameter β * 12 , as the sample size increases the parameter estimatesβ t are consistent for their population counterparts and thus estimation error vanishes. Although the rolling scheme is relatively common among forecasting agents, it is by no means universal. Moreover, the asymptotics apply only when we think of the rolling observation window as small relative to the number of out-of-sample observations. Monte Carlo evidence on the magnitudes of P and R needed for accurate inference is limited.
Clark and McCracken (2009b)
More recent work by Clark and McCracken (2009b) shows that, in some circumstances, one can construct a test of equal finite-sample unconditional predictive ability that permits not only the rolling scheme, but also the recursive scheme. In particular, they consider the case of testing this null hypothesis when comparing two OLS-estimated linear models and hence Ef t+τ (β t ) = E[(y t+τ − x 1,tβ1,t ) 2 − (y t+τ − x 2,tβ2,t ) 2 ] = 0. The asymptotics are not unlike those from their previous work on equal population-level predictive ability (described in the previous section) but capture the bias and estimation error associated with, respectively, a misspecified restricted model and a correctly specified, but imprecisely estimated, unrestricted model. But as noted above, since their results are asymptotic and the estimation error associated with the parameter estimates vanishes asymptotically, balancing that estimation error with a bias component is problematic using standard parameterizations of a linear regression model. Instead Clark and McCracken (2009b) consider the case in which the additional predictors in the unrestricted model are "weak" using the following local-to-zero parameterization:
The intuition for this parameterization is based on an observation: As the sample size used to estimate the regression parameters increases, the estimation error vanishes at a root-R rate. If bias due to model misspecification in the smaller (restricted) model is going to balance with the estimation error, it must also vanish at a root-R rate. To be clear, we do not take the model in equation (6) as a literal representation of the data, but rather consider it a tool for modeling how a bias-variance trade-off can exist in large samples as the size of the sample used for estimation increases.
With this parameterization, on average over the out-of-sample period, the two models have equal unconditional forecast accuracy if for
where δ takes the value ln(1+π) π and 1 for the recursive and rolling schemes, respectively. In the case of one-step-ahead forecasts with conditionally homoskedastic errors, this simplifies
However, as was the case for tests of equal population-level forecast accuracy between two nested models, the asymptotic distributions derived by Clark and McCracken (2009b) are 
= arg min 
sequence of simulated random variables. Definev * 2,s+τ = (η s+τε2,s+τ +θ 1 η s−1+τε2,s+τ −1 + ... +θ τ −1 η s+1ε2,s+1 ), s = 1, ..., T . Form artificial samples of y * s+τ using the fixed regressor structure, y * s+τ = x 2,sβ2,T +v * 2,s+τ . 3. Using the artificial data, construct an estimate of the test statistics (e.g., MSE-F , MSE-t) as if this were the original data.
5. Reject the null hypothesis, at the α% level, if the test statistic is greater than the (100 − α)%-ile of the empirical distribution of the simulated test statistics. Clark and McCracken (2009b) show that critical values from this bootstrap are asymptotically valid in two important special cases. First, if the number of additional predictors (k 2 ) is 1, then the bootstrap is asymptotically valid and allows for both multiple-step-ahead forecasts and conditionally heteroskedastic errors. Second, if the forecast horizon (τ ) is 1 and the forecast errors are conditionally homoskedastic, then the bootstrap is asymptotically valid even when the number of additional predictors is greater than 1. But in the most general case where k 2 > 1 and either the forecast horizon is greater than 1 or the forecast errors are conditionally heteroskedastic, then the bootstrap is not asymptotically valid. Regardless, Monte Carlo evidence in Clark and McCracken (2009b) suggests that even when the bootstrap validity conditions fail, the size distortions are not particularly severe.
Other Dimensions of Predictive Ability
This section briefly reviews existing extensions of the research previously cited on tests for equal unconditional predictive ability, extensions to real-time data, and some areas for future research.
Existing extensions
The research described above establishing the properties of important tests of equal predic- Other researchers have developed tests of superior predictive ability for use with multiple models. White (2000) uses the asymptotics of West (1996) to develop a bootstrap-based approach to determining whether the best forecast among many is significantly more accurate. Hansen's (2005) modified version of White's test has better power and is less sensitive to especially poor alternative forecasts. The dependence of the White and Hansen asymptotics on West (1996) means that these tests are appropriately applied with forecasts from nonnested models, but not nested models. Hubrich and West (2009) develop some approaches to testing for equal accuracy at the population level in a small set of nested models. One such approach involves adjusting t-tests for equal MSE for the impact of parameter estimation error and comparing the maximum test statistic against critical values obtained from simulations of the maximum of a set of normal random variables.
Finally, other studies have extended existing work on point forecasts by developing tests for density forecasts. Although most of the density evaluation literature has abstracted from forecasts from estimated models (e.g., Christoffersen, 1998) , some recent work has developed testing methods applicable to forecasts from estimated models. Using West (1996)-type asymptotics, Corradi and Swanson (2006) use bootstrap methods to develop a density accuracy test that can be applied to forecasts from non-nested models. Amisano and Giacomini (2007) use the asymptotics of Giacomini and White (2006) to develop a density test -in its simplest form, a t-test for the equality of the log predictive scorethat can be applied to forecasts from nested or non-nested models, as long as the models are estimated with a rolling sample of data.
Real-time data
The aforementioned literature on tests of equal predictive ability has generally ignored the real-time nature of the data used in many applications. Specifically, most research has abstracted from the possibility that, at any given forecast origin, the most recent data is subject to revision. While a data revision process is very difficult to accommodate in asymptotic theory for forecast tests, out-of-sample tests of equal predictive ability may be affected significantly by changes in the correlation structure of the data as the revision process unfolds. This susceptibility to data revisions has three sources: (i) while parameter estimates are typically functions of only a small number of observations that remain subject to revision, out-of-sample statistics are functions of a sequence of parameter estimates (one for each forecast origin t = R, . . . , T − τ ), (ii) the predictand used to generate the forecast and (iii) the dependent variable used to construct the forecast error may be subject to revision and hence a sequence of revisions contribute to the test statistic. If data subject to revision possess a different mean and covariance structure than final revised data, tests of predictive ability using real-time data may have a different asymptotic distribution than tests constructed using data that is never revised.
To our knowledge, as of this writing, Clark and McCracken (2009a) represents the only existing extension of tests of equal predictive ability to the case of data subject to revision.
The results of that study indicate data revisions can significantly affect the asymptotic behavior of tests of equal population-level predictive ability. For example, for tests applied to forecasts from non-nested models, West (1996) shows that the effect of parameter estimation error on the test statistic can be ignored when the same loss function is used for estimation and evaluation. In the presence of data revisions, this result continues to hold only in the special case when revisions are news, as defined in Mankiw, Runkle and Shapiro (1984) .
When even some noise is present, parameter estimation error contributes to the asymptotic variance of the test statistic and cannot be ignored in inference. As another example, for nested model tests of equal predictive ability, McCracken (2001, 2005b) and McCracken (2007) show that standard test statistics are not asymptotically normal but instead have representations as functions of stochastic integrals. However, when the revision process contains a noise component, Clark and McCracken (2009a) show that the standard test statistics diverge with probability one under the null hypothesis. They introduce a variant of the standard test statistic that is asymptotically standard normal despite being a comparison between two nested models.
Much remains to be done to extend out-of-sample inference methods to accommodate real-time data. One particular challenge is to develop methods for testing equal finitesample predictive ability in forecasts from real-time data. Another is to develop tests of density forecasts made with real-time data.
Topics for future research
Beyond forecast inference with real-time data, there remain many other important topics for future research. One such topic is the development of tests of predictive ability based on forecasts from nested models estimated with data incorporating unit roots and cointegrating relationships. It would also be useful to extend the results of Clark and McCracken (2009b) on finite-sample predictive ability from their case of nested models to the case of nonnested models. Another important topic is the optimal choice of the sample split -that is, how best to divide a given sample between observations for initial estimation and for forecast evaluation. To this point, there has been no analytical work on this important practical question. Yet another area for further research would be predictive ability tests for models that overlap in the sense of Vuong (1989) -the two competing forecast models are not nested with each other but nest a restricted, baseline model that is, in fact, the data-generating process.
Perhaps the most glaring omission in this literature is simply a complete characterization of why one would use out-of-sample methods in the first place. Although arguments in favor of out-of-sample methods often reference robustness to data mining (e.g., Ashley et al., 1980) , Inoue and Kilian (2004) argue that out-of-sample methods are no more robust to data-mining than in-sample methods provided appropriate critical values are used. They further argue, both analytically and via Monte Carlo simulations, that out-of-sample tests of predictive ability have lower power than their in-sample counterparts. In our opinion, the strongest argument in favor of out-of-sample methods is made (albeit opaquely) in Clark and McCracken (2005a) . There they show that the sequential nature of out-of-sample tests allows them to detect not only predictive ability, but also changes in predictive ability due to unmodeled structural change that in-sample tests cannot detect by construction. 10
Monte Carlo Evidence
In the interest of brevity, we focus our Monte Carlo investigation on a limited subset of the many issues with testing for unconditional predictive ability, with an eye toward current, relatively unexplored topics. Specifically, our experiments focus on the following issues in testing for equal MSE in forecasts from nested models: (1) equal accuracy in the population versus the finite sample and (2) inference based on the asymptotics of Giacomini and White (2006) versus Clark and McCracken (2009b) . Accordingly, our simulation results are mostly closed related to those of Giacomini and White (2006) and Clark and McCracken (2009b) .
These experiments are based on data-generating processes (DGPs) from common macroeconomic applications. In all cases, the benchmark forecasting model is a univariate model of the predictand y; the alternative models add lags of various other variables of interest. The general null hypothesis is that the forecast from the alternative model is no more accurate than the benchmark forecast. This general null, however, takes different specific forms: (1) The models' forecasts are equally accurate in population, due to the variables in the alternative model having no predictive content (coefficients of 0); or (2) the models' forecasts are equally accurate in the finite sample, because the relevant coefficients in the alternative model are nonzero but small.
To distinguish the results in this paper, we depart from the focus of our prior papers in some important ways. First, in this paper, we focus on forecasts generated under the rolling scheme and the MSE-t test for equal accuracy. Under a rolling scheme, both the bootstrap method developed in Clark and McCracken (2009b) and standard normal inference as in Giacomini and White (2006) are asymptotically valid for inference with the MSE-t test. In contrast, in our prior work (such as Clark and McCracken, 2009b) , we focused on recursive forecasts and presented only a limited set of results under the rolling scheme. In practice, though, the distinction between recursive and rolling forecasts is modest; the results we present here also apply in recursive test results not reported. Second, we consider a larger and wider array of sample sizes than in our past work. We consider P/R ratios of 0.1, 0.2, 0.5, 1, 2, and 3, with R set at 50, 100, 150, and 200. Finally, as detailed below, for experiments under the null of equal accuracy in a finite sample, we refine the Monte Carlo settings of Clark and McCracken (2009b) by using preliminary sets of simulations to adjust the coefficients of the DGPs to be sure the competing models' MSEs can be expected to be equal on average.
Monte Carlo design
The Monte Carlo design is largely the same as that used by Clark and McCracken (2009b) .
The DGPs are based on empirical relationships among U.S. inflation and a range of predictors, estimated with 1968-2008 data. In the interest of brevity, we focus on a forecast horizon of one step. For all DGPs, we generate data using independent draws of innovations from the normal distribution and the autoregressive structure of the DGP. In all cases, our reported results are based on 5000 Monte Carlo draws and 499 bootstrap replications.
DGPs
DGP 1 is based on the empirical relationship between the change in core inflation (y t ) and the Chicago Fed's National Activity Index of the business cycle (x 1,t , the CFNAI):
In the DGP 1 experiments, the alternative (unrestricted) forecasting model takes the form of the DGP equation for y t+1 (with constant added); the null or benchmark (restricted) model drops x 1,t :
null: y t+1 = β 0 + β 1 y t + β 2 y t−1 + u 0,t+1 .
alternative: y t+1 = β 0 + β 1 y t + β 2 y t−1 + β 3 x 1,t + u 1,t+1 .
We consider various experiments with different settings of b 11 , the coefficient on x 1,t , which corresponds to the elements of our theoretical construct β * 12 / √ R in (6). In one set of simulations (Table 2) , the coefficient is set to 0 to make the competing forecasting models equally accurate in population. In another set of experiments (Table 5) , the coefficient is set to 0.3, such that the alternative model is expected to be more accurate than the null, in population and in the finite sample.
In experiments under the null of equal accuracy in the finite sample (Tables 3 and 4) , the coefficient is set to a value that makes the models equally accurate (in expectation)
on average over the forecast sample. We used the asymptotic approximations developed in Clark and McCracken (2009b) and Monte Carlo experiments to set the coefficient value for each R, P combination. Specifically, for a given R, P setting, we first use the asymptotics to determine an equal-accuracy coefficient value. For example, with R = P = 100, the asymptotics yield a coefficient value of b 11 = 0.1166, about one-half of the empirical estimate.
We then conduct two sets of Monte Carlo experiments with a large number of draws, searching across grids of coefficient values -centered around the asymptotically-set value -to select a coefficient value that minimizes the average (across Monte Carlo draws) difference in MSEs from the competing forecasting models. 11 This Monte Carlo search typically results in some small upward adjustment of the asymptotically set coefficient. In the experiment with R = P = 100, the Monte Carlo refinement yields a coefficient setting of b 11 = 0.1245, which is the value used to generate the DGP 1 results given in Tables 3   and 4 for R = P = 100. Overall, this Monte Carlo refinement yields models that appear to truly be equally accurate in a finite sample, with average MSE differences (Model 1 less Model 2) that are at most 0.0001 percentage point in absolute value. By comparison, the population error variance for the DGP equation is 0.8. DGP 2 is based on the empirical relationship of the change in core inflation (y t ) to the CFNAI (x 1,t ), food price inflation less core inflation (x 2,t ), and import price inflation less 11 Specifically, we first consider 11 different experiments, each using 20,000 draws and a modestly different value of b11, based on a grid of b11 values centered around the asymptotically-determined value for each given R, P combination. We then pick the coefficient value that yields the lowest (in absolute value) average (across draws) difference in MSEs. We then consider a second set of 21 experiments, with a more refined grid of coefficient values and 200,000 draws. The coefficient value that yields the smallest (absolute) difference in MSEs in this second set of experiments is then used as the coefficient in the DGP simulated for the purpose of evaluating test properties. core inflation (x 3,t ). 12 Based on these data, DGP 2 takes the form
(11)
In DGP 2 experiments, the null (restricted) and alternative (unrestricted) forecasting models take the following forms, respectively:
As with DGP 1, we consider experiments with three different settings of the set of b ij coefficients. In the Table 2 simulations of DGP 2, all of the b ij coefficients are set to zero, to make the competing forecasting models equally accurate in population. In another set of experiments (Table 5) , the coefficients are set at b 11 = 0.3, b 12 = 0.1, and b 13 = .015
(roughly their empirical values). With these values, the alternative model is expected to be more accurate than the null. In the Tables 3 and 4 experiments, the values of the b ij coefficients from the Table 5 experiments are multiplied by a constant less than 1, such that the null and alternative models are expected to be equally accurate, on average, over the forecast sample. As described for DGP 1, we used the asymptotic approximations developed in Clark and McCracken (2009b) Tables 3 and 4 for R = P = 100. This Monte Carlo refinement yields models that appear to truly be equally accurate in a finite sample, with average MSE differences (model 1 less model 2) that are at most 0.001 percentage point (the population error variance for the DGP equation is 0.8).
Results
The results presented below focus on a nominal size of 10 percent (results for 5 percent are qualitatively similar) and one-sided MSE-t tests. The tests are one-sided because, in light of the principle of parsimony familiar to forecasters, we take the small model as the null and consider only rejections of the null in favor of the alternative. However, Giacomini and White (2006) permit rejections of the larger model in favor of the smaller and conduct two-sided tests. Accordingly, we also report some results based on two-sided tests.
For each experiment, the MSE-t test is compared against three different critical values.
The first, appropriate for the null hypothesis of equal accuracy in population, is computed with a fixed regressor: population EPA bootstrap developed in Clark and McCracken (2009b) (described here in Section 3.2). The second, appropriate for the null hypothesis of equal accuracy in the finite sample, is computed with a fixed regressor: finite-sample EPA developed in Clark and McCracken (2009b) (described in Section 4.2). Testing for equal accuracy in the finite sample effectively raises the bar relative to testing for equal accuracy in population (literally, yielding higher right-tail critical values from the finite-sample EPA bootstrap than from the population EPA bootstrap). Finally, the test is compared against standard normal critical values, which should be appropriate under the null of equal accuracy in a finite sample, based on the asymptotics of Giacomini and White (2006) . Table 2 presents Monte Carlo results for DGPs in which, in population, the competing forecasting models are equally accurate. In these DGPs, the x variables considered have no predictive content for y. As a result, while the models are equally accurate in population, in a finite sample the null forecasting model should be expected to be more accurate. In these experiments, using critical values from the population EPA bootstrap consistently yields rejection rates of about the nominal size of 10 percent. Across all of the experiments, size ranges from 9.4 to 12.6 percent, with a median of 10 percent. Other critical values typically yield rejection rates well below 10 percent, and sometimes close to 0. Under the finite-sample EPA bootstrap, rejection rates range from 0 to 7.4 percent, with a median of 2 percent. Using standard normal critical values yields rejection rates between 0 and 12.6 percent, with a median of 2 percent (in almost all cases, the test is undersized, but for a few exceptions with small P ). Table 3 presents results for DGPs in which the b ij coefficients on some x variables are nonzero but small enough that, on average, the null and alternative forecasting models can be expected to be equally accurate over the sample considered. Generating critical values from the finite-sample EPA bootstrap works well: With this approach to critical values, the MSE-t test has size close to 10 percent for nearly all combinations of DGP and sample size.
Equal accuracy at the population level

Equal accuracy in the finite sample
With DGP 1, size ranges from 9.0 to 11.7 percent, with a median of 10 percent. With DGP 2, size ranges from 9.4 to 16.6 percent; the median is 11 percent. The oversizing occurs with small R (R = 50) and large P/R (P/R = 2 and 3). More generally, with DGP 2, it is clear that, given R, the rejection rate rises with P/R. For example, with R = 100, the rejection rate based on the finite-sample EPA bootstrap increases from 9.8 percent at P = 10 to 12.9 percent at P = 300. (Under the recursive forecasting scheme, this pattern is much less pronounced, with the result that the finite-sample EPA bootstrap always yields nominal size of close to 10 percent.)
Using critical values from the standard normal distribution does not work as well: The MSE-t test compared against normal critical values is typically undersized, but oversized for small P . With DGP 1, size varies from 3.9 to 17.1 percent; the median rejection rate is 7 percent. With DGP 2, the size range is 5.2 to 17.7 percent, with a median of 8 percent. In contrast to the pattern noted for the finite-sample EPA bootstrap results, when the MSE-t test is compared against standard normal critical values, the rejection rate falls as P/R rises. As an example, with DGP 2 and R = 100, the rejection rate based on normal critical values falls from 18.8 percent at P = 10 to 5.8 percent at P = 300. This pattern runs contrary to the asymptotic results of Giacomini and White (2006) , which imply that the test should be more accurate when P is large. It is possible, of course, that the asymptotics "kick in" very slowly. As a check, we ran two additional experiments with DGP 1, using (R, P ) = (100, 1000) and (100, 2000), respectively. The much larger values of P are associated with very small increases in size, to 4.8 (P = 1000) and 5.2 percent (P = 2000). 13
Testing based on the population EPA bootstrap may be seen as an unreliable indicator of equal forecast accuracy in a finite sample. Comparing the MSE-t test against critical values from the population EPA bootstrap generally yields rejection rates far in excess of 10 percent. The rejection rate ranges from 13.9 to 50.9 percent in DGP 1 experiments and from 16.9 to 79.8 percent in DGP 2 experiments. As in prior studies such as Kilian (1999) and Clark and McCracken (2006) , using a restricted VAR bootstrap, rejection rates rise as P increases. As an example, with DGP and R = 150, the rejection rate increases from 14.1 percent with P = 15 to 47.3 percent with P = 450.
With the performance of standard normal-based testing less favorable in our Table 3 results than the findings of Giacomini and White (2006) suggest, in Table 4 we adopt their convention and report two-sided test results. With standard normal inference, two-sided rejection rates (Table 4) are consistently higher than one-sided rejection rates (Table 3 ).
This pattern of course suggests the finite sample distribution is shifted somewhat to the left relative to the standard normal distribution. With two-sided testing, the MSE-t test compared against normal critical values is typically undersized, but oversized for small P .
However, the undersizing is less severe and the oversizing more severe than with one-sided testing. With DGP 1, two-sided size varies from 7.3 to 20.9 percent; the median rejection rate is 10 percent. With DGP 2, the size range is 6.3 to 20.8 percent, with a median of 9 percent. In contrast, using critical values from the finite-sample EPA bootstrap for a two-sided MSE-t test yields quite accurate outcomes, with size consistently close to 10 percent. Across the DGP 1 and DGP 2 experiments, the two-sided rejection rate based on the finite-sample EPA bootstrap ranges from 9.2 to 11.6 percent. Rejection rates are systematically (for every R, P combination) lower with the finite-sample EPA bootstrap than the population EPA bootstrap because the former raises the bar, by testing the null of equal accuracy in the finite sample instead of equal accuracy in population.
Alternative model most accurate
Using standard normal critical values yields rejection rates between 17.1 and 100 percent, with a median of 33 percent. For small P , the normal-based tests have power comparable to the population EPA bootstrap-based tests. But for large P , the normal-based tests have relatively low power. Consider, for example, experiments with DGP 1 and R = 100. The rejection rate based on normal critical values rises from 21.0 percent at P = 10 to 67.1 percent at P = 300. The rejection rate based on the population EPA bootstrap is similar at P = 10 (22.8 percent) but much higher at P = 300 (97.9 percent).
Conclusion
This chapter provides an overview of pseudo-out-of-sample tests of unconditional predictive ability. Unconditional and conditional predictive ability differ in that the former focuses on
the conditional expectation operator given an information set available to the forecasting agent at time T . The chapter first reviews in some detail forecast evaluation at the population level, under which estimated model coefficients converge to their population values. This analysis covers both non-nested and nested forecasting models. The chapter then reviews recent work on forecast evaluation at the finite-sample level, under which forecast accuracy is assessed on the basis of estimated model coefficients. This analysis focuses on nested models. We then provide a brief overview of other aspects of predictive ability that have been addressed in existing work or remain areas for further research. We conclude by presenting new Monte Carlo evidence on tests for equal accuracy in population versus the finite sample and on inference based on two alternative approaches developed in recent work. Table 2. 2. In these experiments, the DGP coefficients bij = 0 are scaled such that the null and alternative models are expected to be equally accurate in the finite-sample. Table 2. 2. In these experiments, the DGP coefficients bij = 0 are scaled such that the null and alternative models are expected to be equally accurate in the finite-sample. 3. In these experiments, the MSE-t test is compared against two-sided critical values, rather than one-sided critical values as in Tables 2, 3 , and 5. Table 2. 2. In these experiments, the coefficients bij = 0 are set to values (given in section 6.1) large enough that the alternative model is expected to be more accurate than the null model.
