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Resumo
Esta dissertac¸a˜o aborda a metodologia de desenvolvimento conhecida como hardwa-
re/software co-design, motivada pela complexidade emergente do desenvolvimento de sis-
temas digitais embarcados e os recentes progressos da tecnologia SoC (System-on-Chip).
Nesse contexto, e´ proposta uma metodologia capaz de atuar num elevado n´ıvel de
abstrac¸a˜o, permitindo aos projetistas: um melhor gerenciamento da complexidade, uma
visualizac¸a˜o bem definida do processo de desenvolvimento e um refinamento suave entre
os componentes do sistema, de maneira que as deciso˜es de projeto e o particionamento
entre os componentes de hardware e software possam ser realizados de maneira simples e
natural.
Com esse objetivo foi utilizado a linguagem de modelagem unificada - UML (Unified
Modeling Language), para especificac¸a˜o do sistema em alto n´ıvel, e a linguagem SystemC,
para a criac¸a˜o de proto´tipos executa´veis e simulac¸o˜es dos va´rios n´ıveis de abstrac¸a˜o defi-
nidos pela proposta.
Para demonstrac¸a˜o da metodologia, a implementac¸a˜o de uma interface USB (Univer-
sal Serial Bus), que possui caracter´ısticas co-design que justificam sua utilizac¸a˜o como
um exemplo de teste, sera´ especificada e refinada suavemente.
Dessa maneira, considerando a elevada demanda de produc¸a˜o e o tempo de vida
relativamente curto destes modernos sistemas que atualmente podem ser encontrados em
quase todos os lugares de nosso cotidiano como: carros, celulares, televisores, microondas
entre outros, esta dissertac¸a˜o vem auxiliar os esforc¸os metodolo´gicos, em busca do aumento
de produtividade, no desenvolvimento destes complexos sistemas.
i
Abstract
This dissertation is a study about hardware/software co-design, motivated by the
increasing complexity on the development of embedded systems and the emergence of the
System-on-Chip (SoC) technology.
Considering this context, the work presented here proposes a methodology that pro-
vides a high level of abstraction, allowing the designers: a better management of the
complexity, a well defined visualization of the development process and a smooth refi-
nement. Thus the project decisions, hardware/software partition and trade-off can be
simplified in an easy and natural way.
With this objective, it was used the unified modeling language - UML, for the high
level system specification, and the SystemC language, for the creation of executable pro-
totypes and simulation of the different models defined by the proposal.
In order to demonstrate the methodology, the implementation of an USB (Universal
Serial Bus) interface will be specified and refined smoothly. The USB has co-design
characteristics, which justifies its use as a test case.
In this way, considering the large production demand and the short life time of these
modern systems, currently found in almost all places of our daily life, like: cars, cellular
phones, televisions, microwaves and others; this dissertation contributes for methodologi-
cal efforts toward a rising on the productivity upon these complex systems development.
ii
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1 Introduc¸a˜o
O progresso da microeletroˆnica tem proporcionado o surgimento de componentes digi-
tais cada vez mais sofisticados e complexos, capazes de conter em um u´nico chip, milho˜es
de transistores. Ale´m disso a emergente tecnologia SoC (System-on-Chip), que possibilita
que todo um sistema seja projetado em um u´nico circuito integrado, modifica comple-
tamente a maneira como os sistemas digitais sa˜o especificados e implementados, acres-
centando diversos novos desafios em todos os esta´gios do processo de desenvolvimento
(EDENFELD et al., 2004).
Um destes desafios e´ integrar de maneira eficiente as diferentes tecnologias envolvidas
nesses modernos sistemas, tipicamente constitu´ıdos de elementos de hardware e software.
De fato, isto tem implicado em uma constante necessidade por novas metodologias e abor-
dagens capazes de suprir a demanda do mercado por produtos cada vez mais complexos
e com menor tempo de desenvolvimento.
A modificac¸a˜o metodolo´gica necessa´ria, em um primeiro ponto (1) requer um melhor
tratamento da complexidade dos sistemas e em um segundo ponto (2) um melhor geren-
ciamento no mapeamento das funcionalidades em relac¸a˜o aos componentes do sistema,
com o objetivo de encontrar o ponto de equil´ıbrio entre custo e benef´ıcio.
O caso (1) envolve a elevac¸a˜o dos n´ıveis de abstrac¸a˜o do sistema a ser desenvolvido,
enquanto o caso (2) sugere uma metodologia co-design que envolve um desenvolvimento
combinado entre os componentes hardware/software do projeto. Estes pontos sa˜o o foco
da metodologia definida nesta dissertac¸a˜o e sera˜o a seguir melhor descritos, introduzindo
o tema do trabalho.
O restante do cap´ıtulo, apresenta a motivac¸a˜o da pesquisa, define o problema, a
metodologia utilizada para a realizac¸a˜o do trabalho e os objetivos almejados. O cap´ıtulo
e´ encerrado descrevendo a estrutura da dissertac¸a˜o.
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1.1 A Metodologia Co-design
O conjunto de te´cnicas que permitem em um u´nico fluxo de desenvolvimento combi-
nar componentes de hardware e software de um projeto e´ conhecido como metodologia
hardware/software co-design1.
Projetos envolvendo componentes de hardware e software sempre existiram, no en-
tanto, tradicionalmente estes eram desenvolvidos em separado e assim conduzidos ate´ uma
etapa posterior onde os componentes deveriam ser integrados. Muitas vezes isso condu-
zia a um projeto pouco otimizado e sujeito a falhas de integrac¸a˜o, gerando retrabalho,
consumindo mais tempo e elevando, consequentemente, os custos dos projetos.
Conforme o crescimento das exigeˆncias do mercado, juntamente com a demanda por
componentes cada vez mais complexos com tempos e custos cada vez mais reduzidos,
as te´cnicas cla´ssicas de desenvolvimento de sistemas digitais embarcados precisaram ser
modificadas. Basta comentar que de acordo com alguns estudos, um atraso de 6 meses no
projeto implica numa queda de 33% nos lucros (BARROS et al., 2000), conforme mostra o
gra´fico da figura 1, em uma refereˆncia ao conceito de tempo de mercado (time-to-market)
dos sistemas digitais modernos.
Figura 1: Impacto do atraso do produto no tempo de mercado
De fato, a escolha do hardware ao inve´s do software e´ simplesmente um opc¸a˜o de
projeto e deve ser realizado de acordo com as exigeˆncias do projeto, isto e´, enquanto o
hardware melhora o desempenho do projeto, seu custo e´ elevado. O software, por sua vez,
traz flexibilidade ao projeto em contra partida a uma significativa perda de desempenho.
1Por simplicidade utilizaremos somente o termo co-design
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Assim, a metodologia co-design, apoiada em princ´ıpios e te´cnicas, considera esta es-
colha como uma decisa˜o te´cnica do processo de desenvolvimento do projeto e na˜o como
uma escolha baseada somente na experieˆncia do projetista.
1.2 Elevac¸a˜o dos Nı´veis de Abstrac¸a˜o
Uma maneira cla´ssica de gerenciar a complexidade no desenvolvimento de sistemas e´
elevar o n´ıvel de abstrac¸a˜o, de maneira a reduzir os detalhes de implementac¸a˜o e assim
facilitar a compreensa˜o do sistema. Conforme o entendimento do sistema aumenta, o
projeto deve ser refinado para os n´ıveis mais baixos, agora com maior facilidade, acres-
centando mais detalhes a cada n´ıvel de implementac¸a˜o.
A figura 2 compara os n´ıveis de abstrac¸o˜es cla´ssicos dos componentes de hardware e
software, utilizados durante de´cadas como base para o projeto de sistemas embarcados.
Figura 2: Nı´veis Cla´ssicos de Abstrac¸o˜es Hardware/Software
Os n´ıveis lo´gicos e de dispositivos para o hardware e a equivalente linguagem de
ma´quina utilizada nos primitivos projetos de software, sa˜o n´ıveis de abstrac¸o˜es ja´ ha´ muito
tempo superados, com o aux´ılio de montadores e ligadores para o software e ferramentas
de s´ıntese para o hardware. Na de´cada de 80 as ferramentas de s´ıntese RT (Register
Transfer) fizeram o mesmo pelo n´ıvel de transfereˆncia de registros e somente na de´cada
90, ferramentas de s´ıntese comportamentais comec¸aram a surgir para a implementac¸a˜o
dos componentes de hardware (VAHID; GIVARGIS, 2002).
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Como pode ser observado na figura 2, o n´ıvel de linguagem de montagem do software
equivale ao n´ıvel RT do hardware. A elevac¸a˜o dos n´ıveis de abstrac¸a˜o de software para
as linguagens de alto n´ıvel, equivalente ao n´ıvel comportamental do hardware, foram rea-
lizados atrave´s de ferramentas de compilac¸a˜o, popularizadas segundo (VAHID; GIVARGIS,
2002) na de´cada de 60.
No n´ıvel de abstrac¸a˜o comportamental, as viso˜es de projeto hardware e software,
que no passado eram radicalmente diferentes, comec¸aram a apresentar importantes si-
milariedades, envolvendo em ambos os casos a especificac¸a˜o de um programa sequencial,
viabilizando e motivando a utilizac¸a˜o de te´cnicas co-design.
1.3 Motivac¸a˜o
Co-design e´ uma campo relativamente novo, surgindo, apo´s a criac¸a˜o das primeiras
ferramentas de s´ıntese comportamental e consequentemente a criac¸a˜o das linguagens de
descric¸a˜o de hardware, tais como VHDL e Verilog2. De fato, na u´ltima de´cada, este campo
gerou uma grande gama de pesquisas onde muitos conceitos, te´cnicas, metodologias, fra-
meworks e ferramentas foram criadas.
Desde seu surgimento, a a´rea de pesquisa co-design, evoluiu bastante nos u´ltimos
anos, atrelada a`s modificac¸o˜es tecnolo´gicas e avanc¸os no campo da microeletroˆnica. A
capacidade de integrac¸a˜o dos chips, por exemplo, tem aumentando a uma taxa de 58%
ao ano, enquanto a produtividade de projeto tem crescido a uma taxa de 21% ao ano,
conforme ilustrado na figura 4.




































































Figura 3: Capacidade de integrac¸a˜o x produtividade. fonte: (ROWEN, 2002)
2Maiores detalhes sobre estas, ou outras linguagens de descric¸a˜o de hardware, podem ser encontrados
em: http://www.eda.org.
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Isto implica na necessidade de novas abordagens de projeto de maneira a tentar acom-
panhar a crescente capacidade de integrac¸a˜o dos chips, sendo esta a principal motivac¸a˜o
da pesquisa realizada.
Ale´m disso, a introduc¸a˜o de projetos SoC modifica em va´rios pontos as exigeˆncias de
desenvolvimento (SIEWERT, 2005). A reutilizac¸a˜o dos componentes criados, por exem-
plo, tem sido uma importante forma de gerenciar a complexidade destes sistemas. Ao
inve´s do projetista modelar o projeto como um conjunto de componentes de prateleira,
agora o sistema pode ser visualizado como um conjunto de nu´cleos ou de processadores
reutiliza´veis, chamados de nu´cleos de propriedade intelectual ou IP-Core.
A reutilizac¸a˜o e comercializac¸a˜o destes nu´cleos cria uma oportunidade sem precedente
para os desenvolvedores de sistemas embarcados, de maneira que e´ imperativo um processo
de desenvolvimento bem definido, utilizando uma ferramenta que seja simples e de fa´cil
acesso aos desenvolvedores, demonstrando que o desenvolvimento de complexos projetos
co-design na˜o esta˜o restritos somente a grandes corporac¸o˜es.
1.4 Definic¸a˜o do Problema
O problema consiste em definir um processo sistema´tico de desenvolvimento, que
possibilite especificar e refinar o projeto, em um elevado n´ıvel de abstrac¸a˜o, independente
de sua natureza arquitetural, ao qual e´ decidida de maneira natural atrave´s dos va´rios
passos de refinamento definidos pela metodologia proposta.
A figura 4, ilustra a foco do problema em relac¸a˜o aos n´ıveis de abstrac¸a˜o t´ıpicos.
Nesse caso, a metodologia proposta pretende criar um ambiente unificado para o projeto
de sistemas co-design.
Iniciando no n´ıvel de sistema unificado, a metodologia devera´ refinar o sistema ate´ que
possa ser mapeado em componentes de hardware e software de acordo com os requisitos do
projeto. Estes n´ıveis comportamentais ainda podem ser conduzidos de maneira unificada,
ate´ que o projeto possa ser implementado em suas respectivas tecnologias. Esse u´ltimo
passo foge do escopo do trabalho, podendo ser realizado por ferramentas automatizadas,
tais como Cynthesizer3 ou CoCentric4 para os componentes de hardware e compiladores
para os componentes de software.
Para avaliar o processo de desenvolvimento, uma interface USB (Universal Serial
3Forte Design Systems. Cynthesizer. http://www.forteds.com/
4Synopsys Inc. CoCentric System Studio. http://www.synopsys.com/products/cocentric studio/
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Figura 4: Ambiente unificado de projeto hardware/software
Bus) sera´ especificada e refinada suavemente utilizando as te´cnicas co-design, sugeridas
no projeto, servindo como inspirac¸a˜o para a definic¸a˜o metodolo´gica realizada e como uma
exemplificac¸a˜o pra´tica do processo de desenvolvimento proposto.
A interface de comunicac¸a˜o USB possui requisitos bem definidos de desempenho e
uma ampla possibilidade de escolhas entre componentes hardware e software, motivando
a sua escolha como um estudo de caso. Ale´m disso, trata-se de um projeto bastante atra-
tivo, em parte por sua ampla aceitac¸a˜o no mercado de computadores pessoais, industriais
e de comunicac¸a˜o embarcada e, em parte, por se tratar de uma iniciativa aberta para
tentar solucionar inu´meros problemas existente nas outras interfaces, possuindo assim,
documentac¸a˜o de fa´cil acesso, capaz de propiciar o levantamento inicial para o desenvol-
vimento do projeto.
1.5 A Metodologia Proposta
A metodologia proposta, conforme ilustrado na figura 4, se baseia na abordagem de
projeto top-down, atrave´s de uma sequ¨eˆncia de passos suaves de refinamentos, conside-
rando um processo iterativo envolvendo modelagem, prototipac¸a˜o e validac¸a˜o.
A base deste processo e´ permitir a ra´pida criac¸a˜o de proto´tipos executa´veis, capazes
de serem simulados e avaliados atrave´s de modelos de testes reutiliza´veis, comumente
chamados de testbenches.
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Cada passo de refinamento proporcionara´ um melhor entendimento do sistema, capa-
citando o projetista a avaliar de maneira simples e direta, as va´rias deciso˜es de projeto,
incluindo o particionamento hardware/software. Mesmo neste caso, o projeto e´ refinado
seguindo um mesmo formalismo, atrave´s de linguagens capazes de atuar no n´ıvel de sis-
tema.
Entre estas linguagens, conhecidas como SLDL (System Level Design Language), o
SystemC5 foi escolhido para a metodologia proposta. O mesmo e´ inteiramente baseado no
C++ e pode ser obtido livremente sem custos. Aliado a isso, a capacidade de orientac¸a˜o a
objetos do C++ e a grande aceitac¸a˜o da ferramenta motivaram a sua escolha (Um resumo
dos fundamentos do SystemC se encontra no apeˆndice A).
A orientac¸a˜o a objetos SystemC permitiu a utilizac¸a˜o direta da UML (Unified Mo-
deling Language), solidificando ainda mais a unia˜o das disciplinas de desenvolvimento
hardware/software. De fato, projetos complexos como o USB sa˜o dif´ıceis de serem espe-
cificados sem uma ferramenta capaz de auxiliar a ana´lise e levantamento de requisitos do
projeto. A forma de integrar o UML no processo de desenvolvimento e´ apresentado no
cap´ıtulo 3.
Todos os passos definidos no processo de desenvolvimento sa˜o baseados no estado da
arte atual do campo co-design, assim, os princ´ıpios de modelagem em n´ıvel de transac¸o˜es,
conhecidos como TLM (Transaction Level Modeling)6, sa˜o utilizadas desde o in´ıcio da
metodologia, com a preocupac¸a˜o de manter os detalhes da comunicac¸a˜o separado dos
detalhes funcionais.
1.6 Contribuic¸a˜o do Trabalho
Apesar de atualmente a a´rea de pesquisa co-design estar mais esta´vel com alguns
me´todos e ferramentas ja´ bem solidificados e aceitos no meio acadeˆmico, sua a´rea de
atuac¸a˜o e´ muito vasta e complexa, com va´rios problemas em aberto.
Uma metodologia co-design completa deve cercar va´rias etapas, desde a concepc¸a˜o
do sistema ate´ sua s´ıntese, passando por passos complexos como o particionamento entre
hardware e software, co-simulac¸a˜o e a co-verificac¸a˜o do sistema.
Apesar de cada uma destas etapas ja´ terem sido bastante discutidas com particu-
laridades e problemas espec´ıficos, a proposta defendida neste trabalho as aplica atrave´s
5www.systemc.org
6O TLM bem como o estado da arte co-design sa˜o comentadas no cap´ıtulo 2
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de um processo de refinamento sucessivo, baseado no ciclo de prototipac¸a˜o de sistemas,
envolvendo os passos de ana´lise e levantamento de requisitos, prototipac¸a˜o e validac¸a˜o.
A proposta na˜o se prende aos passos tradicionais de uma metodologia co-design (BAR-
ROS et al., 2000), ao inve´s disso, se baseia em modelos de refinamento intermedia´rios, com
base em princ´ıpios e te´cnicas envolvendo o estado da arte de desenvolvimento co-design e
o n´ıvel de sistema.
Os modelos utilizados foram inspirados nos modelos introduzidos pela metodologia
SpecC (DO¨MER, 2002) e nos modelos sugeridos por (GROTKER, 2002) para o SystemC.
Os modelos de refinamento definidos pela proposta, se diferenciam principalmente para
atender a`s caracter´ısticas do SystemC e ao ciclo de refinamento definido pela metodologia.
Enquanto a metodologia SpecC possui um padra˜o de desenvolvimento consolidado,
bem documentado e comprovado, na˜o foi encontrado uma metodologia similar para o
SystemC. Nesse caso, a metodologia definida neste trabalho se equipara ao SpecC em
diversos pontos, se destacando em algumas caracter´ısticas:
1. A Linguagem de Projeto em Nı´vel de Sistema utilizada pela metodologia, o SystemC,
se destaca por sua grande aceitac¸a˜o, orientac¸a˜o a objetos e por ser de fa´cil acesso.
2. A metodologia criada possui um ciclo de desenvolvimento formalizado, representado
por um ciclo de prototipac¸a˜o piraˆmidal.
3. A etapa de particionamento, uma das mais complexas etapas de uma metodologia
co-design, e´ realizada em dois passos de refinamento, permitindo um melhor geren-
ciamento da complexidade e uma maior flexibilidade na mudanc¸a dos paraˆmetros.
4. Utilizac¸a˜o da modelagem gra´fica UML incorporada ao processo de desenvolvimento.
1.7 Organizac¸a˜o do Trabalho
As pesquisas realizadas sobre o tema co-design sa˜o resumidas no cap´ıtulo 2, fornecendo
a base conceitual para o projeto.
No cap´ıtulo 3, o processo de desenvolvimento proposto e´ descrito, relacionando as
ferramenta selecionadas e sugeridas para a aplicac¸a˜o da metodologia.
No cap´ıtulo 4, a metodologia aplicada a um caso de estudo e´ descrita, provendo um
guia pra´tico de sua aplicac¸a˜o. Com isso sera´ poss´ıvel constatar os reais benef´ıcios dos
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conceitos e te´cnicas levantados, de maneira a poder realizar a conclusa˜o do trabalho no
cap´ıtulo seguinte.
Assim, a conclusa˜o descrita no cap´ıtulo 5, resume os benef´ıcios alcanc¸ados pela me-
todologia e os problemas visualizados ainda em aberto, que podem ser alcanc¸ados em
futuros projetos.
1.8 Considerac¸o˜es Finais
Este cap´ıtulo, apresentou de maneira resumida o problema pesquisado, descrevendo
a metodologia, objetivos e, ainda que superficialmente, os conceitos chaves utilizados na
dissertac¸a˜o. Estes sera˜o, melhor detalhados no cap´ıtulo seguinte de maneira a fornecer o
referencial teo´rico necessa´rio para a realizac¸a˜o do trabalho.
2 A metodologia co-design
Este cap´ıtulo apresenta o estado da arte da metodologia co-design, procurando situar
o trabalho em relac¸a˜o as recentes pesquisas sobre o tema.
2.1 Hardware e software co-design
Uma definic¸a˜o cla´ssica para hardware/software co-design foi dada por Micheli e Gupta
(MICHELI; GUPTA, 1997), onde a mesma se caracteriza como uma metodologia que procura
atender os requisitos do sistema, explorando a sinergia existente entre o hardware e o
software atrave´s de um projeto concorrente.
Essa sinergia representa a possibilidade de cooperac¸a˜o entre estes componentes, visto
que atualmente na˜o existe uma diferenc¸a fundamental do que pode ser implementado
em hardware em relac¸a˜o ao que que pode ser implementado em software. De fato, esta
explorac¸a˜o so´ e´ poss´ıvel atrave´s de um projeto concorrente, onde o desenvolvimento se-
gue em um fluxo de hardware/software unificado, sem uma separac¸a˜o distinta entre os
componentes. Somente em etapas posteriores do projeto, quando se possui informac¸o˜es
suficientes, esta separac¸a˜o e´ realizada. Isto difere do fluxo de projeto tradicional, conforme
ilustra a figura 5.
Figura 5: Fluxo Cla´ssico x Fluxo Concorrente
No fluxo cla´ssico a divisa˜o entre os componentes e´ realizada ainda na concepc¸a˜o do
projeto, geralmente, baseado na experieˆncia do projetista.
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Em resumo, os seguintes pontos podem ser considerados como fatores evolutivos as-
sociados a` metodologia co-design:
• A grande maioria dos sistemas digitais sa˜o programa´veis e incluem com-
ponentes em hardware e software : Tipicamente constitu´ıdo por uma plata-
forma de hardware capaz de executar aplicac¸o˜es de software.
• A utilizac¸a˜o do software sugere um meio de diferenciac¸a˜o de produtos
baseado numa mesma arquitetura de hardware : Com o aumento dos custos
de produc¸a˜o, conve´m aproveitar ao ma´ximo a arquitetura do hardware e, nesse caso,
o software agrega um atrativo importante para flexibilidade do projeto.
• A complexidade inerente dos modernos sistemas: Com o aumento da com-
plexidade e´ improva´vel que o projetista por mais experiente que seja, possa otimizar
todos os pontos do projeto baseando-se somente em sua habilidade. Mesmo se o
fizer, o tempo sera´ elevado e com alta probabilidade de erros.
• Diversidade de aplicac¸o˜es e a demanda do mercado: A realimentac¸a˜o do
mercado em relac¸a˜o a` tecnologia faz com que estes sistemas tenham um tempo de
vida de mercado relativamente curto, sendo cada vez mais necessa´rio que os sistemas
sejam desenvolvidos em curtos espac¸os de tempo.
Estes fatores sugerem o uso da metodologia co-design realizada de acordo com os
objetivos do projeto, como: qualidade, custo de projeto e produc¸a˜o, flexibilidade, to-
leraˆncia a falhas, entre outros que dependem justamente de como o hardware e software
sa˜o projetados.
2.2 Objetivos do co-design
Uma metodologia co-design define va´rios passos de projeto que, de maneira resumida,
deve ter os seguintes objetivos abaixo relacionados:
• Proporcionar um desenvolvimento concorrente, integrado e eficiente dos componen-
tes de hardware/software;
• Gerenciar a complexidade de sistemas heterogeˆneos;
• Diminuir o tempo de projeto;
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2.3 Etapas da metodologia co-design
Normalmente, uma metodologia co-design completa deve ser capaz de, partindo da
concepc¸a˜o do sistema, promover um projeto unificado ate´ o momento em que o projeto
possa ser particionado em componentes distintos. Durante este processo a metodologia
passa por va´rias etapas de refinamentos, conforme esboc¸a a figura 6 (BARROS et al., 2000).
Figura 6: Etapas da metodologia co-design
Assim de acordo com (BARROS et al., 2000), a metodologia co-design compreende as
seguintes etapas, explicadas nas pro´ximas subsec¸o˜es:
• Ana´lise de Requisitos e Restric¸o˜es
• Especificac¸a˜o do Sistema
• Particionamento do Sistema
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• Co-simulac¸a˜o
• Co-s´ıntese
• Avaliac¸a˜o do Sistema
2.3.1 Ana´lise de requisitos e restric¸o˜es
Compreende a etapa padra˜o de levantamento de requisitos, onde sa˜o definidas as
caracter´ısticas do sistema, servindo como base para a etapa de especificac¸a˜o.
As principais caracter´ısticas a serem capturadas sa˜o:
• Requerimentos de tempo real;
• Tecnologia de realizac¸a˜o;
• Programabilidade;
• Consumo de Poteˆncia;
• Tamanho do Produto;
• Custo de Desenvolvimento e Produc¸a˜o;
• Ambiente de utilizac¸a˜o do produto;
• Confiabilidade, Manutenc¸a˜o e Evoluc¸a˜o do Projeto.
2.3.2 Especificac¸a˜o do Sistema
Compreende a modelagem do sistema, preferencialmente atrave´s de modelos exe-
cuta´veis e simula´veis. Esta modelagem e´ realizada independente arquitetura alvo, onde a
pro´pria arquitetura devera´ ser definida com base no modelo.
Em resumo, a especificac¸a˜o do sistema co-design pode ser situada em relac¸a˜o aos
seguintes pontos:
• Independeˆncia da Arquitetura alvo;
• Altos n´ıveis de Abstrac¸a˜o;
• Formalismo homogeˆneo durante a especificac¸a˜o;
• Capacidade de Verificac¸a˜o e Validac¸a˜o atrave´s de uma especificac¸a˜o executa´vel.
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2.3.3 Particionamento
Consiste em subdividir a especificac¸a˜o e decidir quais partes sera˜o mapeadas em hard-
ware e quais sera˜o mapeadas em software. Esta etapa e´ uma das mais importantes da
metodologia co-design, envolvendo duas atividades ba´sicas: selec¸a˜o dos componentes da
arquitetura alvo e o particionamento do sistema entre estes componentes (BARROS et al.,
2000).
O problema do particionamento segundo (BARROS et al., 2000) e´ um t´ıpico problema
NP-COMPLETO devido as inu´meras possibilidades de diviso˜es e de escolhas de compo-
nentes para arquitetura alvo, conforme ilustra a figura 7.
Figura 7: A Etapa de Particionamento
2.3.4 Co-Simulac¸a˜o
Mesmo apo´s o particionamento, os passos seguintes de refinamento devem ser reali-
zados de maneira integrada sob pena de adic¸a˜o de erros nos refinamentos sucessivos. A
co-simulac¸a˜o nesse caso fornece o suporte a esta verificac¸a˜o integrada.
Dependendo da metodologia co-design adotada, a co-simulac¸a˜o pode se tornar bas-
tante complexa, como o caso da co-simulac¸a˜o para a abordagem heterogeˆnea, que nesse
caso envolveria a integrac¸a˜o entre diferentes linguagens e simuladores.
A figura 8 exibe a comparac¸a˜o da co-simulac¸a˜o em relac¸a˜o as abordagens de desen-
volvimento homogeˆnea e heterogeˆnea.







Simulador A Simulador CSimulador B
L1 L2 L3
Figura 8: Co-simulac¸a˜o Homogeˆnea x Heterogeˆnea
2.3.5 Co-S´ıntese
A co-s´ıntese, consiste no mapeamento do modelo particionado em uma arquitetura
alvo real.
Apo´s o particionamento, o projeto e´ em geral descrito como um conjunto de mo´dulos
de hardware/software, fornecendo uma visa˜o arquitetural intermedia´ria do projeto, co-
nhecida como proto´tipo virtual (BARROS et al., 2000), nesse caso, cada um destes mo´dulos
sa˜o sintetizados em seus respectivos os componentes, incluindo a s´ıntese da interface de
comunicac¸a˜o, conforme exibido na figura 9.
Figura 9: A Etapa de Co-s´ıntese
2.4 Domı´nios de Representac¸o˜es
Conforme anteriormente comentado, uma maneira de gerenciar a complexidade e´ a
elevac¸a˜o dos n´ıveis de abstrac¸o˜es. Tradicionalmente pode-se considerar os seguintes n´ıveis
de abstrac¸o˜es (WALKER; THOMAS, 1985):
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• Nı´vel de Sistema;
• Nı´vel de Transfereˆncia de Registros;
• Nı´vel de Portas Lo´gicas;
• Nı´vel de Dispositivos.
Cada um destes n´ıveis podem ser descritos em treˆs diferentes viso˜es, conforme figura







Figura 10: Gajski´s Y-chart. fonte: (GERSTLAUER, 2002)
O gra´fico consiste de treˆs eixos, behavioral, structural e physical que sa˜o os domı´nios
de representac¸o˜es definidos como segue (GERSTLAUER, 2002):
Representac¸a˜o funcional (behavioral): O sistema e´ descrito em termos de suas fun-
cionalidades, desconsiderando como estas funcionalidades sa˜o implementadas inter-
namente.
Representac¸a˜o estrutural (structural): Descreve internamente as funcionalidades,
como um conjunto de componentes e suas conectividades.
Representac¸a˜o f´ısica (physical): Descreve o layout espacial dos componentes, tra-
tando os detalhes das interconexo˜es e roteamento do chip.
Nesse caso, o interesse deste trabalho recai sobre as viso˜es funcional e estrutural.
Assim, o projetista inicia o projeto como uma especificac¸a˜o em alto n´ıvel ate´ um modelo
estrutural, refletindo as escolhas arquiteturais.
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2.5 O n´ıvel de sistema
O n´ıvel de sistema corresponde ao estado da arte dos atuais projetos embarcados e
SoC. Na tabela 1 (WALKER; THOMAS, 1985) pode-se observar o objetivo deste n´ıvel em
relac¸a˜o aos outros n´ıveis de abstrac¸a˜o.
Nı´veis de Domı´nios de Representac¸o˜es







Fluxo de Dados Registros, ALUs,
MUXs
Disposic¸a˜o dos blo-














Tabela 1: Nı´veis de abstrac¸o˜es x Domı´nios de Representac¸o˜es
A especificac¸a˜o no n´ıvel de sistema proveˆ a base para o entendimento do projeto
inteiro. Para que o projetista possa refina-lo conforme o aumento do n´ıvel de conhecimento
sobre o projeto. Nesse caso a validac¸a˜o e a verificac¸a˜o da especificac¸a˜o ainda no n´ıvel de
sistema e´ crucial para que o projetista possa seguir o processo de desenvolvimento de
maneira segura.
Dessa maneira, este trabalho se concentra no n´ıvel de sistema, mais especificamente
(conforme comentado na sec¸a˜o anterior) nos domı´nios de representac¸a˜o funcional e estru-
tural, onde os componentes sa˜o constitu´ıdos por memo´rias, barramentos e elementos de
processamento ou simplesmente PEs (processing elements).
2.6 Abordagens de projeto em n´ıvel de sistema
Pode-se distinguir treˆs abordagens para o projeto em n´ıvel de sistema: s´ıntese de
sistema (system-synthesis), baseado em plataformas (platform based) e baseado em com-
ponentes (component based) (CAI, 2004), definidas a seguir:
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Projeto de s´ıntese de sistema (system-synthesis design): Consiste em um fluxo
de projeto top-down. O projeto nesse caso e´ iniciado com uma representac¸a˜o fun-
cional e e´ refinado em va´rios passos de s´ıntese ate´ seu modelo estrutural, onde sua
representac¸a˜o arquitetural e´ definida (CAI, 2004; ABDI et al., 2003).
Projeto Baseado em Componentes (component based design): Consiste em um
fluxo de projeto bottom-up, onde os componentes estruturais da arquitetura sa˜o
selecionados e modelados para, enfim, atender as funcionalidades do sistema. Nesse
caso o projeto parte da descric¸a˜o estrutural para a funcional (ARATO; MANN; ORBAN,
2004).
Projeto baseado em plataformas (platform based design): Consiste no meio termo
entre o fluxo de projeto top-down e bottom-up, conhecida como meet-in-the-middle,
onde a arquitetura e´ pre´-definida ao inve´s de ser gerada atrave´s da especificac¸a˜o
funcional do projeto. Nesse caso, a abordagem mapeia o modelo funcional na pla-
taforma selecionada (VINCENTELLI, 2002). Uma descric¸a˜o dos benef´ıcios e desafios
da abordagem pode ser consultada em (VINCENTELLI et al., 2004).
O projeto desta dissertac¸a˜o, nesse caso, se concentra na abordagem de s´ıntese de
sistema, iniciado pela especificac¸a˜o em n´ıvel de sistema. Normalmente a especificac¸a˜o e´
representada em uma forma abstrata, onde o sistema deve ter condic¸o˜es de ser simulado
e validado em um elevado n´ıvel de abstrac¸a˜o. E´ importante que esta abordagem seja
baseada em modelos formais de computac¸a˜o para que na˜o ocorra interpretac¸o˜es erradas
no processo de desenvolvimento.
Os modelos de computac¸a˜o mais utilizados em sistemas embarcados, citando: (1)
Eventos Discretos, (2) Ma´quina de Estados Finitos, (3) S´ıncronos ou Reativos e (4) Fluxo
de Dados entre outros sa˜o comparados em (EDWARDS et al., 1997) e (CORTE´S; ELES; PENG,
1999).
2.7 Linguagens no n´ıvel de sistema
Para que o sistema possa ser especificado e simulado e´ necessa´rio uma linguagem de
especificac¸a˜o formal. As linguagens no n´ıvel de sistema ou SLDL (System Language Design
Level), devem permitir que o sistema seja especificado livre de detalhes de implementac¸a˜o.
Assim, idealmente, devem possuir as seguintes caracter´ısticas:
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1. Linguagem Mista;
2. Suporte a va´rios n´ıveis de abstrac¸a˜o;
3. Suporte a va´rios modelos de computac¸a˜o;
4. Possa ser simulado;
5. Modelagem hiera´rquica.
Por linguagem mista, deseja-se que a linguagem possa ser utilizada tanto para refinar
um sistema de hardware como de software, sendo importante nesse caso, que o refinamento
e os n´ıveis de abstrac¸o˜es utilizem a mesma semaˆntica utilizada na especificac¸a˜o. Nesse caso
os modelos de testes (testbenches), utilizados para simulac¸a˜o e validac¸a˜o, podem tambe´m
ser aproveitados em cada n´ıvel de abstrac¸a˜o, facilitando como um todo o refinamento do
projeto.
O crite´rio de modelagem hiera´rquica e´ um requisito de desenvolvimento ba´sico para
sistemas digitais em elevados n´ıveis de abstrac¸o˜es, permitindo que cada mo´dulo seja que-
brado em outros e assim por diante.
Entre as modernas linguagens do n´ıvel de sistema, e´ poss´ıvel destacar: SystemC (OSCI,
2002a), SpecC (GAJSKI et al., 2001) e System-Verilog (ACELLERA, 2004).
SystemC e SpecC satisfazem as restric¸o˜es definidas e sa˜o baseadas na linguagem C++
e C respectivamente. O SystemC e´ uma biblioteca de classe C++ adicionando proprie-
dades necessa´rias para a modelagem de hardware enquanto o SpecC e´ um super conjunto
de extensa˜o do ANSI-C (CAI; VERMA; GAJSKI, 2003). Ja´ o System-Verilog estende o
verilog-2001 para atuar no n´ıvel de sistema (SUTHERLAND, 2003).
Nesse caso, o SystemC foi escolhido para a metodologia definida no trabalho. A
capacidade de orientac¸a˜o a objeto do C++, propiciando uma modelagem orientada a ob-
jetos, sua grande aceitac¸a˜o e sua alta disponibilidade, podendo ser obtida com facilidade,
inclusive com acesso ao co´digo fonte (open-source), justificaram a escolha da mesma.
2.8 O SystemC
A linguagem SystemC, surgiu da ide´ia de se utilizar uma linguagem que fosse bem co-
nhecida tanto por projetista de software como de hardware. Desta iniciativa um conso´rcio
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chamado OSCI - Open SystemC Iniciative1 foi formado para definir as caracter´ısticas que
deveriam ser criadas, para que a linguagem C++ pudesse ser utilizada para a modela-
gem de hardware. Assim, as bibliotecas para serem utilizadas sobre o nu´cleo (Kernel) da
linguagem C++, foram implementadas de acordo com a arquitetura exibida na figura 11.
Figura 11: Arquitetura do SystemC. fonte: (OSCI, 2002b)
Nesse caso, e´ poss´ıvel destacar os seguintes aspectos implementados em C++, para
formar o SystemC:
1. Noc¸a˜o de Tempo;
2. Concorreˆncia;
3. Tipos de Dados de Hardware.
Essas caracter´ısticas permitiram a criac¸a˜o de construtores similares aos utilizados em
linguagens de descric¸o˜es de hardware como VHDL e Verilog, com a utilizac¸a˜o de mo´dulos,
portas, sinais e tipos espec´ıficos de hardware como bits, vetores de bits entre outros (OSCI,
2002a).
O SystemC assim manteve o projeto de hardware bem pro´ximo de padro˜es ja´ esta-
belecidos, tais como: VHDL, Verilog, entre outras. Permitindo ao desenvolvedor uma
facilidade de aprendizado da estrutura utilizada pelo SystemC, podendo ser empregado
tanto em um desenvolvimento estrutural com o uso de mo´dulo hiera´rquicos bem como
em mo´dulos comportamentais com o uso de processos concorrentes, que nesse caso funci-
onam de maneira similar aos processos utilizados em VHDL (Maiores detalhes sobre os
fundamentos do SystemC foram colocados no apeˆndice A).
1www.systemc.org
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2.9 Modelos de abstrac¸a˜o do n´ıvel de sistema
As linguagens de especificac¸a˜o em n´ıvel de sistema, como o SystemC, permitem um
mesmo formalismo durante todo o projeto do sistema. A figura 12 ilustra estas carac-
ter´ısticas, em relac¸a˜o ao me´todos anteriores de projetos em n´ıvel de sistema (OSCI, 2002b).
Figura 12: SLD Tradicional x SLD usando systemC. fonte: (OSCI, 2002b)
Tradicionalmente as empresas analisavam o sistema em linguagens de sistema, como
C ou C++, pore´m a traduc¸a˜o destes para as linguagens de descric¸a˜o de hardware, tais
como VHDL ou Verilog, eram manuais e, consequ¨entemente, bastante propensa a erros.
A linguagem SystemC, ao contra´rio, permite especificar o projeto tanto no n´ıvel de sis-
tema, quanto nos n´ıveis de abstrac¸a˜o abaixo, sendo poss´ıvel realizar inclusive co´digos
sintetiza´veis em RTL.
Durante o processo de refinamento hachurado na figura 12, va´rios modelos de projeto
intermedia´rios devem ser definidos, de maneira a reduzir a lacuna de abstrac¸a˜o, existente
entre o n´ıvel de sistema e o n´ıvel de implementac¸a˜o RTL. Isto caracteriza a definic¸a˜o de
um processo de desenvolvimento, que e´ o objetivo desta dissertac¸a˜o.
O modelo conhecido como n´ıvel de transac¸a˜o ou TLM (Transaction Level Modeling)
(CAI; GAJSKI, 2003a), tem sido recentemente bastante comentado, como uma forma de
reduzir esta lacuna de abstrac¸a˜o, atrave´s da separac¸a˜o entre a especificac¸a˜o da funciona-
lidade e suas respectivas comunicac¸o˜es. Este princ´ıpio de projeto, propicia, entre va´rios
benef´ıcios, a integrac¸a˜o simplificada de componentes reutiliza´veis ou IP-Core (Nu´cleos de
Propriedades Intelectuais) (VANTHOURNOUT; GOOSSENS; KOGEL, 2005).
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A figura 13, mostra va´rios poss´ıveis modelos para os n´ıveis de abstrac¸o˜es no n´ıvel de
sistema (CAI; GAJSKI, 2003b). Os modelos sa˜o dispostos convenientemente em dois eixos
perpendiculares representando os refinamentos ortogonais da computac¸a˜o funcional e da
comunicac¸a˜o (KEUTZER et al., 2000).
Figura 13: Modelos de Abstrac¸a˜o TLM. fonte: (CAI; GAJSKI, 2003b)
Cada metodologia poderia optar por uma caminho diferenciado de refinamento, con-
forme as setas da figura 13 sugerem. Assim, este trabalho utiliza os modelos representados
na figura 13, como refereˆncia para a definic¸a˜o do processo de desenvolvimento. Maiores
detalhes sobre estes modelos podem ser encontrados tambe´m em (CAI, 2004).
2.10 Considerac¸o˜es Finais
Este cap´ıtulo apresentou os conceitos necessa´rios ao desenvolvimento e utilizac¸a˜o de
uma metodologia co-design. Estes conceitos correspondem ao levantamento bibliogra´fico
necessa´rio para definir e situar o trabalho em relac¸a˜o ao estado da arte atual das pesquisas
relacionadas ao desenvolvimento no n´ıvel de sistema e co-design.
O pro´ximo cap´ıtulo, especifica o processo de desenvolvimento a ser utilizado para, em
seguida, aplica´-lo no desenvolvimento de uma interface USB.
3 Processo de Desenvolvimento
O cap´ıtulo anterior forneceu uma base de apoio sobre os conceitos co-design. Conforme
foi comentado, uma metodologia co-design compreende va´rias etapas capazes de conduzir
um projeto desde a concepc¸a˜o ate´ sua implementac¸a˜o.
Este cap´ıtulo apresenta o processo de desenvolvimento da proposta, definindo va´rios
modelos de refinamento intermedia´rios, com os quais as atividades do processo de desen-
volvimento sera˜o aplicadas, estas atividades sa˜o detalhadas, explorando as caracter´ısticas
da linguagem SystemC (Vide apeˆndice A).
3.1 Abordagem de desenvolvimento
A abordagem proposta consiste em uma adaptac¸a˜o do modelo de prototipac¸a˜o de
sistemas (PRESSMAN, 2001; SOMMERVILLE, 2001), envolvendo um processo de iterac¸a˜o
entre ana´lise e levantamento de requisitos e a especificac¸a˜o do sistema. A cada iterac¸a˜o,
uma nova especificac¸a˜o executa´vel e´ refinada.
A figura 14 ilustra bem a proposta. Inicialmente a base da piraˆmide e´ especificada com
uma visa˜o conceitual em alto n´ıvel do sistema, servindo como alicerce para os pro´ximos
passos de refinamento. Cada camada fornece um melhor entendimento do sistema, de
seus comportamentos e de seus requisitos. Assim que cada camada e´ validada, a camada
acima pode ser iniciada, acrescentando, a cada passo, maiores detalhes da complexidade
do sistema.
Os treˆs lados da piraˆmide representam as principais ac¸o˜es realizadas durante o refina-
mento: ana´lise dos requisitos, prototipac¸a˜o e validac¸a˜o. A etapa de ana´lise e levantamento
de requisitos produz um modelo de especificac¸a˜o do sistema, a etapa de prototipac¸a˜o tra-
duz o modelo em um proto´tipo executa´vel do sistema e a etapa de validac¸a˜o realiza a
verificac¸a˜o do proto´tipo obtido. Isto pode ser melhor visualizado na figura 15, que exibe
somente a base da piraˆmide.
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Nível 2 - Arquitetural
Nível 1 - Conceitual
Nível 3 - Comunicação
Nível 4  
Implementação
Figura 14: Representac¸a˜o piraˆmidal da abordagem de prototipac¸a˜o
Figura 15: Visualizac¸a˜o da base da piraˆmide de prototipac¸a˜o
Conforme ilustrado na figura 15, a explorac¸a˜o espacial do projeto pode ser observado
pela extensa˜o de cada camada na piraˆmide, motivando o uso da representac¸a˜o piraˆmidal
para descrever o processo de desenvolvimento. Assim, a cada refinamento, o espac¸o de
explorac¸a˜o do projeto vai se reduzindo.
Apesar da figura 14 exibir somente quatro modelos de refinamento, pode-se ter tantos
modelos quantos forem necessa´rios. Nesse caso, os modelos definidos no projeto sa˜o
especificados na pro´xima sec¸a˜o.
Nas subsec¸o˜es que seguem, as treˆs atividades do processo de desenvolvimento repre-
sentadas pelos eixos da piraˆmide, sa˜o melhor definidas.
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3.1.1 Ana´lise e Levantamento de Requisitos
Esta etapa envolve o levantamento das necessidades do sistema, como o sistema de-
vera´ se comportar, o que devera´ ser desenvolvido para atender a estas necessidades e a
correta interpretac¸a˜o de requisitos de projeto, como desempenho, custo e diversos outros
paraˆmetros.
O principal produto desta etapa sa˜o os requisitos funcionais. De fato, o levantamento
destes requisitos em sistemas complexos como o caso do USB, na˜o e´ uma tarefa trivial,
dado a quantidade de informac¸a˜o que se deve administrar. Ate´ mesmo um especialista
em sistemas USB teria dificuldades.
Lidar com esta complexidade e´ poss´ıvel atrave´s de modelos capazes de representar o
sistema, nesse contexto, uma tendeˆncia que se tem observado e´ a possibilidade de utilizar
UML (RUMBAUGH; JACOBSON; BOOCH, 1999).
Apesar de ter sido criada inicialmente para representar modelos de software, a UML
possui uma especificac¸a˜o evolutiva, capaz de se adaptar a novos conceitos e necessidades
conforme (KUKKALA et al., 2005). Dessa maneira, extenso˜es a` UML foram criadas para
propiciar projetos de sistemas embarcados e SoC (OMG, 2005; UML FOR SOC FORUM,
2004; SELIC, 1998).
A utilizac¸a˜o da UML para auxiliar o processo de ana´lise dos requisitos funcionais do
sistema e´ natural e vai na linha da tendeˆncia emergente de unia˜o entre as disciplinas de
software e hardware que envolve o conceito de co-design. Ale´m disso, a modelagem gra´fica
facilita a especificac¸a˜o executa´vel do sistema.
Particularmente, para a modelagem estrutural, a notac¸a˜o foi baseada em uma extensa˜o
UML para projetos SoC (UML Extension Profile for SoC ) (UML FOR SOC FORUM, 2004),
criado pelo conso´rcio: UML for SoC Forum, que reu´ne va´rias empresas de SoC, com o
objetivo centrado na utilizac¸a˜o da UML em seus projetos (HASEGAWA, 2004). A figura
16, ilustra um exemplo deste modelo, com um mo´dulo pai (bModule) conectado a seu
mo´dulo filho (aModule) atrave´s de suas portas. A linha cinza representa a conexa˜o entre
um mo´dulo com um canal abstrato, enquanto a linha preta representa uma conexa˜o f´ısica
(canal primitivo).
No caso do projeto, este modelo foi adaptado utilizando uma notac¸a˜o similar ao
modelo de colaborac¸a˜o UML, podendo ser utilizado com facilidade em qualquer ferramenta
UML. Todas as portas, inclusive as interfaces dos canais abstratos, sa˜o representados da
mesma forma, conforme pode ser observado na figura 17, que ilustra um exemplo da
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Figura 16: Exemplo de Modelagem Estrutural SoC. fonte: (UML FOR SOC FORUM, 2004)
notac¸a˜o empregada no projeto. Esta mesma notac¸a˜o pode ser utilizada em todos os
n´ıveis de abstrac¸a˜o.
Figura 17: Notac¸a˜o gra´fica utilizada para modelagem estrutural do projeto
3.1.2 Prototipac¸a˜o do sistema
Esta etapa compreende a traduc¸a˜o dos modelos UML em um modelo executa´vel. A
linguagem utilizada para especificac¸a˜o do projeto e´ a linguagem SystemC. Os princi-
pais conceitos do SystemC para um melhor entendimento do trabalho foram descritos no
apeˆndice A.
Com uma metodologia bem delineada, a especificac¸a˜o em SystemC na˜o devera´ adici-
onar grandes dificuldades, uma vez que apenas refletira´ a ana´lise em alto n´ıvel da notac¸a˜o
UML. De qualquer maneira, cada etapa do projeto possui diferentes necessidades que
sera˜o melhor detalhadas durante a descric¸a˜o das mesmas (sec¸a˜o 3.3).
Particularmente, a etapa de especificac¸a˜o inicial do projeto merece uma atenc¸a˜o es-
pecial, visto que e´ o ponto de partida para os sucessivos refinamentos do projeto. Nesse
caso, a descric¸a˜o dos comportamentos sera˜o baseadas na modelagem Statechart (HAREL,
1987) que, ale´m de ser padronizada pela UML, e´ comumente utilizada na descric¸a˜o de
sistemas embarcados, como por exemplo em (GERSTLAUER et al., 1999).
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3.1.3 Validac¸a˜o e verificac¸a˜o do sistema
A validac¸a˜o e verificac¸a˜o e´ uma importante atividade no projeto de sistemas e, devido
aos elevados custos de produc¸a˜o e desenvolvimento, sua importaˆncia tem sido cada vez
maior.
De fato, a linguagem SystemC e´ sobretudo uma linguagem de simulac¸a˜o, possuindo
um escalonador (SystemC scheduler), capaz de controlar: o tempo, a ordem de execuc¸a˜o
dos processos, a notificac¸a˜o de eventos e as requisic¸o˜es dos canais de comunicac¸a˜o (Maiores
detalhes, vide apeˆndice A).
O princ´ıpio do processo de validac¸a˜o e verificac¸a˜o e´ garantir que o comportamento do
sistema condiz com o esperado. Nesse caso, um modelo de testes (testbench) e´ projetado
para fornecer est´ımulos (stimuli generators) ao modelo e capturar as respostas (response
checkers) ou registrar os eventos caracter´ısticos do projeto. A figura 18 ilustra a utilizac¸a˜o
do modelo de testes, onde o projeto sob testes e´ chamado de DUT (Device Under Test).
Figura 18: Visa˜o geral dos Testbenches
Atrave´s deste modelo de verificac¸a˜o e´ poss´ıvel se implementar diversas te´cnicas de
testes, como gerac¸a˜o de alertas durante a simulac¸a˜o e registros de variac¸o˜es dos sinais no
tempo (utilizado para esboc¸ar os formatos de onda em um gra´fico de tempo).
A especificac¸a˜o dos modelos de testes, muitas vezes, sa˜o ta˜o ou mais trabalhosas
quanto a` especificac¸a˜o do pro´prio sistema, tornando importante uma metodologia capaz
de facilitar a reutilizac¸a˜o dos modelos de testes.
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3.2 Fluxo de desenvolvimento
O fluxo de desenvolvimento pode ser visualizado atrave´s do gra´fico em Y exibido na
figura 19. Uma linha adicional tracejada foi adicionada ao gra´fico para representar a
modelagem UML.
Figura 19: Visa˜o do fluxo do projeto no Y-chart
A direc¸a˜o da seta no gra´fico da figura 19, representa o fluxo do projeto onde o pro-
cesso de desenvolvimento sera´ aplicado. Durante este fluxo, os seguintes modelos sera˜o
representados:
1. Modelo Conceitual: Consiste no primeiro modelo do fluxo, onde a especificac¸a˜o
e´ realizada livre dos detalhes de implementac¸a˜o. O modelo na˜o considera o tempo
para realizac¸a˜o da computac¸a˜o e da comunicac¸a˜o, assim, a principal preocupac¸a˜o
desta etapa reside no validac¸a˜o funcional do projeto.
2. Modelo de Desempenho: Este modelo e´ similar ao modelo conceitual. Pore´m, os
tempos de computac¸a˜o sa˜o estimados para prover uma avaliac¸a˜o de desempenho em
relac¸a˜o as poss´ıveis deciso˜es de hardware e software do projeto. As considerac¸o˜es
temporais nesse caso sa˜o aproximadas (Aproximate Timed) e devem permitir uma
fa´cil modificac¸a˜o de crite´rios de maneira a proporcionar ra´pidas avaliac¸o˜es de de-
sempenho.
3. Modelo Arquitetural: As deciso˜es de projeto realizadas com base no modelo de
desempenho, sa˜o refletidas neste modelo, onde as caracter´ısticas estruturais do sis-
tema ja´ podem ser esboc¸adas em um modelo de arquitetura intermedia´ria. Dessa
forma, esta etapa corresponde a metade do fluxo de projeto (conforme pode ser
observado na figura 20), onde os elementos de comunicac¸a˜o e computac¸a˜o teˆm tem-
porizac¸a˜o aproximada (Aproximate Timed).
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4. Modelo de Comunicac¸a˜o: Neste modelo, as deciso˜es de projeto sobre as interfa-
ces de comunicac¸a˜o devera˜o ser definidas. As interconexo˜es entre os elementos de
computac¸a˜o sa˜o refinados para o ciclo de relo´gio (Cycle timed) e modelados com
exatida˜o de pinos (Pin Accurated). Os elementos de computac¸a˜o permanecem com
temporizac¸a˜o aproximada e independentes da comunicac¸a˜o, assim, o refinamento re-
alizado nesta etapa na˜o deve provocar modificac¸o˜es nos elementos de computac¸a˜o.
Isto e´ poss´ıvel atrave´s dos princ´ıpios de modelagem TLM.
5. Modelo de Implementac¸a˜o: Este modelo reflete todas as caracter´ısticas estrutu-
rais do projeto em n´ıvel de sistema, onde tanto os elementos de comunicac¸a˜o quanto
de computac¸a˜o sa˜o refinados e integrados no ciclo de relo´gio (Cycle timed). A par-
tir deste modelo, os elementos podem ser sintetizados de acordo com a arquitetura
alvo selecionada. A figura 20 esboc¸a os pro´ximos passos de s´ıntese realizados para
os componentes de hardware.
Figura 20: Ciclo de s´ıntese: Sistema, RTL e Lo´gica. fonte: (GERSTLAUER, 2002)
Enquanto a s´ıntese em n´ıvel de sistema especifica a estrutura do projeto em func¸a˜o
de elementos de processamento (PEs) tais como, Microcontroladores, Memo´rias, Barra-
mentos, Hardware Customizados e Nu´cleos de Propriedade Intelectual. O n´ıvel RTL, por
sua vez, descreve uma microarquitetura estrutural para cada PE, composto por unidades
de Controle (UC) e unidades de execuc¸a˜o (UE).
No n´ıvel RTL, o processo de s´ıntese e´ conhecido como high-level synthesis ou s´ıntese de
alto n´ıvel, conforme pode ser observado na figura 20, que esboc¸a o ciclo de s´ıntese utilizado
em projeto SoC, assim, a s´ıntese lo´gica corresponde a implementac¸a˜o em portas-lo´gicas
(gate netlist), para as descric¸o˜es dos componentes estruturais em RTL (GERSTLAUER,
2002). Como estes dois u´ltimos processos de s´ıntese, podem ser realizados de maneira
automatizada, na˜o sera˜o considerados neste trabalho.
Os modelos definidos podem ser comparados com os modelos definidos nos trabalhos
de Cai e Gajski (CAI; GAJSKI, 2003b), conforme comentado no cap´ıtulo passado.
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As atividades de ana´lise, prototipac¸a˜o e validac¸a˜o (definidas na sec¸a˜o 3.1), sa˜o exe-
cutadas na transic¸a˜o dos modelos definidos no fluxo do projeto. A figura 21 ilustra este
processo.
Figura 21: Ciclo de Prototipac¸a˜o
As atividades de Ana´lise e levantamento de requisitos, Prototipac¸a˜o e Validac¸a˜o e
Verificac¸a˜o ja´ foram introduzidas na sec¸a˜o 3.1, suas sa´ıdas geram, respectivamente, a
especificac¸a˜o atrave´s de modelos UMLs, proto´tipos executa´veis dos modelos e os resultados
dos testes de validac¸a˜o e verificac¸a˜o, ao qual sera˜o consistidos para os novos passos de
refinamentos. Cada proto´tipo devidamente validado devera´ condizer com cada um dos
n´ıveis de modelagem definidos pela metodologia.
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O modelo completo do processo de desenvolvimento pode ser visualizado na figura 22,
onde cada modelo e´ refinado pelo ciclo de prototipac¸a˜o.
A modelagem UML e´ o ponto de partida para o refinamento de cada modelo, para a
modelagem funcional foi utilizado modelos StateCharts e para a modelagem estrutural foi
utilizado uma simplificac¸a˜o da UML Extension Profile for SoC, conforme comentado na
sec¸a˜o 3.1.1, ale´m disso, cada mo´dulo teve seu modelo esta´tico representado por diagramas
de classe.
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A seguir cada uma das atividades de refinamento, sera˜o detalhadas, servindo de guia
para o processo de desenvolvimento do projeto.
Figura 22: Modelos definidos no processo de desenvolvimento
3.3.1 Modelagem Conceitual
Na modelagem conceitual, somente os aspectos funcionais do projeto devem ser cap-
turados. Os requisitos de tempo, desempenho e de comunicac¸a˜o sera˜o tratados nas etapas
futuras do refinamento.
A ana´lise conceitual do projeto pode ser iniciada atrave´s de modelos Statecharts. Ape-
sar de ser poss´ıvel especificar o comportamento do projeto inteiro em um u´nico Statechart,
o entendimento funcional do sistema pode ficar comprometido. Assim, cada mo´dulo do
projeto devera´ modelar um Statechart, a quantidade de mo´dulos necessa´rios e´ baseada na
habilidade do projetista. Pore´m, muitas vezes o pro´prio modelo Statechart pode fornecer
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algum ind´ıcio da necessidade de novos mo´dulos ou sub-mo´dulos, tais como a complexidade
do Statechart ou o uso de estados paralelos.
Como a funcionalidade dos mo´dulos sa˜o representadas por seus processos e conside-
rando que cada mo´dulo pode conter, ale´m de va´rios processos, outros sub-mo´dulos, a
visa˜o estrutural do projeto pode ficar confusa, assim, o projetista deve se esforc¸ar para
manter um processo por mo´dulo e evitar utilizar mo´dulos hiera´rquicos misturados com
processos, isto e´, so´ os mo´dulos folhas devera˜o ter comportamentos.
Contudo, algumas vezes, mais de um processo se faz necessa´rio. Esses casos sa˜o
justifica´veis na necessidade de processos paralelos que auxiliam o comportamento principal
do mo´dulo. Assim o Statechart correspondera´, sena˜o o u´nico, ao principal processo do
mo´dulo.
Em relac¸a˜o as interconexo˜es dos mo´dulos e sub-mo´dulos e da interface externa de co-
municac¸a˜o do sistema, a modelagem e´ realizada utilizando canais de comunicac¸a˜o primiti-
vos do SystemC, preferencialmente canais fifo’s (sc fifo), dessa maneira, a sincronizac¸a˜o e
transfereˆncia de dados sa˜o simplificadas atrave´s dos me´todos bloquea´veis read() e write()
da fila.
Para tirar proveito dessas vantagens, os processos sa˜o modelados utilizando a macro
sc thread que permite a utilizac¸a˜o de bloqueios, tais como os me´todos da fifo ou func¸o˜es
de wait(). A macro sc thread possibilita assim recursos de alto n´ıvel, permitindo uma
sincronizac¸a˜o dinaˆmica, atrave´s de eventos de notificac¸a˜o associados a` func¸a˜o wait(). E´
importante ter o cuidado de manter o thread em loop e com pelo menos alguma forma de
bloqueio, caso contra´rio a simulac¸a˜o na˜o ira´ avanc¸ar no tempo.
Uma simplificac¸a˜o importante nesta etapa e´ a possibilidade de se definir estruturas
de dados na comunicac¸a˜o entre as funcionalidades, isto acrescenta caracter´ısticas de alto
n´ıvel, facilitando como um todo as etapas de ana´lise, prototipac¸a˜o e verificac¸a˜o do sistema.
Estas estruturas de dados definidas pelo usua´rio podem ser utilizadas facilmente no canal
primitivo sc fifo do SystemC (SYSTEMC VERIFICATION WORKING GROUP, 2003).
3.3.2 Modelagem de Desempenho
A modelagem de desempenho na˜o devera´ alterar os comportamentos da especificac¸a˜o
conceitual, ao contra´rio, ele se baseia no modelo anterior para poder analisar e levantar
poss´ıveis dados que motivem a escolha entre elementos de hardware e software.
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Nesse contexto, a ana´lise funcional da especificac¸a˜o permite inferir a frequ¨eˆncia de
utilizac¸a˜o e a complexidade computacional dos mo´dulos. O cruzamento destas informac¸o˜es
fornecem um ind´ıcio das possibilidades de hardware/software do projeto.
Normalmente a decisa˜o e´ realizada com base em uma biblioteca de componentes,
onde o projetista pode comparar os valores obtidos, com as estimativas dos componentes,
incluindo, nesse caso, custo e desempenho. A viabilidade da escolha e´ comprovada atrave´s
da simulac¸a˜o funcional da especificac¸a˜o, levando em conta os aspectos da arquitetura alvo
em relac¸a˜o aos requisitos temporais desejados.
Nesse caso, o processo de refinamento para o modelo de desempenho devera´ incluir as
atividades de alocac¸a˜o e mapeamento em um processo de refinamento iterativo. Existem
diversas estrate´gias para permitir uma alocac¸a˜o eficiente de elementos tentando maximizar
o desempenho e minimizar o custo. A maioria das estrate´gias consideram o paralelismo
existente da especificac¸a˜o inicial para predizer uma quantidade ma´xima de elementos com
a qual o projeto podera´ ter seu desempenho elevado (CAI; GAJSKI, 2002).
Os elementos a serem alocados nesta etapa, em geral, sa˜o elementos de processamento
ou simplesmente PEs (processing elements) conforme definido em (GAJSKI et al., 1999).
Estes elementos sa˜o constitu´ıdos por componentes programa´veis como DSPs (digital signal
processing) ou processadores de propo´sito geral e componentes na˜o programa´veis como
ASIC ou componentes IP de funcionalidade espec´ıfica.
A alocac¸a˜o dos componentes deste n´ıvel e´ utilizada apenas para permitir a realizac¸a˜o
das estimativas de desempenho. Assim que estes componentes sa˜o definidos, a atividade
de mapeamento e´ realizada para decidir quais mo´dulos sera˜o mapeados em cada um dos
PEs alocados.
Mesmo que a alocac¸a˜o limite a quantidade de PEs, os mo´dulos ainda devem se manter
estruturalmente indepedentes, assim, nenhuma modificac¸a˜o estrutural e´ realizada nesta
etapa. De fato, isto representa uma simplificac¸a˜o do processo de particionamento, justifi-
cada pela flexibilidade de explorac¸a˜o das diferentes deciso˜es arquiteturais, dado a iterac¸a˜o
inerente desta etapa.
Dessa maneira, ao elevar o n´ıvel de abstrac¸a˜o com uma metodologia bem definida, as
atividades de alocac¸a˜o, mapeamento e particionamento podera˜o ser beneficiadas atrave´s
de ra´pidas estimativas, capazes de propiciar uma iterac¸a˜o eficiente do processo de refina-
mento. Nesse caso, tanto o projeto quanto suas estimativas podera˜o ser afinadas a` medida
que as deciso˜es de projeto va˜o sendo ajustadas.
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Contudo as estimativas de tempo em n´ıvel de sistema ainda sa˜o um problema em
aberto. Nas palavras de Kogel et al. “(...) a anotac¸a˜o inicial representa um educado
palpite (...)”(KOGEL et al., 2004) exigindo bastante experieˆncia profissional na realizac¸a˜o
das estimativas.
Normalmente e´ preciso um refinamento ate´ os modelos baseados no ciclo de relo´gio,
para que se possa obter estimativas confia´veis. Isto elevaria o tempo de explorac¸a˜o arqui-
tetural a um ponto proibitivo, visto a iterac¸a˜o necessa´ria neste processo. Nesse contexto
pode-se sugerir algumas formas de melhorias, conforme resumido abaixo:
1. A arquitetura de hardware e software sa˜o pre´-fixadas, de maneira que a estimativa
de tempo de um dado comportamento mapeado em hardware ou software pode
ser obtido com facilidade. Mesmo que o projeto na˜o seja mapeado na arquitetura
a noc¸a˜o de desempenho e custo sa˜o relevantes na escolha do modelo arquitetural
(KOGEL et al., 2004);
2. Estimar pesos relacionando os tipos de operac¸a˜o e os poss´ıveis componentes de
hardware e software (CAI, 2004);
3. Refinar parte do comportamento ate´ o n´ıvel RTL (se hardware) ou Linguagem de
Ma´quina (se software) e assim se basear nestes para estimar os demais comporta-
mentos (BAGHDADI et al., 2000).
Uma vez que as estimativas sa˜o realizadas, elas sa˜o traduzidas no proto´tipo executa´vel,
atrave´s da inserc¸a˜o de waits no co´digo em SystemC, esta e´ uma pra´tica bastante utilizada,
conhecida como Anotac¸a˜o de Atraso (Delay Annotation) ou Anotac¸a˜o de Tempo (Timing
Annotation) (CAI; GAJSKI, 2003a; POSADAS et al., 2004).
A verificac¸a˜o tambe´m desempenha um papel chave no processo de desenvolvimento
realizado nesta etapa, visto que e´ atrave´s desta que as deciso˜es arquiteturais sera˜o vali-
dadas. Nesse caso, os testbenches devera˜o ser refinados para considerar os aspectos de
tempo do projeto, esta te´cnica e´ enderec¸ada como co-simulac¸a˜o temporal.
Estruturalmente, os modelos de testes na˜o devera˜o sofrer modificac¸o˜es, pore´m as res-
tric¸o˜es de tempo devem ser anotadas no modelo. Assim, de maneira similar a` anotac¸a˜o
de atraso, os requisitos sa˜o inseridos no gerador de est´ımulos atrave´s de waits, que repre-
sentam os tempos limites de carga que o DUT devera´ suportar.
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Na verificac¸a˜o dos resultados, as respostas geradas e os principais eventos devera˜o
ser registrados para permitir a verificac¸a˜o dos tempos de respostas. Dependendo da
quantidade de informac¸o˜es, e´ importante projetar a verificac¸a˜o para gerar alertas, em
relac¸a˜o aos tempos cr´ıticos de projeto.
3.3.3 Modelagem Arquitetural
De maneira geral, a modelagem arquitetural concluira´ as deciso˜es arquiteturais reali-
zadas na etapa anterior. O resultado final deste refinamento equivale ao proto´tipo virtual
definido no cap´ıtulo 2 (sec¸a˜o 2.3.5).
Desse modo, as atividades de alocac¸a˜o e mapeamento sa˜o conclu´ıdas atrave´s do re-
finamento estrutural do projeto, associando cada mo´dulo ao seu respectivo PE. Nesse
processo, cada elemento devera´ originar um mo´dulo independente.
A modelagem hiera´rquica, com um mo´dulo contendo outros sub-mo´dulos, e´ uma forma
simples e direta de representar os mo´dulos mapeados em um mesmo componente de
hardware, contudo, esta decisa˜o e´ deixada a cargo do projetista, dependendo sobretudo
das caracter´ısticas de cada projeto.
Ja´ os mo´dulos mapeados em um mesmo componente de software devera˜o ser seri-
alizados no mo´dulo do PE, isto e´ realizado movendo somente os processos dos mo´dulos
mapeados para os PEs correspondentes. Neste processo, alguns mo´dulos deixara˜o de exis-
tir, bem como outros devera˜o ser criados, isso incorre na necessidade de substituic¸a˜o das
interconexo˜es utilizadas nos antigos mo´dulos pelo barramento de comunicac¸a˜o necessa´rio
aos atuais PEs.
Os barramentos sa˜o modelados usando canais abstratos do SystemC que, diferente dos
canais primitivos utilizados ate´ agora, sa˜o implementados pelo desenvolvedor de acordo
com as necessidades do projeto.
No caso da modelagem deste etapa, os canais abstratos sa˜o projetados para agrupar
todas as necessidades de transfereˆncia entre os PEs. Assim, a comunicac¸a˜o que nas
etapas anteriores eram realizadas usando filas, sa˜o agrupadas em um u´nico barramento
de comunicac¸a˜o. Este processo, pode ser observado na figura 23, que ilustra um exemplo
simplificado, onde dois mo´dulos de softwares sa˜o serializados em um u´nico componente
de software, destacando o mapeamento de cada elemento do modelo conceitual para o
modelo arquitetural.
3.3 Processo de desenvolvimento 36
Figura 23: Mapeamento do Modelo Conceitual para o Modelo Arquitetural
O elevado n´ıvel de abstrac¸a˜o da comunicac¸a˜o devera´ ser mantido. Dessa forma, as
interfaces de acesso ao canal sera˜o implementadas utilizando as mesmas caracter´ısticas de
bloqueio utilizadas pelo canal primitivo sc fifo.
3.3.4 Modelagem Comportamental da Comunicac¸a˜o
Na modelagem comportamental da comunicac¸a˜o, os aspectos de comunicac¸a˜o sera˜o
refinados para um modelo baseado no ciclo do relo´gio e com precisa˜o dos sinais de interface.
Visto que os barramentos definidos na etapa anterior fornecem uma visa˜o geral das
necessidades de transfereˆncia de dados entre os PEs, eles sa˜o o ponto de partida para o
refinamento desta etapa, que nesse caso se concentra especificamente sobre estes canais
abstratos.
A utilizac¸a˜o de canais abstratos e´ uma te´cnica enderec¸ada pela abordagem TLM
(CAI; GAJSKI, 2003a) e sua implementac¸a˜o pode ser realizada em diferentes n´ıveis de
abstrac¸o˜es. No caso da modelagem realizada nesta etapa os barramentos sa˜o refinados
para o n´ıvel de abstrac¸a˜o comportamental, onde os detalhes de comunicac¸a˜o sa˜o definidos
e implementados.
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De fato, este detalhamento necessita de deciso˜es de projeto, tais como arbitrac¸a˜o,
sincronismo, handshakes, protocolos de comunicac¸a˜o, que eram ate´ agora evitadas em
virtude das te´cnicas co-design. No entanto, considerando que nesta etapa o projetista ja´
possui um proto´tipo virtual esta´vel, estas deciso˜es de projeto podem ser realizadas com
maior seguranc¸a. Normalmente e´ importante a adoc¸a˜o de algum padra˜o de interface bem
aceito, tal como o padra˜o Wishbone (OPENCORES, 2002).
Durante o processo de refinamento do canal, nenhuma modificac¸a˜o devera´ ser reali-
zada nos PEs. Nesse caso, as interfaces de comunicac¸a˜o entre os PEs e seus respectivos
barramentos sa˜o mantidas sem alterac¸a˜o, isto propicia que os elementos de comunicac¸a˜o
e computac¸a˜o tenha um refinamento independente, a motivac¸a˜o para isso e´ baseada nos
conceitos de ortogonalizac¸a˜o definidos em (KEUTZER et al., 2000) e nos princ´ıpios de mo-
delagem TLM (CAI; GAJSKI, 2003a).
Assim, deve-se ter a preocupac¸a˜o de na˜o alterar as interfaces de acesso ao barramento.
Isto pode ser realizado utilizando mo´dulos adaptadores, que substituem a implementac¸a˜o
do canal. Neste caso, as interfaces do barramento sa˜o mantidas nos adaptadores, pore´m,
a comunicac¸a˜o entre os adaptadores e´ refinada para o ciclo de relo´gio, conforme pode ser
visualizado na figura 24, que ilustra o refinamento do exemplo anterior (figura 23) para o
modelo de comunicac¸a˜o.
Figura 24: Exemplo do Modelo de Comunicac¸a˜o
Um dos benef´ıcios, inclui a reutilizac¸a˜o dos mesmos modelos de testes, que podem
ser utilizados durante o refinamento desta etapa. Contudo, ao final do processo conve´m
atualizar o testbench para registrar as variac¸o˜es dos sinais em baixo n´ıvel e assim permitir
uma visualizac¸a˜o do formato de onda em um gra´fico de tempo.
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3.3.5 Modelagem da Implementac¸a˜o
Nesta etapa, os elementos de computac¸a˜o e comunicac¸a˜o sa˜o finalmente integrados
para serem refinados em conjunto num modelo de implementac¸a˜o em que todos os elemen-
tos estruturais sa˜o independentes, completos e bem definidos, conforme pode ser observado
na figura 25, que ilustra o modelo do exemplo anterior (figura 24) refinado para o modelo
de implementac¸a˜o.
Figura 25: Exemplo do Modelo de Implementac¸a˜o
Nos pro´ximos passos de s´ıntese, cada um dos PEs modelados podem ser internamente
tratados com o objetivo de obter um modelo sintet´ızavel em RTL. Este u´ltimo passo foge
ao escopo do trabalho, uma vez que, para se obter um modelo sintetiza´vel e´ necessa´rio
obedecer tanto as necessidades da arquitetura alvo como das ferramentas de s´ıntese uti-
lizadas na s´ıntese de alto n´ıvel e nas posteriores etapas de s´ıntese do projeto, conforme a
sequ¨encia do ciclo de s´ıntese necessa´ria ao projeto (vide sec¸a˜o 3.2, figura 20).
De uma maneira geral, os componentes de hardware em n´ıvel comportamental podem
ser obtidos utilizando as primitivas de hardware do SystemC (GROTKER, 2002), enquanto
os componentes de software sa˜o dependentes dos elementos de hardware ao qual estara˜o
embarcados.
Normalmente os componentes de software sa˜o embarcados em um microcontrolador
ou DSP, neste caso, existem duas formas de manter a unificac¸a˜o hardware/software:
1. Obter um IP-Core do microcontrolador ou DSP selecionado, ao qual o co´digo em
SystemC poderia ser mapeado;
2. Implementar o hardware do controlador baseado nas funcionalidades ou necessidades
do projeto.
A primeira alternativa e´ uma soluc¸a˜o conveniente para a maioria dos projetos, pore´m
tem se observado va´rias pesquisas atuando na automatizac¸a˜o da segunda opc¸a˜o. Em
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ambos os casos o co´digo em SystemC dos mo´dulos de software ja´ possuem toda a descric¸a˜o
que devera´ ser embarcada, compreendendo a maior parte da especificac¸a˜o de software.
Observe que, na modelagem cla´ssica de sistemas embarcados, muitas vezes o projeto
de software so´ era iniciado quando ja´ se tinha um modelo de hardware dispon´ıvel em
RTL, implicando em um atraso significativo do projeto, sem considerar a possibilidade do
projeto do software acabar sendo inviabilizado com a plataforma de hardware especificada.
Existe uma tendeˆncia de comercializac¸a˜o de nu´cleos IP (HAVERINEN et al., 2002) em
n´ıvel de sistema, de maneira que cada um dos mo´dulos independentes poderiam ser sepa-
radamente comercializados ou ate´ mesmo em conjunto. No caso USB, por exemplo, um
nu´cleo padronizado, chamado de UTM (USB Transceiver Macrocell), atuando na sina-
lizac¸a˜o em baixo n´ıvel, pode ser encontrado comerciamente como um IP-Core distinto das
funcionalidades USB. No caso de estudo USB, definido no pro´ximo cap´ıtulo, sera´ proje-
tado o nu´cleo da funcionalidade USB, ao qual devera´ prover uma interface em comum com
o UTM, conhecida como UTMI (USB Transceiver Macrocell Interface) (INTEL, 2001).
Dependendo da complexidade do projeto e como o mesmo foi projetado, esta etapa
pode ocasionar severas modificac¸o˜es no modelo, entre as quais, todas as estruturas de
dados que normalmente sa˜o definidas na modelagem conceitual (sec¸a˜o 3.3.1), se ainda
existirem, devem ser agora traduzidas para o n´ıvel de sinalizac¸a˜o, isto implica em adicio-
nais modificac¸o˜es na comunicac¸a˜o.
As caracter´ısticas de bloqueio, utilizadas nos canais primitivos sc fifo, que foram even-
tualmente mantidas no refinamento da comunicac¸a˜o e na criac¸a˜o dos canais abstratos,
dependendo das caracter´ısticas do projeto, precisam ser alteradas, isto porque o conceito
de bloqueio e´ uma simplificac¸a˜o que muitas vezes na˜o reflete a utilizac¸a˜o real do mo´dulo
no n´ıvel de implementac¸a˜o.
Na˜o existe uma soluc¸a˜o u´nica para estes problemas, visto que dependem diretamente
do projeto em questa˜o, de qualquer maneira, as va´rias etapas de refinamento anteriores
permitem uma visualizac¸a˜o direta destes e outros problemas, propiciando ao desenvolve-
dor uma forma mais segura de decidir sobre a melhor soluc¸a˜o. Isto sera´ melhor visualizado
no estudo de caso do pro´ximo cap´ıtulo.
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3.4 Considerac¸o˜es Finais
Este cap´ıtulo ilustrou a metodologia proposta no trabalho servindo como modelo de
guia para o processo de desenvolvimento definido.
A estrate´gia adotada para a especificac¸a˜o do processo de desenvolvimento foi ba-
seada nas caracter´ısticas de modelagem do SystemC e nas dificuldades encontradas na
modelagem de uma interface USB. Contudo, a metodologia apresentada neste cap´ıtulo
e´ suficientemente abrangente e baseada nos recentes avanc¸os metodolo´gicos, podendo ser
adotada na especificac¸a˜o de diversos outros tipos de projetos.
Duas refereˆncias que demonstram a tendeˆncia e a utilizac¸a˜o de modernos conceitos
de modelagem sa˜o os trabalhos envolvendo a metodologia SpecC (DO¨MER, 2002) e a
refereˆncia (GROTKER, 2002), ambos consideram o n´ıvel de sistema e os princ´ıpios de
modelagem TLM como uma maneira de gerenciar a complexidade no projeto de sistemas
embarcados e SoC.
No cap´ıtulo seguinte, a modelagem da interface USB sera´ apresentada para validac¸a˜o
e demonstrac¸a˜o da metodologia definida neste cap´ıtulo.
4 Aplicac¸a˜o da Metodologia
Co-design
O processo de desenvolvimento definido no u´ltimo cap´ıtulo sera´ aplicado no estudo
de caso USB, em conformidade a metodologia co-design especificada. Nesse caso, a maior
importaˆncia deste cap´ıtulo consiste na prova de conceito do processo de desenvolvimento
definido.
4.1 Introduc¸a˜o ao Problema
De maneira simplificada, o barramento USB pode ser visto como um equipamento
USB conectado a um Host USB, conforme mostrado na figura 26.
Host USB Equipamento USB
Figura 26: Visa˜o simplificada do comportamento USB
A estrutura de comunicac¸a˜o e´ mestre escravo. O host e´ o mestre da comunicac¸a˜o,
sendo responsa´vel pelo controle do fluxo de dados no barramento, requisitando servic¸os
aos equipamentos e determinando quando e qual equipamento pode transmitir seus dados
em cada intervalo de tempo.
O equipamento USB e´ o escravo da comunicac¸a˜o e e´ o alvo do estudo de caso desen-
volvido neste cap´ıtulo. O host e´ modelado para os testes, gerando requisic¸o˜es de acordo
com a especificac¸a˜o da interface USB, permitindo validar o desenvolvimento do projeto.
O host USB pode ser visualizado como um computador, permitindo que va´rios pe-
rife´ricos e equipamentos USB sejam conectados, conforme pode ser visualizado na figura
27, que exibe uma t´ıpica configurac¸a˜o da arquitetura USB, com diversos equipamentos
USB: Monitor de Vı´deo, Caixas de Som, Teclado, Mouse, Planilha Digital, Telefone e
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Fone de ouvido. Cada um destes equipamentos, possui alguma funcionalidade espec´ıfica,
e sa˜o configuradas pelo host, num processo conhecido como enumerac¸a˜o (enumeration)
(USB WORK GROUP, 2000).
Cabo USB
Figura 27: Configurac¸a˜o T´ıpica da Arquitetura USB. fonte: (USB WORK GROUP, 2000)
Para completar a enumerac¸a˜o o host realiza uma sequ¨encia de requisic¸o˜es ao equipa-
mento. A tabela 2 exibe as requisic¸o˜es padro˜es, ao qual o equipamento devera´ responder
(USB WORK GROUP, 2000). O equipamento, por sua vez, devera´ aceitar e responder a
estas requisic¸o˜es, fornecendo as informac¸o˜es necessa´rias para sua correta configurac¸a˜o. Ao
final do processo, um enderec¸o de comunicac¸a˜o e´ atribu´ıdo e o equipamento e´ configurado
para a func¸a˜o necessa´ria.
Toda a comunicac¸a˜o incide sobre os endpoints do equipamento USB. “Um endpoint e´
uma porc¸a˜o unicamente identifica´vel do equipamento USB, correspondendo ao terminador
do fluxo de comunicac¸a˜o entre o host e o device” (USB WORK GROUP, 2000).
Cada endpoint tem caracter´ısticas que determinam o tipo de transfereˆncia necessa´rio.
A combinac¸a˜o do enderec¸o do equipamento (atribu´ıdo em tempo de conexa˜o), o nu´mero
do endpoint (atribu´ıdo em tempo de desenvolvimento) e a direc¸a˜o do fluxo de dados do
endpoint (determinado pelo equipamento) permitem a identificac¸a˜o u´nica de um endpoint.
Estas e diversas outras caracter´ısticas sa˜o armazenadas em estruturas de dados co-
nhecidas como descritores (descriptors). Isto permite diferenciar, dependendo das neces-
sidades e da funcionalidade desejada, os requerimentos de comunicac¸a˜o e o fluxo de dados,
entre o host e os endpoints no equipamento USB. Especificamente, a interface USB define
4 tipos de transfereˆncias:
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Co´digo Requisic¸a˜o Descric¸a˜o Resumida
0 GET STATUS
Retorna o status do equipamento, interface ou end-
point.
1 CLEAR FEATURE Apaga ou desabilita uma caracter´ıstica espec´ıfica
3 SET FEATURE Seta ou habilita uma caracter´ıstica espec´ıfica
5 SET ADDRESS
Seta o enderec¸o para os futuros acessos ao equipa-
mento
6 GET DESCRIPTOR Retorna um descriptor espec´ıfico
7 SET DESCRIPTOR
Pode ser utilizado para atualizar ou adicionar um novo
descriptor
8 GET CONFIGURATION Retorna a configurac¸a˜o corrente do equipamento
9 SET CONFIGURATION Seleciona a configurac¸a˜o desejada para o equipamento
10 GET INTERFACE
Retorna a configurac¸a˜o alternativa para uma interface
espec´ıfica
11 SET INTERFACE
Seleciona a configurac¸a˜o alternativa para uma inter-
face espec´ıfica
12 SYNCH FRAME Seta e reporta o frame de sincronizac¸a˜o do endpoint
Tabela 2: Requisic¸o˜es Padra˜o
• Transfereˆncia de Controle (Control Transfer);
• Transfereˆncia de Volume (Bulk Transfer);
• Transfereˆncia de Interrupc¸a˜o (Interrupt Transfer);
• Transfereˆncia Iso´crona (Isochrounous Transfer).
Maiores detalhes sobre a utilizac¸a˜o e caracter´ısticas destas transfereˆncias podem ser
obtidas no documento de especificac¸a˜o USB (USB WORK GROUP, 2000). De fato, todo
equipamento USB devera´ obrigatoriamente definir um endpoint com nu´mero 0 (end-
point0 ), que implementa a transfereˆncia de controle, necessa´ria para manipulac¸a˜o e con-
figurac¸a˜o do equipamento atrave´s do host.
4.2 Modelagem Conceitual Funcional
Dada a complexidade do projeto descrito anteriormente, o mesmo sera´, a seguir, espe-
cificado num elevado n´ıvel de abstrac¸a˜o, onde a preocupac¸a˜o e´ definir o funcionamento do
sistema eliminando detalhes como a comunicac¸a˜o dos elementos e aspectos da arquitetura
alvo.
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4.2.1 Ana´lise de Requisitos
Apesar da comunicac¸a˜o entre host e equipamento ser realizada atrave´s de um conjunto
de regras que definem o protocolo de comunicac¸a˜o USB (USB WORK GROUP, 2000), do
ponto de vista funcional, tem-se um software cliente no host se comunicando com a
aplicac¸a˜o do equipamento, conforme pode ser observado na figura 28.
Figura 28: Modelo Conceitual
Partindo deste modelo, o protocolo USB pode ser visto como um facilitador da comu-
nicac¸a˜o entre host e aplicac¸a˜o, de maneira que seus detalhes sera˜o considerados somente
em etapas posteriores, ou seja, nesse ponto e´ somente importante entender o comporta-
mento esperado da aplicac¸a˜o. Nesse caso, foram definidos os seguintes servic¸os para a
aplicac¸a˜o:
SetMemo: Armazena os dados enviados ao equipamento no enderec¸o especificado.
GetMemo: Recupera os dados armazenados no ou a partir do enderec¸o espcificado.
SetName: Registra o nome do servic¸o ou do usua´rio do equipamento.
GetName: Recupera os dados armazenados pelo servic¸o anterior.
Apesar da simplicidade da funcionalidade, estes servic¸os sa˜o suficientes para validar
o processo de desenvolvimento e entender os principais conceitos.
A figura 29 mostra o diagrama de estados para o mo´dulo de aplicac¸a˜o e a figura 30 o
diagrama de classes.
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Figura 29: Diagrama de Estados - Modelo conceitual
Figura 30: Diagrama de Classes - Modelo conceitual
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4.2.2 Prototipac¸a˜o
Pela simplicidade do modelo, o mesmo pode ser facilmente convertido em uma espe-
cificac¸a˜o executa´vel. Observando o diagrama de classes da figura 30, percebe-se que o
mo´dulo aplicac¸a˜o representado como uma classe possui uma relac¸a˜o de dependeˆncia com
a classe Data, que define a estrutura dos comandos que sera˜o utilizados pela aplicac¸a˜o,
esta caracter´ıstica permite uma facilidade de alto-n´ıvel para a prototipac¸a˜o e verificac¸a˜o
do sistema (SYSTEMC VERIFICATION WORKING GROUP, 2003).
A t´ıtulo de exemplificac¸a˜o, a listagem 4.1 corresponde a declarac¸a˜o em SystemC do
mo´dulo de aplicac¸a˜o.
Listagem 4.1: Especificac¸a˜o do Modelo Conceitual
SCMODULE( ap l i c a cao ) {
s c por t<s c f i f o i n i f <data> > iData ;
s c por t<s c f i f o o u t i f <data> > oData ;
char aMemo [ 1 0 0 ] ;
char aId [ 1 0 ] ;
void mWatchCmd(void ) ;
void mSetMemo( data& cmd ) ;
void mGetMemo( data& cmd ) ;
void mSetName( data& cmd ) ;
void mGetName( data& cmd ) ;
SC CTOR( ap l i c a cao ) {




A comunicac¸a˜o entre host e equipamento e´ realizada utilizando o canal abstrato fifo
do SystemC, em conformidade a metodologia, onde, no n´ıvel conceitual, os canais de
comunicac¸a˜o sa˜o preferencialmente canais primitivos ou abstratos que sera˜o refinados em
etapas consecutivas.
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4.2.3 Validac¸a˜o e Verificac¸a˜o
Para validar o mo´dulo de aplicac¸a˜o, o mo´dulo host foi implementado para solicitar
uma sequeˆncia de servic¸os ao mo´dulo de aplicac¸a˜o. Cada solicitac¸a˜o sentida na aplicac¸a˜o
foi registrada e sua resposta capturada no host.
A listagem 4.2 exibe a construc¸a˜o do testbench, pode-se observar a criac¸a˜o do canal e
a instanciac¸a˜o dos mo´dulos do host e aplicac¸a˜o.
Listagem 4.2: TestBench do Modelo Conceitual
int sc main ( int argc , char ∗argv [ ] ) {
s c f i f o <data> f i f o d a t a 1 ( 1 ) ;
s c f i f o <data> f i f o d a t a 2 ( 1 ) ;
host i h o s t ( ”HST” ) ;
ap l i c a cao i a p l i c a c a o ( ”APL” ) ;
i h o s t . DataIn ( f i f o d a t a 1 ) ;
i h o s t . DataOut ( f i f o d a t a 2 ) ;
i a p l i c a c a o . iData ( f i f o d a t a 2 ) ;
i a p l i c a c a o . oData ( f i f o d a t a 1 ) ;
s c s t a r t ( ) ;
return 0 ;
}
Inicialmente, somente as validac¸o˜es ba´sicas sa˜o realizadas. Posteriormente, cada vez
mais caracter´ısticas va˜o sendo incorporadas ao mo´dulo de testes, ate´ que todas as ca-
racter´ısticas pertinentes do proto´tipo possam ser validadas. A figura 31 exemplifica uma
parte inicial da simulac¸a˜o realizada pelo testbench, ilustrando as transac¸o˜es recepcionadas
no equipamento (mo´dulo aplicac¸a˜o) e no host.
Os dados exibidos na tela de simulac¸a˜o da figura 31 sa˜o, respectivamente: o mo´dulo
(“hst-rcv” para o host e “dev-rcv” para a aplicac¸a˜o), numerac¸a˜o sequencial da transac¸a˜o,
quantidade de bytes e o co´digo da requisic¸a˜o, seguido pela identificac¸a˜o textual da re-
quisic¸a˜o, os bytes recebidos (em formato hexadecimal, separando cada byte por uma trena
“|”) e sua codificac¸a˜o ASCII correspondente.
A preocupac¸a˜o e´ validar a funcionalidade na˜o sendo necessa´rio considerar requisitos
temporais, visto que a pro´pria comunicac¸a˜o ainda precisa ser refinada.
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dev−rcv:0:3:1(setMemo) |5 |0 |6a(j)
dev−rcv:1:0:4(getName)()
hst−rcv:1:8:4(getName) |55 |53 |42 |2d |55 |46 |45 |53(USB−UFES)
dev−rcv:2:3:2(getMemo) |5 |0 |1()
hst−rcv:2:1:2(getMemo)|6a(j)
dev−rcv:3:4:1(setMemo) |6 |0 |74 |73(ts)
dev−rcv:4:3:2(getMemo) |5 |0 |3()
hst−rcv:4:3:2(getMemo)|6a|74|73(jts)
...
Figura 31: Validac¸a˜o do Modelo Conceitual
4.3 Modelagem Conceitual de Comunicac¸a˜o
O primeiro refinamento do projeto corresponde ao tratamento do canal de comu-
nicac¸a˜o que, nesse caso, define a implementac¸a˜o do protocolo USB. O objetivo e´ definir
conceitualmente a interface de comunicac¸a˜o necessa´ria para a implementac¸a˜o da aplicac¸a˜o,
aproximando a especificac¸a˜o funcional do modelo final.
Dessa maneira, esta etapa define conceitualmente o protocolo USB, sendo assim, a
etapa mais complexa do n´ıvel conceitual. Para tanto o modelo de comunicac¸a˜o foi reali-
zado em dois passos de refinamento conforme exibe as figuras 32 e 33.
Figura 32: Modelo Conceitual da Comunicac¸a˜o (1◦ Refinamento)
O primeiro refinamento acrescenta o mo´dulo Dusb que define a lo´gica do protocolo,
enquanto o segundo refinamento adiciona o mo´dulo Dsie que se encarrega de reconhecer
os pacotes e verificar o CRC (Cyclic Redundancy Check).
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Figura 33: Modelo Conceitual da Comunicac¸a˜o (2◦ Refinamento)
Ao quebrar o processo de desenvolvimento em dois passos de refinamento, com cada
um adicionando particularidades ao projeto, faz com que o mesmo seja conduzido com
maior facilidade, sendo claramente uma boa pra´tica de projeto.
Inicialmente foi especificado somente o mo´dulo Dusb. Depois que o proto´tipo foi devi-
damente validado, foi necessa´rio refinar o modelo, uma vez que o primeiro refinamento na˜o
continha todos os aspectos conceituais necessa´rios. O mo´dulo Dsie dessa maneira possui
um escopo diferenciado atuando nos bytes enviados ao inve´s de pacotes, assim ele inter-
preta os dados recebidos do host, checa o CRC e monta o pacote que sera´ repassado para
o mo´dulo Dusb, deixando a cargo do Dusb questo˜es como enderec¸amento, consisteˆncia e
ordem das transac¸o˜es.
4.3.1 Ana´lise e Levantamento de Requisitos
O mo´dulo Dusb controlara´ os servic¸os requisitados a` aplicac¸a˜o, impondo a noc¸a˜o
de transac¸a˜o USB, interpretando os pacotes, executando e respondendo as requisic¸o˜es
solicitadas.
Uma transac¸a˜o completa USB equivale aos pacotes Token, Data e Handshake sendo
que, dependendo da transac¸a˜o realizada, o pacote Data na˜o e´ obrigato´rio. A transac¸a˜o e´
sempre iniciada pelo host atrave´s da transmissa˜o de um token, indicando assim o tipo de
transac¸a˜o: (USB WORK GROUP, 2000)
• SOF - Start of Frame
• OUT - Transmissa˜o de dados do host para o equipamento
• IN - Transmissa˜o de dados do equipamento para o host
• SETUP - Transmissa˜o de comandos do host para o equipamento
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Ale´m do endpoint0, que e´ responsa´vel pela configurac¸a˜o do equipamento, sera´ utilizado
o endpoint de nu´mero 1 (endpoint1 ) para a execuc¸a˜o dos servic¸os definidos pelo mo´dulo
aplicac¸a˜o. Considerando que as requisic¸o˜es da aplicac¸a˜o se comportam como comandos,
o tipo de transfereˆncia especificado foi a transfereˆncia de controle. A figura 34 exibe a
visa˜o estrutural do modelo.
Figura 34: Modelo Lo´gico USB (Dusb)
Os sub-mo´dulos RCV, SND, EP0, EP1 da figura 34 modelam, respectivamente, a
recepc¸a˜o de pacotes, o envio de pacotes, os servic¸os do endpoint0 e o tratamento do
endpoint1. Cada um destes sub-mo´dulos tiveram seus comportamentos modelados atrave´s
de Statecharts. As figuras 35 e 36 definem os comportamentos dos mo´dulos Rcv e EP0,
respectivamente.
O comportamento do EP1 e´ similar ao EP0, uma vez que os dois utilizam o mesmo
tipo de transfereˆncia, a divergeˆncia entre os dois e´ funcional, onde o EP0 devera´ atender
as requisic¸o˜es padra˜o, conforme a tabela 2, enquanto o EP1 e´ responsa´vel por traduzir as
requisic¸o˜es definidas a n´ıvel de projeto (vendor-request) (USB WORK GROUP, 2000) para
o mo´dulo de aplicac¸a˜o.
Para facilitar o compreensa˜o e a estrutura do texto, somente os modelos chaves para
o entendimento do processo esta˜o sendo exibidos.
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Figura 35: StateChart - Comportamento do Equipamento
Figura 36: StateChart - Comportamento do endpoint0
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4.3.2 Prototipac¸a˜o
Seguindo a mesma linha da prototipac¸a˜o conceitual funcional da sec¸a˜o anterior, os
modelos foram traduzidos para SystemC fornecendo uma especificac¸a˜o executa´vel em n´ıvel
de sistema.
O tipo de dados packet utilizado pelo mo´dulo Dusb corresponde a uma classe utilizada
para a composic¸a˜o dos pacotes, conforme exibido na figura 37. Sua estrutura e´ bem similar
a classe Data utilizada na prototipac¸a˜o funcional.
Figura 37: Classe Packet
O pacote e´ identificado pelo atributo type, que corresponde a uma codificac¸a˜o enu-
merada de todos os poss´ıveis PIDs (Packet Identifications). O restante dos dados que
compo˜em o pacote sa˜o inseridos no atributo dados da classe. A tabela 3 exibe os forma-
tos para os pacotes tratados no projeto. (USB WORK GROUP, 2000)
Tokens = PID ADDR ENDP CRC5
Data = PID DADO N ... DADO 0 CRC16
Handshake = PID
Tabela 3: Formato dos Pacotes
Nesse caso e´ importante observar que o campo CRC na˜o precisa ser inclu´ıdo no
packet, visto que o mesmo e´ tratado e verificado diretamente pelo mo´dulo Dsie do segundo
refinamento. Os restantes dos campos com excec¸a˜o do PID sa˜o colocados no atributo
dados do packet.
A listagem 4.3 exibe o proto´tipo executa´vel em SystemC do mo´dulo Dusb, referente
ao primeiro refinamento do projeto de comunicac¸a˜o conceitual.
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Listagem 4.3: Proto´tipo do Mo´dulo Dusb
SCMODULE(Dusb) {
s c por t<s c f i f o i n i f <packet> > iPacket ;
s c por t<s c f i f o o u t i f <packet> > oPacket ;
s c por t<s c f i f o o u t i f <data> > oData ;
s c por t<s c f i f o i n i f <data> > iData ;
// canais de comunicac¸a˜o
s c s i g n a l<int> address ;
s c s i g n a l<bool> SetupConfig ;
s c s i g n a l<bool> SetupDone ;
s c f i f o <packet> ep0PacketA ;
s c f i f o <packet> ep0PacketB ;
s c f i f o <packet> ep1PacketA ;
s c f i f o <packet> ep1PacketB ;
s c f i f o <int> ch ;
// i n s t an c i a s dos mo´dulos
usbRcv i UsbRcv ;
usbSnd i UsbSnd ;
ep0 i Ep0 ;
ep1 i Ep1 ;
SC CTOR( usb ) : i UsbRcv ( ”iRCV” ) , i Ep0 ( ”iEP0” ) ,
i Ep1 ( ”iEP1” ) , i UsbSnd ( ”iSND” )
{
i UsbRcv . iPacket ( iPacket ) ;
i UsbRcv . oEp0Packet ( ep0PacketA ) ;
i UsbRcv . oEp1Packet ( ep1PacketA ) ;
i UsbRcv . address ( address ) ;
i UsbRcv . iDev i c eS ta t e ( ch ) ;
i UsbSnd . oPacket ( oPacket ) ;
i UsbSnd . iEp0Packet ( ep0PacketB ) ;
i UsbSnd . iEp1Packet ( ep1PacketB ) ;
i Ep0 . iPacket ( ep0PacketA ) ;
i Ep0 . oPacket ( ep0PacketB ) ;
i Ep0 . address ( address ) ;
i Ep0 . oDeviceState ( ch ) ;
i Ep1 . iPacket ( ep1PacketA ) ;
i Ep1 . oPacket ( ep1PacketB ) ;
i Ep1 . iData ( iData ) ;
i Ep1 . oData ( oData ) ;
}
} ;
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4.3.3 Validac¸a˜o e Verificac¸a˜o
Para realizar a validac¸a˜o, o modelo de testes do host tambe´m foi refinado, possibi-
litando a construc¸a˜o de um ambiente de simulac¸a˜o modular, de maneira que o mo´dulo
de testes definido no n´ıvel funcional e´ reutilizado sem nenhuma alterac¸a˜o. Esta e´ uma
pra´tica altamente recomendada de maneira a maximizar a utilizac¸a˜o dos mo´dulos de testes
(HAVERINEN et al., 2002).
As figuras 38 e 39 mostram os modelo de testbenches utilizados no primeiro e segundo
refinamento respectivamente.
Figura 38: Modelo de Testes - 1◦ Refinamento
Figura 39: Modelo de Testes - 2◦ Refinamento
Certamente, um testbench mais completo envolveria especificar o modelo de testes com
o rigor de um host real, que traria um acre´scimo elevado no tempo de desenvolvimento.
Como no caso do projeto, o foco e´ na demonstrac¸a˜o metodolo´gica, o modelo de testes
implementado possui um escopo limitado a` demonstrac¸a˜o dos aspectos pertinentes da
especificac¸a˜o USB.
De qualquer maneira, e´ importante observar a importaˆncia de uma validac¸a˜o mais
rigorosa, visto que as empresas tem gasto cada vez mais tempo na modelagem dos testes,
por isso a necessidade de reaproveitar os mo´dulos de testes durante todo o ciclo do projeto.
A figura 40 ilustra uma parte da simulac¸a˜o do testbench referente ao primeiro refina-
mento e baseado na validac¸a˜o iniciada na etapa anterior (figura 31). Podem-se observar o
in´ıcio e o fim do processo de enumerac¸a˜o nas linhas 6 e 49 respectivamente. (As requisic¸o˜es
intermedia´rias do processo de enumerac¸a˜o foram omitidas)
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2 SystemC 2.0.1 −−− Apr 8 2005 22:58:16
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5 Dusb−rcv:10(rst)
6 GET DEVICE DESCIPTOR
7 −SETUP STAGE
8 Dusb−rcv:2(stp) |0 |0
9 Dusb−rcv:5(dt0) |40 |6 |1 |0 |0 |0 |0 |0(@)
10 Husb−rcv:7(ack)
11 −DATA STAGE
12 Dusb−rcv:3(in ) |0 |0










43 Dusb−rcv:2(stp) |1 |0
44 Dusb−rcv:5(dt0) |0 |9 |1 |0 |0 |0 |0 |0()
45 Husb−rcv:7(ack)
46 −STATUS STAGE





52 Dusb−rcv:2(stp) |1 |1
53 Dusb−rcv:5(dt0) |40 |1 |5 |0 |0 |6a |0 |1(@j)
54 apl−rcv:0:3:1(setMemo) |5 |0 |6a(j)
55 Husb−rcv:7(ack)
56 −STATUS STAGE





62 Dusb−rcv:2(stp) |1 |1




67 Dusb−rcv:3(in ) |1 |1
68 Husb−rcv:6(dt1) |4 |1 |8 |55 |53 |42 |2d |55 |46 |45 |53(USB−UFES)
69 hst−rcv:1:8:4(getName) |55 |53 |42 |2d |55 |46 |45 |53(USB−UFES)
70 Dusb−rcv:7(ack)
71 −STATUS STAGE




Figura 40: Validac¸a˜o do Modelo Conceitual - 1◦ Refinamento
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Os dados recebidos tanto pelo host como equipamento sa˜o exibidos na tela de si-
mulac¸a˜o identificando o nome do mo´dulo e o tipo de dados. No caso do mo´dulo Dusb e´
exibido o tipo do pacote seguido por todas as informac¸o˜es contidas no atributo dados da
classe packet em formato hexadecimal e separados por uma trena “|”, assim pode-se obser-
var os va´rios esta´gios da transfereˆncia de controle, conforme a modelagem do Statechart
da figura 36.
Repare que os dados recebidos pelo mo´dulo Aplicac¸a˜o e Host, identificados na si-
mulac¸a˜o como “apl” e “hst” (linhas 54, 64 e 69 da figura 40) sa˜o ideˆnticos aos exibidos
na simulac¸a˜o da etapa anterior (figura 31).
Apesar do modelo simplificado, os testbenches criados sa˜o suficientes para comprovar
a funcionalidade implementada, forc¸ando poss´ıveis anormalidades como a transmissa˜o
de pacotes fora de ordem, transac¸o˜es com enderec¸os inva´lidos e demora excessiva na
transmissa˜o do host para o equipamento.
4.4 Modelagem de Desempenho
Ate´ esse ponto na˜o foi considerada nenhuma caracter´ıstica arquitetural, de maneira
que o projeto possui uma independeˆncia total em relac¸a˜o a arquitetura alvo.
A decisa˜o dos elementos arquiteturais a serem utilizados sa˜o analisados com base
no modelo conceitual. O ponto central deste processo sa˜o as estimativas realizadas em
contraste com os requisitos do projeto. No caso em questa˜o, pretende-se obter um projeto
flex´ıvel, atendendo os requisitos temporais mı´nimos da interface USB com o menor custo
poss´ıvel.
4.4.1 Ana´lise Funcional
A atividade de analisar a especificac¸a˜o executa´vel da etapa anterior de forma a levantar
algumas caracter´ısticas do projeto e´ normalmente conhecida como profile.
Esta ana´lise fornece dados independente da arquitetura, servindo como entrada para
diversas te´cnicas de explorac¸a˜o, particionamento e alocac¸a˜o de componentes. Existem
algumas ferramentas de profile capazes de auxiliar e automatizar a captura de diversos
dados. A ferramenta SCE (ABDI et al., 2003) por exemplo realiza uma ana´lise abran-
gente da especificac¸a˜o em SpecC, pore´m, na˜o tomou-se conhecimento de uma ferramenta
espec´ıfica para o SystemC.
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Nesse caso, alguns dados foram obtidos usando o profile do Microsoft Visual C++
6.0, conforme figura 41, que exibe as informac¸o˜es do profile para o testbench da etapa
anterior.
Figura 41: Microsoft Visual C++ 6.0 Profile
Para gerar os dados da figura 41, algumas precauc¸o˜es foram necessa´rias visto na˜o se
tratar de uma ferramenta espec´ıfica para SystemC, por exemplo, os tempos de execuc¸a˜o
dos processos acabam sendo contabilizados mesmo quando um wait e´ executado, bem
como a quantidade de vezes que os processos sa˜o chamados, acabam sendo iguais para to-
dos os comportamentos, devido a caracter´ıstica do simulador SystemC que implicitamente
realiza as chamadas aos processos um a um. Nesse caso, foi implementado um perfil por
linha do co´digo (line count profiling), contabilizando quantas vezes foram executadas as
linhas ou trechos de co´digos previamente selecionados.
Assim, com uma sequ¨encia de testes foi poss´ıvel obter uma estimativa para os valores,
conforme exibido na tabela 4. Os dados sa˜o os valores me´dios da sequ¨encia de simulac¸o˜es
realizadas, capazes de fornecer um indicador simplificado para as deciso˜es hardware/-
software.







Tabela 4: Perfil da Especificac¸a˜o Conceitual
Esta simplificac¸a˜o foi inspirada na te´cnica utilizada em (GERSTLAUER et al., 1999). A
complexidade e taxa de acesso exibidos na tabela 4 sa˜o valores comparativos, tomando
o mo´dulo aplicac¸a˜o como origem comparativa. Assim o Dusb-Rcv e´ acessado em me´dia
10 vezes mais que o mo´dulo aplicac¸a˜o, isso pode ser facilmente observado pela simulac¸a˜o
da figura 40, ale´m disso ele possui uma complexidade similar ao da aplicac¸a˜o, isto e´
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constatado pela quantidade de operac¸o˜es realizadas. Por outro lado o Dsie possui uma
complexidade computacional elevada devida aos ca´lculos de CRC realizados.
4.4.2 Prototipac¸a˜o
Com base no perfil segue-se a atividade de alocac¸a˜o e mapeamento. Estas atividades
sa˜o um complexo problema devido a` natureza heterogeˆnea do hardware/sofware co-design
envolvendo inu´meras possibilidades de combinac¸a˜o. Para o caso do projeto em questa˜o,
a alocac¸a˜o e mapeamento desta fase sa˜o mostrados na figura 42.
Figura 42: Modelo de Desempenho
Assim os mo´dulos Dsie e Rcv e Snd sa˜o mapeados em componentes de hardware
distintos enquanto os mo´dulos EP0, EP1 e Aplicac¸a˜o foram mapeados em um u´nico
componente de software. A frequ¨eˆncia de utilizac¸a˜o principalmente do mo´dulo Dsie,
justificam a decisa˜o do mapeamento. No caso dos mo´dulos EP0 e EP1, o componente
de software se apresenta como uma alternativa de custo e flexibilidade para o projeto,
onde outros endpoints poderiam ser futuramente implementados sem necessidade de novos
componentes de hardware, ale´m disso, conforme tabela 4, estes mo´dulos na˜o esta˜o no
caminho cr´ıtico para o desempenho do projeto.
A etapa de prototipac¸a˜o e´ encerrada refinando o modelo executa´vel aproximadamente
em relac¸a˜o aos componentes selecionados. Isto e´ realizado inserindo waits no co´digo,
baseado na estimativa de execuc¸a˜o das funcionalidades em seus respectivos elementos.
No caso do projeto exemplo aqui descrito, as estimativas de tempo dos componentes
de hardware foram baseados no CPLD CY7C371-143 da Cypress (CYPRESS, 2004). A mo-
tivac¸a˜o para a escolha foi baseado em sua simplificada especificac¸a˜o de tempo (SKAHILL,
1996) e pela disponibilidade deste modelo no laborato´rio de automac¸a˜o inteligente da
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UFES, podendo ser utilizado como plataforma para a s´ıntese real do projeto numa poss´ıvel
continuidade do trabalho.
Inspirado em (POSADAS et al., 2004), os tempos computacionais foram inseridos em
segmentos do co´digo, estimando a quantidade de ciclos em cada segmento de acordo com
a arquitetura escolhida (hardware/software). O trecho de co´digo da listagem 4.4 ilustra
este processo, observe as anotac¸o˜es de tempo sublinhadas.
Listagem 4.4: Exemplo de Anotac¸a˜o de Tempo no mo´dulo Dsie
void Dsie : : mRcvCtrl (void ) { sbyte sb ; while ( true ) {
sb = iData−>read ( ) ;
din = sb . dado ;
wait ( tck ) ;
switch ( aS i eS ta t e ) {
case PID :
pout . c l e a r ( ) ;
switch ( din ) {
case 0x1E :
pout . type = out ;
aS i eS ta t e = TOKEN1;
wait ( tck ) ;
break ;
case 0x96 :
pout . type = in ;
aS i eS ta t e = TOKEN1;




crc5 = 0x1F ;
pout . dados [ 0 ] = ( din & 0x7F) >> 1 ;
crcdata = pout . dados [ 0 ] ;
for ( i =0; i<=6; i++) {
ax = ( crcdata & 0x01 ) << 4 ;
bx = ( crc5 & 0x10 ) ;
c rc5 <<= 1 ;
crcdata >>= 1 ;
i f ( axˆbx ) crc5 ˆ= poly5 ;
wait ( tck ) ;
}
ax = 0x01 & din ;
aS i eS ta t e = TOKEN2;
wait ( tck ) ;
. . .
E´ importante observar que a estrutura do co´digo na˜o foi modificada, bem como o
projetista tem amplas possibilidades de modificac¸o˜es para verificar alternativas e outras
possibilidades atrave´s de simulac¸o˜es, conforme comentado na pro´xima subsec¸a˜o.
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4.4.3 Validac¸a˜o e Verificac¸a˜o
Esta te´cnica e´ enderec¸ada como co-simulac¸a˜o temporal (timed-cosimulac¸a˜o), levando
em considerac¸a˜o as restric¸o˜es e requisitos do projeto.
Estruturalmente o testbench e´ o mesmo ja´ definido anteriormente (vide figura 39). No
entanto, as restric¸o˜es de tempo do projeto devem ser anotadas nos mo´dulos de testes. A
listagem 4.5 ilustra as restric¸o˜es de tempo inseridas no mo´dulo Husb em um trecho do
processo de enumerac¸a˜o (observe os anotac¸o˜es sublinhadas).
Listagem 4.5: Anotac¸a˜o das Restric¸o˜es de tempo no modelo de testes
void Husb : : enumeration (void ) {
. . .
GetDeviceDescr iptor ( ) ;
wait ( frame ) ;
SetAddress ( ) ;
wait (Taddr ) ;
. . .
}
void Husb : : GetDeviceDescr iptor (void ) {
. . .
//TOKEN PHASE (SETUP STAGE) −−−−−−−−
p . type= setup ;
p . dados [ 0 ] = 0x00 ; // address
p . dados [ 1 ] = 0x00 ; // endpoint
p . tam = 2 ;
oPacket−>wr i t e (p ) ;
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
wait (Trspipd ) ;
//DATA PHASE (SETUP STAGE) −−−−−−−−−
p . type= data0 ;
. . .
oPacket−>wr i t e (p ) ;
TimeWaitingStart = sc simulation time ( ) ;
//HANDSHAKE PHASE (SETUP STAGE) −−−
wait (evRcv ) ;
i f ( pin . type != ack ) {
cout << ”∗∗∗ e r ro −> esperava−se ack (Husb . cpp −ln119 )\n” ;
}
i f ( sc simulation time ()−TimeWaitingStart > Trspipd )
f p r i n t f ( f−>f l o g , ”∗ \n” ) ; // a l e r t a
else
f p r i n t f ( f−>f l o g , ”\n” ) ; //ok !
//−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
wait (Tdrqcmpl ) ;
//TOKEN PHASE (DATA STAGE) −−−−−−−−−
p . type = in ;
. . .
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Os requisitos temporais observados na listagem 4.5 sa˜o definidos idealmente em um
arquivo de configurac¸a˜o do projeto. A tabela 5 lista os requisitos de tempo considerados
no projeto, comparando as restric¸o˜es para as treˆs velocidades comportadas pela interface
USB (USB WORK GROUP, 2000).
S´ımbolo Descric¸a˜o LowSpeed FullSpeed HighSpeed
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Tabela 5: Restric¸o˜es de tempo do projeto USB
A co-simulac¸a˜o temporal, diferente das etapas anteriores de validac¸a˜o, devera´ conter
os aspectos temporais do projeto. Dessa maneira, a sa´ıda da simulac¸a˜o foi gerada em
arquivo, fornecendo ao projetista os instantes de in´ıcio e tempos de lateˆncia durante a
execuc¸a˜o de cada evento do projeto, conforme pode ser observado na figura 43, que mostra
uma trecho do arquivo de sa´ıda gerado.
E´ importante que as funcionalidades dos mo´dulos de testes permanec¸am sem inserc¸o˜es
de tempo (Untimed), de maneira a na˜o influenciar o resultado das simulac¸o˜es de tempo.
O arquivo de simulac¸a˜o, conforme exemplificado na figura 43, exibe a esquerda o tempo
da ocorreˆncia do evento em µS, seguido por uma identificac¸a˜o textual e, ser for o caso,
a quantidade de mensagens trafegadas e o tempo transcorrido (em nS) na execuc¸a˜o do
evento. Isto foi muito importante para identificar pontos cr´ıticos e falhas, ate´ mesmo
durante o refinamento realizado nesta etapa.
Os pontos cr´ıticos mapeados durante a simulac¸a˜o podem ser alvo de um refinamento
da estimativa. Normalmente o projetista traduz o segmento cr´ıtico do co´digo para a
arquitetura alvo de maneira a avaliar mais precisamente a estimativa inserida.
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73 ...
74 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
75 ∗ REQUEST SET ADDRESS ∗
76 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
77 [ 6009.823]SETUP STAGE
78 [ 6009.823]tkn phase − snd setup
79 [ 6009.823] Dsie Receving...d2
80 [ 6009.990]dta phase − snd data0
81 [ 6010.372] Dsie Receive Finished (qt: 3 te: 548)Dsie
82 [ 6010.392] Dsie Receving...3c
83 [ 6010.392] Dusb Received...2(stp)
84 [ 6010.559] Dusb Receive Finished (qt: 1 te: 167)Dusb
85 [ 6010.580] EP0 Receiving...2(stp)
86 [ 6011.080] EP0 Tratamento Concluido (qt: 1 te: 500)Dep0
87 [ 6012.996] Dsie Receive Finished (qt:11 te: 2604)Dsie
88 [ 6013.017] Dusb Received...5(dt0)
89 [ 6013.683] Dusb Receive Finished (qt: 1 te: 667)Dusb
90 [ 6013.704] EP0 Receiving...5(dt0)
91 [ 6014.288] Dusb Sending...7(ack)
92 [ 6014.371] Dusb Send Finished (qt: 1 te: 83)Dusb
93 [ 6014.392] Dsie Sending...7(ack)
94 [ 6014.413]hsk phase − rcv ack (qt: 1 te: 4423)Husb∗
95 [ 6014.413]SETUP STAGE CONCLUDED (qt: 2 te: 4589)Husb
96 [ 6014.433] Dsie Send Finished (qt: 0 te: 42)Dsie
97 [ 6015.017] EP0 Tratamento Concluido (qt: 1 te: 1312)Dep0
98 [ 8014.413]STATUS STAGE
99 [ 8014.413]tkn phase − snd in
100 [ 8014.413] Dsie Receving...96
101 [ 8014.967] Dsie Receive Finished (qt: 3 te: 555)Dsie
102 [ 8014.988] Dusb Received...3(in )
103 [ 8015.155] Dusb Receive Finished (qt: 1 te: 167)Dusb
104 [ 8015.176] EP0 Receiving...3(in )
105 [ 8015.509] Dusb Sending...5(dt0)
106 [ 8015.592] Dusb Send Finished (qt: 1 te: 83)Dusb
107 [ 8015.613] Dsie Sending...5(dt0)
108 [ 8015.634]dta phase − rcv data (qt: 1 te: 1221)Husb∗
109 [ 8015.634]hsk phase − snd ack
110 [ 8015.634]STATUS STAGE CONCLUDED (qt: 2 te: 1221)Husb
111 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
112 ∗ REQUEST CONCLUDED (qt: 0 te:2005811)Husb
113 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
114 ...
Figura 43: Exemplo do arquivo de sa´ıda gerado pelo testbench
Devido a quantidade de informac¸o˜es, e´ comum a utilizac¸a˜o de ferramentas para ana´lise
dos resultados, te´cnicas de ana´lise formal ou validac¸o˜es em tempo de simulac¸a˜o. No caso
do USB, isto foi realizado em relac¸a˜o ao requisito temporal TRSP IPD em comparac¸a˜o ao
tempo de resposta. Caso a restric¸a˜o tenha sido ultrapassada, e´ impresso um asterisco
a direita do evento. Na figura 43 por exemplo, pode-se observar esta restric¸a˜o atingida
em dois pontos: linhas 94 e 108 (se for considerado o caso de um projeto USB full-speed.
Visto que o tempo mı´nimo para resposta e´ aproximadamente 622 nS, conforme TRSP IPD
na tabela 5).
Nesse caso e´ importante ressaltar que no caso de um projeto em full-speed ou high-
speed, a arquitetura de hardware/software selecionada deveria ser revista, em raza˜o do na˜o
atendimento da restric¸a˜o TRSP IPD observada acima. Contudo, a arquitetura foi mantida
sem modificac¸o˜es, uma vez que, em low-speed, todos os requisitos sa˜o satisfeitos (TRSP IPD
∼ 5 µS).
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4.5 Modelagem Arquitetural
Na etapa funcional realizada na u´ltima sec¸a˜o, a modificac¸a˜o da especificac¸a˜o inicial foi
mı´nima, pore´m ainda e´ necessa´rio modificar o modelo para refletir as deciso˜es de projeto.
Dessa maneira os mo´dulos EP0, EP1 e Aplicac¸a˜o que, de acordo com a figura 42,
sera˜o mapeados em software, necessitam ser serializados em um u´nico mo´dulo, bem como
os canais de comunicac¸a˜o precisam ser modificados para satisfazer a nova estrutura.
Assim, a figura 44 exibe modelo arquitetural, onde e´ poss´ıvel visualizar os 4 PEs se
comunicando atrave´s dos canais de comunicac¸a˜o agupados que, nesse caso, representam
o barramento da arquitetura.
Figura 44: Modelo Arquitetural
4.5.1 Prototipac¸a˜o
A maior parte do refinamento realizado foi na criac¸a˜o do barramento de comunicac¸a˜o
entre os PEs. O restante do refinamento foi no contexto estrutural, de maneira a associar
cada PE a um mo´dulo. Assim foi criado um mo´dulo para o software, chamado de “PeSw”,
em contrapartida o mo´dulo Dusb foi eliminado. Conforme exibido na figura 44.
O pouco das modificac¸o˜es realizadas nos comportamentos funcionais, foi para adequar
as chamadas de comunicac¸a˜o ao barramento criado, agregando simplicidade aos compor-
tamentos. Com esse propo´sito, alguns processos puderam ser, inclusive, eliminados. A
listagem 4.6 exemplifica a criac¸a˜o do canal de comunicac¸a˜o e a figura 45 exemplifica
algumas partes importantes do mo´dulo “PeSw” ilustrando as chamadas aos canais.
Vale ressaltar que o refinamento pode ser realizado em va´rios passos, dependendo
da complexidade do projeto e da quantidade de modificac¸o˜es pertinentes da etapa. No
caso do USB esta etapa foi realizada em 4 pequenos passos de refinamento de maneira a
proporcionar modificac¸o˜es simples e suaves. Assim, cada pequena modificac¸a˜o realizada
foi validada utilizando os mesmos testbenches ja´ criados, evitando a inserc¸a˜o de erros.
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Listagem 4.6: Proto´tipo do barramento HwSwBus
class SwIf : virtual public s c i n t e r f a c e { public :
virtual packet ReadPacketRcv ( short &) = 0 ;
virtual void WriteState ( int ) = 0 ;
virtual void WriteAddress ( int ) = 0 ;
virtual void WritePacketSnd ( packet ) = 0 ;
} ;
class DusbRcvIfHwSw : virtual public s c i n t e r f a c e {
public :
virtual void WritePacketRcv ( packet , short ) = 0 ;
virtual int ReadState ( ) = 0 ;
virtual int ReadAddress ( ) = 0 ;
} ;
class DusbSndIfHwSw : virtual public s c i n t e r f a c e {
public :
virtual packet ReadPacketSnd ( ) = 0 ;
} ;





Figura 45: Proto´tipo do Elemento de SW (PeSw)
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4.5.2 Validac¸a˜o e Verificac¸a˜o
A validac¸a˜o tem um fator fundamental nesta etapa, visto a quantidade de modificac¸o˜es
necessa´rias quando comparado com as etapas conceituais. Nesse caso, todos os modelos
de teste podem ser aproveitados sem nenhuma modificac¸a˜o.
Dessa maneira, poss´ıveis inserc¸o˜es de erros podem ser verificadas de maneira ra´pida
e simples. Como exemplo, a figura 46 ilustra uma parte da simulac¸a˜o onde uma falha
foi identificada durante o processo de refinamento. O alerta observado na figura (linha
284), foi emitido porque o Host recebeu um pacote Data no instante em que aguardava
um pacote Ack, e aconteceu devido a uma pequena falha de codificac¸a˜o que acabava
transmitindo duas vezes o pacote Data.
2 SystemC 2.0.1 −−− Apr 8 2005 22:58:16
3 Copyright (c) 1996−2002 by all Contributors
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Figura 46: Exemplo de falha detectada durante a simulac¸a˜o
Ao final do processo, o testbench e´ refinado com a criac¸a˜o de um canal de comunicac¸a˜o
abstrato, ligando os modelos de teste do host com o projeto sobre desenvolvimento, con-
forme a figura 47.
Figura 47: Simulac¸a˜o Arquitetural
A listagem 4.7 exibe os ajustes realizados no modelo, mostrando a instanciac¸a˜o dos
barramentos e a ligac¸a˜o dos mo´dulos aos barramentos. Os resultados das simulac¸o˜es
devem permanecer inalterados, indicando que na˜o foram inseridos erros durante o refina-
mento da etapa anterior.
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Listagem 4.7: Testbench do Modelo Arquitetural
int sc main ( int argc , char ∗argv [ ] ) {
. . .
HwSwBus i HwSwBus ( ”HSBUS” ) ;
HwHwBus i HwHwBus( ”HHBUS” ) ;
UsbBus i UsbBus ( ”USBUS” ) ;
// l i g a c¸ a˜ o dos mo´dulos
. . .
i H s i e . iPacket ( oFifoHusb ) ;
i H s i e . oPacket ( iFi foHusb ) ;
i H s i e . UsbBus ( i UsbBus ) ;
i D s i e . UsbBus ( i UsbBus ) ;
i D s i e .HwHwBus( i HwHwBus ) ;
i UsbRcv .HwHwBus( i HwHwBus ) ;
i UsbRcv .HwSwBus( i HwSwBus ) ;
i UsbSnd .HwHwBus( i HwHwBus ) ;
i UsbSnd .HwSwBus( i HwSwBus ) ;
i PeSw .HwSwBus( i HwSwBus ) ;
s c s t a r t ( ) ;
return 0 ;
}
4.6 Modelagem Comportamental da Comunicac¸a˜o
Nesta etapa, a comunicac¸a˜o e´ refinada, mantendo a independeˆncia entre a comu-
nicac¸a˜o e a funcionalidade dos mo´dulos. Este e´ um conceito importante na criac¸a˜o de
componentes reutiliza´veis (KEUTZER et al., 2000).
Assim, a comunicac¸a˜o e´ especificada em um n´ıvel de abstrac¸a˜o com tempo e pinagem
exatas, enquanto os mo´dulos funcionais permanecem nos n´ıveis de abstrac¸o˜es conceituais.
Isto e´ poss´ıvel, atrave´s das te´cnicas de adaptadores e empacotamento (GROTKER, 2002).
Devido a essas caracter´ısticas, este n´ıvel representa o ponto intermedia´rio entre o n´ıvel
TLM e o n´ıvel comportamental.
A figura 48, exibe o modelo definido nesta etapa, as interfaces representam os adap-
tadores. Assim os mo´dulos acessam os adaptadores da mesma forma que acessavam o
barramento da etapa arquitetural.
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Figura 48: Modelo de Comunicac¸a˜o
4.6.1 Ana´lise e Levantamento de Requisitos
Qualquer decisa˜o de projeto referente a comunicac¸a˜o interna e externa entre os ele-
mentos de processamento devem ser definidos nesta etapa. Assim, foi utilizado o padra˜o
Wishbone (OPENCORES, 2002) para a comunicac¸a˜o interna entre os PEs e para manter os
modelos sem alterac¸o˜es funcionais (conforme definido pela metodologia), a comunicac¸a˜o
e´ realizada em blocos.
Na comunicac¸a˜o externa do projeto e´ necessa´rio considerar um mo´dulo adicional, en-
tre a linha de comunicac¸a˜o USB e o mo´dulo Dsie. Para isso o USB-IF1(USB-Implementers
Forum), define uma macroce´lula padra˜o, conhecida como UTM (USB Transceiver Macro-
cell) atuando na sinalizac¸a˜o de baixo n´ıvel do protocolo USB. A figura 49 exibe a ligac¸a˜o
f´ısica do UTM com a estrutura atual o projeto.
Figura 49: Modelo f´ısico da ligac¸a˜o entre o UTM e o projeto USB
O UTM e´ agora necessa´rio, devido a definic¸a˜o exata da pinagem de comunicac¸a˜o
entre o equipamento e a linha USB. Ale´m disso, como o UTM e´ um componente bem
definido e um padra˜o utilizado nos projetos USB, na˜o se fazia necessa´rio sua especificac¸a˜o
conceitual, nem mesmo existia du´vida quanto sua natureza (hardware/software).
Nesse caso a interface externa de comunicac¸a˜o do projeto seguira´ o padra˜o de interface
especificado pelo bloco UTM, chamada de UTMI (USB Transceiver Macrocell Interface)
(INTEL, 2001).
1www.usb.org
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4.6.2 Prototipac¸a˜o
O refinamento do proto´tipo desta etapa consiste em substituir os barramentos espe-
cificados na u´ltima etapa por modelos com exatida˜o de pinos e de ciclo de relo´gio.
Isto e´ realizado atrave´s de adaptadores conforme demonstrado na figura 50, que exibe
o refinamento realizado para barramento HwHwBus.
Figura 50: Refinamento do Canal usando adaptadores
Os sinais definidos nas interconexa˜o dos adaptadores da figura 50 foram baseadas
na especificac¸a˜o do Wishbone (OPENCORES, 2002). Isto pode ser melhor visualizado na
implementac¸a˜o dos adaptadores em SystemC, conforme exibido na listagem 4.8.
A figura 4.8 exibe uma parte da implementac¸a˜o do adaptador utilizado pelo Dsie.
Observe que as interfaces entre os PEs e os adaptadores na˜o sa˜o modificadas. No caso da
figura, a interface DsieIfHwHw implementada pelo adaptador, possui as mesmas func¸o˜es
da etapa anterior, como e´ o caso da func¸a˜o WritePacketRcv implementada agora em n´ıvel
comportamental.
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Listagem 4.8: Exemplo de co´digo em SystemC para o refinamento dos Canais




s c i n c l k c l k ; // CLK I //
//−−−−MASTER INTERFACE−−−−//
sc out<s c u in t<4> > oPid ; // //
sc out<s c u in t<8> > oData ; // DAT O(21 . . 0 ) //
sc out<s c u in t<4> > oTam; // //
sc out<bool> oCrc16Err ; // //
sc out<bool> oVal id ; // STB O //
sc out<bool> oCyc ; // CYC O //
s c i n<bool> iAck ; // ACK I //
//−−−−SLAVE INTERFACE−−−− //
s c i n<s c u in t<4> > iP id ; // //
s c i n<s c u in t<8> > iData ; // DAT O(21 . . 0 ) //
s c i n<s c u in t<4> > iTam ; // //
s c i n<bool> iVa l i d ; // STB O //
sc out<bool> iCyc ; // CYC I //
sc out<bool> oAck ; // ACK I //
////////////////////////////
//Dados Recebidos no Barramento USB e enviados para DusbRcv
void WritePacketRcv ( packet p){
int i ;
oPid = p . type ;
oCrc16Err = fa l se ;
oTam = p . tam ;
. . .
4.6.3 Validac¸a˜o e Verificac¸a˜o
Na validac¸a˜o realizada nesta etapa, as simulac¸o˜es sa˜o realizadas no ciclo de relo´gio
(clock accurated), nesse caso, o tempo de simulac¸a˜o e´ significativamente maior que nas
etapas anteriores.
Por outro lado, e´ poss´ıvel registrar as variac¸o˜es dos sinais em n´ıvel comportamental
e, assim, gerar arquivos que possam ser exibidos graficamente. Os formatos padro˜es mais
comuns como VCD (Value Change Dump), WIF (Waveform Intermediate Format) e ISDB
(Integrated Signal Data Base) sa˜o suportados pelo SystemC.
A listagem 4.9 demonstra a utilizac¸a˜o do tracing do SystemC para gerac¸a˜o de um
arquivo de simulac¸a˜o no padra˜o VCD.
Os sinais registrados no arquivo TraceHwHw, sa˜o referentes a interconexa˜o entre os
PEs Dsie, Rcv e Snd (vide a figura 50) onde os sinais Rx sa˜o os sinais que sa˜o enviados
para o Rcv e os sinais Tx sa˜o os sinais que o Snd envia para o Dsie.
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Listagem 4.9: Testbench usando tracing
. . .
s c t r a c e f i l e ∗ t f 1 = s c c r e a t e v c d t r a c e f i l e ( ”traceHwHw” ) ;
s c t r a c e ( t f1 , c lk , ” c l k ” ) ;
s c t r a c e ( t f1 , rxPid , ” rxPid” ) ;
s c t r a c e ( t f1 , rxData , ” rxData” ) ;
s c t r a c e ( t f1 , rxTam , ”rxTam” ) ;
s c t r a c e ( t f1 , rxValid , ” rxVal id ” ) ;
s c t r a c e ( t f1 , rxCyc , ”rxCyc” ) ;
s c t r a c e ( t f1 , rxAck , ”rxAck” ) ;
s c t r a c e ( t f1 , txPid , ” txPid” ) ;
s c t r a c e ( t f1 , txData , ” txData” ) ;
s c t r a c e ( t f1 , txTam , ”txTam” ) ;
s c t r a c e ( t f1 , txValid , ” txVal id ” ) ;
s c t r a c e ( t f1 , txCyc , ”txCyc” ) ;
s c t r a c e ( t f1 , txAck , ”txAck” ) ;
. . .
s c s t a r t ( s c t ime (18 ,SC MS ) ) ;
s c c l o s e v c d t r a c e f i l e ( t f 1 ) ;
. . .
A figura 51 exibe um trecho do gra´fico de tempo para o arquivo de simulac¸a˜o gerado.
Apesar do gra´fico de tempo ser de dif´ıcil interpretac¸a˜o manual, eles sa˜o importantes para
entender o comportamento do sistema e para o diagno´stico de falhas.
Os outros arquivos de sa´ıda ja´ produzidos pelos modelos de testes podem auxiliar a
identificac¸a˜o dos pontos importantes no gra´fico. Nesse caso, o gra´fico do tempo exibido
na figura 51 retrata justamente o processo de enderec¸amento, que pode ser comparado
com o arquivo gerado na sec¸a˜o 4.4.3, figura 43.
Figura 51: Gra´fico de tempo da Simulac¸a˜o Comportamental
A primeira parte do gra´fico corresponde a` transmissa˜o do token setup, a segunda
parte aos dados da requisic¸a˜o que, nesse caso, conte´m o enderec¸o que sera´ atribu´ıdo ao
equipamento e a u´ltima parte corresponde ao esta´gio de status.
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4.7 Modelagem de Implementac¸a˜o
No modelo obtido na etapa anterior, somente os elementos de comunicac¸a˜o foram
refinados, esta flexibilidade permitiu validar o contexto de comunicac¸a˜o sem nenhuma al-
terac¸a˜o nos mo´dulos PEs, os quais sa˜o agora alterados de forma a integrar a comunicac¸a˜o,
conforme pode ser observado na figura 52, que exemplifica o modelo obtido nesta etapa.
Figura 52: Modelo de Implementac¸a˜o
4.7.1 Ana´lise e Levantamento de Requisitos
Para tirar proveito do refinamento sucessivo definido no trabalho, a modelagem desta
etapa e´ realizada em treˆs passos de refinamento. O primeiro passo consiste em integrar a
comunicac¸a˜o ao PE sem alterar o comportamento interno dos PEs, isto envolve mover as
func¸o˜es definidas nos adaptadores para os mo´dulos funcionais, conforme demonstrado na
figura 53, para os mo´dulos Dsie, Rcv e Snd (que modelam o barramento dos componentes
de hardware exibido na sec¸a˜o 4.6.2, figura 50).
O segundo passo consiste no refinamento das funcionalidades em circunstaˆncia da co-
municac¸a˜o integrada. Os modelos sa˜o refinados para o n´ıvel comportamental, os tipos de
dados definidos conceitualmente, tais como “packet”, “sbyte” e “data” sa˜o eliminados,
implicando em alterac¸o˜es adicionais no modelo de comunicac¸a˜o. Este e´ um passo deli-
cado e trabalhoso do processo de refinamento e deve ser realizado em sucessivos passos,
auxiliado pelos modelos de testes.
Nesse caso, as entradas e sa´ıdas dos PEs que ate´ enta˜o foram projetadas atrave´s
de transac¸o˜es, agora sa˜o realizadas de acordo com as necessidades do modelo final. Os
pacotes (packet), por exemplo, eram inteiramente montados antes de serem tratados ou
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Figura 53: Integrac¸a˜o dos adaptadores
repassados para os mo´dulos seguintes, nesse caso, eles podem ser tratados ta˜o logo os
primeiros bytes sejam recepcionados.
Deve ser observado que os pacotes foram definidos desde o modelo conceitual, com base
na especificac¸a˜o de pacotes USB (USB WORK GROUP, 2000), facilitando o tratamento e o
entendimento das transac¸o˜es do protocolo USB. Enquanto os pacotes de token possuem
poucos bytes capazes de identificar o enderec¸o e o endpoint de destino, os pacotes de
dados, podem conter, dependendo da interface, ate´ 1024 bytes.
Mesmo que os endpoints especificados tenham sido projetados com o ma´ximo de 64
bytes, as caracter´ısticas analisadas acima tornam evidente as modificac¸o˜es necessa´rias,
tanto na recepc¸a˜o quanto na transmissa˜o dos PEs. Imagine, por exemplo, o Dsie rece-
bendo um pacote inteiro de 64 bytes proveniente do Dsnd, ou seja, antes de iniciar a
transmissa˜o USB, o mesmo permanece ocioso va´rios ciclos de clock, ate´ que os 64 bytes
sejam disponibilizados para, so´ enta˜o, iniciar a montagem do CRC e transmissa˜o dos
mesmos para o transceiver.
Por fim, o terceiro passo resolve as r´ıgidas exigeˆncias em relac¸a˜o a taxa de recepc¸a˜o
e transmissa˜o da interface USB, isto e´, a interface externa, que ate´ agora foi baseada
nas propriedades de bloqueio da fifo, sera´ modificada para atender os requisitos da especi-
ficac¸a˜o UTMI (INTEL, 2001). Nesse caso, ao inve´s do canal abstrato ser integrado ao Dsie,
o mesmo e´ projetado como um novo mo´dulo de hardware, capaz de recepcionar e arma-
zenar os dados internamente, em paralelo ao comportamento do Dsie. Assim, enquanto o
mo´dulo Dsie trata o primeiro byte recepcionado, mais bytes va˜o sendo armazenados.
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4.7.2 Prototipac¸a˜o
A integrac¸a˜o dos adaptadores e´ realizada movendo as func¸o˜es implementadas nos
adaptadores para os PEs. A figura 54 demonstra o processo realizado para o elemento
Rcv, a esquerda e´ ilustrado o mo´dulo antes do refinamento e a direita apo´s a integrac¸a˜o
da comunicac¸a˜o.
Figura 54: Modelo de Comunicac¸a˜o x Modelo de Implementac¸a˜o
Assim, as interfaces de comunicac¸a˜o interna entre os PEs, foram alteradas para tra-
fegar: 4 bits para identificac¸a˜o do pacote, 16 bits de dados e 2 bits de tamanho. No
sincronismo o sinal CYC (definido no modelo de comunicac¸a˜o) se tornou desnecessa´rio,
visto que agora a transmissa˜o na˜o e´ mais realizada em blocos. No caso dos pacotes de
tokens os 2 bytes conte´m, respectivamente, o enderec¸o e o endpoint.
A figura 54, exibe ainda, o buffer de dados em substituic¸a˜o ao tipo de dados packet,
assim, as func¸o˜es que foram mapeadas do canal abstrato sa˜o atualizadas para considerar
estes sinais.
Todo o processo de refinamento realizado nesta etapa foi facilitado pela completa
reutilizac¸a˜o dos modelos de testes. Ao final da prototipac¸a˜o, o mo´dulo Snd foi integrado
ao Dsie, assim, a figura 55 exibe o modelo completo, resultante do trabalho realizado
nesta etapa.
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Figura 55: Modelo de Implementac¸a˜o Completo
4.7.3 Validac¸a˜o e Verificac¸a˜o
O modelo de teste foi atualizado para simular as solicitac¸o˜es de acordo com a interface
padra˜o UTMI, nesse caso, para testar a capacidade e o desempenho do projeto, o modelo
de teste foi especificado considerando a maior taxa de sinalizac¸a˜o.
A maior carga de transmissa˜o ao qual o projeto USB esta sujeito, acontece quando
na˜o ocorrem stuff-bits. Nessa situac¸a˜o, a cada 32 pulsos de clock um byte e´ sinalizado
(INTEL, 2001).
Adicionalmente, foram capturados os sinais UTMI no ciclo de relo´gio, o qual foi
analisado atrave´s do gra´fico do tempo e comparado com a especificac¸a˜o. Tambe´m teve-se
a preocupac¸a˜o de inserir alertas no mo´dulo UTMI, para cercar deciso˜es de projeto, como
o tamanho da fila ou alguma situac¸a˜o de erro.
Ale´m disso, foi gerado um terceiro arquivo de sa´ıda, especificamente para analisar as
requisic¸o˜es chegando no elemento UTMI, as respectivas respostas e o tempo total que o
projeto demorou para responde-las. A figura 56 mostra um trecho deste arquivo de sa´ıda,
referente ao enderec¸amento (o mesmo trecho apresentado nas etapas anteriores).
O arquivo exibe a` esquerda, o tempo de ocorreˆncia do evento em µS, seguido pelo
byte recebido/enviado e, para os casos em que o equipamento deve responder, e´ impresso
o tempo transcorrido (em nS) desde a recepc¸a˜o completa da requisic¸a˜o ate´ o in´ıcio da
resposta. Este e´ um dos tempos cr´ıticos do projeto, conforme comentado na sec¸a˜o 4.4.3
(vide tabela 5).
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72 [ 5032.820] txUTMI(final)
73 [ 6033.514] rxUTMI(inicio)
74 [ 6033.514] setup
75 [ 6033.514] d2
76 [ 6034.180] 0
77 [ 6034.847] 8
78 [ 6034.868] rxUTMI(final)
79 [ 6035.534] rxUTMI(inicio)
80 [ 6035.534] data0
81 [ 6035.534] 3c
82 [ 6036.201] 0
83 [ 6036.867] 5
84 [ 6037.534] 1
85 [ 6038.200] 0
86 [ 6038.867] 0
87 [ 6039.534] 0
88 [ 6040.200] 0
89 [ 6040.867] 0
90 [ 6041.533] d7
91 [ 6042.200] a4
92 [ 6042.221] rxUTMI(final)
93 [ 6043.054] txUTMI(inicio) : 833
94 [ 6043.054] ack
95 [ 6043.054] 2d
96 [ 6043.762] txUTMI(final)
97 [ 8044.463] rxUTMI(inicio)
98 [ 8044.463] in
99 [ 8044.463] 96
100 [ 8045.129] 0
101 [ 8045.796] 8
102 [ 8045.817] rxUTMI(final)
103 [ 8046.733] txUTMI(inicio) : 917
104 [ 8046.733] data0
105 [ 8046.733] 3c
106 [ 8047.441] txUTMI(final)
107 [ 8048.150] rxUTMI(inicio)
108 [ 8048.150] ack
109 [ 8048.150] 2d
110 [ 8048.170] rxUTMI(final)
111 [ 10048.142] rxUTMI(inicio)
Figura 56: Arquivo de Log - recepc¸a˜o e envio de dados pelo UTMI
4.8 Considerac¸o˜es Finais
Este cap´ıtulo demonstrou a aplicac¸a˜o de uma metodologia bem delineada sobre um
caso de teste complexo o suficiente para justificar o uso de modernas te´cnicas de modela-
gem co-design. Com esse propo´sito, uma interface USB foi especificada iniciando de um
elevado n´ıvel de abstrac¸a˜o ate´ o n´ıvel de implementac¸a˜o comportamental.
Todas as estimativas realizadas atendem aos requisitos necessa´rios para a operac¸a˜o do
projeto em low-speed. Apesar de ser va´lido obter estimativas mais confia´veis utilizando
SystemC, este propo´sito foge ao foco do trabalho.
Durante o refinamento, foi constatada a importaˆncia dos modelos de testes para ava-
liac¸a˜o de cada etapa do projeto, uma vez que, va´rias falhas de projeto foram detectadas
e diagnosticadas. Durante cada refinamento, o testbench era executado e comparado com
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a sa´ıda gerada antes do refinamento, esta comparac¸a˜o foi realizada atrave´s de ferramen-
tas de comparac¸a˜o de arquivos, tal como ilustrado na figura 57. Somente se acontecesse
alguma divergeˆncia era necessa´rio uma verificac¸a˜o manual.
Figura 57: Exemplo de uma ferramenta de comparac¸a˜o de arquivos, utilizada para
verificac¸a˜o dos resultados gerados pelos modelos de testes
De fato, os testbenches, as ferramentas para projetos em n´ıvel de sistema, tais como
o SystemC e o uso ferramentas de ana´lise de sistemas em alto n´ıvel, como UML, sa˜o de
vitais importaˆncia para o desenvolvimento de sistema complexos, como o USB.
5 Conclusa˜o
Este trabalho apresentou uma metodologia co-design, baseada em um refinamento su-
cessivo em n´ıvel de sistema, demonstrando o potencial dos novos conceitos de modelagem
e a unia˜o das a´reas da engenharia de software e hardware que ate´ pouco tempo eram
consideradas completamente independentes.
Os resultados obtidos durante o refinamento de uma interface USB foram promissores,
visto a simplificac¸a˜o evidente do processo de desenvolvimento, permitindo uma sistema-
tizac¸a˜o bem definida, suave e natural para o desenvolvimento de projetos embarcados e
SoC.
Com o processo de desenvolvimento definido, foi poss´ıvel refinar o modelo a partir do
n´ıvel de sistema, ate´ um n´ıvel em que as deciso˜es arquiteturais do projeto possam ser de-
finidas com maior seguranc¸a e validadas em um ambiente unificado de hardware/software,
propiciando facilidade na busca por alternativas de projeto.
Um dos fatores proeminentes, foi a possibilidade de se utilizar uma linguagem de mo-
delagem padra˜o como UML, isto vai no sentido da pro´pria integrac¸a˜o das duas disciplinas
de desenvolvimento: hardware e software. Neste mesmo caminho seguem as ferramentas
de especificac¸a˜o em n´ıvel de sistema como o SystemC, que permitem esta unificac¸a˜o e
potencializam metodologias de desenvolvimento como OO (Orientac¸a˜o a Objetos). Isto
poˆde ser evidenciado no decorrer da dissertac¸a˜o.
Assim, conforme demonstrado, os seguintes pontos podem ser destacados pela meto-
dologia definida:
1. Capacidade de atuar num elevado n´ıvel de abstrac¸a˜o, onde nenhum aspecto arqui-
tetural precisa ser definido.
2. Um fluxo de refinamento bem definido, propiciando um projeto suave entre os di-
versos n´ıveis de abstrac¸a˜o definidos.
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3. Facilidade de simulac¸a˜o e validac¸a˜o em cada passo da especificac¸a˜o, atrave´s de
testbenches modulares e reutiliza´veis.
4. Capacidade de fornecer informac¸o˜es e resultados que indiquem poss´ıveis alternativas
para explorac¸a˜o espacial do projeto, ou ate´ mesmo gerar dados que poderiam servir
de entrada para te´cnicas de particionamento e mapeamento.
5. Facilidades para o particionamento e mapeamento do modelo de forma simples e
suave.
6. Capacidade de modelagens de alto n´ıvel usando UML, auxiliando o esforc¸o de ana´lise
e documentac¸a˜o do sistema.
7. Capacidade de integrac¸a˜o transparente entre os componentes de hardware e software.
Sobretudo, e´ importante mencionar a busca por ferramentas gratuitas e de baixo custo
para a pesquisa realizada, desse modo, a linguagem SystemC, uma ferramenta open-source
constru´ıda sobre a linguagem C++, foi o alvo da estrate´gia de modelagem empregada
nesta dissertac¸a˜o.
O SystemC foi recentemente padronizado pelo IEEE, sendo oficialmente chamado de
IEEE Std 1666-2005, IEEE Standard SystemC Language Reference Manual (IEEE, 2006).
Apesar disso, na˜o foi localizado uma metodologia bem definida para o desenvolvimento
de projetos co-design. Esta careˆncia foi o alvo da explorac¸a˜o realizada neste trabalho.
O SpecC por exemplo, possui uma metodologia bem difundida, com va´rios casos de es-
tudo, resultados e constatac¸o˜es pra´ticas de seus benef´ıcios, tanto, que algumas de suas
propriedades, foram incorporados a` implementac¸a˜o do SystemC.
Apesar da similaridade entre ambas ferramentas, a metodologia SpecC na˜o mostrou
bons resultados quando aplicada com o SystemC (CAI; VERMA; GAJSKI, 2003). De ma-
neira contra´ria, a metodologia definida nesta dissertac¸a˜o explorou efetivamente os be-
nef´ıcios do SystemC, apoiado no estado da arte do projeto de sistema digitais em n´ıvel de
sistema(conforme definido no cap´ıtulo 2), incluindo importantes conceitos da metodologia
definida para o SpecC.
No decorrer do trabalho, foi poss´ıvel evidenciar os benef´ıcios da disciplina co-design,
bem como a possibilidade de sua utilizac¸a˜o sem necessidade de investir altos custos em
ferramentas especializadas, algumas, custando milhares de do´lares (GOERING, 2006), apoi-
ado pela promissora fase da tecnologia SoC.
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Considerando que atualmente a grande maioria de IP-Core´s dispon´ıveis esta˜o em
linguagens de descric¸a˜o de hardware como VHDL e Verilog, uma definic¸a˜o bem aceita dos
n´ıveis de abstrac¸o˜es permitiria a incorporac¸a˜o destes componentes IP em n´ıveis de abs-
trac¸o˜es acima do RTL. Um projetista de IP-Core, por exemplo, poderia fornecer o mesmo
produto em va´rios n´ıveis de abstrac¸a˜o, o que permitira sua adequac¸a˜o nas primeiras fases
da especificac¸a˜o de um projeto. Este e´ um ponto que poderia ser explorado em um futuro
trabalho. Existem va´rias pesquisas envolvendo este tema, de maneira que estas poderiam
ser investigadas para incorporar a proposta de metodologia descrita.
Um problema pra´tico verificado durante a explorac¸a˜o espacial do projeto foi a gerac¸a˜o
de estimativas. Para o caso de teste USB, as estimativas foram realizadas com base na
experieˆncia pessoal envolvendo o CPLD CY7C371-143, em alguns casos, uma parte da
especificac¸a˜o foi traduzida para obtenc¸a˜o das estimativas de tempo, usando a ferramenta
Warp da Cypress. Apesar do cap´ıtulo 3 apontar algumas sugesto˜es para facilitar a ob-
tenc¸a˜o destes paraˆmetros, as mesmas na˜o foram exploradas, de maneira que seria fruto de
futuras pesquisas envolvendo o trabalho, outros tipos de estimativas tambe´m poderiam
ser analisadas, tais como, custo, a´rea e poteˆncia. Este e´ um tema interessante e ainda em
aberto.
No cap´ıtulo 4, a utilizac¸a˜o de ferramentas de profile foi discutida, e como na˜o se
encontrou uma ferramenta espec´ıfica para SystemC, a criac¸a˜o desta poderia ser alvo de
um futuro trabalho.
O processo de desenvolvimento descrito no trabalho pode ainda ser aproveitado para
a criac¸a˜o de ferramentas de particionamento e mapeamento automatizadas, te´cnicas de
verificac¸a˜o formal e ferramentas gra´ficas de modelagem, capazes de gerar proto´tipos em
SystemC baseados nos modelos UMLs.
Ainda como sugesta˜o de futuros trabalhos, a implementac¸a˜o do projeto USB em uma
plataforma real, poderia concretizar e validar os resultados alcanc¸ados.
Por fim, seria importante validar a proposta metodolo´gica em outros projetos, de
maneira a agregar resultados, elevar o escopo metodolo´gico e refinar ainda mais a me-
todologia. Ale´m disso, novas caracter´ısticas do SystemC recentemente disponibilizadas
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APEˆNDICE A -- Fundamentos do SystemC
Um dos principais objetivos do SystemC e´ possibilitar a especificac¸a˜o dos sistemas
acima dos n´ıvel de abstrac¸a˜o de transfereˆncia de registros (RTL) e adicionalmente permitir
seu refinamento ate´ este n´ıvel (OSCI, 2002a).
Atrave´s de uma arquitetura em camadas, o SystemC permite que um conjunto extenso
de modelos de desenvolvimento, n´ıveis de abstrac¸o˜es e metodologias sejam utilizadas. O
nu´cleo do SystemC se encontra na base desta arquitetura, constru´ıdo inteiramente sobre
a linguagem C++.
A figura 58, ilustra as va´rias camadas do SystemC. Pode-se observar o nu´cleo da
linguagem (Core Language), onde seu principal elemento e´ um mecanismo de simulac¸a˜o,
chamado de Event-Driven Simulation.
Figura 58: Arquitetura do SystemC. fonte: (OSCI, 2002b)
O nu´cleo de simulac¸a˜o trabalha com eventos e processos de uma maneira abstrata, na˜o
necessitando saber o que os eventos representam ou o que os processos fazem (GROTKER,
2002). Os outros elementos do nu´cleo incluem: mo´dulos (modules), interfaces, canais
(channels) e portas (Ports).
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Estes elementos, juntamente com os canais de comunicac¸a˜o ba´sicos (Elementary Chan-
nels), formam os fundamentos do SystemC, que sera˜o a seguir melhor definidos. Acima
destes se encontram modelos espec´ıficos e modelos de canais abstratos, que podem ser
u´teis ao desenvolvimento. Os tipos de dados sa˜o ortogonais ao nu´cleo e sa˜o de fundamen-
tal importaˆncia para definic¸a˜o de tipos espec´ıficos para modelagem de hardware.
A.1 Mo´dulos
Os mo´dulos sa˜o os principais elementos do SystemC, contendo os componentes f´ısicos
de processamento capazes de definir sua funcionalidade. O mo´dulo e´ derivado da classe
sc module, geralmente, utilizando a macro SC MODULE:
SC_MODULE(ModuloExemplo) {
//Declarac¸~ao de portas, corpo de processos, dados, etc
SC_CTOR(ModuloExemplo) {




A macro SC CTOR e´ utilizada para declarac¸a˜o do me´todo construtor do mo´dulo, nele
sa˜o declarados os processos e o co´digo necessa´rio na inicializac¸a˜o do mo´dulo, como o estado
inicial do mo´dulo ou a inicializac¸a˜o de outros dados internos. Um mo´dulo tipicamente
conte´m, conforme (GROTKER, 2002):
•Portas, com o qual o mo´dulo se comunica com o ambiente;
•Processos, que descrevem a funcionalidade do mo´dulo;
•Dados internos ou canais, mantendo os estados internos do mo´dulo;
•Outros mo´dulos, ou seja, capacidade hiera´rquica.
A.2 Interfaces, Portas e Canais
Por padra˜o, uma interface representa um conjunto de operac¸o˜es, sem especificar como
estas sa˜o implementadas. Em SystemC as interfaces sa˜o derivadas da classe sc interface.
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As portas sa˜o utilizadas pelo mo´dulo para exteriorizar sua funcionalidade, transmi-
tindo ou recebendo dados de outros mo´dulos. O SystemC possui treˆs tipos ba´sicos de
portas: sc in, sc out e sc inout. Cada uma destas portas sa˜o derivadas da classe base
sc port e possuem um conjunto de interfaces, tais como read() e write().
Os canais implementam as interfaces, ou seja, enquanto as interfaces e portas descre-
vem as funcionalidades dispon´ıveis, os canais definem como estas func¸o˜es sa˜o executadas.
No caso dos tipos de portas ba´sicas (sc in, sc out e sc inout), estas sa˜o utilizadas pelos
canais que implementam as interfaces read() e write().
Outros tipos de canais podem precisar de diferentes me´todos, sendo necessa´rios, outras
interfaces e, consequ¨entemente, diferentes portas de acesso. Os canais ba´sicos, sc signal e
sc fifo sa˜o dois exemplos de canais utilizados com frequ¨eˆncia na metodologia definida no
projeto.
O sc signal representa um sinal f´ısico de hardware de maneira similar ao signal utili-
zado em VHDL, o mesmo implementa a interface sc signal inout if e pode ser utilizada,
juntamente com os tipos de portas ba´sicas.
O sc fifo e´ um canal de fila, implementando as interfaces sc fifo in if e sc fifo out if,
estas interfaces possuem tanto me´todos bloquea´veis e na˜o bloquea´veis. Estes me´todos blo-
queantes foram utilizados com frequ¨eˆncia pela abordagem do projeto como uma maneira
de facilitar o sincronismo dos mo´dulos, isto e´, se a fila esta´ vazia, uma leitura suspenderia
o processo, ate´ que se tenha algum dado na fila. O mesmo aconteceria ao tentar escrever
em uma fila cheia.





//restante do mo´dulo n~ao exibido
}
A.3 Processos
Os processos descrevem as funcionalidades dos mo´dulos. Internamente sa˜o implemen-
tados de maneira similar a uma func¸a˜o t´ıpica do C++, pore´m, atrave´s do mecanismo de
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simulac¸a˜o do SystemC, estas func¸o˜es suportam concorreˆncia de ac¸o˜es, isto e´, execuc¸o˜es de
processos em paralelo, onde mais de uma ac¸a˜o podem ser executadas ao mesmo tempo.
Isto e´ fundamental para o projeto de componentes de hardware.
O SystemC possui treˆs macros, utilizadas para fazer com que uma func¸a˜o se comporte
como um processo: sc method (method process), sc thread (thread process) e sc cthread
(clocked thread process).
O sc method e´ executado com base em uma lista de sensibilidade definida na de-
clarac¸a˜o do mesmo, sempre que algum evento da lista de sensibilidade e´ notificado, o
me´todo e´ executado do in´ıcio ao fim. Nesse caso, estes tipos de processos na˜o podem sus-
pender sua execuc¸a˜o, na˜o suportando me´todos bloquea´veis tal como os utilizados pelos
canais fifo’s.
O sc thread, ao contra´rio, pode suspender sua execuc¸a˜o atrave´s de func¸o˜es wait() ou
qualquer outra forma de suspensa˜o, nesse caso, quando o processo retorna a` sua execuc¸a˜o,
ele continua do ponto onde havia parado.
O sc cthread e´ uma variac¸a˜o do sc thread onde a lista de sensibilidade do processo
e´ restrito ao sinal de clock, nesse caso, o processo sempre sera´ ativado ou avaliado na
transic¸a˜o do clock.
A.4 Eventos
Os processos utilizando threads, ale´m de serem mais abrangentes e com maior poder
de expressa˜o, podem ser sens´ıveis a eventos, o que os acrescenta, uma capacidade de
sensibilidade dinaˆmica, isto e´, os processos utilizando sc threads, na˜o esta˜o restritos a
uma lista de sensibilidade esta´tica definida na declarac¸a˜o do processo.
Os eventos sa˜o utilizados em conjunto com a func¸a˜o wait(), por exemplo: (OSCI,
2002a)
...
// espera ate´ que o evento e1 seja notificado
wait( e1 );
...
// espera ate´ que o evento e1 ou o evento e2 seja notificado
wait( e1 | e2 );
...
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Quando a func¸a˜o wait() e´ chamada sem argumentos o processo e´ suspenso ate´ que um
dos sinais em sua lista esta´tica de sensibilidade seja notificado. A func¸a˜o wait() tambe´m





A.5 Mecanismo de Simulac¸a˜o
A linguagem SystemC e´ sobretudo uma linguagem de simulac¸a˜o, possuindo um es-
calonador (SystemC scheduler), capaz de controlar: o tempo, a ordem de execuc¸a˜o dos
processos, a notificac¸a˜o de eventos e as requisic¸o˜es dos canais de comunicac¸a˜o. Permitindo
assim a noc¸a˜o de concorreˆncia entre os processos.
Dessa maneira a simulac¸a˜o e´ executada em uma sequ¨encia de passos realizados pelo
escalonador, conforme resumido abaixo (OSCI, 2002b):
1.Inicializac¸a˜o: Os processos sa˜o um a um inicializados.
2.Avaliac¸a˜o: Seleciona e executa um a um os processos que estejam prontos para
execuc¸a˜o, este passo e´ repetido enquanto existir processos prontos para execuc¸a˜o.
3.Atualizac¸a˜o: Qualquer chamada de atualizac¸a˜o (update()) pendente e´ executada.
4.Eventos Imediatos: Se existir notificac¸o˜es imediatas, o escalonador identifica e
sinaliza os processos para execuc¸a˜o, retornando em seguida para o segundo passo.
5.Eventos Futuros: Se existir notificac¸o˜es no tempo, o escalonador atualiza o tempo
corrente da simulac¸a˜o para a pro´xima notificac¸a˜o pendente, identifica e sinaliza os
processos para execuc¸a˜o e retornando para o segundo passo.
6.Finalizac¸a˜o: A simulac¸a˜o e´ encerrada.
Glossa´rio
ASIC Application Specific Integrated Circuit
CPLD Complex Programmable Logic Device
CRC Cyclic Redundancy Check
DSP Digital Signal Processing
DUT Device Under Test
IP Propriedade Intelectual
IP-Core Nu´cleo de Propriedade Intelectual
ISDB Integrated Signal Data Base
OO Orientac¸a˜o a Objetos




RTL Register Transfer Level
SLDL System Level Design Language
SoC System-on-Chip
TLM Transaction Level Modeling
UML Unified Modeling Language
USB Universal Serial Bus
UTM USB Transceiver Macrocell
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UTMI USB Transceiver Macrocell Interface
VCD Value Change Dump
WIF Waveform Intermediate Format
