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Abstract
We present a general framework of designing efficient dynamic approximate algorithms for op-
timization on undirected graphs. In particular, we develop a technique that, given any problem that
admits a certain notion of vertex sparsifiers, gives data structures that maintain approximate solutions
in sub-linear update and query time. We illustrate the applicability of our paradigm to the following
problems.
(1) A fully-dynamic algorithm that approximates all-pair maximum-flows/minimum-cuts up to a
nearly logarithmic factor in O˜(n2/3) amortized time against an oblivious adversary, and O˜(m3/4) time
against an adaptive adversary.
(2) An incremental data structure that maintains O(1)-approximate shortest path in no(1) time per
operation, as well as fully dynamic approximate all-pair shortest path and transshipment in O˜(n2/3+o(1))
amortized time per operation.
(3) A fully-dynamic algorithm that approximates all-pair effective resistance up to an (1+ ϵ) factor
in O˜(n2/3+o(1)ϵ−O (1)) amortized update time per operation.
The key tool behind result (1) is the dynamic maintenance of an algorithmic construction due to
Madry [FOCS’ 10], which partitions a graph into a collection of simpler graph structures (known
as j-trees) and approximately captures the cut-flow and metric structure of the graph. The O(1)-
approximation guarantee of (2) is by adapting the distance oracles by [Thorup-Zwick JACM ‘05]. Result
(3) is obtained by invoking the random-walk based spectral vertex sparsifier by [Durfee et al. STOC ‘19]
in a hierarchical manner, while carefully keeping track of the recourse among levels in the hierarchy.
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1 Introduction
In the study of graph algorithms, there are long-standing gaps in the performances of static and dynamic
algorithms. A dynamic graph algorithm is a data structure that maintains a property of a graph that
undergoes edge insertions and deletions, with the goal of minimizing the time per update and query op-
eration. Due to the prevalence of large evolving graph data in practice, dynamic graph algorithms have
natural connections with network science [BKW06, PBL17], and databases [AG08, RWE13]. However,
compared to the wealth of tools available for static graphs, it has proven to be much more difficult to
develop algorithms for dynamic graphs, especially fully dynamic ones undergoing both edge insertions
and deletions. Even maintaining connectivity undirected graphs has witnessed 35 years of continuous
progress [NS17, Wul17, NSW17]. The directed version, fully dynamic transitive closure, has seen even less
progress [San04, RZ08, vdBNS19], and is one of the best reflections of the difficulties of designing dynamic
graph algorithms, especially in practice [HHS20].
Over the past decade, dynamic graph algorithms and their lower bounds have been studied extensively.
These results led to significantly improved understandings of maintaining many basic graph properties
such as connectivity, maximal matching, shortest paths, and transitive closure. However, for many of
these results there are linear or polynomial conditional lower bounds for maintaining them exactly [AW14,
HKNS15, AD16, Dah16]. This shifted the focus to maintaining approximate solutions to these problems,
and/or restricting the update operations to only insertions (known as the incremental setting) or only
deletions (known as the decremental setting).
While this approach has led to much recent progress on shortest path algorithms [San05, Tho05, Ber09,
RZ12, ACT14, Ber16, ACK17, Che18], there has been comparatively little development in the maintenance
of flows. Flows and their associated dual labels, cuts, are widely used in network analysis due to their
ability to track multiple paths and more global information [HPK11, BVZ01, Zhu05]. For example, the
st-maximum flow problem asks for the maximum number of edge disjoint paths between a pair of ver-
tices [GT14], while electrical flow minimizes a congestion measure related to the sums of squares of the
flow values along edges [DS84]. This need to track multiple paths has motivated the development of new
dynamic tools that eschew the tree-like structures typically associated with problems such as connectivity
and single-source shortest paths [Gor19]. Such tools were recently used to give the first sublinear time
data structures for maintaining (1+ϵ)-approximate electrical flows / effective resistances, which raised the
optimistic possibility that all flow related problems can be maintained with (1 + ϵ)-approximation factors
in subpolynomial time [DGGP19].
Motivated by interest in better understanding these problems, in this paper we present a general frame-
work for designing efficient dynamic approximate algorithms for graph-based optimization problems in
undirected graphs. In particular, we develop a technique that reduces these problems to finding a data-
structure notion of vertex sparsifiers. We then utilize this framework to study dynamic graph algorithms
for flows, with focus on obtaining the best approximation ratios possible, but with sub-linear time per
update/query. We achieve the following results:
1. Fully dynamic all pairmax-flow/min-cut, shortest path, and transshipment:O(logn log logn)-approx.
with O˜(n2/3+o(1))1 amortized edge update time and query time (Theorems 6.1 and 7.1) against an
oblivious adversary. Our dynamic max-flow algorithm can be extended to work against an adaptive
adversary while increasing the update and query time to O˜(m3/4) (Theorem 6.27).
2. Incremental all pair shortest path: (2r − 1)t -approximation with O˜(m1/(t+1)nt/r ) worst-case update
and query time, where t , r ≥ 1 (Theorem 3.1).
1The O˜(·) notation is used in this paper to hide poly-logarithmic factors.
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3. Fully dynamic all pair effective resistance for general weighted graphs: (1 + ϵ)-approximation with
O˜(n2/3+o(1)ϵ−O (1)) amortized edge update time and query time, improving upon the previous running
time of O˜(n5/6ϵ−6) (Theorem 8.1).
In each of these three cases, our approximation ratios obtained match up to constants the current best
known approximation ratios of oracles versions of these problems on static graphs, namely oblivious rout-
ings [R0¨8], distance oracles [TZ05], and static computations of effective resistances [SS11]. This focus
on approximation ratio is by choice: we believe just as with static approximation and optimization al-
gorithms, approximation ratios should be prioritized over running times. However, because all current
efficient construction of edge sparsifiers that preserve flows/cuts and resistances with constant or better
(1+ϵ) approximation are randomized, all above algorithms except (2) are randomized, and their guarantees
are only provable against oblivious adversary (who determines the hidden sequence of updates/queries be-
forehand). We believe the design of more robust variants of our results hinge upon the development of
more robust edge sparsification tools, which are interesting questions on their own.
Our techniques also extend to the offline dynamic setting, where the whole sequence of updates (edge
insertions and deletions) and queries is given an advance. In other words, the algorithm needs to output
information about the graphs at various points in this given update sequence. Specifically, we show that
for graph properties that admit efficient constructions of static vertex sparsifiers, there are offline fully dy-
namic approximation algorithmswith sub-linear average update and query time. We achieve the following
results:
1. Offline fully dynamic all pair max-flow/min-cut: O(log4t n)-approximation with O˜(m1/t+1) average
update and query time, where t ≥ 1 (Theorem 4.11).
2. Offline fully dynamic all shortest-path: (2r − 1)t -approximation with O˜(m1/t+1n2/r ) average update
and query time, where t , r ≥ 1 (Theorem 4.8).
Although the offline setting is a weaker than the standard dynamic setting, it is interesting for two
reasons. First, offline algorithms are used to obtain fast static algorithms (e.g. [BKN19, LPYZ18a]). Second,
many conditional lower bounds (e.g. [AW14, AD16, Dah16]) for the standard dynamic setting also hold for
the offline dynamic setting. Thus, giving an efficient algorithm for the offline dynamic setting shows that
no such conditional lower bound is possible. Moreover, for certain applications (e.g. computing “sensitivity
information” for cretain graph properties) the sequence of updates is also known beforehand.
1.1 Related work
Previous results on dynamic flow/cuts Despite the fact that all pair max-flow/min-cut is one of the
cornerstone problems combinatorial optimization and has been extensively studied in the static setting,
there are essentially no fast algorithms in the dynamic setting. Using previous techniques, it is possible to
get dynamic algorithms with O˜(1) worst-case update time and O˜(n) query time under the assumption that
the adversary is oblivious.2 To the best of our knowledge, there is no previous algorithm with both o(n)
update and query time, even when we are content with only amortized guarantees.
Perhaps the closest work to this paper is the dynamic algorithm due to [CKL13] for explicitlymaintain-
ing the values of all-pairs min-cuts in O˜(m2) update time. For s-t max flow where s and t are fixed, there
is an incremental algorithm with O(n) amortized update time [GK18]. If we restrict to bipartite graphs
2We maintain a dynamic cut-sparsifier (against oblivious adversary) of size O˜(n) due to [ADK+16] with O˜(1) update time, and
when given a query, we execute the fastest static approximation algorithms on the sparsifier in O˜(n) time (using, for example,
[Pen16] for (1 + ϵ)-approximate max flow, [She17] for (1 + ϵ)-approximate multi-commodity concurrent flow, and [She09] for
O(
√
logn)-approximate sparsest cuts).
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with a certain specific structure, there is a (1 + ϵ)-approximation fully dynamic algorithm [ADK+16] with
polylogarithmic worst-case update time. From the lower bound perspective, Dahlgaard [Dah16] showed a
conditional lower bound of Ω(n1−o(1)) on the amortized update time for maintaining exact incremental s-t
max flow in weighted undirected graphs. This shows that approximation is necessary to achieve sublinear
running times.
The global minimum cut problem has been much better understood from the perspective of dynamic
graphs. This is closely related to a similar phenomenon in the static setting, where in contrast to the s − t
min-cut problem, its global counterpart admits arguably simpler and easier algorithms. The best-known
fully-dynamic algorithm is due to Thorup [Tho07], who maintains a (1+o(1))-approximation to the value
of global minimum cut using O˜(√n) update and query time. When the graph undergoing updates remains
planar, Lacki and Sankowski [LS11] showed an exact fully-dynamic algorithm with O˜(n5/6) update and
query time. Recently, Goranci, Henzinger and Thorup [GHT18] designed an exact incremental algorithm
withO(log3 n log log2 n) update time and O(1) query time.
Previous graph sparsification in the dynamic setting. Many previous works in dynamic graph al-
gorithms are based on edge sparsification. This usually allows algorithms to assume that an underlying
dynamic graphs is always sparse and hence speed up the running time. To the best of our knowledge,
the first paper that applies edge sparsification in the dynamic setting is by Eppstein et al. [EGIN97]. This
work has proven useful for several fundamental problems including dynamic minimum spanning forest
and different variants of edge/vertex connectivity (e.g. [Tho07, NS17, Wul17, NSW17]). Edge sparsification
has been also a key technique in dynamic shortest paths problems (e.g. [BR11] maintains distances on top
of spanners, [BC16, BC17] replace “dense parts” of graphs with sparser graphs). Recently, there are works
that study edge sparsification for matching problems [BS15, BS16, Sol18]. In fact, the core component of
several dynamic matching algorithms is only to maintain such sparsifiers [BS15, BS16].
There are also previous developments in dynamic graph algorithmsbased on vertex sparsificationwhich
allow algorithms to work on graphs with smaller number of vertices. This usually offers a more significant
speed up than edge sparsification. Earlier works [EGIS96, EGIS98, FR01] that utilize vertex sparsification
in the dynamic setting are restricted to planar graphs and exploit the fact that this class of graphs admit
small separators. Similar techniques are used and generalized in [GHP17, GHP18] but none of these works
extend to general graphs. Several previous offline dynamic algorithms exploit vertex sparsification for
maintaining minimum spanning forests [Epp91], small edge/vertex connectivity [PSS19], and effective
resistance [LPYZ18b].
Recent Results on Dynamic Vertex Sparsification Very recently, Goranci et al. [GRST20] give a fully
dynamic algorithm for maintaining a tree flow sparsifier based on a new notion of expander decomposi-
tion. One of their applications is a fully dynamic algorithm for s-t maximum flow and minimum cuts.
Their algorithm is deterministic, has no(1) worst-case update time and O(log1/6 n) query time, but their
approximation ratio is 2O (log
5/6 n)
= no(1). Our algorithms from Theorems 6.1 and 6.27 guarantees a much
better approximation ratio ofO(logn(log logn)O (1)). However, our update and query times are slower, and
are randomized.
Concurrent to our result there have also been several recent developments on utilizing vertex sparsi-
fiers to maintain c-edge connectivity for small values of c [PSS19, CDLV19, LPS19, JS20].
1.2 Technical Overview
We start by discussing an incremental version of our meta theorem, which is key to our incremental all pair
shortest path algorithm. The main algorithmic tool behind our construction is a data-structure version of
thewell-studied notion of vertex sparsifier [Moi09, LM10, CLLM10, Chu12,MM10, EGK+14], whichwe refer
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to as incremental vertex sparsifier. To better convey our intuition, we start with a slightly weaker definition
of such a sparsifier, which already leads to non-trivial guarantees. We then discuss the generalization and
its implications.
Let G = (V ,E) be an n-vertex graph and, for each u,v ∈ V , let P(u,v,G) denote a property between
u and v in G3. For example, P(u,v,G) could be the distance between u and v in G. Let T ⊆ V be a set
of nodes called terminals. Given a parameter α , an α-vertex sparsifier of G w.r.t. T is a graph H = (V ′,E ′)
such that 1)V ′ ⊇ T , |V ′| ≈ |T | and 2) P(u,v,H ) ≈α P(u,v,G) for all u,v ∈ T . That is, H has size close to
T but still approximately preserves the property P between all terminal nodes up to a factor of α .
Given a graph G = (V ,E) and terminals T ⊆ V (G), an α-incremental vertex sparsifier (IVS) of G is a
data structure that maintains an α-vertex sparsifier HT and supports the following operations:
• Preprocess(G,α): preprocess the graphG,
• AddTerminal(u): let T ′ ← T ∪ {u} and update HT ′ to an α-vertex sparsifier ofG w.r.t. T ′.
An efficient (α , f (n),д(n))-IVS of G is an α-IVS of G that supports the preprocessing and terminal
addition operations inO(|E | f (n)) andO(д(n)) time, respectively.
The advantage of such an efficient sparsifier is that it immediately leads to a simple two-level incre-
mental algorithm. Concretely, given an initial graph G = (V ,E) and an approximation parameter α ≥ 1,
assume we want to design an incremental algorithm that maintains some property P(s, t ,G) that can be
computed in timeO(|E |h(n)) on a static graphG = (V ,E). To achieve this, our data-structure maintains (1)
an efficient (α , f (n),д(n))-IVS of G and (2) a set of terminalsT , which is initially set to empty. We initial-
ize our data-structure using the Preprocess(G,α) operation of the efficient IVS and rebuild from scratch
every β operations, for some parameter β ≥ 0. Note that after a rebuild, HT is empty. We next describe
the implementation of insertions and queries. Upon insertion of a new edge e = (u,v) in G, we invoke
AddTerminal(u) andAddTerminal(v), and add e toHT . For answering (s, t) queries, we invokeAddTer-
minal(s) and AddTerminal(t), and run a static algorithm on HT that computes property P(s, t ,HT ) and
return the result as an answer.
As HT is an α-vertex sparsifier of the current graph G and T ⊇ {s, t} by construction, we have that
P(s, t ,HT ) approximates property P(s, t ,G) up to an α factor. The update time consists of (1) the cost for
rebuilding every β operations, which is O(mf (n)/β) and (2) the cost for adding endpoints of β edges as
terminals, which is O(βд(n)). By construction, |T | = O(β) at any time, resulting in a size of O(βд(n)) for
HT (since we start with an emptyHT after a rebuild). As the static algorithm onHT takes timeO(|HT |h(n)),
the query time is bounded byO(βд(n)h(n)).
Combining the above bounds on the update and query time, we obtain the following expression
O
((
m
β
)
f (n) + βд(n)h(n)
)
which bounds the amortized update time and worst-case query time.
A challenge we face to design a multi-level incremental algorithm using the above approach is the
large flexibility allowed in the AddTerminal operation. More concretely, given a sparsifier HT w.r.t. T ,
whenever we add a new terminal to T and update HT to HT ′ , the implementation of the operation could
potentially both delete and insert vertices/edges to HT . Ideally we would like that the HT ′ is constructed
by only adding new vertices/edges to HT , which in turn would allow us to keep the incremental nature of
the problem. To address this, we modify the operation of adding terminals in the definition of α-IVS as
follows:
• AddTerminal(u): let T ′ be T ∪ {u} and update HT to HT ′ such that
3Our approach also works for graph properties with a number of parameters that is different from 2.
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– HT ′ is an α-vertex sparsifier ofG w.r.t. T
′.
– HT ⊆ HT ′ .
An important measure related to this new definition is the notion of recourse, which is the number of
changes performed to the old sparsifierHT , i.e., |HT ′\HT |. While it is straightforward to bound the recourse
by the time needed to support the addition of terminals, there are scenarios where recourse can be much
smaller. Equipped with the new definition of incremental vertex sparsifier and the notion of recourse, we
immediately get a multi-level hierarchy for designing incremental algorithms, which is formally stated in
Theorem 2.4 of Section 2.
We demonstrate the applicability our meta theorem to the incremental all-pair shortest path problem
by showing that an efficient IVS can be constructed using a deterministic variant of the distance oracle due
to Thorup and Zwick [TZ05]. At a high level, the oracle preprocessing works as follows: (1) it constructs a
hierarchy of centers, (2) for each vertex it finds the closest center at every level of the hierarchy and (3) for
each vertex u ∈ V , it defines the notion of bunch B(u), which is the union of all centers of u that we found
in (2). Our key observation is that this construction leads to an efficient IVS with bounded recourse: (1) we
preprocess the graph using the oracle preprocessing, and (2) implement the terminal addition of a vertex
u by simply adding its bunch B(u) to the current vertex sparsifier maintained by the data structure. This
construction leads to an efficient (O˜(n1/r ), O˜(n1/r ), 2r − 1)-IVS forG. The correctness of our data-structure
heavily relies on the fact ∪u∈TB(u) is an α-vertex (distance) sparsifier ofG w.r.t. T .
To extend our meta theorem to fully-dynamic graphs, we simply go back to the old implementation of
the AddTerminal operation (as now we can support insertions/deletions of edges) and then augment our
data-structure with the operation Delete(e), which allows deleting e from the underlying graph G and
updates the maintained vertex sparsifier with respect to this deletion. Similarly to the above, bounding
the recourse and performing recursive invocations of the vertex sparsifier data-structure leads to a meta
theorem for fully dynamic algorithms, which is formally stated in Theorem 5.4 of Section 5.
Our fully-dynamic results on flow/cuts, distances and electrical flow/effective resistances, which are
based on our generic meta-theorem, are obtained by adapting:
1. the j-tree decompositionofgraphs byMadry [Mad10], which is in-turn based on the oblivious routing
scheme by Racke [R0¨8],
2. the random-walk interpretation of electrical flow preserving vertex sparsifiers (also known as Schur
complements) that are also at the core of [DGGP19].
In each of these cases, the approximation ratios obtained by our data structures match the current best
bounds of static variants of these problems, which are themselves well-studied. Specifically, our approxi-
mation ratios for these three problems are identical to those of sublinear time query oracles for answering
(multi source/sink) min-cut queries4, distances, and effective resistances in static graphs. As a result, we
believe our results represent natural starting points for more efficient versions of these data structures,
and hope they will motivate further work on the static query versions of flows/cuts and shortest paths.
2 Incremental Algorithms via Incremental Vertex Sparsifiers
LetG = (V ,E) be a graph. Let P be a property of graphs. Properties can be either (i) global, if P is meant
for the entire graph or (ii) local, if P is defined with respect to a particular pair of vertices (u,v) in the
graph. For example, P(u,v) is the distance between u and v in G or the size of the u − v minimum cut.
4The Gomory-Hu tree on the other hand provides a much more efficient query oracle for answering s-t min-cut queries, but
we are not aware of generalizations of it to small sets of source/sink vertices
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To simplify presentation, we assume throughout the rest of this paper that P takes three parameters, two
vertices, followed by the graph. Let T ⊆ V be a set of nodes called terminals. An α−vertex sparsifier of G
for P w.r.t. T is a graph H = (V ′,E ′) such that i) V ′ ⊇ T , |V ′ | ≈ |T |, and ii) P(u,v,H ) ≈α P(u,v,G) for
allu,v ∈ T . That is,H is close toT and at the same time approximately preserves the property P between
pairs of terminal nodes up to a factor of α .
The notion of recourse is used for measuring the number of changes in the target graph maintained by
a data structure.
Definition 2.1 (Incremental Vertex Sparsifer). LetG = (V ,E) be a graph, T ⊆ V be the set of terminals, and
α be an non-negative parameter. A data-structure D is an α−Incremental Vertex Sparsifier (abbr. α−IVS) of
G ifD explicitly maintains an α−vertex sparsifier HT ofG with respect toT and supports following operations:
1. Preprocess(G,T ): preprocess G in time tp
2. AddTerminal(u): let T ′ be T ∪ {u} and update HT to HT ′ in time tu such that i) HT ′ is an α−vertex
sparsifier of G with respect to T ′, ii) HT ⊆ HT ′ and iii) recourse, number of edge changes from HT to
HT ′ , is at most ru . This operation should return the set of edges HT ′ \HT .
Also, the size of the vertex sparsifier, HT , should be O(|T |ru ).
The simplest example of such Incremental Vertex Sparsifer can be made as follows: D maintains G as
the vertex sparsifier. Such D is a 1-IVS of G with preprocessing time tp update time tu and recourse ru
beingO(|E(G)|).
Given a α−IVSD ofG, we can support edge insertion by first adding 2 endpoints to the terminal set and
then add the edge directly to the vertex sparsifier HT . The correctness comes from the decomposability.
To specify the cost, the following corollary is presented to formalized the approach.
Lemma 2.2. Let G = (V ,E) be a graph and D be an α−IVS of G. D also maintains an α−vertex sparsifier
HT ofG with respect to T subject to the following operation:
• Insert(e = uv): insert edge e toG and update T and HT . It is done in O(tu )-time withO(ru )-recourse.
Algorithm 1: D .Insert(e = uv)
1 Eu ← D .AddTerminal(u).
2 Ev ← D .AddTerminal(v).
3 Add edge e to HT .
4 return Eu ∪ Ev ∪ {e}.
Proof. The algorithm for edge insertion is presented as Algorithm 1. The correctness comes from the
decomposability of the desired graph property. The time bound is 2tu+O(1) for 2AddTerminal operations
and edge insertion in a graph. 
Since our ultimate goal is to design incremental algorithms that support updates and queries in sub-
linear time, we will focus on building incremental vertex sparsifiers whose update time and recourse are
sub-linear in n. This requirement is made precise in the following definition.
Definition 2.3 (Efficient IVS). Let G = (V ,E) be a graph, α be an non-negative parameter, and f (n), д(n),
r (n) ≥ 1 be functions. We say that D is an (α , f (n),д(n), r (n))−efficient IVS ofG if D is an α−IVS ofG with
preprocessing time tp = O(m · f (n)), addTerminal time tu = O(д(n)), and recourse ru = O(r (n)).
7
Next we show how to use efficient incremental vertex sparsifier to design online (approximate) incre-
mental algorithms for problems with certain properties while achieving fast amortized update and query
time.
Theorem 2.4. LetG = (V ,E) be a graph, and for anyu,v ∈ V , letP(u,v,G) be a solution to a minimization
problem between u and v inG. Let f (n),д(n), r (n),h(n) ≥ 1 be functions, α ≥ 1 be the approximation factor,
ℓ ≥ 1 be the depth of the data structure, and let γ , µ0, µ1, . . . , µℓ with µ0 = m be parameters associated with
the running time. Assume the following properties are satisfied
1. G admits an (α , f (n),д(n), r (n))−efficient IVS
2. The propertyP(u,v,G) can be computed inO(mh(n)) time in a static graph withm edges andn vertices.
Then there is an incremental (approximate) dynamic algorithm that maintains for every pair of nodes u and
v, an estimate δ (u,v), such that
P(u,v,G) ≤ δ (u,v) ≤ α ℓ · P(u,v,G), (1)
with worst-case update time of
Tu = O
(
ℓ∑
i=1
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
i−1∏
j=0
r (µ j )ci−1
)
,
and worst-case query time of
Tq = O (ℓTu + µℓr (µℓ)h(µℓ )) ,
where c < 3 is an universal constant.
We declare this section to prove the Theorem 2.4
Data Structure. Consider some integer parameter ℓ ≥ 1 and parameters µ0 ≥ . . . ≥ µℓ , with µ0 = m.
Our data structure maintains
1. a hierarchy of graphs {Gi }0≤i≤ℓ ,
2. a hierarchy of terminal sets {Ti }1≤i≤ℓ , each associated with the parameters {µi }1≤i≤ℓ , and
3. a hierarchy of (α , f (n),д(n), r (n))-efficient IVSs {Di }1≤i≤ℓ , each associated with the graphGi−1 and
the terminal set Ti .
The data structure is initialized recursively. First, initialize Ti ← ∅ for 1 ≤ i ≤ ℓ and G0 ← G. For
1 ≤ i ≤ ℓ, construct an (α , f (n),д(n), r (n))-efficient IVS, Di , ofGi−1 with respect to terminal set Ti and set
Gi be the sparsifier maintained byDi . That is, everyGi is an α-vertex sparsifier ofGi−1 . By the transitivity,
we knowGℓ is an α
ℓ-vertex sparsifier ofGℓ . Thus, we compute the estimate δ (u,v) inGℓ−1, which should
be the smallest graph we have.
To deal with edge insertion, we add both endpoints of the new edge to the terminal set of every IVS
Di . Note that an edge insertion in Di producesO(r (µi−1))more insertions in the next level of IVS. Also, to
bound the sparsifier size, which is related to the size of the terminal set, we have to rebuild Di whenever
Di has handled µi updates since the last rebuild. A counter ci is used for keeping track of the number of
updates handled by Di . The rebuild cost is amortized over µi updates. To get worst-case cost, we use the
standard reduction of creating copies of the data structure in the background.
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Algorithm 2: Rebuild(i)
1 for j ∈ {i, . . . , ℓ} do
2 Remove vertices from Tj except the newest µ j vertices
3 Dj .Initialize(Gj−1,Tj )
4 SetGj to be the vertex sparsifier maintained by Dj
5 Set cj ← 0
Algorithm 3: Insert(e)
1 for i ∈ {0, 1, . . . , ℓ} do
2 Set Ei+1 ← ϕ
3 for f ∈ Ei do
4 Perform Di+1.Insert(f ) and add the changes ofGi+1 to Ei+1
5 Set ci+1 ← ci+1 + 1
6 if ci+1 ≥ 2µi+1 then
7 Rebuild(i + 1)
8 Break the loop
Handling Insertions. Consider the insertion of edge e = uv in G, which is G0 with an α-IVS D1. We
insert e to D1 via Corollary 2.2. Each edge insertion toGi handled by Di+1 createsO(r (µi )) edge insertions
in the resulting vertex sparsifier,Gi+1 . Thus one edge insertion inG createsO(ci
∏i−1
j=0 r (µ j )) edge insertions
inGi .
To bound the size of the terminal sets, we rebuild each Di every 2µi updates to the graph Gi−1 and
also rebuild every Dj , i < j that gets affected. When rebuilding some Di , we rebuild it with respect to the
terminal set Ti containing the latest-added µi vertices.
This algorithm is depicted in Algorithm 3.
Handling Queries. To answer the query for the approximate property P(s, t ,G) between any pair of
vertices s and t inG we proceed as follows. We first add s and t to every terminal set of {Di }. The algorithm
for adding terminal in our hierarchical data structure is presented in Algorithm 4.
Then we run the algorithm from Theorem 2.4 Part 2 on Gℓ , which is maintained by IVS Dℓ , to cal-
culate the property P(s, t ,Gℓ ) between s and t in Gℓ . The value P(s, t ,Gℓ ) is returned as an estimate to
P(s, t ,G). This algorithm is depicted in Algorithm 5.
Correctness. Let G be the current graph throughout the execution of the algorithm. Via induction, we
know every data structureDi in the hierarchy is anα-IVS ofGi−1 with respect to the terminal setTi . Hence,
Gi , maintained by Di , is an α-vertex sparsifier of Gi−1 . Therefore via transitivity of vertex sparsifier, we
knowGℓ is an α
ℓ-vertex sparsifier ofG0, which is the current graphG.
Thus, we have
P(s, t ,G) ≤ P(s, t ,Gℓ−1) = δDℓ (s, t) ≤ α ℓP(s, t ,G).
Therefore the approximation claim in Theorem 2.4 is proved.
Running Time. We first study the update time of our data structure. Since rebuild is incurred ev-
ery µi operations for the data structure Hi , we can charge the rebuild cost among µi operations. Note
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Algorithm 4: AddTerminal(u)
1 Set E0 ← ϕ
2 for i ∈ {0, 1, . . . , ℓ − 1} do
3 Set Ei+1 ← ϕ
4 for f ∈ Ei do
5 Perform Di+1.Insert(f ) and add the changes ofGi+1 to Ei+1
6 Set ci+1 ← ci+1 + 1
7 if ci+1 ≥ 2µi+1 then
8 Rebuild(i + 1)
9 Set Ei+1 ← ϕ
10 Break the loop
11 Perform Di+1.AddTerminal(u) and add the changes ofGi+1 to Ei+1
12 Set ci+1 ← ci+1 + 1
13 if ci+1 ≥ 2µi+1 then
14 Rebuild(i + 1)
15 Set Ei+1 ← ϕ
Algorithm 5:Q_uery(s, t)
1 AddTerminal(s)
2 AddTerminal(t)
3 Run static algorithm onGℓ to compute P(s, t ,Gℓ )
4 return P(s, t ,Gℓ )
that Di is an α-IVS of Gi−1 , which is a graph on µi−1-vertices. By the size bound in Definition 5, re-
build cost is O(µi−1r (µi−1)f (µi−1)). Also notice all Dj , i < j ≤ ℓ are also rebuilt, each has rebuild cost
O(µ j−1r (µ j−1)f (µ j−1)). By amortizing the rebuild cost, we know the timeDi spent on eitherAddTerminal
or Insert is:
O
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
.
Since an update in Di creates ≤ cr (µi ), c being some positive universal constant, updates inGi , which
is handled by the data structure in the next level, Di+1, we have to incorporate such quantity into the
analysis. Note that when rebuilding Di , all Dj , i < j are also rebuilt. Hence no recourse is made for
rebuilding. We can now analyze the number of updates handled by Di when 1 edge insertion happens in
G. By simple induction, we know there will be ≤ ∏i−1j=1 cr (µ j ) updates inGi−1. Thus for the data structure
in i-th level, Di , there will be at most
∏i−1
j=1 cr (µ j ) updates. Combining these 2 quantities, we can bound
the amortized update time of our data structure:
Tu = O
(
ℓ∑
i=1
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
i−1∏
j=1
cr (µ j )
)
= O
(
ℓ∑
i=1
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
i−1∏
j=1
r (µ j )ci−1
)
.
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We next study the query time of our data-structure. When answering a query, we add s and t to each
layer of the terminal set. When adding terminals to each layer of data structure Di , edge changes also
propagate to lower levels. As for the analysis of update time, we have to take the recourse into account.
The time can be bounded byO(ℓTu ) where Tu is the update time of our data structure.
Then we compute P(s, t ,Gℓ ) in Gℓ , which has µℓr (µℓ ) edges as guaranteed by the definition of IVS.
Since we have anO(mh(n)) algorithm for computing P(s, t) in anm-edge n-vertex graph, P(s, t ,Gℓ ) can
be computed in µℓr (µℓ )h(µℓ) time. Combining these 2 bounds, we can bound the query time by:
Tq = O (ℓTu + µℓr (µℓ)h(µℓ )) .
Lemma 2.5. Let {µi }0≤i≤ℓ be a family of parameters with µ0 = m. Also, all parameters regarding efficient
IVS, f (n),д(n), r (n), and h(n), are of order no(1). If we set
µi =m
1−i/(ℓ+1), where 1 ≤ i ≤ ℓ,
then the update time is
Tu = O
(
ℓ∑
i=1
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
i−1∏
j=1
r (µ j )ci−1
)
= O
(
ℓcℓm1/(ℓ+1)+o(ℓ)
)
, (2)
and the query time is
Tq = O (ℓTu + µℓr (µℓ)h(µℓ )) = O
(
ℓ2cℓm1/(ℓ+1)+o(ℓ)
)
. (3)
Proof. Plug in the choice of µi , we have∑ℓ
j=i µ j−1
µi
=mi/(ℓ+1)−1
(
ℓ∑
j=i
1 −m(j−1)/(ℓ+1)
)
=
ℓ∑
j=i
m(i−j+1)/(ℓ+1) ≤ 2m1/(ℓ+1).
Since r (n), c ≥ 1 and r (n) is an increasing function, ∏i−1j=1 r (µ j )ci−1 = O(r (n)ℓcℓ) = O(mo(ℓ)cℓ) holds.
Combining these 2 inequalities, we can bound the update time by
Tu = O
(
ℓ∑
i=1
(∑ℓ
j=i µ j−1 f (µ j−1)
µi
+ д(µi−1)
)
i−1∏
j=1
r (µ j )ci−1
)
= O
(
ℓ∑
i=1
(
m1/(ℓ+1) f (n) + д(n)
)
r (n)ℓcℓ
)
= O
(
ℓcℓm1/(ℓ+1)+o(ℓ)
)
.
The bound for query time is straightforward from the definition of µℓ . 
3 Incremental All-Pairs Shortest Paths
In this section we show how to use Theorem 2.4 to design an online incremental algorithm for the approx-
imate All-Pair Shortest-Paths problem with fast worst-case update and query time. Concretely, we will
show that the assumption (1) in Theorem 2.4 is satisfied with certain parameters for shortest paths. Note
that (2) follows immediately with h(n) = O˜(1) by any O˜(m) time single-pair shortest path algorithm. We
have the following theorem.
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Theorem 3.1. Let G = (V ,E) be an undirected, weighted graph and c be some positive constant. For ev-
ery ℓ, r ≥ 1, there is an incremental deterministic All-Pair Shortest-Paths algorithm that maintains for ev-
ery pair of nodes u and v, an estimate δ (u,v) that approximates the shortest path distance between u and
v up to a factor of (2r − 1)ℓ while supporting updates and queries in O(ℓcℓ−1r ℓm1/(ℓ+1)nℓ/r logℓ−1 n) and
O(ℓ2cℓ−1r ℓm1/(ℓ+1)nℓ/r logℓ−1 n) worst-case time, respectively.
Corollary 3.2. Let G = (V ,E) be an undirected, weighted graph. For every r ≥ 1, there is an incremental
deterministic All-Pair Shortest-Paths algorithm that maintains for every pair of nodes u and v, an estimate
δ (u,v) that approximates the shortest path distance between u andv up to a factor of (2r −1) while supporting
updates and queries in O(m1/2n1/r ) and O(m1/2n1/r ) worst-case time, respectively.
Proof. The argument holds trivially by replacing ℓ by 1 in Theorem 3.1. 
We start by introducing the usual definitions of sparsifiers and vertex sparsifiers for distances. Let
G = (V ,E) be an undirected, weighted graph with a terminal setT ⊆ V . For u,v ∈ V , let distG (u,v) denote
the length of the shortest path between u and v inG.
Definition 3.3 (Sparsifiers for Distances). Let G = (V ,E) be an undirected, weighted graph, and let α ≥ 1
be a stretch parameter. A graph H = (V ′,E ′) withV ⊆ V ′ is an α-distance sparsifier ofG iff for all u,v ∈ V ,
distG (u,v) ≤ distH (u,v) ≤ α · distG (u,v).
Definition 3.4 (Vertex Sparsifiers for Distances). Let G = (V ,E) be an undirected, weighted graph with a
terminal set T ⊆ V , and let α ≥ 1 be a stretch parameter. A graph H = (V ′,E ′) withT ⊆ V ′ is an α-(vertex)
distance sparsifier ofG with respect to T iff for all u,v ∈ T , distG (u,v) ≤ distH (u,v) ≤ α · distG (u,v).
In the remainder of this section, we will show that the distance property in graphs admits an efficient
incremental sparsifier oracle with desirable guarantees.
Lemma 3.5 (Efficient ISO’s for Distances). Given an undirected, weighted graphG = (V ,E), and a parameter
r ≥ 1, there is a deterministic algorithm that constructs an (2r−1,O(n1/r log2 n),O(n1/r log2 n),O(n1/r log2 n))-
efficient (distance) IVS ofG.
Weachieve this by showing a deterministic variant of the distance oracle due toThorup andZwick [TZ05].
While our construction closely follows the ideas presented in the deterministic oracle due to Roddity, Tho-
rup and Zwick [RTZ05], we note that their work only bounds the total size of the oracle, which is not suffi-
cient for our purposes. Similar ideas have been employed by Lacki et al. [LOP+15] for constructing bipartite
emulators and by Abraham et al. [ACT14] for designing approximation algorithms for the fully-dynamic
APSP problem.
We start by reviewing the randomized algorithm for APSP due to Thorup and Zwick [TZ05] (which
is depicted in Figure 6), and then derandomize that algorithm and show how it can be used to solve the
above problem.
1. SetA = V andAr = ∅, and for 1 ≤ i ≤ r −1 obtainAi by picking each node fromAi−1 independently,
with probability n−1/r .
2. For each 1 ≤ i < r , and for each vertex v ∈ V , find the vertex pi (v) ∈ Ai (also known as the i-th
pivot) that minimizes the distance to v, i.e.,
pi (v) := arg min
u∈Ai
distG (u,v),
and its corresponding distance value
distG (Ai ,v) := min{δ (w,v) | w ∈ Ai } = distG (v,pi (v)).
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Algorithm 6: HierarchyConstruct(G, r )
1 A0 ← V ; Ar ← ∅
2 for i ← 1 to r − 1 do
3 Ai ← Sample
(
Ai−1, |V |−1/r
)
4 for every v ∈ V do
5 for i ← 0 to r − 1 do
6 Let distG (Ai ,v) ← min{distG (w,v) | w ∈ Ai }
7 Let pi (v) ∈ Ai be such that distG (pi (v),v) = distG (Ai ,v)
8 distG (Ar ,v) ← ∞
9 Let B(v) ← ∪r−1i=0 {w ∈ Ai \Ai+1 | distG (w,v) < distG (Ai+1,v)}
3. For each vertex v ∈ V , define the bunch B(v) = ∪r−1i=0Bi (v), where
Bi (v) := {w ∈ Ai \Ai+1 | distG (w,v) < distG (Ai+1,v)}.
Thorup and Zwick [TZ05] showed that using the hierarchy of sets (Ai )0≤i≤r chosen as above, the
expected size of a bunch E[|B(v)|] is O(rn1/r ), for each vertex v ∈ V . We note that the only place where
their construction uses randomization is when building the hierarchy of sets (the for loop in Step 2 in
Figure 6). Therefore, to derandomize their algorithm it suffices to design a deterministic algorithm that
efficiently computes a hierarchy of set (Ai )0≤i≤r such that |B(v)| ≤ O˜(rn1/r ), for each v ∈ V (note that
compared to the randomized construction, we are content with additional poly-log factors on the size of
the bunches).
We present a deterministic algorithm for computing the hierarchy of sets that closely follows the ideas
presented in the deterministic construction of Roditty, Thorup, and Zwick [RTZ05]. The main two in-
gredients of the algorithm are the hitting set problem, and the source detection problem. For the sake of
completeness, we next review their definitions and properties.
Definition 3.6 (Hitting set). Let U be a set of elements, and let S = {S1, . . . ,Sp } be a collection of subsets of
U . We say that T is a hitting set of U with respect to S if T ⊆ U , and T has a non-empty intersection with
every set of S, i.e., T ∩ Si , ∅ for every 1 ≤ i ≤ p.
It is known that computing a hitting set of minimum size is an NP-hard problem. In our setting how-
ever, it is sufficient to compute approximate hitting sets. Since our goal is to design a deterministic al-
gorithm, one way to deterministically compute such sets is using a variant of the well-known greedy
approximation algorithm: (1) Form the set T by repeatedly adding to T elements of U that ‘hit’ as many
‘unhit’ sets as possible, until only |U |/s sets are unhit, where |Si | ≥ s for each 1 ≤ i ≤ p ; (2) add an element
from each one of the unhit sets toT . The lemma below shows that this algorithm finds a reasonably sized
hitting set in time linear in the size of U the collection S.
Lemma 3.7. Let U be a set of size u and let S = {S1, . . . ,Sp} be the collection of subset of U, each of size at
least s, where s ≤ p. Then the above deterministic greedy algorithm runs inO(u +ps) time and finds a hitting
set T of U with respect to S, whose size is bounded by |T | = (u/s)(1 + lnp).
Note that the size of this hitting set is within O(logn) of the optimum size since in the worst case T
has size at least u/s.
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Algorithm 7: DetHierarhcy(G, r )
Data: Undirected, weighted graphG = (V ,E), parameter r ≥ 1
Result: Hierarchy of sets (Ai )0≤i≤r
1 q = ⌈n1/r (1 + lnn)⌉
2 A0 ← V ; Ar ← ∅
3 for i ← 0 to r − 2 do
4 Compute Ai (v,q,G) for each v ∈ V using the source detection algorithm (Lemma 3.9)
5 Let {Ai (v,q,G)}v ∈V be the resulting collection of sets
6 Compute a hitting set Ai+1 ⊆ Ai with respect to {Ai (v,q,G)}v ∈V (Lemma 3.7)
7 return (Ai )0≤i≤r
Definition 3.8 (Source Detection). Let G = (V ,E) be an undirected, weighted graph, let U ⊆ V be an
arbitrary set of sources of size u, and let q be a parameter with 1 ≤ q ≤ u. For every v ∈ V , we let U (v,q,G)
be the set of the q vertices of U that are closest to v inG.
Roditty, Thorup, and Zwick [RTZ05] showed that the set U (v,q,G) can be computed using q single-
source shortest path computations. We review their result in the lemma below.
Lemma 3.9 ([RTZ05]). For every v ∈ V , the set U (v,q,G) can be computed in time O(qm logn).
Our algorithm for constructing the hierarchy of sets (Ai )0≤i≤r , depicted in Figure 7, is as follows.
Initially, we set A0 = V and Ar = ∅. To construct the set Ai+1, given the set Ai , for 0 ≤ i ≤ r − 2, we first
find the setAi (v,q,G), where q = O˜(n1/r ), using the source detection algorithm from Lemma 3.9. Then we
observe that the collection of sets {Ai (v,q,G)}v ∈V can be viewed as an instance of the minimum hitting
set problem over the set (universe) Ai , i.e., we want to find a set Ai+1 ⊆ Ai of minimum size such that
each set Ai (v,q,G) in the collection contains at least one node of Ai+1. We construct Ai+1 by invoking
the deterministic greedy algorithm from Lemma 3.7, which produces a hitting set whose size is within
O(logn) of the optimum one. We next prove the constructed hierarchy produces bunches whose sizes
are comparable to the randomized construction, and also show that our deterministic construction can be
implemented efficiently.
Lemma 3.10. Given an undirected, weighted graphG = (V ,E), and a parameter r ≥ 1, Algorithm 7 computes
deterministically, in O(rmn1/r logn) time, a hierarchy of sets (Ai )0≤i≤r such that for each v ∈ V ,
|B(v)| = O(rn1/r logn).
Proof. We start by showing the bound on the size of the bunches. To this end, we first prove by induction
on i that |Ai | ≤ n1−i/r for all 0 ≤ i ≤ r − 1. For the base case, i.e., i = 0, the claim is true by construction
since A0 = V . We assume that |Ai | ≤ n1−i/r for the induction hypothesis, and show that |Ai+1 | ≤ n1−(i+1)/r
for the induction step. Note that by construction each set in the collection {Ai (v,q,G)}i∈V has size q =
⌈n1/r (1 + lnn)⌉ ≥ n1/r (1 + lnn). Invoking the greedy algorithm from Lemma 3.7, we get a hitting set
Ai+1 ⊆ Ai of size at most( |Ai |
q
)
(1 + lnn) ≤
(
n1−i/r
n1/r (1 + lnn)
)
(1 + lnn) = n1−(i+1)/r .
We next show that for each v ∈ V and for each 0 ≤ i ≤ r − 1, |Bi (v)| ≤ O(n1/p logn), which in
turn implies the claimed bound on the size of vertex bunches. Note that it suffices to show that Bi (v) ⊆
Ai (v,q,G) since then |Bi (v)| ≤ |Ai (v,q,G)| ≤ n1/p(1 + lnn) = O(n1/p logn). Recall that for 1 ≤ i ≤ r − 1
Bi (v) = {w ∈ Ai \Ai+1 | distG (w,v) < distG (Ai+1,v)}
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Algorithm 8: Preprocess(G, 2r − 1)
1 Invoke HierarchyConstruct(G, r ), where instead of Steps 1-3 invoke DetHierarchy(G, r )
2 for each v ∈ V do
3 Store each B(v), wherew ∈ B(v) holds distG (v,w).
4 SetG0 ← G.
Algorithm 9: AddTerminal(u)
1 Let HT be the vertex sparsifier maintained w.r.t. T .
2 Set T ← T ∪ {u}.
3 for every v ∈ B(u) do
4 Add (u,v) to E(HT ) with weight distG0 (v,u).
Now, by construction ofAi+1 we have thatAi+1∩Ai (v,q,G) , ∅, which implies that Bi (v) ⊆ Ai (v,q,G)
by the definition of Bi (v).
We finally analyze the running time. For 0 ≤ i ≤ r−2, consider the sequence of steps in the i-th iteration
of the for loop in Figure 7. By Lemma 3.9, the time to construct the collection of sets {Ai (v,q,G)}v ∈V
is O(mn1/r logn). Furthermore, since the size of each set in this collection is at least q = O(n1/r logn),
Lemma 3.7 guarantees that the greedy algorithm for computing a hitting set Ai+1 takes O(n1+1/r logn)
time. Combining the above bounds, we get that the total time for the i-th iteration isO(mn1/r logn). Since
there are at most r iterations, we conclude that the running time of the algorithm is O(rmn1/r logn). 
We next show to implement the two operations of the efficient (distance) ISO from Lemma 3.5, namely
Preprocess() and AddTerminal().
In the preprocessing phase, depicted in Figure 8, given the graphG and the stretch parameter (2r − 1),
we first invoke HierarchyConstruct(G, r ) in Figure 6, where Steps 1-3 are replaced by the deterministic
algorithm for computing the hierarchy of sets DetHierarchy(G, r ). Note that this modification ensures
that our preprocessing algorithm is deterministic. Next, for each vertexv ∈ V , we store its bunch B(v) in a
balanced binary search tree, where each vertexw ∈ B(v) has as key the value distG0 (w,v) (this step could
have been implemented differently, but as we will shortly see, it is useful in the subsequent applications
of our algorithm), whereG0 is the graphG at the moment of preprocessing.
We next describe how to implement the AddTerminal operation, depicted in Figure 9. Let T be the
set of queried terminals. The main idea to construct a vertex distance sparsifier HT ofG with respect to T
is to exploit the bunches that we stored in the preprocessing step. More concretely, let HT be an initially
empty graph. For each vertex v ∈ T , and every vertex in its bunch u ∈ B(v), we add to HT the edge (u,v)
with weight distG (u,v). Finally, we return HT as a (vertex) distance sparsifier ofG with respect to T .
Next we formally analyzes the running time for the above operations and shows the correctness for
the update operation.
Proof of Lemma 3.5. We first argue about the correctness. To show that the resulting graph HT is indeed a
vertex distance sparsifier with respect to T , we briefly review the update algorithm in the construction of
Thorup and Zwick [TZ05], and show that this immediately applies to our graph setting.
Let u,v ∈ T by any two terminals. The algorithm uses the variables w and i, and starts by setting
w ← u, and i ← 0. Then it repeatedly increments the value of i, swaps u andv, and setsw ← pi (u) ∈ B(u),
until w ∈ B(v). Finally, it returns a distance estimate δ (u,v) = distG (w,u) + distG (w,v). Observe that
w = pi (u) ∈ B(u) for some 0 ≤ i ≤ r − 1 and w ∈ B(v). By construction of our vertex sparsifier HT , note
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that the edges (w,u) and (w,v), and their corresponding weights, distG (w,u) and distG (w,v), are added
to HT . Thus, there must exist a path between u and v in HT whose stretch is at most the stretch of the
distance estimate δ (u,v). Since in [TZ05] it was shown that for every u,v ∈ T ,
distG (u,v) ≤ δ (u,v) ≤ (2r − 1) distG (u,v),
we immediately get that
distG (u,v) ≤ distHT (u,v) ≤ (2r − 1) distG (u,v).
We finally analyze the running time for both operations. First, note that by Lemma 3.10, the deter-
ministic algorithm for constructing the hierarchy of sets DetHierarhcy(G, r ) runs in O(rmn1/r logn)
time. Moreover, Thorup and Zwick [TZ05] showed that given a hierarchy of sets, the bunches for all
vertices in G can be computed in O(rmn1/r logn) time. Combining these two bounds we get that the
operation Preprocess(G, r ) runs in O(rmn1/r logn) time. For the running time of AddTerminal(u), re-
call that HT addes only edges between u and its bunch, B(u). Since the size of a each individual vertex
bunch is bounded by O(rn1/r logn) (Lemma 3.10), the time for adding edges adjacent to u is bounded by
O(|B(u)|) = O(rn1/r logn). This also bounds the recourse of adding u to the terminal set. 
We finally prove the main result of this section, i.e., Theorem 3.1.
Proof of Theorem 3.1. LetG = (V ,E) be a graph and consider an (2r−1,O(rn1/r logn),O(rn1/r log2 n),O(rn1/r logn))
-efficient (distance) IVS H of G (Lemma 3.5). Recall that given any pair of vertices s, t in G, one can com-
pute shortest path between s and t in O(m logn) time. Thus, plugging the parameters α = 2r − 1, f (n) =
O(rn1/r logn),д(n) = O(rn1/r log2 n), r (n) = O(rn1/r logn) and h(n) = O(logn) in Theorem 2.4 and choos-
ing the running time parameters as in Lemma 2.5, we get an incremental algorithm such that for any pair
of vertices u and v reports a query estimate δ (u,v) that approximates the shortest path distance between
between u and v up to a (2r − 1)ℓ factor, and handles update operations in worst-case time of
O
(
ℓcℓ−1r ℓm1/(ℓ+1)nℓ/r logℓ−1 n
)
and query operations in worst-case time of
O
(
ℓ
2cℓ−1r ℓm1/(ℓ+1)nℓ/r logℓ−1 n
)
.

4 Offline Dynamic Algorithms via Vertex Sparsifiers
In this section, we show how to use efficient vertex sparsifier constructions to design offline (approx-
imate) dynamic algorithms for graph problems with certain properties while achieving fast amortized
update and query time. To achieve this we use a framework that has been exploited for solving offline
3-connectivity [PSS19]. Our main contribution is to show that this generalizes to a much wider class of
problems, leading to several interesting bounds which are not yet known in the online dynamic graph
literature. Also, we show negative results on lower-bounds in dynamic problems.
We start by defining the model. We are given an undirected graphG = (V ,E) and an offline sequence
of events or operations x1, . . . ,xm , where xi is ether an edge update (insertion or deletion), or a query qi
which asks about some graph property inG at time i. The goal is to process this sequence of updates inG
while spending total time proportional toO(mf (m)), where f (m) is ideally some sub-linear function inm.
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We next show that an analogue to Theorem 2.4 can also be obtained in the offline graph setting. Our
algorithm makes use of the notion of vertex sparsifiers as well as their useful properties including transi-
tivity and decomposability. In our construction we want graph properties that admit (1) fast algorithms
for computing vertex sparsifiers and (2) guarantee that the size of such sparsifers is reasonably small. We
formalize these requirements in the following definition.
Definition 4.1. Let G = (V ,E) be a graph, with a terminal set T ⊆ V and let f (n), s(n) ≥ 1 be functions.
We say that (G ′,α , f (n), s(n)) is an α-efficient vertex sparsifier of G with respect to T iff G ′ is an α-vertex
sparsifier ofG, the time to construct G ′ is O(m · f (n)), and the size ofG ′ is O(|T | · s(n)).
Theorem 4.2. LetG = (V ,E) be a graph, and for anyu,v ∈ V , letP(u,v,G) be a solution to a minimization
problem between u and v in G. Let f (n), s(n),h(n) ≥ 1 be functions, α , ℓ ≥ 1 be parameters associated with
the approximation factor, and let β0, β1, . . . , βℓ with β0 =m be parameters associated with the running time.
Assume the following properties are satisfied
1. G admits an efficient vertex sparsifier (G ′,α , f (n), s(n)),
2. G ′ is transitive and decomposable,
3. The property P(u,v,G) can be computed in O(mh(n)) time in a graph withm edges and n vertices.
Then there is an offline (approximate) dynamic algorithm that maintains for every pair of nodes u and v, an
estimate δ (u,v), such that
P(u,v,G) ≤ δ (u,v) ≤ α ℓ · P(u,v,G). (4)
The total time for processing a sequence ofm operations is:
O˜
(
β0
(
ℓ∑
j=1
(
βj−1
βj
)
f (n) + βℓh(n)
)
s(n)
)
where β0 =m. (5)
Before describing the underlying data-structure upon which the above theorem builds, we reduce the
arbitrary sequence of operations into a more structured one, and also build a particular view for the prob-
lem. These will allow us to greatly simplify the presentation.
Concretely, first wemay assume that each edge is inserted and deleted exactly once during the sequence
of operations. We achieve this by simply treating each edge instance as a new edge, i.e., we assume that
each insertion of an edge e = (u,v) inserts a new edge that is different from all previous instances of (u,v).
Second, since we are given the entire sequence of operations, for each edge e we associate an interval
[ie ,de ] which indicates the insertion and deletion time of e in the operation sequence. Furthermore, we
denote by qt the time when query q was asked in the operation sequence. Let [1,m] denote the interval
covering the entire event sequence. If we are interested in processing updates from a given interval [r , s],
we will define graphs that consists of two types of edges with respect to this interval:
1. non-permanent edges, which are edges affected by an event in this interval, i.e., E
p
[r,s] = {e | ie or de ∈
[r , s]},
2. permanant edges, which are edges present throughout the entire interval, i.e., E
np
[r,s] = {e | ie < r ≤
s < de }.
Additionally, it will be useful to define the queried vertex pairs within the interval [r , s]: Q[r,s] = {q | qt ∈
[r , s]}.
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Data Structure. We now describe a generic tree data-structure T , which allows us to unify our frame-
work and thus greatly simplify the presentation. This tree structure is obtained by hierarchically partition-
ing the operation sequence into smaller disjoint intervals. These intervals induce graphs that are suitable
for applying vertex sparsifiers, which in turn allow us to process updates in a fast way, while paying some
error in the accuracy of the query operations.
Consider some integer parameter ℓ ≥ 1 and parameters β0, β1, . . . , βℓ with β0 = m. The tree T has
ℓ + 1 levels, where each level i is associated with the parameter βi , i = 0, . . . , ℓ. Each node of the tree
stores some interval from the event sequence. Formally, our decomposition tree T satisfies the following
properties:
1. The root of the tree stores the interval [1,m].
2. The intervals stored at nodes of same level are disjoint.
3. Each interval [r , s] stored at a node in T is associated with
• a graphG[r,s] =
(
V ,E
p
[r,s]
)
,
• a graph of new permanent edges H[r,s] = G[r,s] \G[q,t ], where Gq,t is the parent of G[r,s] in T
(if any).
• a set of boundary vertices ∂[r,s] = V (Enp[r,s]) ∪V (Q[r,s]).
4. If [r , s] ⊆ [q, t] then it holds that (a) ∂[r,s] ⊆ ∂[q,t ], and (b) Ep[q,t ] ⊆ E
p
[r,s].
5. The length of the interval stored at a node at level i is βi .
6. A node at level i has βi/βi+1 children.
7. The number of nodes at level i is at most O(β0/βi ).
The lemma below shows that a decomposition tree can be constructed in time proportional to the
length of the operation sequence times the height of the tree.
Lemma 4.3. Let G = (V ,E) be a dynamic graph where the sequence of operations is revealed upfront. Then
there is an algorithm that computes the decomposition tree T in O(ℓm) time, wherem denotes the length of
the operation sequence and ℓ is the height of the tree.
Proof. Let T be a tree with a single node (corresponding to its root) that stores the interval [1,m]. We
augment T in the following natural way: (a) We partition the interval [1,m] into β0/β1 = m/β1 disjoint
intervals, each of length β1. (b) For each of these intervals we create a node in the tree T , and connect
each node with the root of T , i.e., those nodes form the children of the root, and thus the nodes at level 1
of T . (c) We recursively apply steps (a) and (b) to the newly generated nodes until we reach the (ℓ + 1)-st
level of the tree.
By the construction above, it easily follows that the generated tree T satisfies properties (1), (2), (4),
(5), (6) and (7). Thus, it remains to show how to compute the quantities in (3). This can be achieved by
(a) computing the intervals [ie ,de ], for every edge e in the sequence (note that this is possible because we
assumed that every edge is inserted and deleted exactly once within the interval [1,m]), and (2) for each
node in the tree, computing the sets E
np
[r,s] and E
p
[r,s].
For the running time, observe that computing the intervals [ie ,de ] takesO(m) time. Having computed
these intervals, we can level-wise compute the permanent and non-permanent edges for each node in that
particular level. By disjointedness of the intervals, the amount of work we perform per level is O(m).
Since there are most O(ℓ) levels, it follows that the running time for constructing the decomposition tree
is O(ℓm). 
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Computing vertex sparsifiers in the hierarhcy. We next show how to efficiently compute a vertex
sparsifierG ′[r,s] for each nodeG[r,s] from the decomposition tree T . The main idea behind this algorithm
is to leverage the sparsifier computed at the parent nodes as well as apply the efficient vertex sparsifiers
from Theorem 4.2 Part 1. The procedure accomplishing this task for a single node of the treeT is formally
given in Algorithm 10. To compute the vertex sparsifier for every node, we simply apply it in a top-down
fashion to the nodes of T .
Algorithm 10: VertexSparsify(G[r,s])
1 if G[r,s] is the root node then
2 G ′′[r,s] = G
′
[r,s] ← (V , ∅), i,e, the empty graph.
3 else
4 LetG[q,t ] be the parent ofG[r,s] in T
5 G ′′[r,s] ←
(
G ′[q,t ] ∪ H[r,s]
)
, whereG ′[q,t ] is an efficient vertex sparsifier ofG[q,t ] with respect to
∂[q,t ]
6 LetG ′[r,s] be an α-efficient vertex sparsifier ofG
′′
[r,s] with respect to ∂[r,s] (Theorem 4.2 Part 1)
7 returnG ′[r,s]
To argue about the usefulness of Algorithm 10, we need to bound the quality of sparsifiers produced at
the nodes of T . The lemma below show that the quality grows multiplicatively with the number of levels
in T .
Lemma 4.4. Let G[r,s] be a node of T at level i ≥ 0 . Then G ′ = VertexSparsify(G[r,s]) outputs an α i -
efficient vertex sparsifier ofG[r,s] with respect to ∂[r,s].
Proof. We proceed by induction on i. For the base case, i.e., i = 0, G[1,m] is the root node. Since E
p
[1,m] = ∅
by definition of permanent edges, we get thatG ′[1,m] = G[1,m] , i.e.,G[1,m] is a sparsifier of itself.
Let G[r,s] be a node at level i > 0. Let G[q,t ] be the parent of G[r,s] in T , and let G ′[q,t ] be its cut
sparsifier at level (i − 1), as defined in Algorithm 10. By Property (4) of T note that Ep[q,t ] ⊆ E
p
[r,s] since
[r , s] ⊆ [q, t]. Also recall that H[r,s] = G[r,s] \ G[q,t ]. By induction hypothesis, we know that G ′[q,t ] is
an α i−1-efficient vertex sparsifier of G[q,t ] with respect to ∂[q,t ]. This together with the decomposability
property in Theorem 4.2 Part 2 imply that that G ′′r,s = G
′
[q,t ] ∪ (G[r,s] \ G[q,t ]) is an α i−1-efficient vertex
sparsifier ofG[q,t ] ∪ (G[r,s] \G[q,t ]) = G[r,s] with respect to ∂[q,t ]. Now, by Theorem 4.2 Part 1 we get that
G ′[r,s] is an α-efficient vertex sparsifier ofG
′′
[r,s] with respect to ∂[r,s]. Since ∂[r,s] ⊆ ∂[q,t ], and applying the
transitivity property (Theorem 4.2 Part 2) onG ′[r,s] andG
′′
[r,s], we get thatG
′
[r,s] is an α
i−1+1
= α i -efficient
vertex sparsifier ofG[r,s]. 
We now state a crucial property of the nodes in the decomposition tree T , which allows us to get a
reasonable bound on the running time for computing vertex sprasifiers for the nodes in T .
Lemma 4.5. LetG[r,s] be a node in the decomposition tree T , and letG[q,t ] be its parent. Then we have that
the number of new permanent edges ofG[r,s] is bounded by the number of non-permanent edges of its parent,
i.e., |E (H[r,s]) | ≤ |Enp[q,t ] |.
Proof. If an edges in in H[r,s], then it is not inG
p
[r,s], thus it is a non-permanent edge inG[q,t ]. 
The lemma below gives a bound on the running time for computing vertex sparsifers in T .
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Lemma 4.6. The total running time for computing the vertex sparsifiers for each node in the decomposition
tree T of height ℓ is bounded by
O˜
(
β0 ·
(
ℓ∑
j=1
βj−1
βj
f (n)s(n)
) )
, where β0 =m.
Proof. For i ≥ 1, let Y (i) be the total time for computing the vertex sparsifiers for all the nodes in T up
to (and including) level i. Furthermore, let Z (i) be the total time for computing the vertex sparsifier of the
nodes at level i in Y (and excluding other levels). We will show by induction on the number of levels i that
Y (i) = O
(
β0 ·
(∑i
j=1
βj−1
β j
)
f (n)s(n)
)
, which with i = k implies the claim we want to prove.
For the base case, i.e., i = 1, consider any node G[r,s] at level 1 of T . By construction of T , G[r,s]
contains at most O(β0) permanent edges. Furthermore, note that the parent of G[r,s] is the root node
G[1,m] , for whichG ′[1,m] = (V , ∅). Thus, by Theorem 4.2 Part 1 we get that the time to compute an efficient
vertex sparsifier per node isO(β0 · f (n)). By Property (7) of T , the number of nodes at level 1 isO(β0/β1),
implying that the total running time is Y (1) = Z (1) = O
(
β0
(
β0
β1
)
f (n)
)
= O
(
β0
(
β0
β1
)
f (n)д(n)
)
, as desired.
We next show the inductive step. LetG[r,s] be a node at level i > 1, and letG[q,t ] be its parent. We want
to bound the size of the intermediate graphG ′′[r,s] = (G ′[q,t ] ∪ H[r,s]), as defined in Algorithm 10, which in
turn determines the running time for computing an efficient vertex sparsifier of G[r,s]. To this end, first
observe that Theorem 4.2 Part 1 implies that the size of sparsifierG ′[q,t ] ofG[q,t ] is bounded by
O(|∂[q,t ] | · s(n)) ≤ |V (Enp[r,s]) ∪V (Q[r,s])| · s(n) ≤ O(βi−1 · s(n)),
since the number of non-permanent edges and queries is proportional to the length of the interval being
considered. Second, by Lemma 4.5, we also have that |E(H[r,s])| ≤ |Enpq,t | ≤ O(βi−1), thus giving that
|G ′′[r,s] | ≤ O(βi−1 · s(n)). As Algorithm 10 runs CutSparsify on the graphG ′′[r,s], Theorem 4.2 Part 1 gives
that the running time to compute an efficient vertex sparsifier for the nodeG[r,s] isO(βi−1 · f (n)s(n)), and
that its size isO(βi−1 · s(n)). Combining this together with the fact that the number of nodes at level i is at
most O(β0/βi ) (Property (7) of T ) imply that
Z (i) = O
(
β0 ·
βi−1
βi
f (n)s(n)
)
.
To complete the inductive step, note that by induction hypothesis,
Y (i − 1) = O
(
β0 ·
(
i−1∑
j=1
βj − 1
βj
)
f (n)s(n)
)
.
Summing over this and the bound on Z (i) we get
Y (i) = Y (i − 1) + Z (i)
= O
(
β0 ·
(
i−1∑
j=1
βj−1
βj
)
f (n)s(n)
)
+O
(
β0 ·
(
βi−1
βi
)
f (n)s(n)
)
= O
(
β0 ·
(
i∑
j=1
βj−1
βj
f (n)s(n)
) )
.

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Processing operations in the hierarchy. So far we have shown how to reduce the sequence of oper-
ations into smaller intervals in a hierarchical manner, while (approximately) preserving the properties of
the edges and queries involved in the offline sequence. In what follows, we observe that for processing
these events, it is sufficient to process the nodes (and their corresponding intervals) stored at the last level
ℓ of the tree decomposition T (note that this is possible because intervals at level ℓ form a partitioning
of the event sequence [1,m], and all vertex pairs within intervals that will be involved in edge updates or
queries are preserved using vertex sparsifiers).
The algorithm for processing the updates is quite simple: for every node G[r,s] at level ℓ of T , we
process all operations in the interval consecutively: for each edge insertion or deletion we add or remove
that suitable edges to G ′[r,s], and for each query (x,y) we run on the vertex sparsifier G ′[r,s] the static
algorithm from Theorem 4.2 Part 3 to calculate the propertyP(x,y,G ′[r,s]) between x and y inG ′[r,s]. (note
that this is possible since ∂[r,s] ⊇ {x,y} by construction of T ).
We next analyze the total time for processing the sequence of events in the last level of T .
Lemma 4.7. The total time for processing the whole sequence of operations at level ℓ of the decomposition
tree T is O˜(β0βℓ · s(n)h(n)), where β0 =m.
Proof. As in the worst-case there can be at most O(βℓ) queries within the interval, and since the size
of G ′[r,s] is also bounded by O(βℓs(n)), by Theorem 4.2 Part 3 it follows that answering all the queries
and processing the non-permanent edges within a single interval at level ℓ is bounded by O˜(β2
ℓ
s(n)h(n)).
Combining this with the fact that the number of nodes at level ℓ is O(β0/βℓ) (Property (7) of T ), we get
that the total cost for processing the queries is O˜(β0βℓ · s(n)h(n)). 
Combining Lemma 4.6 and Lemma 4.7 leads to an overall performance of
O˜
(
β0
(
ℓ∑
j=1
(
βj−1
βj
)
f (n) + βℓh(n)
)
s(n)
)
where β0 =m,
which proves the claimed total update time in Theorem 4.2.
We finally prove the correctness of our algorithm. Concretely, we show that the estimate we return
when processing any query (x,y) in the last level of the hierarchy approximates the property P of the
graphG up to an α ℓ factor, thus proving the claimed estimate in Theorem 4.2.
To this end, letqi be a query in the sequence of operations [1,m]. Since the intervals at level ℓ ofT form
a partitioning of [1,m], theremust exist an interval [r , s] that contains the queryqi . Let (x,y) be the queried
vertex pair of qi . By Lemma 4.4, we get that the graph G
′
[r,s] at level ℓ is an α
ℓ-vertex sparsifier of G[r,s]
with respect to ∂[r,s]. Since by construction ∂[r,s] ⊇ {x,y}, we get that theG ′[r,s] approximates the property
P(x,y,G) of G[r,s] up to an α ℓ factor. Finally, recall that we run the algorithm from Theorem 4.2 Part 3
on G ′[r,s], thus worsening the approximation in the worst-case by at most a constant factor, which yields
the claimed bound.
4.1 Applications to Offline Shortest Paths and Max-Flow
In this sub-section, we show how to use our general Theorem 4.2 to design offline dynamic algorithms for
the approximate All Pair Shortest Paths and All Pair Max-Flow with reasonably small total update time.
We first consider shortest paths. Recall that our goal is to show that assumptions (1), (2) and (3) from
Theorem 4.2 are satisfied with certain parameters for the shortest path measure. For (1) we make the
following observation: given a graph G, a subset of terminalsT , and a parameter r ≥ 1, we can construct
an efficient (vertex) distance sparsifier (HT , (2r − 1), O˜(n1/r ), O˜(n1/r )) by simply constructing an efficient
incremental vertex sparsifier forG using Lemma 3.5 and addT to its terminal set. Also note that assumption
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(2) is satisfied by the transitivity and decomposability of H , and finally recall that (3) follows by any O˜(m)
time single pair shortest path algorithm. These together imply the following result.
Theorem 4.8. Let G = (V ,E) be an undirected, weighted graph. For every r , ℓ ≥ 1, there is an offline fully
dynamic approximate All Pair Shortest Path algorithm that maintains for every pair of nodes u and v, a
distance estimate δ (u,v) such that
distG (u,v) ≤ δ (u,v) ≤ (2r − 1)ℓ distG (u,v).
The total time for processing a sequence ofm operations is
O˜(m ·m1/(ℓ+1)n2/r ).
We now proceed with max flow. Following essentially the same idea as with shortest paths, we need to
show that assumptions (1), (2) and (3) from Theorem 4.2 are satisfied with certain parameters for the max
flow measure. For (1) we show the existence of efficient (vertex) flow sparsifier (HT ,O(log4 n), O˜(1), O˜(1))
via the following lemma.
Theorem 4.9 ([RST14, Pen16]). Given an undirected, weighted graph G = (V ,E), there is an O˜(m) time
randomized algorithm FlowSparsify(G) that with high probability computes a tree-based flow sparsifier H =
(V ′,E ′) with V ⊆ V ′ satisfying the following properties
1. H is a bounded degree rooted tree,
2. H has quality O(log4 n),
3. There is a one-to-one correspondence between the leaf nodes of H and the nodes inG,
4. The height of H is at mostO(log2 n).
Proof. The original construction of Räcke et al. [RST14] produces a rooted treeH ′which satisifes the above
properties, except thatH ′ has unbounded degree and the height of the tree isO(logn). Since we will exploit
the bounded degree assumption in the subsequent applications of our data-structure, here we present a
standard reduction from H ′ to a bounded degree tree H at the cost of increasing the height of the tree by
a logarithmic factor.
Let H ′ be the rooted tree we described above. Let u ∈ H ′ be an internal node of degree larger than 2
and let C(u) be its children. We start by removing all edges between u and its children C(u) from H ′, and
record all their corresponding edge weights. Next, we create a binary rooted tree H˜ where the children
C(u) are the leaf nodes, i.e., L(H˜ ) = C(u), and u is the root of H˜ . To complete the construction of H˜ we
need to define its edge weights. To this end, for any subtree R ⊆ H˜ , let E(L(R)) denote the set of edges
incident to leaf nodes in R. We distinguish the following two cases. (1) If e = (x,y) ∈ E(L(H˜ )), i.e., e is an
edge incident to a leaf of H˜ , and x ∈ L(H˜ ) = C(u), we set wH˜ (x,y) = wH ′(x,u). (2) If e = (x,y) < E(L(H˜ )),
then let H˜x and H˜y be the trees obtained after deleting the edge e from H˜ . Furthermore, for any subtree
R ⊆ H˜ define
w(R) :=
∑
e∈E(L(R))
wH˜ (e).
Finally, for e = (x,y) < E(L(H˜ )) and e ∈ H˜ we set
wH˜ (x,y) = min{w(H˜x ),w(H˜y )}.
Note that the weight-sumsw(H˜x ) andw(H˜y ) can be calculated since we first defined the weights for edges
in E(L(H˜ )). Also observe that H ′ remains a tree because we simply removed children of u (which could
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be viewed as a star) and replaced this by another bounded degree tree H˜ . We repeat the above process
for every internal node of H ′ until H ′ becomes a bounded degree rooted tree, and denote by H the final
resulting tree.
We claim thatH has depth at mostO(log2 n). To see this, recall that the initial height ofH ′wasO(logn),
and every replacement of the star centered at a non-terminal with a bounded degree tree increases the
height by an additive of O(logn). Summing overO(logn) levels gives the claimed bound.
Finally, it is easy to see that H is flow sparsifier of quality 1 for H ′ with respect to all leaf nodes of
H ′, which in turn correspond to the nodes of graphG. Thus, H is also a flow sparsifier for G with quality
O(log4 n). 
We next show how to construct a vertex sparsifier w.r.t. a given terminal set T .
The construction involves 2 phases: (1) preprocessing, and (2) constructing vertex sparsifier. In the
preprocessing phase, given a graphG, we simply invoke FlowSparsify(G) from Theorem 4.9 and letH be
the resulting tree-based sparsifier. The main idea for constructing a (vertex) flow sparsifier HT of G with
respect toT is to exploit the fact thatH is a tree. Concretely, letHT be an initially empty graph. For v ∈ T ,
let H [v, r ] be the path in H from v to the root r of H (since v ∈ T ⊆ V , recall that v is a leaf node of H
by Property (3) in Theorem 4.9). For each v ∈ T , and every edge e ∈ H [v, r ], we add e with weight wH (e)
to HT . Finally, we return HT as a (vertex) flow sparsifier of G with respect to T . The following lemma
analyzes the running time for the above procedure and shows the correctness.
Lemma 4.10. Given an undirected, weighted graph G = (V ,E), and a subset of vertices T , there is an algo-
rithm that produce a (vertex) flow sparsifier HT w.r.t. T in time O˜(m). HT has size O(|T | log2 n) and quality
O(log4 n).
In other words, there is an efficient (vertex) flow sparsifier (HT ,O(log4 n), O˜(1), O˜(1)).
Proof of Lemma 4.10. We first argue about the correctness of the output HT . First, we show that HT is
1−(vertex) flow sparsifier of H with respect to T . To see this, note that since H is a tree, every (multi-
commodity) flow among any two leaf vertices (u,v) is routed according to the unique shortest path between
between u and v in H , denoted by H [u,v]. Since HT is formed taking the union of the paths H [v, r ], for
each v ∈ T , and H [u,v] ⊆ (H [v, r ] ∪ H [u, r ]), it follows that H [u,v] is also contained in HT . Thus every
flow that we can route inH among any two pairs inT , we can feasible route inHT . For the other direction,
observe that by construction HT ⊆ H . Therefore, any flow among any two pairs in T that can be feasibly
routed in HT , can also be routed in H (this follows since H has more edges than HT , and thus the routing
in H has more flexibility). Combining the above we get that HT is a quality 1-(vertex) flow sparsifier of H .
Since H is flow sparsifier of G with quality O(log4 n) (Property (2) in Theorem 4.9) and T ⊆ V , applying
transitivity on HT and H we get that HT is a qualityO(log4 n) (vertex) flow sparsifier ofG with respect to
T .
We finally analyze the running time for both operations. Recall that the preprocessing phase is im-
plemented by simply invoking FlowSparsifiy(G). By Theorem 4.9, we know that the latter can be imple-
mented in O˜(m), which in turn bounds the running time of our preprocessing phase. For the running time
of constructing vertex sparsifier, recall that HT consists of the union over the paths P(v, r ,H ), for each
v ∈ T . Since the length of each such path is bounded by O(log2 n) (Property (4) in Theorem 4.9), we get
that the size of HT is bounded byO(|T | log2 n). Note that after having access to any leaf vertex v, the path
H [v, r ] can be retrieved from H in time proportional to its length. This implies that the time to output HT
is also bounded by O(|T | log2 n). 
Also note that assumption (2) is satisfied by the transitivity and decomposability of H , and finally
recall that (3) follows by employing the O˜(m) time (approximate) (s, t)-maximum flow algorithm due to
Peng [Pen16]. These together imply the following theorem.
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Theorem 4.11. Let G = (V ,E) be an undirected, weighted graph. For every ℓ ≥ 1, there is an offline fully
dynamic approximate All Pairs Max Flow algorithm that maintains for every pair of nodes u and v, a flow
estimate δ (u,v) such that
1
O˜(log4ℓ n)
max-flowG (u,v) ≤ δ (u,v) ≤ max-flowG (u,v).
The total time for processing a sequence ofm operations is
O˜(m ·m1/(ℓ+1)).
4.2 Implications on Hardness of Approximate Dynamic Problems
4.2.1 Approximate max flow and cut sparsifiers
Assuming the OMv conjecture, Dahlgaard [Dah16] show that any incremental exact max flow algorithm
on undirected graphs must have amortized update time at least Ω(n1−o(1)). However, the hardness of
approximation is not known 5:
Proposition 4.12. There is no polynomial lower bound for dynamic ω(polylog(n))-approximate max flow in
the offline setting.
This follows directly from Theorem 4.11. Thus the important open problem is whether we can prove a
hardness for dynamic (1+ϵ)-approximate max flow algorithms on undirected graphs for a constant ϵ > 0.
On the other hand, it is not known whether, given a set of k terminals, there is a (1 + ϵ)-approximate
cut (vertex) sparsifier of size poly(k, 1/ϵ) or even poly(k, 1/ϵ, logn). If a cut sparsifier can only contain
terminals as nodes, then the approximation ratio must be at least Ω(
√
logk/log logk) [MM10]. If we need
an exact cut sparsifier, then the size must be at least 2Ω(k) [KR17].
In what follows we draw a connection between these two open problems; if there is a very efficient
algorithm for the above cut sparsifier, then there cannot be a Ω(n1−o(1)) lower bound in the offline setting
for the dynamic approximate max flow. Moreover, if the cut-sparsifier has size almost best possible, then
there cannot be even a super-polylogarithmic lower bound. Concretely, we show the following.
Theorem 4.13. If there is an algorithm that, given a undirected graph G = (V ,E) withm edges and a set
T ⊂ V of k terminals, constructs an (1 + ϵ)-approximate cut vertex sparsifier of size s = poly(k, 1/ϵ, logn) in
timeO(m poly(logn, 1/ϵ)), there is an offline dynamic algorithm for maintaining (1+ ϵ ′)-approximate value
of max flow with update time u = O(n1−γ poly(1/ϵ ′)) for some constant γ > 0. Moreover, if the size of the
sparsifier s = k · poly(1/ϵ, logn), then we obtain the update time of u = O(poly(logn, 1/ϵ ′)). The dynamic
algorithm is Monte Carlo randomized and it is correct with high probability.
Proof. Let us assume ϵ ′ is a constant for simplicity. The proof generalizes easily when ϵ ′ is not a constant.
First, we only need to consider offline dynamic algorithms where the underling graph hasm = O˜(n)
edges at every time step and the length of the update sequences is n. This is because there is a dynamic
algorithm by [ADK+16] that can maintain a cut sparsifier H = (V ,E ′) of a graphG = (V ,E) when the ter-
minal set isV with O˜(1)worst-case update. So we can work onH instead, and divide the update sequences
into segements of length n. If we have an offline dynamic algorithm with update time u on average on
each period, then the average update time is O˜(u) over the whole sequence.
We set ϵ = ϵ ′/10 logn. Suppose that the sparsifier from the assumption has size only s = k ·poly(1/ϵ, logn) =
O˜(k). Then, we apply the same proof as in Theorem 4.11, except that the number of levels of the decom-
position tree will be logn instead of O(
√
logn). The quality of the cut-sparsifier at any level is at most
5However, on directed graphs, the hardness of approximation is known. This is because even dynamic reachability is hard
under several conjectures[AW14, HKNS15].
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(1+ ϵ)logn = (1+ ϵ ′/10 logn)logn ≤ (1+ ϵ ′). The total running time will be O˜(m1+ 1logn+1 ) = O˜(n). The latter
implies that update time on average isO(polylog(n)).
Assume that s = kc · poly(1/ϵ, logn) = O˜(kc ) for some constant c > 1. Then, we can apply again
the same proof from Theorem 4.11. By using only two levels of the decomposition tree, we can obtain an
update time of O˜(n1− 1c+1 ). Concretely, if we set β0 = m and β1 =m1/(c+1) then the time for computing the
decomposition tree is
β0
β1
· O˜(β0) = O˜(n2− 1c+1 ). The total time for running approximate max flow on the
cut-sparsifier in the second level at each step is β0 ·O˜(βc1 ) = O˜(n2−
1
c+1 ). Thus it follows that the update time
is O˜(n1− 1c+1 ) on average. 
4.2.2 Approximate distance oracles on general graphs
There are previous hardness results for approximation algorithms for dynamic shortest path problems
(including single-pair, single-source and all-pairs problems) [HKNS15]. All such results show a very high
lower bound, e.g. Ω(n1−ϵ ) or Ω(n1/2−ϵ ) time on an n-node graph. However, they hold only when the
approximation factor is a small constant. It is open whether one can obtain weaker polynomial lower
bounds for larger approximation factors. We show that it is impossible to show super-constant factor
lower-bounds in several settings.
Proposition 4.14. There is no polynomial lower bound for dynamic ω(1)-approximate distance oracles in
the offline setting (and also in the online incremental setting).
More formally, for any lower bound stating that ω(1)-approximate offline dynamic distance oracle algo-
rithm on n-node graphs requires at least u(n) update time or q(n) query time, then we have u(n) = no(1) and
q(n) = no(1). The same holds for online incremental algorithm with worst-case update time.
This follows directly from Theorems 3.1 and 4.8.
4.2.3 Approximate distance oracles on planar graphs
Similar to the situations above, assuming the APSP conjecture, Abboud and Dahlgaard [AD16] show that
any offline fully dynamic algorithm for exact distance oracles on planar graph requires either update time
or query time of Ω(n1/2−o(1)). We can still hope for a hardness result for (1 + ϵ)-approximate distance
oracles, but this remains an important open problem in the field of dynamic algorithms.
Recall the definition of distance approximating minors, which are vertex distance sparsifiers that are
required to be minors of the input graph. In the exact setting, Krauthgamer et al. [KNZ14] showed that
any distance preserving minor with respect to k terminals, even when restricted to planar graphs, must
have size Ω(k2) size. Cheung et al. [CGH16] showed that for planar graphs there is a (1 + ϵ)-distance
approximating minor of size O˜(k2ϵ−2). The natural question is whether there is a (1 + ϵ)-approximate
minor distance sparsifier for k terminals that has size k1.99 · poly(1/ϵ, logn).
We again draw a connection between dynamic graph algorithms and vertex sparsifiers; if there is a
very efficient algorithm for such distance sparsifiers, then we cannot extend the Ω(n1/2−o(1)) lower bound
to the approximate setting. Moreover, if the sparsifier has the (almost) best possible size, then there cannot
be even a super-polylogarithmic lower bound. More precisely, we show the following.
Theorem 4.15. LetG be an undirected graphG = (V ,E)withm edges and a setT ⊂ V of k terminals. If there
is an algorithm that constructs a (1 + ϵ)-distance approximating minor of size s = k2/(1+3γ ) · poly(1/ϵ, logn),
for some constant 0 < γ ≤ 1/3, in time O(m poly(logn, 1/ϵ)), then there is an offline dynamic (1 + ϵ ′)-
approximate distance oracle algorithm for with update and query time u = O(n1/2−γ /2). In fact, if the size of
the sparsifier is s = k · poly(1/ϵ ′, logn), then we obtain an update and query time of u = O(poly(logn)).
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The proof will be very similar to the one in Theorem 4.13 except that we need to be more careful about
planarity. Thus we first prove the following useful lemma.
Lemma 4.16. Each vertex sparsifier G ′[rp,sp ] corresponding to a node in our decomposition tree is planar.
Proof. First, consider a sequence of H[r1,s1],H[r2,s2], . . . ,H[rp,sp ] corresponding to a path in the decom-
position tree, where H[r1,s1] is a child of the root
6 , and H[ri,si ] is a parent of H[ri+1,si+1]. Observe that
∪1≤i≤pH[ri,si ] = G[rp,sp ] which is planar.
From Algorithm 10, we unfold the recursion and obtain that
G ′[rp,sp ] = VertexSparsify(VertexSparsify(. . .) ∪ H[rp−1,sp−1]) ∪ H[rp,sp ]).
Note that we omit the second parameter of VertexSparsify only for readability. We assume by induction
G ′[rp−1,sp−1] = VertexSparsify(VertexSparsify(...) ∪ H[rp−1,sp−1]) is planar. We will prove that G
′
[rp ,sp ]
planar. To this end, observe that G ′[rp−1,sp−1] is a minor of ∪1≤i≤p−1H[ri ,si ]. Next, we need the following
observation.
Claim 4.17. LetG1 be a minor ofG2. Let (u,v) be an edge such that u,v ∈ V (G1) ∩V (G2), i.e., the endpoints
are nodes of bothG1 andG2. Then,G1∪{(u,v)} is a minor ofG2∪{(u,v)}. In particular, ifG2∪{(u,v)}(u,v)
is planar, then so isG1 ∪ {(u,v)}.
We apply Claim 4.17 whereG2 = ∪1≤i≤p−1H[ri ,si ] andG1 = G ′[rp−1,sp−1]. As the endpoints of H[ri,si ] are
in bothG1 andG2 by construction andG2 ∪ H[rp,sp ] = ∪1≤i≤pH[ri ,si ] is planar, thenG1 ∪H[rp,sp ] is planar.
Finally,G ′[rp,sp ] = VertexSparsify(G1 ∪H[rp,sp ]) is a minor ofG1 ∪H[rp ,sp ], so G
′
[rp ,sp ] is planar. 
Now, we prove Theorem 4.15.
Proof of Theorem 4.15. We first prove the case when s = k · poly(1/ϵ, logn). We again prove the theorem
when ϵ ′ is a constant for simplicity. Set ϵ = ϵ ′/10 logn. We build the corresponding decomposition tree
with logn levels. The quality of the sparsifier at any level is at most (1 + ϵ)logn = (1 + ϵ ′/10 logn)logn ≤
(1+ϵ ′). The total running time will be O˜(m1+ 1logn+1 ) = O˜(n) using the same argument as in Lemma ??. That
is the update time on average is O(poly(logn)).
For the case when s = k2/(1+3γ ) · poly(1/ϵ, logn), the proof is the same except the parameters need to
be carefully chosen. Set ϵ = ϵ ′γ/2. We choose β0 = m = O(n), β1 = n(1+γ )/2, and βi+1 = n(1+γ−2γ i)/2 for
i ≥ 0. We get that there will be at most 1/γ levels in the decomposition tree and thus the quality at each
level is at most
(1 + ϵ)1/γ ≤ eϵ/γ = eϵ ′/2 ≤ (1 + ϵ ′)
because (1 + x) ≤ ex for any x and ex/2 ≤ (1 + x) for 0 ≤ x ≤ 1.
For each i, the total time to build the sparsifiers in level i+1 by running the algorithm sparsifier at level
i is n/βi+1 · O˜(β2/(1+3γ )i ). This is because there are n/βi+1 many sparsifiers, and the algorithm is applied on
a graph of size O˜(β2/(1+3γ )i ). By direct calculation we have that
n/βi+1 · β2/(1+3γ )i = n
1−(1+γ−2iγ )/2+ (1+γ −2(i−1)γ )(1+3γ ) ≤ n1.5−γ /2.
6Note that the graph H[r ,s] is not defined at the root.
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To see this, note that 2/(1 + 3γ ) ≥ 1 and consider the following chain of inequalities:
(1 + γ − 2(i − 1)γ )
(1 + 3γ ) − (1 + γ − 2iγ )/2
≤ 1 + γ
1 + 3γ
− (i − 1)γ − 1 + γ
2
+ iγ
≤ (1 − γ ) + γ − 1/2 − γ/2
= 1/2 − γ/2.
It follows that the total time over all levels is 1γ ·O(n1.5−γ /2), which is turn implies an average update time
of O(n0.5−γ /2). This completes the proof. 
5 Fully-Dynamic Algorithms via Fully-Dynamic Vertex Sparsifier
In this section, we present a meta data-structure for dynamicallymaintainP , some properties of the graph
G. Like before , we also utilize the idea of α−vertex sparsifier. Unlike the incremental scheme, we introduce
another parameter s specifying the edge-sparsity of the vertex sparsifier.
Let G = (V ,E) be a graph. An (α , s)−vertex sparsifier ofG for P w.r.t. the terminal set T is a graph H
that is an α−vertex sparsifier ofG for P w.r.t. T with number of edges, |E(H )|, bounded by O(|T |s).
Definition 5.1 (Fully-Dynamic Vertex Sparsifer). LetG = (V ,E) be a graph, T ⊆ V be the set of terminals,
and α be an non-negative parameter. A data-structure D is an (α , s)−Fully-Dynamic Vertex Sparsifier (abbr.
(α , s)−DVS) ofG if D explicitly maintains an (α , s)−vertex sparsifier HT ofG with respect to T and supports
following operations:
1. Preprocess(G,T ): preprocess G in time tp
2. AddTerminal(u): let T ′ beT ∪ {u} and update HT to HT ′ in time ta such that i) HT ′ is an (α , s)−vertex
sparsifier of G with respect to T ′, and ii) the recourse, number of edge changes from HT to HT ′ , is at
most ra . This operation should return the set of edges inserted and deleted from HT .
3. Delete(e): delete e fromG while maintaining HT being an (α , s)−vertex sparsifier ofG with respect to
T in td time and rd recourse in HT .
Also, such HT have size O(|T |s).
Given a (α , s)−DVSD ofG, we can support edge insertion by first adding 2 endpoints to the terminal set
and then add the edge directly to the vertex sparsifierHT . The correctness comes from the decomposability.
To specify the cost, the following corollary is presented to formalized the approach.
Lemma 5.2. LetG = (V ,E) be a graph and D be an (α , s)−DVS ofG. Let ta , ra be the time and recourse for
D to handle AddTerminal operation. D also maintains an (α , s)−vertex sparsifier HT ofG with respect to T
subject to the following operation:
• Insert(e): insert e to G while maintaining HT being an (α , s)−vertex sparsifier of G with respect to T
in O(ta) time and O(ra ) recourse in HT .
Proof. The proof works similar to the one of Lemma 2.2. 
To design a fully-dynamic data structure that support update and queries in sub-linear time, we will
focus on building a fully-dynamic vertex sparsifier whose update time and recourse are sub-linear in n.
This requirement is made precise in the following definition.
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Definition 5.3 (Efficient DVS). Let G = (V ,E) be a graph, α be an non-negative parameter, and s(n),
f (n,k), д(n,k), r (n,k) ≥ 1 be functions where n and k correspond to the maximum size of the vertex set and
the terminal set respectively. We say that D is an (α , s(k), f (n,k),д(n,k), r (n,k))−efficient DVS ofG if D is
an (α , s(k))−DVS ofG with Preprocessing time tp = O(m · f (n,k)), AddTerminal time ta = O(д(n,k)), and
recourse ra = O(r (n,k)), and Delete time td = O(д(n,k)), and recourse rd = O(r (n,k)).
Next we show how to use an efficient fully-dynamic vertex sparsifier to design an (approximate) fully-
dynamic algorithms for problems with certain properties while achieving fast amortized update and query
time.
Theorem 5.4. LetG = (V ,E) be a graph, and for anyu,v ∈ V , letP(u,v,G) be a solution to a minimization
problem betweenu andv inG. Let s(k), f (n,k),д(n,k), r (n,k),h(n) ≥ 1 be functions with s(k) ≤ r (n,k), α ≥ 1
be the approximation factor, ℓ ≥ 1 be the depth of the data structure, and let µ0, µ1, . . . , µℓ with µ0 = m be
parameters associated with the running time. Assume the following properties are satisfied
1. G admits an (α , s(k), f (n,k),д(n,k), r (n,k))−efficient DVS
2. The propertyP(u,v,G) can be computed inO(mh(n)) time in a static graph withm edges andn vertices.
Then there is a (approximate) fully-dynamic algorithm that maintains for every pair of nodes u and v, an
estimate δ (u,v), such that
P(u,v,G) ≤ δ (u,v) ≤ α ℓ · P(u,v,G), (6)
with amortized update time of
Tu = O
(
ℓ∑
i=1
ci−1
i−1∏
j=1
r (µ j , µ j−1)
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
))
,
and amortized query time of
Tq = O (ℓTu + µℓs(µℓ)h(µℓ )) ,
where c < 3 is an universal constant.
We prove the theorem in the rest of the section.
Data Structure. Given some integer parameter ℓ ≥ 1, and parameters m = µ0 ≥ . . . , µℓ . Our data
structure maintains
1. a hierarchy of graphs {Gi }0≤i≤ℓ ,
2. a hierarchy of terminal sets {Ti }1≤i≤ℓ , each associated with the parameters {µi }1≤i≤ℓ , and
3. a hierarchy of (α , s(k), f (n,k),д(n,k), r (n,k))-efficient DVSs {Di }1≤i≤ℓ , each associatedwith a graph
Gi−1 and the terminal set Ti .
The data structure is initialized recursively. First, initialize Ti ← ϕ for 1 ≤ i ≤ ℓ and G0 ← G. For
1 ≤ i ≤ ℓ, construct an (α , s(n), f (n,k),д(n,k), r (n,k))-efficient DVS Di of graph Gi−1 w.r.t. the terminal
set Ti and set Gi be the sparsifier maintained by Di . Hence, Gi is an α−vertex sparsifier of Gi−1 w.r.t. Ti .
By transitivity, we knowGℓ is an α
ℓ−vertex sparsifier ofG0, which is the input graphG.
When answering a query, we add both s and t to the terminal sets of every Di . Then compute
P(s, t ,Gℓ ) and output the value as an estimate of P(s, t ,G).
When dealing with a edge update inG, we first add both endpoints to the terminal set of D1. Then we
update the edge inG1, the vertex sparsifiermaintained byD1. Edge changes propagate down the hierarchy.
To bound the size of each Gi , 1 ≤ i ≤ ℓ, rebuild Di for every 2µi updates in Gi−1 w.r.t. the most recently
added µi terminal vertices.
The rebuild scheme is easier than the incremental case. When rebuilding Di , we treat it as a series of
edge updates inGi . Since Di ’s are DVS, they can handle both edge insertions and deletion.
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Running Time. We first study the update time of our data structure.
Di maintains the graph Gi−1 , which has at most µi−1 vertices, and it has at most µi terminal vertices
due to rebuild. Hence Di spends O(д(µi−1, µi ))-time per operation of AddTerminal or edge updates.
Since rebuild is incurred every 2µi operations for the data structure Di , we can charge the rebuild cost
among µi operations. Note that Di is an (α , s(n))-DVS ofGi−1 , which is a graph withO(µi−1) vertices and
O(µi−1s(µi−1)) edges. By amortizing the rebuild cost, we know the time Di spent on either AddTerminal
or edge updates is:
O
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
)
.
Since an update in Di creates O(r (µi−1, µi )) updates in Gi , which is handled by the data structure
in the next level, Di+1, we have to incoporate such quantity in to the analysis. Also, we have to take
the recourse from rebuild into account. Every rebuild creates O(|E(Gi )|) = O(µis(µi )) updates to Gi . By
amortizing it over µi updates in Di , each update in Gi has recourse O(s(µi ) + r (µi−1, µi )) = O(r (µi−1, µi ))
since s(n) ≤ r (n,k). Thus one update in Di creates ≤ cr (µi−1, µi ) updates inGi for c being some universal
positive constant. We can now analyze the amount of updates handled by Di when 1 edge update happens
in G. By simple induction, we know there will be ≤ ∏i−1j=1(cr (µ j , µ j+1)) updates in Gi−1 . Thus for the data
structure in i-th level, Di , there will be ≤ ci−1
∏i−1
j=1 r (µ j , µ j+1) updates. Combining these 2 quantities, we
can bound the amortized update time of our data structure:
Tu = O
(
ℓ∑
i=1
ci−1
i−1∏
j=1
r (µ j , µ j+1)
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
))
.
We next study the query time of our data-structure. When answering a query, we add s and t to each
layer of the terminal set. When adding terminals to each layer of data structure Di , edge changes also
propagate to lower levels. As for the analysis of update time, we have to take the recourse into account.
The time can be bounded byO(ℓTu ) where Tu is the update time of our data structure.
Then we compute P(s, t ,Gℓ ) in Gℓ , which has µℓs(µℓ ) edges as guaranteed by the definition of DVS.
Since we have anO(mh(n)) algorithm for computing P(s, t ,G) in anm-edge n-vertex graphG, P(s, t ,Gℓ )
can be computed in µℓs(µℓ)h(µℓ ) time. Combining these 2 bounds, we can bound the query time by:
Tq = O (ℓTu + µℓs(µℓ)h(µℓ )) .
Lemma 5.5. Let {µi }0≤i≤ℓ be a family of parameters with µ0 =m. Suppose s(n) = no(1), f (n,k) = O((n/k)d ),
both д(n,k) and r (n,k) are of order O((n/k)e ) for some positive constants d + 1 ≤ e and h(n) = no(1). Let t be
any positive constant, if we set
µi =m
1−i/(ℓ+t ), where 1 ≤ i ≤ ℓ,
then the update time is
Tu = O
(
ℓ∑
i=1
ci−1
i−1∏
j=1
r (µ j , µ j+1)
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
))
= O
(
ℓcℓmeℓ/(ℓ+t )mo(1)/(ℓ+t )
)
, (7)
and the query time is
Tq = O (ℓTu + µℓs(µℓ )h(µℓ)) = O
(
max{ℓ2cℓmeℓ/(ℓ+t )mo(1)/(ℓ+t ),m(t+o(1))/(ℓ+t )}
)
. (8)
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Proof. Plug in the choice of µi , we have
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi ) =m(1+o(1)+d)/(ℓ+t ) +me/(ℓ+t ) = O(m(o(1)+e)/(ℓ+t )).
Also, since i ≤ ℓ,
ci−1
i−1∏
j=1
r (µ j , µ j+1) ≤ cℓ−1
ℓ−1∏
j=1
r (µ j , µ j+1)
= O(cℓ−1
ℓ−1∏
j=1
me/(ℓ+t ))
= O(cℓ−1me(ℓ−1)/(ℓ+t ))
Combining these 2 inequalities, we can bound the update time by
Tu = O
(
ℓ∑
i=1
ci−1
i−1∏
j=1
r (µ j , µ j+1)
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
))
= O
(
ℓ∑
i=1
cℓ−1me(ℓ−1)/(ℓ+t )m(o(1)+e)/(ℓ+t )
)
= O
(
ℓcℓmeℓ/(ℓ+t )mo(1)/(ℓ+t )
)
The bound for query time is straightforward from the definition of µℓ . 
Corollary 5.6. To asymptotically minimize the query time given in Lemma 5.5, we set
t ← eℓ, ℓ ← O(1).
We have update time
Tu = O
(
m(e+o(1))/(e+1)
)
(9)
and query time
Tq = O
(
m(e+o(1))/(e+1)
)
. (10)
Corollary 5.7. Under the same setting as Lemma 5.5 except d + 1 > e, we set
t ← eℓ, ℓ ←
√
logm.
We can asymptotically minimize update time
Tu = O
(
me/(e+1)+o(1)
√
logm
)
(11)
and query time
Tq = O
(
me/(e+1)+o(1) logm
)
. (12)
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Proof. Under this setting, the only difference in the analysis of Lemma 5.5 is
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi ) =m(1+o(1)+d)/(ℓ+t ) +me/(ℓ+t ) = O(m(1+o(1)+d)/(ℓ+t )) = O(mo(1)).
Thus,
Tu = O
(
ℓ∑
i=1
ci−1
i−1∏
j=1
r (µ j , µ j+1)
(
µi−1s(µi−1)f (µi−1, µi )
µi
+ д(µi−1, µi )
))
= O
(
ℓ∑
i=1
cℓ−1me(ℓ−1)/(ℓ+t )mo(1)
)
= O
(
ℓcℓme(ℓ−1)/(ℓ+eℓ)mo(1)
)
= O
(
ℓcℓme/(e+1)mo(1)
)
= O
(√
logm ·me/(e+1)mo(1)
)

6 Fully-Dynamic All Pair Max-Flow/Min-Cut
In this section, we incorporate Local Sparsifier with tools developed previously to give a data structure for
min cut query in a dynamic graph. The main theorem we prove is as follows.
Theorem 6.1. Given a graphG = (V ,E, c) with weight ratioU = poly(n). There is a dynamic data structure
maintaining G subject to the following operations:
1. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(m2/3 log7 n)-time.
2. Delete(e): Delete the edge e fromG in amortized O(m2/3 log7 n)-time.
3. MinCut(s, t): Output a O˜(logn)-approximation to the min-st-cut value of G in O˜(m2/3)-time w.h.p..
The cut set S can be obtained on demand with linear overhead in |S |.
Using the so-called dynamic sparsifier, we can speed-up Theorem 6.1 by a factor of O(m/n). Which is
significant forG being a dense graph originally.
Corollary 6.2. Given a graphG = (V ,E, c)with weight ratioU = poly(n). There is a dynamic data structure
maintaining G subject to the following operations:
1. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(n2/3 log41/3 n)-time.
2. Delete(e): Delete the edge e fromG in amortized O(n2/3 log41/3 n)-time.
3. MinCut(s, t): Output a O˜(logn)-approximation to the min-st-cut value of G in O˜(n2/3)-time w.h.p..
The cut set S can be obtained on demand with linear overhead in |S |.
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6.1 Cut, Flow and L∞-Embeddability
In this section, we present concepts critical in building local sparsifier preserving cut/flow value.
Definition 6.3. Given a graph G = (V ,E, c), a cut C is any proper subset of V , i.e., ∅ , C ⊂ V . Define
E(C) ≔ E(C,V \C) and c(C) ≔ ∑e∈E(C) c(e).
Definition 6.4. [Mad10] Given a graph G = (V ,E, c), f = (f 1, . . . , f k ) ∈ RE×k is multicommodity flow if
fi is a si ti -flow. Define |f(e)| ≔
∑k
i=1 | f i (e)| as the total flow crossing the edge e ∈ E. A multicommodity flow
f is feasible if for every edge e, we have |f(e)| ≤ c(e). Single-commodity flow f is a multicommodity flow
with k = 1.
We use the notion graph embedding for describing relation between flows in 2 graphs.
Definition 6.5. [Mad10] Given 2 graphs with same vertex setG = (V ,E, c),H = (V ,EH , cH ). For every edge
e = uv ∈ E, f e is a flow that routes c(e) amount of flow from u to v in H . Then f ≔ (f e | e ∈ E) ∈ REH×E ,
the collection of f e for every edge e ∈ E, is an embedding ofG into H .
Use the notion of embedding, we can define embeddability between graphs over same vertex set.
Definition 6.6. [Mad10] Given t ≥ 1, and 2 graphs with same vertex setG = (V ,E, c),H = (V ,EH , cH ). We
say G is t-embeddable into H , denoted by G t H if there is an embedding f ofG into H such that for every
eH ∈ EH , |f(eH )| ≤ t · cH (eH ). For t = 1, we ignore the subscript and sayG is embeddable into H andG  H .
Here we also define the notion of cut approximation between graphs.
Definition 6.7. Given a graph G = (V ,E, c) and ϵ ∈ (0, 1), we say a graph H = (V ,EH ⊆ E, cH ) is a
(1 + ϵ)-cut-sparsifier ofG if S ⊆ V ,
(1 − ϵ)c(S) ≤ cH (S) ≤ (1 + ϵ)c(S).
Denoted by H ∼ϵ G.
Here we present some structural results about the value of max flow/min cut between mutually em-
beddable graphs.
Lemma 6.8. Given t ≥ 1, and 2 graphs G = (V ,E, c), H = (V ,EH , cH ) on the same vertex set such that
G t H . For any cut S , we have c(S) ≤ t · cH (S).
Proof. By the property of flow, |∑d ∈EH (S ) f e (d)| = c(e) if e ∈ E(S) and 0 otherwise. Therefore,
c(S) =
∑
e∈E(S )
c(e) =
∑
e∈E

∑
d ∈EH (S )
f e (d)

≤
∑
e∈E
∑
d ∈EH (S )
| f e (d)|
=
∑
d ∈EH (S )
∑
e∈E
| f e (d)|
=
∑
d ∈EH (S )
| f (d)|
≤
∑
d ∈EH (S )
t · cH (d) = t · cH (S).

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Corollary 6.9. Given t ≥ 1, and 2 graphs G = (V ,E, c), H = (V ,EH , cH ) on the same vertex set such that
G  H and H t G. For any cut C ⊆ V , we have
• c(C) ≤ cH (C) and
• cH (C) ≤ t · c(C)
Proof. It directly comes from Lemma 6.8. 
6.2 J-trees as Vertex Sparsifier
Here we introduce the notion of j-tree [Mad10]. Intuitively, j-tree is obtained from the original graph by
contracting vertices. The resulting graph has at most j vertices but preserves the value of cuts between
them. We deploy such a routine in reducing the number of vertices in the original graph. This helps the
design of the data structure we need. Since we can answer queries by computing min cut values in a
smaller graph.
Definition 6.10. [Mad10] Given j ≤ 1, H = (VH ,EH , cH ) is a j-tree if it is a connected graph being a union
of a core C(H ) which is a subgraph of H induced by some vertex set C ⊆ VH with |C | ≤ j ; and of an envelope
F (H ) which is a forest on H with each component having exactly one vertex in the core C(H ). For any core
vertex u ∈ C , define F (u) to be the vertex set of the component containing u in the envelope. Also for S ⊆ C ,
F (S) is the union of F (u),∀u ∈ S .
We are interested in such j-tree structure because of the following lemma. It suggests that we can
approximate max flow/min cut within several simpler graphs and introduce a sampling scheme that can
reduce the number of them to consider.
But first, we are going to define the notion of the congestion ρ-decomposition of a graphG.
Definition 6.11. [Mad10] A family of graphs G1 . . .Gk is a (k, ρ, j)-decomposition of a graphG = (V ,E, c)
if
1. Each Gi is a j-tree, and there are at most k of them.
2. G  Gi ,∀i.
3.
∑
Gi k ·ρ G.
Using this definition, we are able to state more clearer of the benefit of using j-trees.
Lemma 6.12. [Mad10] Given any graph G = (V ,E, c) with weight ratio U and k ≥ 1, we can find in
O(km log4 n)-time a (
k, ρ := O
(
logn · log logn · (log log logn)3) ,O (log2 nm logU
k
))
-decomposition of G, G1 . . .Gk . The weight ratio of each Gi is O(mU ). Moreover, if we sample Gi with prob-
ability 1/k , for any fixed cut S , the size of this cut in Gi is at most 2ρ times the size of the cut in G with
probability at least 12 .
To speed-up, we can not afford to maintain this many j-trees. The following lemma shows that we can
maintain only O(logn) of them while preserving the approximation quality.
Lemma 6.13. Given any graphG = (V ,E, c)withweight ratioU andk = Ω(logn) and a (k, ρ, j)-decomposition
ofG,G1, . . . ,Gk . By samplingO(logn) graphs fromG1, . . . ,Gk , every min st cut is preserved up to a 2ρ-factor
with high probability.
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Proof. Let C(s, t) be some minimum st-cut in G. Let C = {C(s, t) | s, t ∈ (V2 )}. Clearly |C | ≤ n2. By
lemma 6.12 we know c(C(s, t)) ≤ cGi (C(s, t)) and with probability at least 0.5, cGi (C(s, t)) ≤ 2ρc(C(s, t)) by
samplingGi uniformly. By sampling t = d logn of them, say G1, . . . ,Gt , we have with probability at least
1 − n−d that:
min
i∈[t ]
{
cGi (C(s, t))
} ≤ 2ρc (C(s, t)) .
Taking the union bound over all cuts inC which has at most n2 of them, we have with probability 1−n−d+2
that
∀s, t ∈
(
V
2
)
, c (C(s, t)) ≤ min
i∈[t ]
{
cGi (C(s, t))
} ≤ 2ρc (C(s, t)) .

Lemma 6.13 says that optimal st-cut can be preserved using O(logn)-many j-trees up to a O(ρ)-factor
with high probability. In our usage, we compute cuts only in the core instead of the entire j-tree. Cuts in
the core are then projected back to the j-tree. To justify the correctness in terms of minimum st-cut, we
define the concept of core cut.
Definition 6.14. Let j ≥ 1 and H = (V ,EH , cH ) be some j-tree. Let CH = (C ⊆ V ,EC , cC ) be the core of H .
Given any cut S ⊆ C of CH , the core cut of S with respect to C in H is
Π(S) ≔
⋃
u∈S
F (u).
That is, extend the cut S by including trees in the envelope rooted at vertex in S .
Now we present a lemma that justify computing min cuts in the core.
Lemma 6.15. Let j ≥ 1 and H = (V ,EH , cH ) be some j-tree. Let CH = (C ⊆ V ,EC , cC ) be the core of H . For
any cut S ⊆ V of H , we have
cH (Π(S ∩C)) ≤ cH (S).
That is, to find minimum cut separating core vertices in H , it suffice to check only cuts in the core and then
construct the core cut.
Proof. Let EF ≔ EH \ EC be the edge set of the envelope. Note that
1. E(S) ∩ EC = E(Π(S ∩C)) ∩ EC . Crossing edges in the core are identical for both cuts.
2. E(Π(S ∩C)) ∩ EF = ϕ . There is no crossing edges in the envelope for cut Π(S ∩C).
Conclusively, we have
cH (Π(S ∩C)) = cH (E(Π(S ∩C)) ∩ EC ) + cH (E(Π(S ∩C)) ∩ EF )
= cH (E(S) ∩ EC ) + 0
≤ cH (E(S) ∩ EC ) + cH (E(S) ∩ EF ) = cH (S).

Then to make this dynamic, we just need to support the ‘add terminal’ operation as defined in the local
sparsifiers paper [GHS18], and in Chapter 6 of [Gor19].
34
6.3 Dynamic Cut Sparsifier
Lemma 6.16. [ADK+16] Given a graph G = (V ,E, c) with weight ratio U . There is an (1 + ϵ)-cut sparsifier
H ofG w.h.p., Such H supports the following operations:
• Insert(u,v, c): Insert the edge (u,v) to G in amortized O(log5 nϵ−2 logU )-time.
• Delete(e): Delete the edge e fromG in amortized O(log5 nϵ−2 logU )-time.
Such H is a subgraph of G with different weight and the weight ratio of H is O(nU ). Moreover, we maintain
a partition of H into k = O(log3 nϵ−2 logU ) disjoint forests T1, . . . ,Tk with each vertex keeps the set of its
neighbors u in each forest Ti . After each edge insertion/deletion in G, at most 1 edge change occurs in each
forest Ti .
By first deploying a dynamic cut sparsifier from Lemma 6.16, we can speed-up Theorem 6.1 by ripping
of the dependency onm.
Proof of Corollary 6.2. First apply Lemma 6.16 to acquire a 2-approxmation dynamic cut sparsifier H ofG.
Such H has O(n log4 n) edges. Then we incur Theorem 6.1 to maintain the sparsifier H . For every edge
update in G, by Lemma 6.16, it becomes O(log3 n logU ) = O(log4 n) edge changes in H . Therefore, one
single edge update can be handled in amortized time
O
(
log4 n · (n log4 n)2/3 log7 n
)
= O
(
n2/3 log41/3 n
)
.
For every MinCut(s, t) query, we incur the same query on the sparsifier H , which can be computed in
O˜((n log4 n)2/3) = O˜(n2/3) -time. Since such H preserves cut/flow value up to a factor of 2, so the result is
still within O˜(logn) approximation with high probability. 
6.4 An O˜(m)-time 2-Approximation Max Flow/Min Cut Solver
Here we present a near-linear time max flow algorithm from [Pen16].
Lemma 6.17. ( [Pen16], rephrased) Given a graphG = (V ,E, c)withweight ratioU = poly(n) and source/sink
pair s and t . We can compute a 2-approximation for value of theminimum cut between s and t inO(m log32 n log2 logn) =
O˜(m)-time . The cut set S can be obtained on demand with linear overhead in |S |.
6.5 The main theorem
In this section, we give details in building a dynamic data structure for approximately computingminimum
st-cuts in a dynamic graph. The high-level idea is to build (k, ρ, j ≔ O(m2/3))-decomposition of the original
graph and dynamically maintain them. By lemma 6.13, we maintain only O(logn) of these j-trees instead
of k . For every st-cut query, we ran the algorithm from lemma 6.17 [Pen16] on theseO(logn) core graphs.
To dynamically maintain these core graphs, dynamic cut sparsifiers from lemma 6.16 are used. In
addition to that, we also present a data structure for maintaining j-tree under the operation of adding a
vertex to the core.
To prove the theorem, we need a dynamic data structure for maintaining j-trees. The tools are formal-
ized as the following lemma.
Lemma 6.18. Given j ≥ 1 and a graph G = (V ,E, c) with weight ratio U = poly(n) and a j-tree H of
G such that H  G α H . Let n = |V |,m = |E |. We can dynamically maintain a O(j)-tree H˜ such that
H˜  G O (α ) H˜ under up to j of following operations:
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1. Initialize(G): Build data structures for maintaining H in O(mn
j
logn)-time.
2. AddTerminal(u): Move vertexu to the core ofH . Such operation can be done in amortizedO(mn
j2
log6 n)-
time.
3. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(mn
j2
log6 n)-time.
4. Delete(e): Delete the edge e fromG in amortized O(mn
j2
log6 n)-time.
The total number of edge change in the core is O(mn
j
). Hence the amortized number of edge changes per
operation is O(mn
j2
). Also, C(H˜ ) (core of H˜ ) is sparse, i.e., it has O(j log4 j) edges.
6.6 Tree-terminal path and edge moving
To prove Lemma 6.18, we have to open the black box of j-tree construction. It creates a graph by first select
a proper spanning tree/forest and then route off-tree edges by tree paths and set of edges restricted on a
small subset of vertices. To well-understand and formalize the construction, we introduce some notations
about spanning forests and trees.
Definition 6.19. Given a forest F and a subset of vertices C ⊆ V (F ). Add at most |C | vertices to C so that
every pairwise lowest common ancestor is in C . Then iteratively remove vertices from V (F ) \ C of degree 1
until no such vertices remain. For each path with endpoints in C and no internal vertices in C , replace the
whole path with a single edge. We define the resulting forest as Skeleton Tree of F with respect to C , denoted
by S(F ,C).
Definition 6.20. Given a forest F , define F [u,v] as the unique uv-path in F if they are connected. Given any
edge e = uv, we use Fe to denote the path F [u,v].
Definition 6.21. Given a forest T and a subset of vertices C , a subset of edges F ⊆ T is a tree partition of T
with respect toC if every component ofT \ F has exactly one vertex inC . For every vertex u inT , we define u’s
representative with respect to a tree partition F andC as the only vertex ofC in the component containing u
in T \ F . Denoted as TC,F (u).
For any edge e = uv ∈ T , we define e’s tree-representative moving as
ReprT ,C,F (e = uv) ≔
{
e, for e ∈ T \ F
TC,F (u)TC,F (v), for e ∈ F
.
Use this ReprT ,C,F , we define e’s tree-representative path as
QT ,C,F (e = uv) ≔
{
e, for e ∈ T \ F
T [u,TC,F (u)] + ReprT ,C,F (e) +T [TC,F (v),v], for e ∈ F
.
Here we introduce notations from [KPSW19], which defines the so-called tree-portal paths. Portals are
terminals in our terminology.
Definition 6.22. Given a graph G = (V ,E), a spanning forest T and a subset of vertices C (terminals). For
any 2 vertices u,v ∈ V , define TC (u,v) to be the vertex in C closest to u in T [u,v]. If no such vertex exists,
TC (u,v) ≔⊥.
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For any edge e = uv ∈ E \T , first, we can orient arbitrarily. Then e’s tree-terminal edge moving can be
defined as
MoveT ,C (e = uv) ≔
{
vv, forTC (u,v) =⊥
TC (u,v)TC (v,u), otherwise
.
Use this MoveT ,C , we can define e’s tree-terminal path as
PT ,C (e = uv) ≔
{
T [u,v] +MoveT ,C (e), forTC (u,v) =⊥
T [u,TC (u,v)] +MoveT ,C (e) +T [TC (v,u),v], otherwise
.
6.7 Initializing a J-Tree
In this subsection, we review the static construction of a j-tree. It is summarized in Algorithm 13. For the
dynamical purpose, we slightly modify the construction from [Mad10].
Briefly, the procedure first computes (1) T , some spanning tree of G, (2) C, an O(j)-sized subset of
vertices, and (3) F , a subset of edges in T . Then a O(j)-tree, H , is constructed by moving endpoints into C
for edges not in forestT \ F . The construction is summarized in Algorithm 12. Hence, it is easy to see that
the core graph of H is H [C], the subgraph induced byC. Such moving is defined using either ReprT ,C,F (e)
for F or MoveT ,C (e) otherwise.
Such edge moving corresponds to an embedding of G into H . Each edge of G is routed in H using
either one tree path or 2 tree paths concatenated by an edge in the core.
T , C and F are computed by Algorithm 11. First, we try to embedG into some spanning treeT ofG by
routing each edge e ofG using the unique tree pathTe . Heuristically, to minimize the congestion incurred
in each tree edge, a low stretch spanning tree (LSST) [ABN08] is used as T . LSST guarantees low "total"
congestion on tree edges.
But to ensure low congestion on "every edge", we remove tree edges with the highest congestion (rel-
ative to its capacity) and route impacted edges alternatively. The removed tree edges are collected as set F
and endpoints of them are collected as setC. Ideally, we move every edge not inT using MoveT ,C (e). And
for data structural purposes, we addO(j)more vertices toC to make sure we route each edge using a short
tree path, i.e., of size O(n/j). As discussed in [Mad10], such edge moving does not guarantee a j-tree.
Identical to [Mad10], we add vertices in S(T ,C), skeleton tree of C, to C. And add O(|C |) more edges
to F so that F is a tree partition of T with respect to the new C.
The main difference from [Mad10] is that we add more terminal vertices (C) and route off-tree edges
after we determineC. An argument from [GKK+18] shows that the more terminal we add, the better the
congestion approximation.
6.8 Data Structure for dynamical maintenance
Here we present the data structure for maintaining a j-tree, i.e., proving Lemma 6.18.
6.8.1 Structural arguments for j-tree maintenance
To prove Lemma 6.18, one has to make sure adding terminals does not increase the congestion. The
argument is formalized as the following lemma:
Lemma 6.23. Given a graph G = (V ,E, c), a spanning forest T of G, a subset of vertices C and F , a tree
partition of T with respect to C . For any vertex u ∈ V \C , there is an edge eu ∈ T \ F such that F + eu is tree
partition ofT with respect to C + u (every component of T \ (F + eu ) has exactly one vertex in C).
Furthermore, letH ≔ Route(G,T ,C, F ). IfH α G, then the graphH ≔ Route(G,T ,C+u, F +eu ) α G.
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Algorithm 11: ComputeTCF(G = (V ,E, c), j, l : E → R≥0)
1 Compute a spanning tree T ofG with average stretch O˜(logn) with respect to l in O˜(m)-time by
[ABN08].
2 For each edge e = uv ∈ E, let f e be the uv-flow in T that routes c(e) units of flow along Te . Let f be
the collection of f e for every e ∈ E. f is therefore a embedding ofG into T . |f | ∈ RE(T ), the vector
of amount of flow crossing each edge ofT , can be computed in O˜(m)-time.
3 For e ∈ T , define its relative loading, rload(e) ≔ |f(e)|/c(e).
4 Decompose E(T ) intoO(logn) subsets Fi , i ∈ {1, . . . , ⌈log ‖ f ‖∞ + 1⌉}, for e ∈ Fi if
rload(e) ∈ (R/2i ,R/2i−1] where R = maxe∈T rload(e).
5 Let i0 be the minimal index such that |Fi0 | = Ω(j/logn). Define F =
⋃i0
i=1 Fi . Note that |F | ≤ j and
contains edges with the largest relative load.
6 Define C consists of terminal vertices and all endpoints of edges of F .
7 Add O(j) more vertices to C such that every path of length O(n/j) on T contains at least one vertex
in C.
8 Add vertices appeared in S(T ,C) to C as well.
9 For every adjacent uv ∈ E(S(T ,C)), add the edge e ∈ T [u,v] with largest rload(e) to F . Note that
endpoints of such an edge are not added to C.
10 By the construction of F , we know every tree inT \ F contains exactly one vertex inC.
11 return (T ,C, F )
Algorithm 12: Route(G = (V ,E, c),T ,C, F )
1 Etree ≔ {ReprT ,C,F (e) | e ∈ T }.
2 Eoff−tree ≔ {MoveT ,C (e) | e < T }.
3 Define an embedding f ofG into H as follows.
4 For every e ∈ T , f e routes c(e) units through path QT ,C,F (e).
5 For every e < T , f e routes c(e) units through path PT ,C (e).
6 Define cH (e) ≔ |f(e)|, the amount of flow crossing e in the embedding.
7 H ≔ (V ,EH ≔ Etree ∪ Eoff−tree, cH ).
8 Remove self-loops from H .
9 return H .
// H is a |C |-tree with core C(H ) = H [C], the subgraph induced by subset of vertices
C.
// The embedding f of G into H is referred as the canonical j-tree embedding.
Algorithm 13: JTree(G = (V ,E, c), j, l : E → R≥0)
1 (T ,C, F ) ≔ ComputeTCF(G, j, l).
2 H ≔ Route(G,T ,C, F ).
3 return H .
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Proof. Let x = TC,F (u), the only vertex inC in u’s component inT \ F . Since edges inT \ F appear in both
G and H , let eu be the edge with minimum cH (e) in T [u,x].
Clearly, F + eu is tree partition of T with respect to C + u. Since we delete one edge in u’s component
which is a tree, it is split into 2 components such that x and u are in different components.
Observation from [GKK+18] that addingmore vertices intoC does not increase congestion immediately
gives us that, H ≔ Route(G,T ,C + u, F + eu ) α G. 
To maintainO(j)-treeH under dynamic edge updates inG, we first add both endpoints of the updating
edge to the terminal and then perform the edge update in C(H ), core of H , directly. One has to make sure
such behavior does not increase the congestion when routing G in H . The following lemma gives such
promise:
Lemma 6.24. Given a graph G = (V ,E, c), a spanning forest T of G, a subset of vertices C and F , a tree
partition of T with respect to C . Let H ≔ Route(G,T ,C, F ), and e = uv be any edge with u,v ∈ C (e might
not be inG) with capacity ce . First note thatG[C] ⊆ H [C].
If H α G holds via the canonical j-tree embedding, then both (H +e) α (G +e) and (H −e) α (G −e)
holds.
Proof. Let f be the canonical j-tree embedding ofG intoH . Let f+ be an embedding ofG+e intoH+e defined
by routing e ∈ (G + e) using e ∈ (H + e) and routing other edges using the one defined in f . To bound
congestion incurred inH +e using f+, observe that |f+(eH )| = |f(eH )| for any eH ∈ H and |f+(e)| = ce . The
observation comes from the fact routing e ∈ (G+e) only affects e ∈ (H +e). Thus, (H +e) α (G+e) holds.
If e ∈ G, observe that f routes e using only its counterpart in H . It is because f routes e using the path
PT ,C,F (e) containing only e ∈ H . Thus, define f−, an embedding ofG − e into H − e, by routing any other
edge than e via f . For any edge eH ∈ H − e, we have |f−(eH )| = |f(eH )|. Therefore, no edge has congestion
increased and (H − e) α (G − e) holds. 
By the above 2 lemmas, we can guarantee low congestion if we maintain the j-tree correctly.
We need the following dynamic tree data structure.
Lemma 6.25. Given a rooted forestT edge weightw : E(T ) → R, there is a deterministic data structure D(T )
supports following operations inO(logn) amortized time.
1. root(u): Return the root of the tree containing u.
2. makeRoot(u): Make u as the root of the tree containing it.
3. pathMax(u,v): Return the edge with maximum weight in the unique uv path. Or −∞ if u,v are not
connected in T .
4. cut(e): Remove the edge e from T .
5. link(u,v, c): Add a new edge e = uv with weight c. It is guaranteed that no cycle is formed after adding
this new edge.
Lemma 6.26. Given a rooted forestT and a subset of verticesC ⊆ V (T ), there is a deterministic data structure
S(T ) maintaining S(T ,C), the skeleton tree of T with respect to C , under following operations in O(logn)
amortized time.
1. AddC(u): Return the set V (S(F ,C ∪ {u})) \V (S(F ,C)), which has size at most 2. Then add u to C .
2. Neighbor(u ∈ C): Return the neighboring vertices of u in S(F ,C).
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6.8.2 Proof sketch of Lemma 6.18
Intuitively, we maintain the j-tree H by mimicking the static procedure. To make the resulting graph
sparse, a dynamic cut sparsifier is used for the core. Worth noticing, we maintain both the whole j-tree H
and the one with sparsified core, H˜ . The reason for not applying sparsifier to the whole graph is because
edges not in the core form a forest. And by Lemma 6.15, we only care cuts in the core graph.
The most important part of our data structure is to support the AddTerminal operation. Initially, the
j-treeH is constructed by Route(G,T ,C, F ). When adding some vertexu toC, we have to (1) find the edge
eu inT \ F and (2) update H as Route(G,T ,C + u, F + eu ).
Thus, We maintain the following data structures:
1. A dynamic 2-cut sparsifier C˜(H ) from Lemma 6.16 for maintaining a sparsified core graph.
2. A dynamic tree data structure D(T ) from Lemma 6.25 for finding such eu . D(T ) is also used to find
ReprT ,C,F (eu ), the corresponding edge of eu in the core.
3. For every off-tree edge e = uv, maintain both T [u,Tuv (C)] and T [Tvu (C),v] walks using doubly
linked list. Maintain W as a collection of all such walks.
4. For every x ∈ C, maintain a set P(x) consisting of walks in W ending up at x .
5. For every vertex u ∈ V , maintain a set RI(u) consisting of walks in W containing u.
The last 3 data structure is for maintainingMoveT ,C (e), e < T with C increasing.
6.8.3 Formal proof of Lemma 6.18
Proof of Lemma 6.18. We may assume the j-tree,H , is constructed using the static procedure stated previ-
ously. Recall thatT is the low-stretch spanning tree ofG. C is the set of terminal (vertices in the core) ofH .
F is the set of tree edges chopped off. The procedure for AddTerminal(u) is presented in Algorithm 15.
Algorithm 14: Initialize(G,H )
1 Let T be the low stretch spanning tree used in constructing H .
2 Initialize D(T ) for T from Lemma 6.25
3 Initialize S(T ) for T from Lemma 6.26
4 Initialize a dynamic cut sparsifier from Lemma 6.16 for C(H ), say C˜(H ).
5 Let C be the initial terminal set, i.e.,V (C(H )).
6 W ≔ ϕ .
7 RI ≔ ϕ .
8 P ≔ ϕ .
9 for e = uv ∈ E(G) \ E(T ) do
10 Letwu be the T [u,Tuv (C)] walk.
11 Add wu to RI(a) for every a ∈ V (wu ).
12 if Tuv (C) exists then
13 Add wu to P(Tuv (C)).
14 Add wu to W .
15 Same for thewv ≔ T [Tvu (C),v] walk.
16 return (D(T ),S(T ), C˜(H ),W , RI, P)
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Algorithm 15: AddTerminal(u)
1 Let (D(T ),S(T ), C˜(H ),W , RI, P) be the data structures defined in Algorithm 14
2 E+ ≔ ϕ,E− ≔ ϕ . ; // E+ and E− are the sets of edges to be inserted or deleted in C(H )
respectively
3 x ≔ D(T ).root(u) ; // x is the vertex in C in u’s component in T \ F.
4 eu ≔ D(T ).pathMax(t ,u) ; // eu is the edge with highest cH (e) in T [x,u]
5 D(T ).cut(eu )
6 D(T ).makeRoot(u).
// Update C ≔ C + u and F ≔ F + eu.
7 Add (x,u, cH (eu )) to E+.
8 Add edges in T incident to u’s component inT \ F to E−.
9 For edges visited in previous step, add them to E+ by replacing 1 endpoint x to u.
// Maintain MoveT ,C (e) for edges e < T.
10 forW ∈ W such that u ∈W do
11 Add the core edge forW to E−.
12 ShortcutW at u.
13 Add the core edge for the shortenedW to E+.
// Update edges in the core.
14 for e ∈ E+ do
15 C˜(H ).Insert(e)
16 for e ∈ E− do
17 C˜(H ).Delete(e)
18 return (D(T ),S(T ), C˜(H ),W , RI, P)
When adding a vertex u to the terminal setC, we first have to find a tree edge eu via D(T ). Then we update
both C, the terminal set, and F , tree partition with respect to new C. As shown in Lemma 6.23, finding
such eu reduces to a path query in a dynamic tree. After that, we have to update H to Route(G,T ,C, F ).
Route(G,T ,C, F ) maps edges inT using ReprT ,C,F andMoveT ,C otherwise. For edges in T having differ-
ent ReprT ,C,F (e), they corresponds to edges incident tou’s component inT \(F +eu ). This step can be made
efficient by only move the smaller part out and relabel if necessary. This ensures aO(|T | logn) = O(n logn)
total time complexity. By amortizing them across j operations, this step has amortizedO((n/j) logn)-time.
To updateMoveT ,C (e) for edges e = vw < T , we explicitly maintain bothT [v,TC (v,w)] andT [TC (w,v),w]
walks. Observe that TC+u (v,w) is either TC (v,w) or u depending on whether u ∈ T [v,TC (v,w)]. This
observation tells us that T [v,TC (v,w)] only gets shorter with prefix unchanged. When adding u to the
terminal, we simply find allT [v,TC (v,w)] walks containingu and shortcut them at u. Using doubly linked
list and pointers, we can find these walks and shortcut themwithO(1) overhead. The total time complexity
on maintainingMoveT ,C (e) can be bounded by the total length ofT [v,TC (v,w)]walks. From the construc-
tion of JTree, we know every such T [v,TC (v,w)] has length O(n/j). Hence the total time complexity is
O(mn/j), and amortized time complexity per operation is O(mn/j2). Note that each of these edge change
incurs a O(log6 n) for edge updates in C˜(H ), sparsifier of the core graph. Combining above bounds, we
know AddTerminal(u) has amortized time complexity of
O
(
log6 n
(
mn
j2
+
n
j
logn
))
= O
(
mn
j2
log6 n
)
.
For Insert(u,v, c) andDelete(e), we first add both endpoints to terminal as presented in Algorithm 16
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Algorithm 16: Insert(u,v, c)
1 AddTerminal(u)
2 AddTerminal(v)
3 C˜(H ).Insert(u,v, c)
Algorithm 17: Delete(e = uv)
1 AddTerminal(u)
2 AddTerminal(v)
3 C˜(H ).Delete(u,v, c(e))
and Algorithm 17. Then we directly insert/delete the interested edge from the core graph. The time
complexity is occupied by the cost of adding terminal vertex. Since we correctly maintain a unsparsifier
O(j)-tree H , we have H  G α H by Lemma 6.23 and Lemma 6.24. Also, by the decomposability of cut
approximation and the core of H˜ is a 2-cut sparsifier, we have H  G O (α ) H . 
6.9 Put everything together
Proof of Theorem 6.1. Let j be some parameter determined later and k = Θ(m logU log2 nj ). Initialization of
Algorithm 18: Initialize(G)
1 n ≔ |V (G)|,m ≔ |E(G)|, j ≔ m2/3, k ≔ Θ(m logU log2 nj ), t ≔ Θ(logn).
2 Let G = {G1, . . . ,Gk } be a (k, O˜(logn),Θ(j))-decomposition ofG by Lemma 6.12.
3 Sample t graphs with repetition from G, say,G1, . . . ,Gt .
4 for i = 1, . . . , t do
5 Di ≔ Initialize(G,Gi ) by Lemma 6.18.
6 return D ≔ {D1, . . . ,Dt }
the data structure is summarized as Algorithm 18. First apply Lemma 6.12 to acquire a (k, O˜(logn),Θ(j))-
decomposition of G, say G1, . . . ,Gk . Then we apply Lemma 6.13 to sample t = O(logn) of them, say
G1, . . . ,Gt . For each of Gi , we incur Lemma 6.18 to build data structures for dynamical operations. Let
D1, . . . ,Dt be the data structures for each of G1, . . . ,Gt . 2-approximated dynamic cut sparsifers from
Lemma 6.16 is also built for the cores of D1, . . . ,Dt . Note that each Di supports up to j operations, we
rebuildG1, . . . ,Gk andD1, . . . ,Dt every j operations. To deal with the query mincut(s, t), we run the algo-
rithm from Lemma 6.17 on each sparsified core of D1, . . . ,Dt . The running time is O˜(t × j) = O˜(j). Among
results, the one with the smallest cut value is returned. The correctness comes from Lemma 6.13 and
Lemma 6.15 with high probability. The quality of the result is within O˜(logn)-factor with the optimal solu-
tion. For edge updates, we propagate them toD1, . . . ,Dt in amortized timeO(t · mnj2 log6 n) = O(mnj2 log7 n).
As guaranteed by Lemma 6.18, each operation corresponds toO(mn
j2
) changes to the core. Each of the edge
change is handled by the cut sparsifier in O(log6 n)-time. So the update time is
O
(
mn
j2
log2 n + t · mn
j2
log6 n
)
= O
(
mn
j2
log7 n
)
.
The cost for rebuild consists of 2 parts,O(km logm)-time for building decomposition ofG andO(tm log6 n)-
time for initializing D1, . . . ,Dt and cut sparsifiers for cores. By charging the cost among j operations, the
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runtime cost charged with each operation is
O
(
km logn + tm log6 n
j
)
= O
(
m logU log2 n ·m logn
j2
)
= O
(
m2
j2
log4 n
)
.
To balance the query cost and update cost, j is set to m2/3. So time complexity per operation is now
O˜(m2/3). 
6.10 Dynamic Max-flow Against an Adaptive Adversary
We next show how to modify our j-tree based data-structure to obtain a randomized dynamic algorithm
that works against an adaptive adversary.
Theorem 6.27. Given a graph G = (V ,E, c) with polynomially bounded capacities, there is a dynamic data
structure that maintains G against an adaptive adversary subject to the following operations:
1. Insert(u,v, c): Insert the edge (u,v) toG in O˜(m3/4) amortized time.
2. Delete(e): Delete the edge e fromG in O˜(m3/4) amortized time.
3. MinCut(s, t): Output an O˜(logn)-approximation to the st-min-cut value of G in O(m3/4) time w.h.p.
The cut set S can be obtained on demand with linear overhead in |S |.
Our previous construction used the oblivious adversary assumption in two places. (1) First, when
building a decomposition of the original graph into O(j)-trees, we sampled only a logarithmic number of
them during the preprocessing phase and dynamically maintained these sampled graphs. Note that an
adaptive adversary could use the query operation to reveal information about the random bits used by our
algorithm and which graphs we sampled, and this is why we needed to assume that adversary is oblivious.
To circumvent this assumption, we instead maintain all the O(j)-trees in the decomposition and sample a
small number of them only when handling queries. (2) Second, the dynamic cut sparsifier from Lemma 6.16
works only against an oblivious adversary, so we need a dynamic cut sparsifier that works against an adap-
tive advesray. In fact, because we explicitly compute a sparsifier on the core vertices, it suffices to have a
data structure that outputs the sparsifier in time proportional to the number of core vertices. This allows
to use fresh random bits when sampling a sparsifier during the query operation. Such an algorithm can
be inferred from previous literature by combining expander decomposition based construction of graph
sparsifiers [ST11] with recent works on decremental maintenances of expanders [NSW17, SW19]. Slightly
more formally, given an n-vertex graphG, using the pruning procedure from [SW19], we can maintain an
expander decompositionunder edge deletions and recurse on the edges between expander clusters. To han-
dle edge insertions, we employ a well-known reduction from decremental to full-dynamic algorithms (see
e.g., Lemma 4.17 from [ADK+16]) , which in turn leads to a fully-dynamic algorithm for maintaining a
hierarchy of expander decompositions. Since cut/spectral sparsifiers are decomposable, and constructing
them on expanders amounts to samplingO(lognϵ−2) random edges per vertex [ST11, PS14], it follows that
constructing a sparsifier from the current hierarchy of expanders can be done in O˜(nϵ−2) time. The above
idea is explicitly implemented in the recent work by Bernstein et al. [BvdBG+20] and we formally state
their result below.
Lemma 6.28. [BvdBG+20, Theorem 10.5] There exists a fully dynamic algorithm that maintains for any
weighted graph with an (1 + ϵ)-approximate cut sparsifier against an adaptive adversary. The algorithm’s
pre-processing time is bounded by O(m), amortized update time is O˜(1) and query time is O˜(nϵ−3 logU ). The
query operation returns an (1 + ϵ)-approximate cut sparsifier ofG.
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We now explain the necessary modifications to our data-structure. Similarly to Algorithm 18, given a
graph G, we compute a (k, O˜(logn),Θ(j))-decomposition G = {G1, . . .Gk } ofG using Lemma 6.12, where
k = Θ
(
m log2 n logU
j
)
. We maintain eachGi fromG using the data-structureDi from Lemma 6.18, where for
each core in Gi we maintain an adaptive dynamic cut sparsifier using Lemma 6.28 (recall that previously
we sampled O(logn) Gi ’s from G and maintained a dynamic sparsifier against an oblivious adversary for
each of them). These data-structures are rebuilt from scratch every j operations. Upon receiving an edge
insertion or deletion, we pass the corresponding update to each Di . When receiving an st-min cut query,
we first add s and t to the core of each Gi and then sample G1, . . . ,Gt with repetition from G, where
t = Θ(logn). For each i = 1, . . . , t , we construct a cut sparsifier for the core ofGi using the query operation
from Lemma 6.28. On each sparsified core ofGi ’s we compute an st-min cut from scratch and then return
the smallest value among those min cuts as an estimate. Note that sampling Θ(logn) graphs whenever we
receive a query ensures that the adversary cannot learn anything useful about our algorithm.
Proof of Lemma 6.27. The correctness proof is exactly the same as in Theorem 6.1. We next study the
running time. The preprocessing cost consists of (1) the cost for computing the decomposition G and
(2) and the cost for initializing the data-structure D1, . . . ,Dk . By Lemma 6.12, (1) is bounded by O˜(km)
while (2) is bounded by O˜(kmn/j) by Lemma 6.18. Since we rebuild our data-structure from scratch every
j operations, the cost of the rebuild charged to each operation is
O˜
(
km + kmn/j
j
)
= O˜
((
m2
j2
+
m2n
j3
)
logU
)
= O˜
(
m3 logU
j3
)
,
where the last inequality uses that j ≤m.
Next, by Lemma 6.18, the amortized time to support an edge insertion or deletion in Di is O˜(mn/j2).
Since we maintain k different Di ’s, it follows that the amortized time per edge insertion or deletion is
bounded by
O˜
(
k · mn
j2
)
= O˜
(
m2n logU
j3
)
.
Combining the above bounds, it follows that the amortized update time is O˜
(
m3 logU
j3
)
.
Up to a logarithmic factor, the query cost is dominated by (1) the time to construct a cut sparsifier for
the core and (2) the time to compute an st-min cut on a graph of size O˜(j). As both can be implemented in
O˜(j) time, it follows that the query time is also O˜(j). To balance the update and query time, we set j =m3/4,
which proves the lemma. 
7 Fully-Dynamic All-Pairs Shortest Paths
In this section, we once again demonstrate the power of Fully-Dynamic Vertex Sparsifier by designing a
O˜(logn)-approximate dynamic APSP oracle with sublinear update and query time. The main result of this
section is formalized as the following theorem:
Theorem 7.1. Given a graph G = (V ,E, l), we have a fully-dynamic data structure that maintains all pair
distance up to O˜(logn)-factor and supports following operations:
1. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(m2/3 log4 n)-time.
2. Delete(e): Delete the edge e fromG in amortized O(m2/3 log4 n)-time.
3. Distance(s, t): Output a O˜(logn)-approximation to the st-distance value of G in O(m2/3+o(1))-time
w.h.p..
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Apply the dynamic spanner from [FG19] on the input graph G, we can reduce the number of edges
fromm toO(n1+o(1)) while preserving distance up to O(1)-factor.
Corollary 7.2. Given a graph G = (V ,E, l), we have a fully-dynamic data structure that maintains all pair
distance up to O˜(logn)-factor and supports following operations:
1. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(n2/3+o(1))-time.
2. Delete(e): Delete the edge e fromG in amortized O(n2/3+o(1))-time.
3. Distance(s, t): Output a O˜(logn)-approximation to the st-distance value of G in O(n2/3+o(1))-time
w.h.p..
7.1 Path, Distance and L1-embeddability
In this subsection, we present concepts regarding preserving distance.
Definition 7.3. Given 2 graphs on the same vertex set G = (V ,E, l),H = (V ,EH , lH ). A routing of H into
G is a set of paths P = {Pe an uv-path in H | e = uv ∈ E}. We say G is t-routable in H (or H t-routes G),
denoted by H 1t G, if for every edge e ∈ G, lH (Pe ) ≤ t · l(e) holds. The subscript is often omitted when t = 1.
When the routing P is clear in the context, we often write lH (e) to denote lH (Pe ).
Lemma 7.4. Given 2 graphs on the same vertex set G = (V ,E, l),H = (V ,EH , lH ). If G is t-routable in H ,
H 1
β
G, then dH (s, t) ≤ β · dG (s, t),∀s, t ∈ V .
Corollary 7.5. IfG 1 H 1
β
G, we have
dG (s, t) ≤ dH (s, t) ≤ β · dG (s, t),∀s, t ∈ V .
Corollary 7.6. If H ⊆ G, we have G 1 H .
7.2 Metric-J-Trees as Vertex Sparsifier
Here we introduce the notion ofMetric-J -Tree, whose name adopts from j-tree in [Mad10]. Given a graph,
a Metric-J -Tree is built from a spanning tree with additionalO(j) edges. In a graph of this family, distance
computation can be speed up by transforming such graph into one with much less vertices. This property
is exactly what we need for vertex sparsifier.
Definition 7.7. Given a graph G = (V ,E, l), positive integer j , a subset of edges F of size at most j , and a
spanning tree T ofG. The Metric-j-tree ofG with respect to T and F , denoted by J 1G (T , F ), is a subgraph ofG
with vertex set V and edge set
EH = E(T ) ∪ F .
That is, J 1G (T , F ) keeps only spanning treeT and edges in F . Also, when we speak of routing of J 1G (T , F ) intoG,
we route edge e = uv not in F orT viaTe , the unique uv-path inT . And route other edges using their identical
counterpart.
Such structure is interested because of the following theorem. It suggest that we can approximate
distance within several J 1G (T , F ). First, we define metric-decomposition ofG.
Definition 7.8. Given a graph G = (V ,E, l) and a family of graphs G . A collection of graphs H1, . . . ,Hk
and k real numbers λ1, . . . , λk is a (k, ρ,G )-metric-decomposition ofG if
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1. λi ≥ 0,∀i and
∑
i λi = 1.
2. Hi ∈ G ,∀i.
3. G 1 Hi ,∀i.
4.
∑
i λiHi 1ρ G.
When G is the family of all metric-j-tree of G, we denote (k, ρ,G )-metric-decomposition of G by (k, ρ, j)-
metric-decomposition ofG.
Such decomposition can be computed via MWU-like method, just like [Mad10]. It is formalized as the
following:
Theorem 7.9. LetG = (V ,E, l) be a graph with weight ratioU = poly(n). InO(km log4 n)-time, we can find
a (
k,α = O˜(logn),O
(
m log3 n
k
))
-metric-decomposition ofG. Or conversely, given positive integer j , we can compute a (O((m/j) log3 n), O˜(logn), j)-
metric-decomposition ofG in O((m2/j) log7 n) time.
The proof of Theorem 7.9 uses sameMWU-like approach as [Mad10]. Briefly, we compute one compo-
nent of the decomposition one at a time. In addition to edge length, we also incur edgeweight on the graph.
Intuitively, such edge weight regularizes stretch of over-stretched edges in the current decomposition.
We formally define stretch and how this edge weight interact with the graph. For a given edge weight
function w onG, and a graph H = (V ,EH , lH ) that routesG. Define the volume w(H ) of H (with respect to
w) to bew(H ) ≔ ∑e∈G w(e)lH (e). Also, for any edge e ∈ G, define the stretch of e inH to be ηH (e) ≔ lH (e)l(e)
and denote by η(H ) the maximum value of ηH (e), i.e. η(H ) ≔ maxe∈G ηH (e). Furthermore, define a set
ψ (H ) as
ψ (H ) ≔ {e ∈ G | 0.5η(H ) ≤ ηH (e)}.
Intuitively, the setψ (H ) contains edges ofG that suffer stretch at least as the half of the maximum stretch.
Given these definitions, the MWU method is formally stated as the following with proof deferred in
the Appendix B.1:
Lemma 7.10. Let α ≥ logm and a family of graphs G such that for any edge weight function w on G, we
can find in O(f (m)) time a subgraph Hw = (V ,EHw , lHw) ofG that belongs to G and:
1. w(Hw) ≤ αw(G),
2. G 1 Hw, and
3. |ψ (Hw)| ≥ 4αmk
then a (k, 2α ,G )-metric-decompostion ofG can be computed in O(k · f (m)) time.
Next we will discuss how to construct J 1G (T , F ) given edge weight function w that satisfies all 3 con-
ditions Theorem 7.10 needs. First we present the following lemma that derives from low stretch spanning
tree construction in [ABN08].
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Lemma 7.11. Let G = (V ,E) be a graph with non-negative edge length l and edge weight w. We can find a
spanning tree T ofG (with edge length l) s.t.
luv ≤ dT (u,v),∀e = uv
and ∑
e=uv
dT (u,v)we ≤ α
∑
e=uv
lewe
for some α = O(logn log logn) = O˜(logn). Such tree T can be computed in O˜(m)-time.
From now on, we use α to denote the ratio in Lemma 7.11.
Given a graph G = (V ,E, l), positive integer k for sparsity of metric-decomposition, and a edge weight
function w. Also letU = poly(n) be the weight ratio ofG. The construction works like the following
1. Compute LSST T using Lemma 7.11 with respect to l and w. Route G using T , i.e., route each edge
e = uv using the unique uv-path in T .
2. For every edge e = uv ∈ G, compute its stretch, η(e) = dT (u,v)/le , in O(m) time. Observe that
η(e) ≤ mU .
3. Partition edges of G into log(mU ) sets F1, F2, . . . Flog(mU ), with Fi ≔ {e ∈ G | 2i−1 ≤ η(e) < 2i }.
Define F≥i =
⋃logmU
j=i Fj . Add edges with η(e) < 1 to F1.
4. Find smallest j∗ ≤ log(mU ) such that
|F≥j∗ | ≤
4(2α + 1)m logmU
k
, |F≥j∗−1 | >
4(2α + 1)m logmU
k
If no such j∗ exists, i.e., |Flog(mU ) | > 4(2α + 1)m logmU /k , let F = ϕ and output Hw = J 1G (T ,ϕ) = T .
5. By Pigeonhole principle, there is some j¯, j∗ ≤ j¯ ≤ log(mU ) such that
|F j¯−1 | ≥
4(2α + 1)m
k
.
6. Let F be the set F≥ j¯ and output Hw = J 1G (T , F ).
For condition B.1 of Lemma 7.10, we know w(T ) ≤ αw(G). Since T is a subgraph of Hw, dHw (u,v) ≤
dT (u,v),∀u,v holds for every pair of vertex u,v. We have w(Hw) ≤ w(T ) ≤ αw(G).
For condition 2 of Theorem 7.10,G 1 Hw holds trivially since Hw is a subgraph ofG.
For condition 3 of Theorem 7.10, if the procedure ends at Step 4 and outputs G, we know ψ (Hw) ⊇
Flog(mU ) and |Flog(mU ) | > 4(2α + 1)m logmU /k . Thus,
|ψ (Hw)| ≥ |Flog(mU ) | >
4(2α + 1)m logmU
k
≥ 4αm
k
Otherwise, we observe that in J 1G (T , F≥ j¯ ), edges in F≥ j¯ have stretch 1 and therefore ψ (Hw) ⊇ F j¯−1 and
|F j¯−1 | ≥ 4(2α + 1)m/k .
Also notice that the set F has size ≤ 4(2α + 1)m logmU /k = O(m log3 n/k).
The above procedureworks in O˜(m)-timewhich is occupied by the LSST construction fromLemma 7.11.
It is summarized as the following lemma:
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Lemma 7.12. Given a graph G = (V ,E,w), positve integer k , and edge weight function w. We can compute
a spanning tree T and a subset of edges F in O˜(m) time such that
1. w(J 1G (T , F )) ≤ αw(G),
2. G 1 J 1G (T , F ),
3. |ψ (J 1G (T , F ))| ≥ 4αmk , and
4. |F | = O(m log3 n
k
).
Proof of Theorem 7.9. It comes directly from Lemma 7.10 and Lemma 7.12. 
7.3 Tranform J 1G(T , F ) into a vertex sparsifer
In this section, we show how to construct vertex sparsifier, HC , that preserve distance within interested
terminal set C. Let HC be an empty graph with vertex set C initially. The construction works as follows:
1. Given J 1G (T , F ), add endpoints of edges in F to C.
2. Add vertices in S(T ,C), degree 3 vertices in the Steiner tree of C in T , to C as well.
3. Since vertices of S(T ,C) are in C as well, for every edge e = uv ∈ S(T ,C), add edge uv with length
l(Te ) to HC . That is, edge uv corresponds to the unique tree uv-path T .
4. For any edge e ∈< T , addMoveT ,C (e) to with length l(PT ,C (e)) to HC .
Suppose T , F ,C are given, denote the construction of HC by Route
1(G,T ,C, F ).
It works almost the same as the vertex sparsifier construction for the dynamic max flow problem.
Such HC is a preserve terminal-wise distance in J
1
G (T , F ), which is formalized and proved in the fol-
lowing lemma:
Lemma 7.13.
∀s, t ∈ C,dHC (s, t) ≤ d J 1G (T ,F )(s, t).
Proof. Let P∗ be the shortest st-path in J 1G (T , F ). We break P∗ into maximal segments of paths, P1, . . . , Pk ,
such that each of them intersects withC only at endpoints. By construction, each Pi is either i) a tree path,
or ii) an edge comes from F . Both possibilities has their mapped edge inHC . Let e1, . . . ek be corresponding
edges of P1, . . . , Pk . Clearly, e1, . . . ek forms a st-path in HC . hence
d J 1
G
(T ,F )(s, t) =
k∑
i=1
l J 1
G
(T ,F )(Pi ) =
k∑
i=1
lHC (ei ) ≥ dHC (s, t).

If J 1G (T , F ) preserve distance ofG for vertex set C within factor of t , so does HC .
Corollary 7.14. If J 1G (T , F ) 1t G,
∀s, t ∈ C,dHC (s, t) ≤ t · dG (s, t).
By dynamically maintain this construction, we have the following dynamic data structure:
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Lemma 7.15. Given a graph G = (V ,E,w), positive integer j , spanning tree T and a subset of edges F of
size O(j). Suppose J 1G (T , F ) 1t G for some t > 0, we can maintain a vertex sparsifier H˜ that maintains
terminal-wise distance up-to t-factor that supports up to O(j) of following operations:
1. Initialize(G,T , F ): Build data structures for maintaining H in O((mn/j) logn)-time.
2. AddTerminal(u): Add u to the terminal set of C = CG (T , F ). Such operation can be done in amortized
O((mn/j2) log3 n)-time.
3. Insert(u,v, c): Insert the edge (u,v) toG in amortized O((mn/j2) log3 n)-time.
4. Delete(e): Delete the edge e fromG in amortized O((mn/j2) log3 n)-time.
The total number of edge changes in H˜ isO(mn/j), hence each operation has amortized recourse ofO(mn/j2).
Also, H˜ has O(n1+o(1)) edges.
7.4 Dynamic Metric J-Tree
In this section, we present tools and arguments that help us prove Lemma 7.15.
7.4.1 Structural arguments
To prove Lemma 7.15, one has to make sure adding terminals does not increase the stretch. The argument
is formalized as the following lemma:
Lemma 7.16. Given a graph G = (V ,E, l), a spanning forest T ofG, a subset of vertices C and F , a subset of
edges. Suppose there is no branch vertex inT with respect toC , i.e. V (S(T ,C)) = C . Let u be a vertex. We have
V (S(T ,C + u)) ⊇ C and |V (S(T ,C + u)) \C | ≤ 2.
Furthermore, let H ≔ Route1(G,T ,C, F ). If H α G, then the graph H ≔ Route1(G,T ,V (S(T ,C +
u)), F ) α G.
Proof. Suppose we root T at u. Since V (S(T ,C)) = C, then either i) all vertex in C lies in one subtree of T
or ii) u lies in a path connecting 2 vertices of C. If i) happens, V (S(T ,C + u)) \ C has u and x , the lowest
common ancestor of all vertices of C. If ii) happens, V (S(T ,C + u)) \C = {u}.
Observe thatwe route every edge ofG inH using a shorter path. Thus the stretch does not increase. 
To maintain metric-O(j)-tree H under dynamic edge updates in G, we first add both endpoints of the
updating edge to the terminal and then perform the edge update in HC , the vertex sparsifier constructed
from H . One has to make sure such behavior does not increase the stretch when routing G in H . The
following lemma gives such promise:
Lemma 7.17. Given a graph G = (V ,E, l), a spanning forest T ofG, a subset of vertices C and F , a subset of
edges. Let H ≔ Route1(G,T ,C, F ), and e = uv be any edge with u,v ∈ C (e might not be in G) with length
le . First note thatG[C] ⊆ H [C].
If H 1α G, then both (H + e) 1α (G + e) and (H − e) 1α (G − e) holds.
Proof. For (H + e) 1α (G + e), H + e can route edges in G via the routing that implements H 1α G. For
newly added edge e, H + e route it using the e.
Since H routes G by tree-terminal path, edges not in H [C] are routed without using e ∈ H [C]. For
(H − e) 1α (G − e), all edges ofG − e can be routed by H − e using the old routing. 
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7.4.2 Data structure toolbox
To keep the resulting vertex sparsifier has small number of edges, we use the dynamic spanner data struc-
ture from [FG19].
Lemma 7.18 ([FG19]). Given a graph G = (V ,E, c) with weight ratio U = poly(n), there is a randomized
fully dynamic data structure on maintaining a spanner of G with stretch (1 + ϵ)(2k − 1) and expected size
O(n1+1/k log2 nϵ−1) with expected amortized update time O(k log3 n).
7.4.3 Proof of Lemma 7.15
Proof of Lemma 7.15. The data structure is almost the same as Lemma 6.18. Except we use Lemma ?? to
update edges in H˜ that corresponds to edge changes from S(T ,C) to S(T ,C + u). Also, instead of dynamic
cut sparsifier, we use dynamic spanner from Lemma 7.18 to reduce the number of edges in the resulting
vertex sparsifier. 
7.5 Put everything together
From Theorem 7.9, we know with probability 0.5, some Gi sampled from distribution defined by λi ’s pre-
serve distance up to 4α-factor. Given this, our dynamic data structures first sampled t = O(logn) of them,
say,G1, . . . ,Gt . Given any query s, t , we have
1. dG (s, t) ≤ dGi (s, t),∀s, t deterministically, and
2. min1≤i≤t dGi (s, t) ≤ 4αdG (s, t) with high probability.
In order to compute dGi (s, t) efficiently, we have to reduce both number of edges and vertices ofGi ’s.
Proof of Theorem 7.1. Let j = m2/3,k = Θ((m log3 n)/j). Just like Theorem 6.1 for dynamic max flow, we
first apply Theorem 7.9 to acquire a (k, O˜(logn),Θ(j))-metric-decompostionofG, say, {(λi ,Hi )}1≤i≤k . Then
we sample t = O(logn) of them, say, H1, . . . ,Ht with probability Pr(draw Hj ) = λj .
For each of Hi , i ≤ t , we incur Lemma 7.15 to construct a data structure, say Di , that support dynamic
operations.
Every j operations, we rebuild thewhole thing from scratch. Rebuild takesO(km logn) = O((m2 log4 n)/j)-
time. We charge the rebuild cost to these j operations, each of themnow is chargedwithO((m2 log4 n)/j2) =
O(m2/3 log4 n)-time. Each edge update, we propagate them to these t data structures. Each of the Di can
handle edge update in amortized O((mn log3 n)/j2) = O(m2/3 log3 n)-time. Since there are t = O(logn) of
them, each edge update can be handled in amortizedO(m2/3 log4 n)-time.
Given a query s, t , we compute st-distance in each of the t vertex sparsifiers of size O(j1+o(1)) =
O(m2/3+o(1)). With high probability, min1≤i≤t dDi (s, t) ≤ O˜(logn)dG (s, t). We output the minimum of
these t distances. Since we can compute exact distance in O(|E | + |V | log |V |)-time, the st query can be
handled inO(t ×m2/3+o(1)) = O(m2/3+o(1))-time. 
8 Fully-Dynamic Effective Resistance
In this section, we utilize the local sparsifier construction from [DGGP19]. By apply the construction
recursively, we can speed-up the data structure. It is formalized as the following theorem.
Theorem 8.1. Given a positive integer d , error term ϵ ∈ (0, 1), and a graph G = (V ,E, c) with weight ratio
U = poly(n). There is a dynamic data structure maintaining G subject to the following operations:
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1. Insert(u,v, c): Insert the edge (u,v) toG in amortized O(n2/3+1/(3d+3)ϵ−(2d+4) log2d+11 n)-time.
2. Delete(e): Delete the edge e fromG in amortized O(n2/3+1/(3d+3)ϵ−(2d+4) log2d+11 n)-time.
3. ER(s, t): Output a (1 + 2dϵ)-approximation to RG
eff
(s, t) in O
(
n2/3+1/(3d+3)ϵ−(2d+2) log9d+10 n
)
-time.
All of above guarantees hold with high probability.
8.1 Effective Resistance, RandomWalks and L2-Embeddability
In this subsection, we define notions related to the Laplacian of a graph. Notions and properties of Lapla-
cians are critical in building the desired data structure. Boldface is used to indicate that the variable is a vec-
tor. We use χ i to denote the vectorwith i-th coordinate being 1 and 0 elsewhere. Also define χ i, j = χ i−χ j .
Definition 8.2. Given a graphG = (V ,E, c). Let B ∈ RV ×E be the edge-incidence matrix ofG, i.e., Be = χu,v ,
∀e = uv ∈ E with arbitrary orientation. Let C ∈ RE×E be the diagonal matrix with Ce,e = c(e), ∀e ∈ E. The
Laplacian LG ∈ RV×V ofG is defined as
LG ≔ B
⊺
CB.
That is, LG,u,u =
∑
u∈e∈E c(e), is the weighted degree of u. And LG,u,v = −
∑
e=uv ∈E c(e), the minus sum of
edge weights between u,v.
For edge weight always being non-negative in our discussion, we define the Laplacian norm with respect
to x by
‖x ‖LG ≔
√
x⊺LGx .
Also, Moore-Penrose pseudo-inverse of LG is defined as L
†
G
. Using this definition, we can define effec-
tive resistance between 2 vertices.
Definition 8.3. Given G = (V ,E, c), the effective resistance between 2 vertices u and v is defined as
R
G
eff (u,v) ≔ χ
⊺
u,vL
†
G χu,v .
Laplacian system solver is used to compute effective resistance. As computing L†
G
χu,v is essentially
solving for x under LGx = χu,v . Therefore, R
G
eff
(u,v) = xu − xv . The fastest solver is due to [CKM+14]
which formalized as follows:
Lemma 8.4. [CKM+14] Given a graph G = (V ,E, c), b = LGx∗ and error term ϵ > 0. There is an algorithm
that finds x w.h.p. such that
‖x∗ − x ‖LG ≤ ϵ ‖x∗‖LG
in O(m
√
logn log 1ϵ · (log logn)3+δ )-time for any constant δ .
Using this fast solver, effective resistance between vertices can be computed efficiently.
Corollary 8.5. Given a graphG = (V ,E, c), u,v ∈ V and error term ϵ > 0. We can compute a value ϕ w.h.p.
such that
(1 − ϵ)RGeff (u,v) ≤ ϕ ≤ (1 + ϵ)RGeff (u,v)
in O˜(m)-time.
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Definition 8.6. Given a graph G = (V ,E, c) and ϵ ∈ (0, 1), we say a graph H = (V ,EH ⊆ E, cH ) is a
(1 + ϵ)-spectral-sparsifier ofG if ∀x ∈ RV ,
(1 − ϵ)x⊺LGx ≤ x⊺LHx ≤ (1 + ϵ)x⊺LGx .
Denoted by H ≈ϵ G.
Fact 8.7. H ≈ϵ G implies H ∼ϵ G.
To speed up, wewould like to compute effective resistance in the sparsified graph instead of the original
one. The following fact supports motivation.
Fact 8.8. If H ≈ϵ G, ∀u,v ∈ V we have
(1 − ϵ)RGeff (u,v) ≤ RHeff(u,v) ≤ (1 + ϵ)RGeff (u,v).
For a graph G = (V ,E, c) with non-negative weight, we can define random walk inG using the distri-
bution proportional to edge weight. That is, given a walk u0,u1, . . . ,uk , the probability
PrG (uk+1 = v | u0, . . . ,uk ) =
c(ukv)
c(uk )
.
Alternatively, by fixing a starting vertex u0, a walk u0, . . . ,uk is sampled with probability
PrG (u0, . . . ,uk ) =
k−1∏
i=0
c(uiui+1)
c(ui )
.
8.2 Dynamic Spectral Sparsifier
Lemma 8.9. [ADK+16] Given a graphG = (V ,E, c)with weight ratioU . There is an (1+ϵ)-spectral sparsifier
H ofG w.h.p.. Such H supports the following operations:
• Insert(u,v, c): Insert the edge (u,v) toG in amortized O(log9 nϵ−2)-time.
• Delete(e): Delete the edge e fromG in amortized O(log9 nϵ−2)-time.
The weight ratio of H is O(nU ). Moreover, the size of H is O(n log9 nϵ−2).
8.3 Schur Complement as Vertex Sparsifier
To design an efficient data structure for computing effective resistance, we need a smaller graph preserving
desired information.
Definition 8.10. Given a graph G = (V ,E, c) and C ⊆ V . Write D = V \C We write the Laplacian ofG as
L =
[
L[C,C] L[C,D]
L[D,C] L[D,D]
]
.
The Schur Complement ofG onto C , denoted by SC(G,C), is the matrix obtained after performing Gaussian
Elimination on variables corresponds to D. The closed form is given by
SC(G,C) = L[C,C] − L[C,D]L−1[D,D]L[D,C].
Fact 8.11. Given C1 ⊆ C2 ⊆ V . We have SC(G,C1) = SC(SC(G,C2),C1).
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Fact 8.12. SC(G,C) is a Laplacian matrix of some graph with vertex set C .
Using this fact, we abuse the notation by using SC(G,C) to denote both the Laplacian and the corre-
sponding graph. An important property about SC(G,C) is that it preserves effective resistance.
Fact 8.13.
∀u,v ∈ C,RGeff (u,v) = RSC(G,C)eff (u,v).
If we can efficiently maintain the Schur Complement for some C small enough together with edge
sparsification scheme, we can compute effective resistance in a much smaller graph using Lemma 8.4.
Building the SC(G,C) naively is a sequential process, which does not fit in our dynamic data structure
paradigm. In [DGGP19], they provide an alternative way of constructing SC(G,C) approximately using
random walks. The following lemma justifies this approach.
Lemma 8.14. [DPPR17] Given any graph G = (V ,E, c) and a subset of vertices C ⊆ V . Given any walk
w = v0, . . .vl , we say w is terminal-free if w ∩T = {v0,vl }. The Schur complement SC(G,C) is given as an
union over all multi-edges corresponding to terminal-free walks v0, . . .vl with weight
c(v0v1)
l−1∏
i=1
c(vivi+1)
c(vi )
.
8.4 Dynamic Schur Complement
In this section, we introduce a dynamic data structure for maintaining SC(G,C) [DGGP19]. We adapt this
data structure for faster effective resistance computation in the dynamic graph. To design a faster data
structure, we deploy a recursive routine and slightly modify the tool. The result is stated as the following
lemma:
Lemma 8.15. [DGGP19] Given β ∈ (0, 1), error term ϵ ∈ (0, 1), a graph G = (V ,E, c) with weight ratio U ,
and a terminal setT ⊆ V with |T | = βm. There is a dynamic data structure D that maintains H˜ ≈ϵ SC(G,C)
for someT ⊆ C with |C | = Θ(mβ). Such H˜ is a subgraph of SC(G,C) withO(mβϵ−2 log9 n) edges and weight
ratio O(). Such data structure supports up to O(mβ) of the following operations:
1. Initialize(G,T , β): Initialize D in O(mβ−4ϵ−4 log4 n) time.
2. Insert(u,v,w): Insert an new edge uv with weight w to G in amortized O(β−2ϵ−2 log3 n) time.
3. Delete(e): Delete the edge e fromG in amortized O(β−2ϵ−2 log3 n) time.
4. AddTerminal(u): Move vertex u to T in amortized O(β−2ϵ−2 log3 n) time.
D maintains O(mϵ−2 logn) random walks each with O(β−1 logn) distinct vertices. For every vertex u < C ,
total occurrence of u in these random walks is O(β−2ϵ−2 log2 n). The total number of edge change in H is
O
(
mβ−1ϵ−2 log2 n
)
. All the above bounds hold with high probability.
Here we briefly outlined the process for Initialize(G,T , β) and point out a small modification from the
original construction in [DGGP19].
1. InitializeC withT . For each edgeuv, add bothu,v toC with probability β . LetH be an empty graph.
2. For each edge e = uv, sample 2 random walks wu ,wv starting from u and v respectively. Such
randomwalk is generated until either a vertex inC is hitted orΘ(β−1 logn) distinct vertices is visited.
For both walks hit vertices a,b ∈ C, Let r be the resistance between ab in the path wu + e +wv . An
edge ab with weight 1/r is added to H .
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3. Repeat above step for ρ ≔ ϵ−2 logn times and scale edge weights in H by 1/ρ. Therefore, there
are O(mϵ−2 logn) walks generated and their total size is O(mβ−1ϵ−2 log2 n). Balanced binary search
trees are used to maintain these walks. Also, a reverse index for each vertex to locate the position
in every walk containing it.
4. Identify the top βm vertices with most occurrence in these O(mϵ−2 logn) walks, add them to C as
well. Meanwhile, shortcut those walks involving these vertices. By a Markov-type argument, vertex
not inC has occurrence at most O(β−2ϵ−2 log2 n).
5. Incur a dynamic (1 + ϵ)-spaectral sparsifier from Lemma 8.9 on H . The resulting sparse graph H˜ is
the desired approximator for SC(G,C).
The only difference from [DGGP19] is the 4th step, which is crucial for efficiency. As this step can be
viewed as performing βm AddTerminal(u) operations, which does not affect the approximation guarantee.
8.5 The Main Result
In this section, we prove the main theorem for dynamic effective resistance. The high-level idea is to utilize
the Fact 8.11 and build layers of Schur Complements. The effective resistance computation is performed
in the last layer, which has the smallest size.
Proof of Theorem 8.1. Let β = n−1/(3d+3). First we incur a dynamic (1 + ϵ)-spectral-sparsifier on G. Let G0
be the sparsifiedG. Define a chain of graphsG1,G2, . . .Gd , whereGi+1 is the sparsified Schur Complment
on β |E(Gi )| vertices ,i.e. Gi+1 ≈ϵ SC(Gi ,Ci ) for some Ci of size β |E(Gi )|. Each Gi+1 is maintained using
Lemma 8.15 on Gi with β and error term ϵ . Also, we need to rebuildGi+1 every β |E(Gi )| steps. For every
edge updates, it is propagated down toGd . For ER(s, t) query, both s, t are added to the terminal set of every
Gi s. And thenwe incur Lemma 8.4 to computeR
Gd
eff
(s, t), which gives a (1+ϵ)d = 1+O(dϵ)-approximation.
Now we analyze the running time for this data structure. Let ni = |V (Gi )| andmi = |E(Gi )|, it is clear that
S ≔ log9 nϵ−2 = mini ,∀i. Also, one edge update or terminal add inGi creates amortized γ ≔ β
−2ϵ−2 log−2 n
changes toGi+1 . For a single Gi , the rebuild cost is spread across βmi operations. That is,
miβ
−4ϵ−4 log4 n
βmi
= β−5ϵ−4 log4 n
which dominates the actual time complexity for each dynamic operations. Also, every rebuild creates
mi changes to Gi+1 . By distributing them across βmi operations before next rebuild, every change in Gi
creates amortized β−1 number of changes toGi+1 . But β−1 = o(γ ), therefore we can still bound the changes
inGi+1 per change inGi byO(γ ). For every change inG, it creates S ·γ i−1 changes toGi . And each change
costs β−5ϵ−4 log4 n to handle. So for every change, the amortized time can be expressed as
O
(
d∑
i=1
S · γ i−1 · β−5ϵ−4 log4 n
)
= O
(
β−(2d+3)ϵ−(2d+4) log2d+11 n
)
= O
(
n2/3+1/(3d+3)ϵ−(2d+4) log2d+11 n
)
.
And for ER(s, t) query, Lemma 8.4 is ran on Gd , which hasmd = nS(βS)d edges. So each query, we can
bound the time by
O (md logn) = O
(
nβdϵ−(2d+2) log9d+10 n
)
= O
(
n2/3+1/(3d+3)ϵ−(2d+2) log9d+10 n
)
.

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A Proof of Lemma 7.11
To prove Lemma 7.11, we use the following algorithm from [ABN08] that computes a low-stretch-spanning
tree in O(m logn)-time.
Lemma A.1 ([ABN08]). Given a graph G = (V ,E, l), there is an algorithm that computes a spanning tree T
such that
1
|E |
∑
e=uv ∈E
dT (u,v)
l(e) ≤ α ,
where α = O(logn log logn) = O˜(logn). The algorithm runs in O(m logn)-time.
Proof of Lemma 7.11. In order to use Lemma A.1, we have to convert the graph into the one without edge
weights. For every e ∈ E, define
r (e) = 1 +
⌊
l(e)w(e)|E |
w(G)
⌋
,
and create a graphG identical toG except we add r (e) − 1 more parallel edges for every edge e ∈ E. Then
we apply Lemma A.1 onG and return the resulting spanning tree T . Such T satisfies∑
e=uv ∈E
dT (u,v)r (e)
l(e) ≤ α |E(G)|
First, we show the running time by bound the size ofG . Note that
|E(G | =
∑
e∈E
r (e) ≤
∑
e∈E
(
1 +
l(e)w(e)|E |
w(G)
)
≤ |E | + |E | = 2|E |.
Thus, the algorithm runs inO(m logn)-time.
Next, we show the approximation guarantee. Observe that for every edge e,
r (e) ≥ l(e)w(e)|E |
w(G) ≥
l(e)w(e)
w(G)
∑
f ∈E r (f )
2
.
Plug in this lower bound and we have
α
∑
e∈E
r (e) ≥
∑
e=uv ∈E
dT (u,v)r (e)
l(e) ≥
∑
e=uv ∈E
dT (u,v)w(e)
∑
f ∈E r (f )
2w(G) ,
and hence,
2αw(G) ≥
∑
e=uv ∈E
dT (u,v)w(e).
Such T satisfies the requirement of this lemma.

B Multiplicative-Weight-Update methods
B.1 Proof of Theorem 7.10
Lemma 7.10. Let α ≥ logm and a family of graphs G such that for any edge weight function w on G, we
can find in O(f (m)) time a subgraph Hw = (V ,EHw , lHw) ofG that belongs to G and:
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1. w(Hw) ≤ αw(G),
2. G 1 Hw, and
3. |ψ (Hw)| ≥ 4αmk
then a (k, 2α ,G )-metric-decompostion ofG can be computed in O(k · f (m)) time.
Let G = (V ,E, l) be a graph. Let {Hi }i be the set of graphs in G such that G 1 Hi 1ti G. Introduce
a coefficient λi for each Hi . These λi ’s are initially zero and in the end only a small number of them
will become nonzero. For a given graph Hi = (V ,Ei , li ) that ti -routes G, recall the definition of ηHi (e) =
lHi (e)/l(e),∀e ∈ G, stretch of e routed by Hi .
Following approach from [Mad10] and [R0¨8], let M be an |E | × N matrix, N being the cardinality of
{Hi }i , with Me,i = ηHi (e). Let λ = (λ1, . . . , λN ) be a vector corresponding to a convex combination of
{Hi }i . If maxMλ ≤ α for some α > 0, we have
∀e ∈ E,
∑
i
λiηHi (e) ≤ α , and thus
∀e ∈ E,
∑
i
λilHi (e) ≤ αl(e)
Consider the following constrains:
lmax(Mλ) ≤ 3α∑
i
λi = 1
λi ≥ 0,∀i
where lmax(x) = ln∑e∈E exp(xe ) ≥ maxe∈E xe . Any valid λ would corresponds to a (3α ,G )-distance-
decompostion ofG for α ≥ lnm.
Here we present some known fact about lmax function:
Fact B.1.
∀x ≥ 0,max
e∈E
xe ≤ lmax(x) ≤ max
e∈E
xe + lnm
Fact B.2. Define
partiale (x) ≔
∂lmax(x)
∂xe
=
exp(xe )∑
f exp(xf )
.
We have
∀x, ϵ ≥ 0, ϵ ≤ 1, lmax(x + ϵ) ≤ lmax(x) + 2
∑
e
ϵepartiale (x)
Fact B.3. Define
partiali (λ) ≔
∂lmax(Mλ)
∂λi
=
∑
e
ηHi (e) · partiale (Mλ) =
∑
e
lHi (e)
l(e) · partiale (Mλ).
Let 1i be the all zero vector except i-th coordinate being 1. Recall η(Hi ) being the maximum stretch when Hi
routes G. For any 0 ≤ δi ≤ 1/η(Hi ), we have
lmax(M(λ + δi1i )) ≤ lmax(Mλ) + 2δipartiali (λ)
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Proof of Theorem 7.10. The vector λ is found as follows. Starting with λ = 0. As long as
∑
i λi < 1, we
define edge weights w withw(e) = partiale (Mλ)/l(e). By condition , we can compute Hi(w) such that
w(Hi(w)) =
∑
e
lHi (w) (e)
partiale (Mλ)
l(e) ≤ α
∑
e
l(e)partiale (Mλ)
l(e) = αw(G).
Next we increase λi(w) by min{1/η(Hi(w)), 1 −
∑
i λi }.
Let λ be the resulting solution. We have to make sure lmax(Mλ) ≤ 3α . First, we observe that
w(Hi(w)) =
∑
e
lHi (w) (e)
partiale (Mλ)
l(e) = partiali (λ),
and
w(G) =
∑
e
l(e)partiale (Mλ)
l(e) =
∑
e
partiale (Mλ) = 1.
Therefore, we have partiali (λ) = w(Hi(w)) ≤ αw(G) = α .
By Fact B.3 and λi(w) ≤ 1/η(Hi(w)), at each iteration, we have
lmax(Mλ) ≤ lmax(M0) + 2
∑
i
λiw(Hi(w))
≤ lmax(M0) + 2
∑
i
λiα
≤ lnm + 2α ≤ 3α
Next, we have to show an upper-bound on the number of iterations. Define the potential function
Φ(λ) ≔ ∑e ∑i λiηHi (e). Initially, Φ(λ) = Φ(0) = 0. The potential is only increasing throughout the
algorithm. At the end, we have Φ(λ) ≔ ∑e ∑i λiηHi (e) ≤ 3αm since ∑i λiηHi (e) ≤ 3α ,∀e. Observe every
time we update λ, Φ(λ) increases by |ψ (Hi(w))|/2 ≥ 2αm/k , since for every e ∈ ψ (Hi(w)),
λi(w)ηHi (w) (e) ≥
ηHi (w) (e)
η(Hi(w))
≥ 1
2
Therefore, by Condition 3 on lower-bounding the size of |ψ (Hi(w))|, we have at most 1.5k iterations
and the theorem follows. 
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