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Chapitre 1
Contexte d'etude
Apres avoir introduit les objectifs de ce travail de these a savoir l'etude de l'evolution de
phenomenes terrestres au moyen de l'imagerie radar, ce chapitre decrit le cadre dans lequel il
a ete realise. Les problemes theoriques sont presentes succinctement, ainsi que les dierents
types d'applications geophysiques qui en sont faites. An de faciliter la lecture globale du
manuscrit, il se termine par une description des dierentes parties de ce document.
1.1 Objectifs de la these
La motivation principale de ce travail de these est de proposer des methodologies issues
du traitement pour le suivi de l'evolution de phenomenes complexes. Ces methodologies
s'inscrivent dans un contexte specique, qui est celui des donnees radar.
La nature des donnees, dont nous avons dispose, a ete volontairement restreinte : seule
l'information image est utilisee pour le traitement, independamment de toute carte ou de
toute autre source d'information satellitaire. Cette restriction, ancrant le travail dans un
cadre methodologique purement \image", permet de mettre en valeur les ameliorations
obtenues par les outils de traitement mis en uvres.
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Depuis une vingtaine d'annees, les outils de traitement d'image ont beaucoup evolue, et
les methodes de restauration, segmentation, classication, suivi, sont performantes dans
le contexte de l'imagerie optique traditionnelle. Les images radar font aujourd'hui l'objet
d'un grand nombre de recherches, motivees par la diculte d'exploitation de l'informa-
tion delivree. L'information d'amplitude est rendue moins lisible par le phenomene de
chatoiement present sur ces images. La technique interferometrique, apparue recemment,
est fondee sur l'utilisation de l'information de phase du signal ; elle est entachee d'un re-
pliement de 2 perturbant son utilisation directe, mais procure une connaissance precise
de la topographie et de son evolution temporelle.
Les capteurs radars, contrairement aux imageurs optiques classiques, fournissent des don-
nees quelles que soient les conditions d'ensoleillement. D'autre part, ils ont la propriete
d'e^tre tres sensibles aux variations survenues entre deux acquisitions sur les regions ob-
servees. Sur ces constatations est nee, en 1996, l'action \Traitement d'images ROS pour
la cartographie, la geologie et la biosphere continentale" du groupe de recherche ISIS,
nancee par le Programme National de Teledetection Spatiale (PNTS). En particulier,
l'un des groupes de travail lie aux specicites du multi-temporel en imagerie radar, avait
pour objectif de degager les potentialites de l'analyse d'images radar pour l'etude de la
variation temporelle de phenomenes environnementaux. Depuis 1998, cette action a ete
reconduite et un nouveau groupe de travail s'interessant aux techniques fondamentales
pour le deroulement de phase a vu le jour. Les travaux eectues dans le cadre de cette
these ont les me^mes objectifs et se sont naturellement inscrits dans ces groupes de tra-
vail. En outre, de part l'utilisation systematique des images de phase, une collaboration
academique avec le groupe de recherche InSAR (Interferometrie SAR), a put e^tre mise
en place. De plus, il faut signaler une collaboration privilegiee avec l'Institut Francilien
des Geosciences de Marne-la-Vallee, qui a permis de denir les thematiques sur lesquelles
travailler.
1.2 Description des problematiques theoriques
En terme de methodologie du traitement d'image, les problemes scientiques abordes dans
ce document sont de trois ordres : segmentation d'image, detection de changement et mise
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en correspondance de structures.
La connaissance, a un modulo pres, d'un signal est un probleme bien connu du traite-
ment du signal et de l'image. En eet, il existe de nombreux types de capteurs qui ne
fournissent une information qu'avec cette ambigute sur la mesure. C'est le cas en image-
rie medicale IRM, en imagerie laser et en interferometrie radar. En terme de traitement
d'image, retrouver le signal original correspond a determiner le biais a aecter en chaque
pixel. C'est-a-dire a segmenter l'image en regions de biais constant. De nombreuses me-
thodes ont ete proposees pour repondre a ce probleme. On peut distinguer les approches
locales, agissant par propagation du signal restaure, et les approches globales cherchant
a minimiser un critere de regularite, soit par une methode iterative, soit par convolution.
Dans ce travail de these nous proposons une methode, qui tente d'unier les approches
globales et locales. Cette approche \mixte" est basee sur un algorithme \classique" de
segmentation par croissance de region, couple a une segmentation par modele markovien.
Ces deux segmentations sont iterees jusqu'a l'absence de variation dans la regularite du
signal reconstruit. Cette approche iterative fournit un mecanisme de retour en arriere
permettant une correction des erreurs faites dans les etapes precedentes.
De part l'aspect dierentiel des donnees interferometriques, les images manipulees sont
intrinsequement multi-temporelles, et l'information colorimetrique est une mesure de la
variation apparue entre les acquisitions. Le probleme de la detection de changements sur
de telles images se traduit par un probleme de segmentation binaire entre les zones stables
et celles ayant subit des perturbations. Ce type de segmentation correspond a une pro-
blematiques classique du traitement d'image, et la litterature propose un grand nombre
de methodes pour y repondre, depuis les approches bas niveau basees uniquement sur
les proprietes images, jusqu'aux approches haut niveau basees sur des connaissances a
priori, comme par exemple la forme des regions a segmenter. Le choix de telle ou telle
methodologie depend grandement de l'application. Les images radar ont la particularite
d'e^tre fortement bruitees, or les methodes de segmentation basees sur des modelisations
probabilistes sont en general mieux adaptees dans ce contexte. Ce manuscrit propose donc
une methode basee sur une modelisation markovienne, qui permet de tenir compte aise-
ment de toutes les proprietes exprimees sur les regions a segmenter. Cette methodologie
est appliquee pour detecter des changements particulierement ns gra^ce a la precision
centimetrique des interferogrammes dierentiels. Des regions de comportement identique
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peuvent e^tre identiees sur une me^me image. On peut, par exemple, en conclure qu'il est
possible d'utiliser l'information supplementaire fournie par la segmentation pour ameliorer
certains resultats de classication.
Suivre l'evolution d'un objet ou d'une structure peut se traduire par un probleme de
mise en correspondance de deux occurrences successives de cette structure. Le probleme
de la mise en correspondance est aussi important en traitement d'image que celui de la
segmentation, et les approches pour y repondre tres nombreuses. Le cas de la mise en cor-
respondance de structures non-rigides est generalement aborde en utilisant des hypotheses
d'invariance des caracteristiques dierentielles de ces structures. De ce fait, ces approches
se limitent au cas de faible deformation. De plus, les changements de topologie ne sont pas
pris en compte. La theorie des isocontours (level-set) permet d'une part de gerer le pro-
bleme de changement topologique, et d'autre part, de fournir des methodes de resolution
numerique stables et ecaces. La mise en correspondance de deux isocourbes portees par
une surface de cou^t peut e^tre realisee en determinant les chemins geodesiques inscrits sur
cette surface. Ce travail, eectue par d'autres chercheurs de l'equipe, est presente de facon
approfondie dans le manuscrit. Nous nous sommes interesses a la generalisation pour des
structures de dimension superieure. Apres avoir rappele la notion de plus court chemin sur
une hypersurface, une methode pour mettre en correspondance deux isosurfaces portees
par une hypersurface de cou^t est proposee. Le caractere tres general de cette contribution
permet de gerer de grandes deformations et les changements de topologie tout en restant
ecace dans le cas de deformations plus faibles. De plus, gra^ce a la modelisation explicite
des criteres de mise en correspondance sous la forme de cette hypersurface de cou^t, il est
possible de gerer des informations issues de diverses origines, comme par exemple une
connaissance a priori du champ de mouvement.
Pour ancrer ces travaux dans un cadre thematique, cette these presente deux volets ap-
plicatifs distincts :
{ un volet hydrologie, presente l'analyse des eets de phase pour etudier les modi-
cations hygrometriques en fonction du couvert au sol ;
{ un volet risque naturel, ou les techniques interferometriques sont utilisees pour car-
tographier les zones a risques et en etudier l'evolution temporelle.
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1.3 Presentation globale du document

A l'image du travail qu'il relate, ce manuscrit se decompose en quatre parties :
1. L'interpretation des images radar passe par la comprehension des dierentes etapes
menant a leur construction. La premiere partie est donc composee d'une introduction
aux principes d'acquisition radar, suivie de la presentation des techniques interfe-
rometriques et elle se termine par une presentation des donnees utilisees dans cette
etude.
2. Qu'ils soient topographiques ou dierentiels, les interferogrammes presentent des
franges caracteristiques d'un repliement de 2 du signal. La deuxieme partie de ce
document presente une methode de segmentation, dite de deroulement, permettant
de lever cette ambigute.
3. Une fois les interferogrammes corriges de cette ambigute de mesure, il devient pos-
sible de les etudier au moyen de leurs proprietes intrinseques. La troisieme partie
utilise la sensibilite de cette acquisition aux modications du sol pour proposer une
methode de detection de changement par segmentation des eets de phase.
4. Enn, ces regions en evolution etant detectees, il est possible d'utiliser une nouvelle
fois la mesure interferometrique pour etudier l'evolution du relief au cours du temps.
La quatrieme partie propose une methode de suivi, par mise en correspondance,
d'occurences d'une me^me structure.
En annexe, le lecteur pourra trouver des explications concernant la modelisation mar-
kovienne pour la segmentation d'image, un rappel de geometrie moderne concernant la
denition du produit vectoriel en dimension n ainsi que son utilisation dans la demonstra-
tion de l'equation sur laquelle s'appuie la mise en correspondance de surfaces, et enn un
apercu des dierentes techniques d'attenuation des eets de chatoiement sur les images
d'intensite.
19
Contexte d'etude
20
L'acquisition radar
Chapitre 2
L'acquisition radar
Les systemes de mesures radar sont aujourd'hui devenus les principaux instruments de sur-
veillance et de navigation aerienne et maritime. Des l'avenement de la teledetection spatiale,
un intere^t particulier est apparu pour ces capteurs. Apres un bref rappel historique sur l'ins-
trumentation radar, ce chapitre presente le principe d'acquisition des radars a ouverture syn-
thetique et les dierents types d'image qui en decoulent. Quelques uns des satellites radar en
activite sont presentes. En particulier, les donnees utilisees pour cette etude proviennent toutes
des capteurs europeens ERS-1 et ERS-2, et leurs caracteristiques particulieres sont decrites.
2.1 Un peu d'histoire
Le terme RADAR, acronyme pour RAdio Detection And Ranging, est le nom de code
adopte au cours de la seconde guerre mondiale par la marine americaine. On designe sous
ce nom, un systeme qui illumine une portion de l'espace avec une onde electromagnetique
puis recoit les ondes reechies par les objets presents dans cette zone, ce qui permet de
detecter leur existence et de determiner certaines de leur caracteristiques.
Les radars emettent des ondes radio-electriques, dont la longueur d'onde varie de quelques
centimetres a environ 1 m. Les concepts de base du radar sont fondes sur les equations
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regissant les ondes electromagnetiques, formulees par le physicien britannique Maxwell
en 1864. Mais c'est en 1886, que Hertz montra que les ondes ((radio)) pouvaient, comme
les ondes lumineuses, e^tre reechies par les corps metalliques et dielectriques. Des 1904,
l'allemand Hulsmeyer decrivait un ((appareil de projection et de reception d'ondes hert-
ziennes pour donner l'alarme en presence d'un corps metallique, tel qu'un navire ou un
train situe dans le faisceau du projecteur)).
Au cours des annees 1920, diverses experimentations de detection a l'aide d'ondes radio
furent realisees avec succes (Appleton en Angleterre en 1924, Breit et Tuve, Hyland, Tay-
lor et Young aux

Etats-Unis, Mesny et David en France). Au milieu des annees 1930,
ces experiences deboucherent sur des applications concretes gra^ce aux progres de l'elec-
tronique. On installa ainsi en France, sur la ligne Maginot, des radars a ondes continues,
d'une portee d'une dizaine de kilometres. De me^me, on equipa le paquebot Normandie
d'un appareil de detection electromagnetique a ondes decimetriques, capable de detecter
les icebergs dans le brouillard.

A partir de 1935, les recherches s'orienterent vers la realisation de radars a impulsions.
En 1938, deux chercheurs francais, Ponte et Gutton, mirent au point l'un des dispositifs
les plus importants en ce domaine : le tube a faisceau electronique, appele magnetron a
cavite resonante, qui emet des impulsions haute frequence (radar a ondes centimetriques).
En 1940, une ligne de stations radars fut installee le long des co^tes sud et est de l'An-
gleterre an de detecter les agresseurs aeriens ou maritimes. Ce systeme joua un ro^le
essentiel durant la bataille d'Angleterre (aou^t-octobre 1940), au cours de laquelle l'avia-
tion allemande ne parvint pas a armer sa suprematie dans le ciel britannique. Depuis
lors, les systemes de mesures radar sont restes les principaux appareils de surveillance de
navigation aerienne et maritime.
Mais la resolution de ces radars resta tres mediocre. En 1950 Wiley propose la theorie de
l'antenne a ouverture synthetique (voir paragraphe suivant) apportant ainsi une amelio-
ration spectaculaire de resolution. Aujourd'hui embarques a bord de satellites en orbite
terrestre ou gravitant autour d'autres planetes, les radars sont devenus des instruments
importants de la teledetection spatiale. En eet, de par leur autonomie au regard de l'illu-
mination solaire (ce sont des systemes actifs, transportant leur propre source d'emission),
et vue la longueur d'onde utilisee, ces capteurs sont en mesure de fournir des donnees
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exploitables, quelles que soient les conditions d'ensoleillement et l'etat de la couche nua-
geuse.
2.2 Radar a ouverture de synthese
2.2.1 Acquisition des donnees
Les radars utilises pour l'imagerie satellitaire sont des radars a ouverture de synthese
SAR (Synthetic Aperture Radar ). Ce sont des capteurs a visee laterale : embarques sur
un porteur mobile, ils visent perpendiculairement au vecteur vitesse.
L'antenne radar se deplacant dans la direction azimutale, emet une impulsion vers le sol.
Pour une impulsion donnee, le radar recoit une reponse appelee echo, fonction de tous les
reecteurs presents dans le lobe de l'antenne au moment ou l'impulsion emise est recue
au sol. Ceci permet d'obtenir une ligne de l'image brute.

A l'impulsion suivante, le radar
s'est deplace, et on obtient pour le nouvel echo une autre ligne de l'image.
Axe azimutal
Axe d'altitude
~
V
Axe de site ou radial
Fig. 2.1 { Principe de la visee laterale.
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2.2.2 Resolutions brute
La resolution en distance (exprimee en metre) est directement fonction de la duree de
l'impulsion emise :
r
d
=
c
2
(2.1)
ou  est la duree de l'impulsion et c la vitesse de la lumiere.
La resolution angulaire (exprimee en radian) de l'antenne d'emission est approximative-
ment egale a :
r
a
=

L
(2.2)
ou  est la longueur d'onde du signal radar et L la taille de l'antenne.
2.2.3 Traitement du signal
Dierentes etapes permettent de passer du signal brut recu par l'antenne a l'image radar,
de facon a en ameliorer resolution :
1. Compression d'impulsion (traitement en site)
On desire obtenir des resultats avec une resolution au sol de l'ordre de la dizaine de
metres. Or, d'apres l'equation (2.1), la resolution est proportionnelle a la duree de
l'impulsion. Cependant, l'emission d'impulsions permettant la resolution souhaitee
n'est guere realisable techniquement en raison du lien entre la frequence et l'energie
du signal. Une resolution decametrique correspondrait a une impulsion toutes les
10
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seconde. Mais plus la duree de l'impulsion est courte (comme l'illustre la gure
2.2), plus l'energie de ce signal est faible. L'energie emise serait alors insusante
pour permettre la detection des signaux reechis compte tenu des attenuations dues
au trajet parcouru et au coecient de retrodiusion. Augmenter l'energie reviens
egalement a augmenter la duree de l'impulsion (voir gure 2.2). Il faut donc essayer
d'ameliorer la nesse de resolution d'une maniere indirecte. Pour cela, on module
lineairement la frequence d'emission an d'occuper une grande largeur de bande et
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de permettre une duree d'impulsion plus longue (voir gure 2.2). Pratiquement, on
realise une convolution du signal recu avec le signal emis, puis pour chaque echo :
{ on calcule la transformee de Fourier ;
{ on multiplie le spectre par le conjugue de la transformee de Fourier du signal
emis ;
{ et on calcule la transformee de Fourier inverse.
2. Synthese d'ouverture (traitement en azimut)
De la me^me facon qu'on a ameliore la resolution radiale, on cherche a obtenir une
resolution azimutale equivalente. Celle-ci est inversement proportionnelle a la taille
de l'antenne (equation (2.2)). Plus l'antenne est grande, meilleure est la resolution.
La synthese d'ouverture, consiste a ((synthetiser)) une antenne virtuelle, en utilisant
le deplacement du satellite (voir gure 2.3).
L'originalite du traitement consiste a utiliser l'eet Doppler. On sait que la frequence
Doppler est lineairement liee a la vitesse de deplacement du capteur, donc c'est
une frequence modulee lineairement en fonction du temps. On applique la me^me
technique que precedemment. Soit en decomposant les etapes :
{ calcul de la transformee de Fourier ;
{ calcul du depointage de l'antenne par rapport a la perpendiculaire au vecteur
vitesse du porteur, dont il faut tenir compte pour evaluer correctement la
frequence Doppler.
{ correction des erreurs de phase inherentes a la geometrie du porteur : migration
parabolique (voir gure 2.4), migration lineaire (due a l'eet de rotation de la
terre, a l'angle de visee du radar, ou a l'excentricite de son orbite), variation et
defaut d'attitude du porteur (roulis, tangage { negligeable pour les satellites) ;
{ compression du signal en azimut ;
{ calcul de la transformee de Fourier inverse.
Il faut signaler que la technique de synthese d'ouverture depend de la bonne evalua-
tion de la frequence Doppler. Elle convient lorsque les cibles sont au repos. Pour une
cible en mouvement, ces estimations sont faussees lors du calcul de la vitesse relative
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Fig. 2.2 { Compression en impulsion.
26
2.2 Radar a ouverture de synthese
Fig. 2.3 { Synthese d'ouverture.
de la cible. Par exemple, on verra un navire en mouvement decale par rapport a son
sillage (que l'on peut considerer comme immobile).
3. Les corrections radiometriques
Elles ont pour but d'ameliorer le signal de maniere a obtenir des images le plus
exploitable possible, on distingue :
{ Les corrections geometriques visent a passer de l'echantillonnage radial-
temporel a une expression spatiale, tout en essayant d'obtenir une image a
pixels carres.
{ L'attenuation de la texture granulaire caracteristique des images SAR :
les images radar sont entachees d'un aspect granulaire caracteristique, appele
eet de chatoiement ou speckle (voir annexe C).
Pour attenuer cet eet degradant, on utilise une technique de moyennage, dite
moyennage multi-vues, (multilook) : le signal image est acquis par moyennage
de plusieurs vues consecutives. Ce moyennage multi-vues a lieu pendant la
synthese d'ouverture en utilisant generalement 3 a 4 vues successives.
{ Les corrections des distorsions d'intensite permettent d'avoir une in-
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Un point xe traverse le lobe du radar parallelement au deplacement du radar et semble
pourtant se rapprocher puis s'eloigner de l'antenne.
Fig. 2.4 { Migration parabolique.
tensite moyenne au cours du temps. La mise a niveau est faite de maniere
empirique, en evaluant sur les N images les coecients de correction a appli-
quer.
2.3 Les images radar
Une image SAR est constituee de pixels, qui representent une surface au sol dont les
dimensions sont denies dans les directions radiale et azimutale. Le niveau de gris en un
pixel est calcule a partir de l'onde retrodiusee par une cellule de resolution (voir gure
2.5). Pour un moyennage quatre vues, un pixel correspond environ a une cellule de 25 
25 metres. Si on appelle E le champ electrodiuse par une cellule, on peut ecrire E = Ae
j
avec A le module du signal et  sa phase.
2.3.1 Modeles de retrodiusion
Les modeles de retrodiusion a plans tangents et de Bragg [Del93] considerent la
retrodiusion d'une cellule comme etant la somme des n diuseurs repartis dans la cellule
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Fig. 2.5 { Une cellule de resolution et le pixel correspondant.
de resolution :
E =
n
X
k=1
A
k
:e
j
k
Modele des plans tangents
La cible est approximee par une serie de facettes tangentes a la surface. Chaque facette
est consideree comme une antenne ctive. L'onde retrodiusee par la surface illuminee est
la somme des contributions de chaque facette.
Chaque contribution s'ecrit comme le produit de l'onde emise (E
i
) par un facteur de
ponderation G
k
prenant en compte le gain de l'antenne ctive et le coecient de retro-
diusion :
E =
n
X
k=1
G
k
:E
i
:e
j 4
R
k

avec :
{ n : nombre de facettes presentes dans la cellule,
{ E
i
: onde initiale emise par le radar,
29
L'acquisition radar
Fig. 2.6 { Approximation du sol par des plans tangents a sa surface.
{ R
k
: distance radar/facette,
{ G
k
: facteur de ponderation,
{  : longueur d'onde emise par le radar.
Ce modele est valable a condition que l'angle d'incidence des ondes radar soit proche de
la normale a la surface illuminee, et que les surfaces aient de grands rayons de courbure
par rapport a la longueur d'onde emise.
Modele de Bragg
On suppose ici que la surface illuminee est decomposable en signaux bidimensionnels
periodiques de direction radiale et de diverses longueurs d'onde (comme par exemple la
houle a la surface de l'ocean [Del93]).
Pour chaque signal, la retrodiusion est la somme des ondes electromagnetiques E
k
propres
a chaque longueur d'onde. En considerant, pour un signal donne, chaque longueur d'onde,
la retrodiusion E
s
est la somme des ondes electromagnetiques E
k
propre a chaque longueur
d'onde. Si ces ondes arrivent au radar dephasees les unes par rapport aux autres, leur
somme est une onde electrique E
s
de faible intensite, qui peut e^tre consideree comme
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(a)
(c)
(b)
Les signaux (a) et (c) sont en phase et leurs contributions s'ajoutent.
Fig. 2.7 { Approximation de la cible par des signaux periodiques.
invisible par le radar. Au contraire, si elles arrivent en phase, les amplitudes s'ajoutent et
le signal periodique est caracterise par une onde E
s
de forte intensite (voir gure 2.7) ; on
dit alors que l'onde satisfait au principe de Bragg. On a alors :
E =
n
X
s=1
E
s
=
n
X
s=1
n
s
X
k=1
E
s;k
avec :
{ n : nombre de signaux bidimensionnels satisfaisant au principe de Bragg,
{ E
s
: champ electrique propre au signal bidimensionnel s,
{ n
s
: nombre de periodes du signal s compris dans la cellule,
{ E
s;k
: champ electrique retrodiuse par la periode k du signal s.
2.3.2 Les dierents types d'image
Les images d'intensite
Les images radar le plus souvent utilisees, n'exploitent que l'information d'amplitude
de l'onde retrodiusee. Ce sont generalement des images d'intensite, c'est-a-dire qu'elles
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correspondent au carre du module du signal :
I = A
2
avec : E = A:e
j
, le signal complexe retrodiuse par la cible pour un pixel.
Les images d'intensite du signal radar sont tres dependantes de l'etat de surface des regions
imagees. Si l'acquisition est multiple (et dans des conditions de prise de vue identiques), il
devient alors possible de creer des compositions d'images tres sensibles aux modications
des etats de surface. Des sequences d'images d'intensite permettent ainsi de rendre compte
de l'evolution de phenomenes environnementaux.
L'annexe C decrit les caracteristiques des images d'intensite.
Les images de phase
Outre la generation de ces sequences d'images, l'acquisition multiple permet l'exploitation
de l'information de phase  du signal radar. La phase depend d'une contribution interne
liee a la nature du sol (aleatoire car composee de milliers de reecteurs), et d'une contri-
bution externe, liee au trajet aller-retour (deterministe et signicative). Lorsqu'il existe
plusieurs acquisitions de la me^me zone, prises sous certaines conditions, il est possible
d'exploiter la phase du signal retrodiuse. Le principe consiste a s'aranchir, par die-
renciation, des contributions aleatoires pour exploiter la contribution deterministe due au
trajet aller-retour. C'est la technique interferometrique.
1. Interferometrie
Dans le cas d'une double acquisition, eectuee soit par deux antennes separees d'une
distance appelee baseline, soit par une seule antenne en deux passages successifs
(multipass), un interferogramme est constitue par l'image des dierences de phase
issues de chaque acquisition.
En supposant la vitesse de propagation des ondes radar constante, la dierence de
phase est liee a des eets purement geometriques, principalement d'origine topogra-
phique.
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2. Interferometrie dierentielle
La contribution topographique a la dierence de phase peut e^tre eliminee en utilisant
une troisieme acquisition de donnees. On peut generer un second interferogramme.
La dierence des deux interferogrammes est appelee un interferogramme dierentiel.
Une telle image cartographiant les modications phasimetriques des zones observees,
est caracteristique des changements tridimensionnels qui sont intervenus entre les
acquisitions.
Cet interferogramme dierentiel, peut egalement e^tre genere a partir d'un modele
numerique de terrain et d'un interferogramme deux dates : on corrige l'interfero-
gramme des eets geometriques de relief gra^ce au MNT.
Les interferogrammes dierentiels permettent d'etudier les modications du relief
causes par un tremblement de terre, une eruption volcanique, un glissement de
terrain, une derive glaciere, etc.
Les principes de la generation des donnees interferometriques, et les caracteristiques des
interferogrammes sont presentes au chapitre 3.
2.4 Les satellites radar
2.4.1 Les principaux capteurs
Les principaux satellites radar utilises ces vingt dernieres annees sont les suivants :
SEASAT
Ce premier radar lateral a synthese d'ouverture a ete mis en orbite avec SEASAT
le 27 juin 1978. Sa mission principale etait l'etude des oceans.
SIR
Des 1981, la NASA utilise la navette spatiale pour plusieurs campagnes d'acquisition
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radar avec le capteur SIR-A (Shuttle Imaging Radar), SIR-B en 1984 et SIR-C en
1994.
Almaz
Le satellite sovietique ALMAZ fut lance en mars 1991. Le radar embarque presentait
la particularite de ne pas posseder de systeme de compression d'impulsion (voir
explications au annexe 2).
ERS
Le satellite ERS-1 (European Remote Sensing Satellite) est le second satellite a
embarquer un radar a ouverture synthetique. Developpe par l'agence spatiale euro-
peenne (ESA), il a ete lance en 1991 pour une mission initialement prevue de deux
ans. En fait, il est reste operationnel jusqu'en 1995, annee au cours de laquelle l'a re-
joint son homologue ERS-2. Durant une periode de quelques mois les deux satellites
ont pu ainsi acquerir des donnees lors d'une campagne ((jumelee)).
JERS-1 et RADARSAT
1995 fut aussi l'annee du lancement des satellites radar japonais : JERS-1 (Japanese
Earth Resources Satellites) et canadien : RADARSAT.
ENVISAT
Le satellite EnviSat (Environmental Satellite), successeur d'ERS-1 et d'ERS-2, sera
lance en mai 2000. Dedie a l'etude de l'environnement, en particulier au suivi des
changements climatiques, sa mission est d'observer l'atmosphere et la surface de la
Terre.
Capteurs Angle d'incidence Bande frequence 
SEASAT 20 L 1,25 GHz. 23,5 cm.
ALMAZ 30 S 2,40 GHz. 9,5 cm.
ERS 23 C 5,60 GHz. 5,5 cm.
J-ERS1 38 L 1,25 GHz. 23,5 cm
RADARSAT 20  37 C 5,50 GHz. 5,5 cm.
Tab. 2.1 { Caracteristiques des capteurs radar voyageant autour de la Terre.
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2.4.2 Les satellites ERS
Toutes les images utilisees dans le cadre de cette these proviennent des satellites ((jumeaux))
ERS-1 et ERS-2. Le premier a ete lance le 17 juillet 1991, le second la rejoint le 21 avril
1995. Ils embarquent tous deux le me^me type d'instrumentation :
AMI Active Microwave Instrument
Ce capteur actif hyperfrequence comprend un radar a synthese d'ouverture en bande
C (5,3 GHz.), qui permet d'obtenir des donnees en ((mode imageur)) ou en ((mode
vague)), accompagne d'un diusiometre qui permet de determiner la vitesse des vents
sur l'ocean (((mode vent))).
RA Radar Altimeter
ATSR Along Track Scanning Radiometer
Fig. 2.8 { Cycle complet orbital d'ERS-2, phases montantes et descendantes.
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L'orbite des satellites ERS est quasipolaire et heliosynchrone. Elle a une inclinaison de
98,5 et une altitude moyenne de 785 km.
On distingue deux types de passage au dessus d'une me^me region : les passages de nuit
que l'on appelle passages montant, et les passages descendant correspondant aux passages
de jour (voir gure 2.8).
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Fig. 2.9 { Eet du mode d'acquisition des images en phases ascendante et descendante.
De plus le SAR embarque ayant une visee laterale a droite, les images acquises en phases
descendantes sont symetriquement retournees, comme dans un miroir, par rapport a celles
acquises en phase ascendante (voir gure 2.9).
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Chapitre 3
Interferometrie
Pour exploiter l'information de phase du signal radar retrodiuse, il est necessaire d'obtenir au
moins une acquisition supplementaire. Apres avoir explique les raisons de cette necessite, ce
chapitre denit le principe d'interferometrie. La theorie interferometrique est detaillee depuis
la denition des interferogrammes et des images de coherence, jusqu'aux relations entre les
donnees image et les grandeurs physiques, en passant par les conditions limites de fabrication.
Les termes speciques a l'interferometrie sont introduits. Les dierentes methodes de genera-
tion des interferogrammes dierentiels (avec trois acquisitions ou avec deux acquisitions et un
modele numerique de terrain) sont explicitees.
3.1 Denition et interpretation
Si l'intensite du signal en un pixel est essentiellement liee aux proprietes de retrodiusion
radar de la surface illuminee, la phase, quant a elle, comprend 3 termes principaux :
{ la phase de l'impulsion lors de l'emission du signal 
0
;
{ le dephasage du^ a la propagation aller-retour antenne-cible
4R

;
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{ le dephasage lie a la reexion propre de la cible 
r
.
 = 
0
+
4R

+ 
r
(3.1)
ou R est la distance antenne-cible et  la longueur d'onde du radar.
La phase d'une image SAR seule est totalement inexploitable, car elle ne presente aucune
continuite d'un pixel a l'autre : une dierence d'une longueur d'onde dans le trajet par-
couru (=2 pour l'aller simple), tres faible devant la taille du pixel, sut pour modier la
phase de 2. Le principe de l'interferometrie est d'introduire une mesure supplementaire
acquise par une autre antenne. Cette mesure permet de s'aranchir du caractere aleatoire
de la phase pour n'exploiter que la contribution deterministe due au trajet de l'onde. En
eet, bien que 
r
soit aleatoire d'un pixel a l'autre sur une me^me image, elle se conserve
d'une acquisition a l'autre pour un me^me pixel.
Dans le cas d'une double acquisition, eectuee soit par deux antennes separees d'une dis-
tance appelee baseline, soit par une seule antenne en deux passages successifs (multipass),
on denit le coecient complexe (s) attribue a chaque pixel s par :
 (s) =
X
F
E
1
(s):E
2
(s)
s
X
F
jE
1
(s)j
2
:
X
F
jE
2
(s)j
2
tel que E
k
= A
k
e
i
k
(3.2)
ou F est une imagette centree sur s.
Un interferogramme est constitue par l'image des phases de  : arg(). Pour faciliter
l'ecriture, on notera par la suite arg() = ' =  = 
1
  
2
, la mesure de phase
interferometrique.
On denit aussi l'image de coherence representant le module du coecient  en chaque
pixel. Cette image correspond en fait a une mesure de conance. On notera par la suite
 = j j.
Une troisieme image correspondant a l'intensite moyenne des deux signaux retrodiuses
vient completer ce jeu de trois images, appele produit interferometrique.
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3.1.1 Interpretation des images de dierence de phase
En supposant la vitesse de propagation des ondes radar constante, la dierence de phase
est liee a des eets purement geometriques d'origine orbitale, topographique et de variation
de la topographie. D'apres les analyses du CNES [Cen96], on peut distinguer :
{ la contribution des trajectoires : des variations apparaissent dans la phase, qui sont
dues a la variation de distance inter-orbitale pendant l'acquisition ;
{ la contribution de la topographie : l'observation du terrain, sous un point de vue
legerement dierent dans les deux images radar, cree un eet stereoscopique qui
decrit le relief ;
{ la contribution des deplacements du sol : tout deplacement d'une partie du sol image
s'inscrit directement comme un decalage de phase, detectable par rapport a la sta-
bilite de phase du reste du paysage ;
{ la contribution atmospherique : des changements heterogenes de l'etat de l'atmo-
sphere entre deux acquisitions peuvent entra^ner des dephasages, dus a de legeres
variations de la vitesse de propagation de l'onde electromagnetique.
3.1.2 Interpretation des images de coherence
La valeur de la coherence varie entre 0 (pixel noir) et 1 (pixel blanc). On observe une
coherence nulle par exemple a la surface de la mer, ou la houle cree un changement
total entre deux acquisitions. La coherence permet d'identier les zones ou les variations
de phase entre acquisitions sont correlees pour deux pixels voisins. En pratique, plus la
coherence est elevee, plus l'interferogramme est exploitable.
On peut distinguer dierents motifs pour expliquer la perte de coherence [ZV92]. On consi-
dere les signaux retrodiuses, entaches d'un bruit additif thermique responsable d'une part
de la decorrelation. Par ailleurs, les changements de geometrie de prise de vue creent une
39
Interferometrie
decorrelation spatiale. De plus, si les deux acquisitions sont separees dans le temps, il faut
prendre en compte un terme de decorrelation temporelle.
On peut montrer que la coherence totale s'ecrit :

total
= 
thermique
 
spatiale
 
temporelle
3.2 Interferometrie topographique
Les trajectoires de satellite etant assez bien connues, l'essentiel de leur contribution peut
e^tre retranche de l'interferogramme. La dierence de phase entre deux signaux est alors
directement liee a la denivellation h, selon l'equation (3.3) et la gure 3.1 ou :
{  est la longueur d'onde des signaux emis,
{ '
M
est la dierence de phase propre a la cible,
{ R la dierence de marche des signaux retrodiuses et
{ B la baseline.
h = H  R cos

arcsin
R
B

avec ' (mod 2) =
4

R + '
M
(3.3)
Tant que '
M
reste petit, c'est-a-dire tant que l'on impose :
{ une contrainte sur la taille de la baseline,
{ une contrainte temporelle limitant l'intervalle d'acquisition,
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Fig. 3.1 { Lien geometrique entre la dierence de marche R des signaux recus par les
deux satellites et le denivele h.
on peut estimer l'altitude en chaque pixel a un modulo 2 pres.
En eet, les dierences de phase ne sont pas connues de facon absolue, mais sur l'intervalle
[0; 2] (ou [ ; ]). Les interferogrammes sont donc constitues de franges d'interference,
ou chaque mesure de la dierence de phase ' =  ne peut e^tre discernee de ' + 2k.
Il y a donc une ambigute sur la phase. C'est la variation en altitude qui produit une
frange topographique. Cette altitude necessaire a la generation d'une frange complete
(c'est-a-dire une variation entre 0 et 2) est appelee altitude d'ambigute.
Massonnet et Rabaute [MR93] ont demontre que l'altitude d'ambigute, h
a
, est fonction
des parametres orbitaux, ainsi :
h
a
=
R
1
sin 
2(B
x
cos    B
z
sin )
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Il est donc theoriquement possible d'obtenir la topographie d'un terrain a partir de l'inter-
ferogramme construit gra^ce a deux acquisitions SAR. En pratique, on se heurte a plusieurs
dicultes :
{ respect des conditions de generation des produits interferometriques,
{ prise en compte des distorsions dues a la geometrie SAR,
{ restitution d'une mesure absolue par deroulement de phase.
3.2.1 Conditions interferometriques
Les conditions interferometriques sont liees aux valeurs de la coherence. Pour qu'un in-
terferogramme soit exploitable, il faut naturellement une coherence non nulle.
La contribution spatiale de la coherence est liee a la geometrie de l'acquisition :

spatiale
= 1 
2Br
d
cos
2
R
ou r
d
correspond a la resolution en distance.
La valeur de la baselineB, pour laquelle cette coherence est nulle, correspond a la baseline
critique B
c
:
B
c
=
R
2r
d
cos
2

: (3.4)
La valeur de la baseline conditionne ainsi la qualite de l'interferogramme et ne doit pas
exceder cette valeur critique.
Dans le cas d'un terrain de pente , la baseline critique vaut, d'apres l'equation (3.4) :
B
c
=
R
2r
d
cos
2
(   )
: (3.5)
Cette formule n'est valable que pour des terrains peu accidentes. Dans le cas contraire,
les variations d'angle d'incidence locale peuvent reduire la valeur de la baseline critique.
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3.2.2 Rectication geometrique
Les distorsions existant dans les images radar constituent egalement une source de di-
culte. Il est necessaire de modier la geometrie de l'image en vue de la ramener dans une
cartographie donnee. Cette etape de restitution geometrique est parfois appelee geoco-
dage.
En fait, il est souvent impossible de restituer convenablement la topographie des zones
soumises a de fortes distorsions, notamment sur les zones d'ombre, ou de part la geometrie
d'acquisition, l'information topographique est perdue. Il est, en fait, souvent necessaire
d'utiliser des couples d'interferogrammes acquis lors de passages montant et descendant
du satellite, et de se servir de ces informations complementaires pour la restitution de
l'ensemble du relief de la zone imagee.
3.2.3 Application et deroulement de phase
Pour peu que la region etudiee soit stable, une application evidente de l'interferometrie
topographique est le calcul de l'altitude en chaque point de l'image. Ceci permet de generer
des cartes digitales tridimensionnelles de la region imagee autrement dit des Modeles
Numeriques de Terrain. Neanmoins, dans un interferogramme, la dierence de phase
n'est connue qu'a un modulo 2 pres. Reconstruire la mesure absolue de la dierence de
phase en chaque point revient a determiner le multiple de 2 a rajouter a la dierence
de phase de l'interferogramme pour retrouver la mesure veritable. Cette operation est
appelee deroulement de phase.
La deuxieme partie de ce document est consacree a la description de dierentes methodes
pour le deroulement de phase. Elle presente egalement en details la methode que nous
avons retenue.
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3.3 Interferometrie dierentielle
Dans le cas d'une acquisition multi-date, on peut s'interesser non plus aux contributions
topographiques, mais aux changements signicatifs apparus entre les prises de vue.
Si le satellite, lors de la deuxieme acquisition, repasse exactement a la me^me position
(baseline nulle), alors la dierence de phase sera depourvue d'eet de relief. L'infor-
mation colorimetrique des interferogrammes correspond alors a une mesure des chan-
gements apparus entre les deux acquisitions (voir gure 3.2). L'interferogramme permet
de cartographier les modications du sol, intervenues entre les deux passages du satellite
[HTWS94, Her94, GEKF93].
Fig. 3.2 { Interferogramme dierentiel cartographiant une derive glaciere en Antarctique.
En realite, les deux positions du satellite ne sont jamais confondues, l'interferogramme
genere contient les eets de changement sur le sol et les eets de relief. Il est donc ne-
cessaire d'eliminer la contribution topographique pour etudier les modications : c'est la
motivation de l'interferometrie dierentielle.
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Les interferogrammes dierentiels permettent d'etudier les modications du relief causees
par un tremblement de terre, une eruption volcanique, un glissement de terrain, une derive
glaciere, etc.
3.3.1 Principes
Sauf dans quelques cas tres exceptionnels, les eets de la topographie ne peuvent e^tre
negliges. La baseline etant de l'ordre de 50 a 500 metres, les franges topographiques
sont relativement serrees et se melangent a celles liees aux deplacements. Il est alors
necessaire d'eliminer les eets dus a la topographie. C'est le principe de l'interferometrie
dierentielle : on soustrait les eets topographiques a l'interferogramme.
Il existe deux types d'interferometrie dierentielle : l'interferometrie dierentielle avec
trois acquisitions de donnees et l'interferometrie dierentielle avec deux acquisitions et un
Modele Numerique de Terrain.
Interferometrie dierentielle trois dates
Soient S
1
, S
2
et S
3
, les trois dates d'acquisition sur la me^me region. On fait l'hypothese
qu'une modication coherente du sol a eu lieu entre les passages S
2
et S
3
.
On peut donc generer les interferogrammes 1,2 et 2,3 tels que :
'
1;2
=
4

R
1;2
+ '
M
1;2
et '
2;3
=
4

R
2;3
+ '
M
2;3
;
ou '
M
correspond au dephasage du^ aux modications intrinseques de la cible. Le terme
'
2;3
contient a la fois une information sur la topographie du terrain, et sur la modication
du sol entre les deux prises de vue.
Gra^ce au premier interferogramme, on peut par soustraction, eliminer le terme lie a la
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topographie et isoler les dierences de phase dues aux modications de la surface.
'
1;2
  '
2;3
=
4

(R
2;3
 R
1;2
) + ('
M
1;2
  '
M
2;3
):
Les baselines B
1;2
et B
2;3
etant dierentes, il s'en suit des dierences entre les deux inter-
ferogrammes, y compris s'il n'y a pas eu de modication entre les acquisitions 2 et 3. Il
faut donc avant de proceder a la dierenciation, derouler le premier interferogramme et le
multiplier par le rapport des baselines. Si l'on suppose la contribution des '
M
negligeable,
on obtient l'equation suivante :
'
differentielle
= '
2;3
 
B
1;2
B
2;3
'
1;2
=
4

(R
2;3
 R
1;2
): (3.6)
Il est clair qu'avec cette technique de generation, il faut que les echos radar soient cor-
reles entre les trois acquisitions (ce qui implique que les signaux restent coherents sur
une periode de temps signicative). Mais, il faut aussi qu'un deroulement de phase soit
eectue sur l'un des interferogramme, an de se ramener dans une situation ou les inter-
ferogrammes ont la me^me altitude d'ambigute, ce qui permet de soustraire les franges
topographiques.
Ces limitations font que la technique operationnelle utilisee par le CNES, dans la cha^ne
de generation interferometrique DIAPASON, est l'interferometrie dierentielle avec un
seul couple d'acquisition et un modele numerique de terrain.
Interferometrie dierentielle deux dates avec un MNT
Il s'agit d'une maniere beaucoup plus commode d'acceder aux modications du sol a partir
d'un seul couple d'acquisitions. La topographie contenue dans l'interferogramme genere
de facon classique peut-e^tre elimine gra^ce au modele numerique de terrain.
Pour amener le MNT en geometrie radar, on simule d'abord une image d'intensite a partir
du MNT et des donnees orbitales. Cette image simulee est ensuite recalee avec l'image d'in-
tensite moyenne du produit interferometrique, par correlation. Il sut ensuite de simuler
un interferogramme dans cette geometrie, sachant que l'altitude d'ambigute est calculee
gra^ce a la baseline interferometrique. L'interferogramme synthetique ainsi genere permet
d'eliminer, par simple soustraction, les franges topographiques de l'interferogramme reel.
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L'intere^t majeur de cette methode est de s'aranchir du deroulement de phase. Nean-
moins, le fait d'avoir recours a un MNT, introduit necessairement des artefacts dans
l'interferogramme dierentiel. Ces artefacts sont lies a la precision du MNT. La precision

q
du MNT necessaire pour estimer des mouvements avec une precision 
r
, est inversement
proportionnelle a la baseline B :

q
= 
r
R sin 
B
;
ou R est la distance a la cible et  l'angle d'incidence. La precision theorique, que l'on peut
obtenir dans la determination de mouvements par interferometrie dierentielle, correspond
a une fraction de frange d'interference apres une soustraction de deux interferogrammes :
c'est donc une fraction de longueur d'onde. On considere souvent que cette precision vaut
=16, soit environ 3 mm avec ERS.
3.3.2 Contraintes temporelles
Comme dans le cas purement spatial, les conditions interferometriques se traduisent par
des contraintes sur la coherence.
La valeur de la coherence temporelle est donnee par Zebker et al. [ZV92] :

temporelle
= exp
"
 
1
2
 
4

2
!
(
2
x
cos
2
 + 
2
h
sin
2
)
#
(3.7)

x
et 
h
etant les ecarts-types des deplacements des cibles en distance et verticalement
dans le cas de mouvement statistiquement gaussiens. Il est logique de considerer, que la
tendance generale de la coherence est de diminuer au cours du temps, neanmoins, il a ete
observe [MF95a] une evolution cyclique de la coherence avec le temps. Ce phenomene est
lie a des variations transitoires de l'humidite du sol, qui peuvent momentanement reduire
la coherence.
Un autre eet peut egalement conduire a une decorrelation temporelle : il s'agit de la rota-
tion des cibles par rapport a l'axe de visee. En eet, si les cibles sont mobiles, elle peuvent
subir une rotation entre les deux acquisitions et se presenter sous un angle dierent. Ce
qui entra^ne une variation de la phase du pixel. Si on note  cet angle, la coherence s'ecrit
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alors [ZV92] :

rotation
= 1 
2 sin r
a

; (3.8)
ou r
a
est la resolution en azimut.
3.3.3 Applications
Avec leur couverture, les donnees interferometriques dierentielles fournissent un champ
dense de deformation et sont particulierement interessantes pour suivre l'evolution de phe-
nomenes naturels de large envergure. En particulier, les domaines des risques naturels, que
ce soit la volcanologie [MBA95], l'etude des tremblement de terre [ZRG
+
94, MRC
+
93b,
MFRA94, MF95b, FSJ95, Mas] ou les glissements de terrain [CMVK94, CMKb, CMKa,
FA95] sont tres interesses. En eet, pour le moment, les seules techniques de teledetection
existantes pour ces etudes utilisaient soit des comparaisons de modeles numeriques de
terrain aeroportes successifs [Gir92] necessitant des campagnes d'acquisition dediees et
fournissant des resultat peu precis (incertitude de plusieurs metres), soit des balises GPS
(Global Positioning System) fournissant cette fois des resultats d'une tres grande precision
mais des mesures ponctuelles et cou^teuses.
Gra^ce a leur precision centimetrique, les interferogrammes permettent de comparer dele-
ment les previsions apportees par les modeles geophysiques. Neanmoins, ces perspectives
sont tres relatives a la fois a la complexite du phenomene etudie et aux conditions d'ac-
quisitions des donnees radar.
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Chapitre 4
Presentation des donnees
Les chapitres qui suivent presentent des resultats sur des donnees radar. Comme il a ete vu pre-
cedemment il existe plusieurs types de donnees radar : interferogrammes, images de coherence,
images d'intensite, interferogrammes dierentiels. Quatre sites presentant des caracteristiques
d'evolution, ont ete retenus pour cette etude, deux volcans, un glissement de terrain et une
region soumise a des pluies regulieres. Ce chapitre decrit les jeux de donnees utilises, les sites
d'etude correspondant, leur caracteristique et leurs provenances.
4.1 Etna
L'Etna est un des volcans en activite le plus etudie dans le monde, en particulier gra^ce a
l'interferometrie radar [MBA95]. Il est situe en Italie, plus precisement en Sicile pres de
la ville de Catane. L'interferogramme topographique, visualise gure 4.1, a ete fourni par
MATRA.
La gure 4.2 montre un interferogramme dierentiel de l'Etna genere par l'Institut de
Physique du Globe de Paris (IPGP).
D'autre part, on dispose egalement d'un modele de deformation. Ce modele a ete propose
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Fig. 4.1 { Interferogramme de l'Etna.
Fig. 4.2 { Interferogramme dierentiel de l'Etna.
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par Mogi [Mog58] et a ete etabli pour modeliser les variations topometriques de surface, qui
accompagnent les eruption volcaniques et qui sont generees par des mouvements internes
de materiaux et des changements de pression a l'interieur de la crou^te terrestre. Son
principe repose sur le fait de representer la crou^te terrestre comme un corps elastique et
sur la modelisation de la source de deformation par une sphere changeant de pression
hydrostatique (voir gure 4.3).
Fig. 4.3 { Modele theorique de deformation volcanique de Mogi.
Ce modele a ete utilise a l'IPGP pour modeliser les deformations de l'Etna. La gure 4.4
illustre l'interferogramme synthetique issu de ce modele.
4.2 Vatnajokull
Le 30 septembre 1996, une puissante eruption volcanique debuta sous le glacier Vatnajo-
kull en Islande. La chaleur degagee t fondre la glace et les eaux de fonte remplirent un lac
sous-glaciaire niche dans la caldeira du volcan Grimsvotn. L'agence spatiale europeenne
(ESA) a mis a disposition deux produits interferometriques complets (interferogrammes,
images de coherence et image d'intensite) de cette region ainsi qu'une image de phase de-
roulee et une image d'elevation. La gure 4.5 montre la region d'etude et des deux zones
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Fig. 4.4 { Interferogramme dierentiel synthetique de l'Etna.
retenues. La gure 4.6 illustre pour la zone 2 les trois images disponibles pour chaque
zone.
4.3 Naizin
En 1989, Gabriel et al. [GGZ89] utiliserent la technique interferometrique dierentielle
sur les images de l'Imperial Valley, en Californie. Ils detecterent des variations de phase
coherentes sur des parcelles cultivees. Ces eets de phases furent associees a des deforma-
tions du sol, correspondant a un gonement apres irrigation des champs. D. Massonnet
et al. [MRC93a] introduisent le terme de \phasimetrie" pour denir des eets de phase
qui ne sont dus ni a des mouvements du sol, ni a une mauvaise estimation orbitale, ni a
la topographie du site image. Ce genre d'eet peut facilement appara^tre sur des regions
agricoles : pendant la premiere acquisition, la contribution a la reectivite est due a une
certaine portion des plantes ; lors de la seconde acquisition, alors que la position de la
plante n'a pas change, la contribution de cette me^me plante est dierente. Dans ce cadre,
la cible devrait conserver une forte coherence, avec un grand changement dans les ampli-
tudes. Ainsi ((sans e^tre une preuve, des changements dans l'image d'amplitude, avec une
conservation de la coherence, devraient traduire des eets phasimetriques)).
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zone 1
zone 2
Fig. 4.5 { Interfeogramme de la region du Vatnajokull et ses deux zones d'etudes.
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Fig. 4.6 { Produit interferometrique de la region du Vatnajokull.
L'analyse d'une sequence d'images d'intensite, de coherence et de dierence de phases
montre que des eets de phase importants peuvent accompagner l'evolution des couverts
vegetaux a la suite d'episodes pluvieux. Les sols nus, reperables lorsqu'ils sont rugueux,
par une forte retrodiusion, conduisent eux, a des eets de phases beaucoup plus modestes.
Le site de Naizin, en Bretagne, est particulierement interessant pour cette etude. En eet,
il s'agit d'une region, ou la pluviometrie est importante, ou il a y des parcelles de champs
cultivees et d'autres en jachere ainsi que des zones forestieres [RBM
+
95, RBC
+
96]. Le
Laboratoire de Geologie Structurale et de Teledetection nous a fourni les jeux de donnees
acquis en 1994. Il s'agit de quinze interferogrammes de cette region, accompagnes des
image de coherence correspondante et de six images d'intensite mono-dates correspondant
aux dates d'acquisitions des interferogrammes.
La gure 4.7 montre deux portions de ces images d'intensite acquises a un mois d'inter-
valle accompagnees de la coherence correspondante. Tandis que la gure 4.8 montre un
interferogramme dierentiel de la me^me region. On y distingue de grandes franges plus
ou moins paralleles et les eets phasimetriques qui se detachent de leur environnement.
Le tableau 4.1 recapitule l'ensemble des couples de dates, ou les conditions interferome-
triques etaient respectees.
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Fig. 4.7 { Images d'intensite du site de Naizin et la coherence correspondante.
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Fig. 4.8 { Interferogramme dierentiel du site de Naizin.
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Reference date 1 date 2
37{40 6 fevrier 9 fevrier
37{42 6 fevrier 12 fevrier
37{45 6 fevrier 15 fevrier
37{72 6 fevrier 13 mars
37{75 6 fevrier 16 mars
40{42 9 fevrier 12 fevrier
40{45 9 fevrier 15 fevrier
40{72 9 fevrier 13 mars
40{75 9 fevrier 16 mars
42{45 12 fevrier 15 fevrier
42{72 12 fevrier 13 mars
42{75 12 fevrier 16 mars
45{72 15 fevrier 13 mars
45{75 15 fevrier 16 mars
72{75 13 mars 16 mars
Tab. 4.1 { Recapitulation des jeux de donnees sur Naizin.
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4.4 Clapiere
En 1994, 200 communes francaises ont ete touchees par un eboulement, un glissement ou
un eondrement de terrain donnant lieu a un arre^te de catastrophe naturelle. Le site de
la Clapiere, a Saint-

Etienne de Tinee pres de Nice, est l'un des sites a risque surveille tres
regulierement.
Le Bureau de Recherche en Geologie Miniere (BRGM) nous a fourni les donnees interfe-
rometriques de cette etude. Les donnees a disposition sont quatre interferogrammes die-
rentiels haute resolution, et les images de coherence ainsi que les portions correspondant
au glissement de terrain recalees dans la geometrie du sol.
La gure 4.10 montre une de ces images de coherence en haute resolution. Tandis que la
gure 4.11 montre la portion correspondant au glissement, dans la geometrie de l'acqui-
sition. Les indices a gauche correspondent aux dates d'acquisition selon la chronologie de
la gure 4.9.
Enn la gure 4.12 montre l'interferogramme 3{4 dans la geometrie du sol, c'est-a-dire
georeference.
Fig. 4.9 { Chronologie d'acquisition des interferogrammes de la Clapiere.
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de la clapière
glissement
zone stable
    et cohérente    
                 
               
                        
Fig. 4.10 { Image de coherence haute resolution.
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1{3
1{5
2{5
3{4
(a) interferogrammes dierentiels (b) images de coherence
Fig. 4.11 { Region du glissement de terrain.
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3{4
Fig. 4.12 { Interferogramme dierentiel du glissement de terrain georeference.
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Deuxieme partie
Deroulement de phase
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Chapitre 5
Methodes de deroulement
Bien que d'une grande precision, les donnees interferometriques, de part leur denition me^me,
ne sont connues qu'a un modulo pres. L'etape de deroulement est obligatoire pour retrouver
une mesure absolue. Nombre de solutions ont ete proposees pour repondre a ce probleme.
Apres avoir deni l'expression \deroulement de phase", un etat de l'art de ces methodes est
presente. Une methode iterative, basee sur un algorithme de segmentation par croissance de
region et sur une regularisation markovienne est ensuite detaillee.
5.1 Des mesures ambigues
Comme il a ete explique dans la premiere partie, la mesure sur la phase ' n'est connue
qu'avec une ambigute de 2. An de s'aranchir de cette ambigute, on doit passer par
une etape appelee le deroulement de phase.
En chaque pixel de l'image, on cherche a retrouver l'ordre, c'est-a-dire le nombre k de fois
2 a ajouter a la mesure de phase ' pour retrouver la phase deroulee  (voir gure 5.1) :
 = '+ 2k (5.1)
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On pourra ensuite reconstruire une carte d'altitude (interferometrie) ou de deplacement
(interferometrie dierentielle).
0
 
0
x
x
6
4
2
'
2
Fig. 5.1 { Deroulement de phase mono-dimensionnel.
5.2

Etat de l'art
Une hypothese fondamentale et implicite pour le deroulement de phase est de considerer
que la surface a reconstruire est relativement reguliere, et que par consequent la phase
deroulee est continue. Or, le signal bidimensionnel formant l'interferogramme, provient
d'un echantillonnage spatial selon la taille des pixel, obtenu en azimut et en distance. Si
le critere de Nyquist [GP98] est respecte dans les deux directions, l'echantillonnage doit
se faire au double des frequences maximales respectives du signal [Spa95]. Cela implique
que la phase varie de moins de , demi-periode du signal, entre deux pixels adjacents s
et t :
j 
s
   
t
j <  (5.2)
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Etat de l'art
On peut considerer qu'il existe deux grandes classes de methodes de deroulement de
phase : les approches locales, issues des algorithmes de deroulement mono-dimensionnels,
tentent de restaurer la phase deroulee par propagation de l'ordre ; les methodes globales
cherchent, soit a determiner des structures globales sur l'image, soit a minimiser un critere
de regularite sur toute l'image, par methode iterative (approche par moindre carres) ou
par convolution (approche par fonction de Green).
5.2.1 Les methodes locales
Si l'hypothese (5.2) est valide sur toute l'image, alors le deroulement peut s'obtenir par
propagation de l'ordre a partir d'un pixel de reference. Les methodes locales sont basees
sur cette technique, et les pixels sont deroules de proche en proche :
En denissant  
s;t
comme etant la vraie dierence de phase entre deux pixels adjacents,
et '
s;t
= '
s
  '
t
la dierence entre les valeurs lues dans l'interferogramme. L'approche
la plus naturelle pour derouler la phase est de proceder pixel par pixel, en eectuant
l'operation suivante :
{ si j'
s;t
j = , alors  
s;t
= '
s;t
;
{ si j'
s;t
j > , alors  
s;t
= '
s;t
+ 2 ;
{ si j'
s;t
j < , alors  
s;t
= '
s;t
  2.
La premiere methode de deroulement locale a ete introduite par Goldstein et al. [GZW88].
Le deroulement y est eectue par integration des dierents  
s;t
le long d'un trajet arbi-
traire, qui passe par tous les points. La phase deroulee ne doit pas comporter de variation
de phase superieure a  entre deux pixels voisins, et la solution doit e^tre independante du
trajet d'integration. Pour tenir compte des discontinuites de phase dues au bruit ou aux
regions comportant une trop forte variation d'altitude, les auteurs detectent des pixels
residus, temoins d'erreur locales, qui risquent d'entrainer des erreurs globales. Un residu
est detecte, lorsqu'en deroulant l'interferogramme selon un parcours ferme, il subsiste un
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saut de phase superieur a . Les pixels residus sont identies puis retires du trajet a
utiliser lors de l'algorithme de deroulement de phase.
Prati et al. [PRGD90] ameliorent la methode en proposant une solution, qui exploite a
la fois l'information de phase et celle d'amplitude. Les pixels residus sont relies par des
lignes appelees ghostlines, auxquelles on associe une fonction de cou^t augmentant avec la
longueur et fonction de l'amplitude. En eet, ces lignes ont plus de chance de correspondre
aux zones d'ombre ou de recouvrement de l'image. Le parcours de deroulement ne doit
pas traverser ces lignes.
Il existe de nombreuses autres methodes locales, elles forment la majorite des methodes
de deroulement utilisees dans des cadres operationnels.
5.2.2 Les methodes globales
Le probleme des methodes de propagation est du^ a leur caractere local. La determination
de l'ordre, se faisant de proche en proche, ne permet pas de prendre en compte l'aspect
global du resultat. Les erreurs risquent de se propager et de faire appara^tre des deca-
lages superieurs a 2 entre pixels adjacents. Les methodes globales ne considerent pas
l'interferogramme pixel par pixel, mais tentent pluto^t soit de le partitionner en regions
elementaires (comme les franges), soit d'identier la phase deroulee a un modele global
continu.
Detection des franges
Si l'image est peu bruitee, il sut de reperer les regions comprises entre deux rotations
de 2 puis de leur identier un ordre [PM91].
Dans le cas ou le bruit augmente, Lin et al. [LVZ92] proposent d'utiliser un detec-
teur de contour classique pour detecter les bords de frange. Une serie de ltres orientes
( 90; 45; 0; 45; 90) est appliquee, et le maximum en chaque pixel est conserve.
Les contours ainsi obtenus sont ensuite regroupes. Le deroulement s'eectue en ajoutant
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le multiple de 2 adequat a chaque fois que l'on croise un bord de frange.
Approche par moindres carres
La methode de deroulement, dite des moindres carrees [TT88, GR89], consiste a rechercher
une solution  , compte tenu du gradient de phase estime
d
r . On cherche une solution au
sens des moindres carres, c'est-a-dire qu'on minimise sur toute l'image de N M pixels,
l'ecart quadratique :
E =
N
X
i=1
M
X
j=1
(
d
r 
i;j
 r'
i;j
)
2
(5.3)
ou le gradient discret de la phase non-deroulee au pixel s(i; j) est donne par :
r'(i; j) =
0
@
'(i+ 1; j)  '(i; j)
'(i; j + 1)  '(i; j)
1
A
=
0
@
r'(i; j)
x
r'(i; j)
y
1
A
En developpant, E s'ecrit :
E =
N
X
i=1
M
X
j=1
( (i+ 1; j)   (i; j) r'(i; j)
x
)
2
+
N
X
i=1
M
X
j=1
( (i; j + 1)   (i; j) r'(i; j)
y
)
2
Si on considere une image carree M = N , on peut utiliser la formulation matricielle
proposee par Hunt [Hun79], an d'appliquer des methodes iteratives de resolution de
systeme lineaire. Minimiser E revient alors a trouver les  (i; j) tels que :
8i; j
@E
@ (i; j)
= 0
Cette equation permet de deduire la relation suivante, que l'on peut resoudre de facon
iterative :
 (i+ 1; j) +  (i  1; j) +  (i; j + 1) +  (i; j   1)  4 (i; j) = (i; j)
avec (i; j) = r'(i; j)
x
 r'(i  1; j)
x
+r'(i; j)
y
 r'(i; j   1)
y
Cette formulation n'evite par l'inexactitude de la solution, en presence d'une zone di-
cilement deroulable. Les erreurs sont parfois propagees sur de grandes zones de l'image.
Plusieurs solutions de ponderation [Tro96] on donc ete presentees, de maniere a tenir
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compte des zones peu ables dans l'interferogramme. Il s'agit alors d'apres (5.3) de mini-
miser :
E =
N
X
i=1
M
X
j=1
w(i; j)( (i+ 1; j)   (i; j) r'(i; j)
x
)
2
+
N
X
i=1
M
X
j=1
w(i; j)( (i; j + 1)   (i; j) r'(i; j)
y
)
2
Ces ponderations entra^nent une plus grande complexite algorithmique dans le calcul de
la solution. Les methodes de resolution utilisees sont alors le gradient conjugue [GR94]
ou l'approche multi-grilles [Pri96].
La methode operationnelle retenue par ISTAR [Dup97] est une combinaison de ces deux
methodes (moindres carres, suivie des moindres carres ponderes) terminee par une cor-
rection manuelle par un operateur.
Deroulement par fonctions de Green
Des travaux recents ont permis de donner une nouvelle formulation de l'approche par
moindre carres, la formulation par fonction de Green [FFL96].
L'identite premiere de Green s'ecrit sous la forme :
Z Z
S
( r
2
g +r :rg)dS =
I
C
 
@g
@n
dc;
ou S est une region connexe dans le plan (x; y) de frontiere C et n est la normale a la
frontiere C de la region S. En choisissant g egale a la fonction de Green de la region S :
r
2
g(s  t) = (s  t);
ou s et t 2 S et par suite :
g(s  t) 
1
2
ln js  tj;
on arrive a l'ecriture suivante de la solution du probleme du deroulement de phase :
 (s) =  
Z Z
S
r
2
g(s  t):r (t)dS +
I
C
 (t)
@g(s  t)
@n
dc: (5.4)
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On estime le gradient r de la phase continue a partir de r' en excluant les sauts issus
des passages de la phase mesuree entre 0 et . La valeur  (t) le long du contour C est
calculee gra^ce au schema iteratif :
 
c
(s
c
) =  2
Z Z
S
r
2
g(s
c
  t):r (t)dS +
I
C
 (t)
@g(s
c
  t)
@n
dc;
avec s
c
2 C et C le contour C sans le point s
c
.
On peut demontrer que cette methode est theoriquement equivalente a celle des moindres
carres. Neanmoins, la formulation de la solution denitive ainsi que la methode de re-
gularisation utilisee par Liuboshenko [LM98, LM] pour calculer le gradient permettent
d'ameliorer la stabilite locale du deroulement ainsi que celle liee a la propagation des
erreurs.
5.2.3 Les methodes mixtes
Les methodes de deroulement globales, telles que les methodes par moindres carrees ou
basees sur la formulation de Green, reviennent a estimer un biais, en chaque pixel. Or il
a ete demontre [Bam93], que les estimateurs utilises ne peuvent faire la dierence entre
le biais du^ au bruit et celui correspondant a la pente reelle. Il s'ensuit parfois une dispari-
tion des franges, lorsqu'on compare l'interferogramme avec l'image deroulee prise modulo
2 [LA97].
En 1993, sont apparues des methodes tentant de lier les qualites des approches locales
et globales. Ces methodes sont generalement basees principalement sur l'hypothese d'une
surface a regulariser et utilisent les outils de segmentation markovienne desormais bien
connus en traitement d'image. Dupont [Dup93] propose une methode de deroulement de
phase s'appuyant uniquement sur le modele de membrane pour regulariser la surface. La-
brousse et al. [LDB] ameliorent cette technique, en proposant une fonction de cou^t liee a
la coherence de phase, an de tenir compte des discontinuites presentent dans l'interfe-
rogramme. Ces methodes presentent d'excellent resultats, neanmoins les algorithmes de
relaxation qui sont utilises sont tres cou^teux.
Nous avons egalement propose [HHC96] une methode de segmentation des interfero-
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grammes en regions de me^me ordre, basee sur sur les proprietes des franges (homogeneite
locale de la phase et regularite) et de la surface a reconstruire (regularite), nous avons pro-
pose un modele stochastique. Utilisant une technique d'optimisation deterministe, cette
methode permet d'obtenir, un resultat plus rapidement que les deux precedentes. Nean-
moins, elle reste tres dependante de l'initialisation. La section suivante, presente dans le
detail, un modele plus performant, moins sensible a l'initialisation et proposant gra^ce a
un mecanisme iteratif, de corriger les erreurs de deroulement.
5.3 Deroulement par etapes
Comme nous l'avons vu a la section precedente, les approches locales sont faciles a mettre
en uvre mais les erreurs commises localement ont tendance a se propager. L'approche
proposee ici, tient compte ce cette propagation, et bien que locale elle tient compte de
contrainte de deroulement globale [HCH97].
Le deroulement s'eectue par un processus iteratif avec trois etapes successives :
1. on calcule une image deroulee gra^ce a une approche locale \classique" (phase d'ini-
tialisation),
2. on ameliore ce deroulement par un algorithme de segmentation markovienne,
3. on annule le deroulement a l'interieur des regions mal deroulees par une detection
des zones residuelles.
5.3.1 Initialisation
Il s'agit d'une methode locale, par croissance de region, basee sur une methode proposee
par Hock Lim et al. [LXH95]. La region deroulee, cro^t autour d'un premier pixel dont
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l'ordre a ete choisi arbitrairement. Seuls les pixels adjacents a un pixel deroule sont exa-
mines. En chaque pixel une phase deroulee est estimee et l'ordre correspondant deduit.
Plusieurs mesures sont utilisees pour mesurer la coherence de cette estimation et sont
comparees a des seuils de maniere a decider de sa validite.
L'algorithme
les pixels de l'interferogramme sont classes en 4 categories : non-traite, pre^t a e^tre deroule,
deroule, inderoulable.
1. Au depart, seul un pixel (ou un groupe de pixels), choisi dans une region homogene
(gradient image faible), est deroule de facon arbitraire (on lui attribue un ordre k
1
),
les autres sont \non traites" ;
2. tout voisin d'un pixel nouvellement deroule est classe \pre^t a e^tre deroule" ;
3. la phase deroulee d'un pixel \pre^t a e^tre deroule" est estimee en fonction de ses
pixels voisins, puis l'homogeneite et la conance en cette estimation, sont compares
a des seuils ;
4. en fonction du resultat des tests, la phase estimee est acceptee comme phase deroulee
ou rejetee, dans ce dernier cas, le pixel est alors considere \inderoulable" ;
5. un pixel \inderoulable" peut e^tre reconsidere quand a nouveau l'un de ses voisins
vient d'e^tre deroule ;
6. la region deroulee grossit ainsi tant qu'il reste des pixels \pre^ts a e^tre deroules" ;
7. s'il ne reste que des pixels \inderoulables", les seuils sont rela^ches, ces pixels de-
viennent \non-traites" et de sont nouveau examines.
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Estimation de la phase deroulee
En chaque pixel s, \pre^t a e^tre deroule", une estimation de sa phase deroulee est donnee
par :
c
 
s
=
8
X
d=1
w
d
c
 
d
s
8
X
d=1
w
d
(5.5)
ou
c
 
d
s
correspond a la partie de l'estimation de la phase deroulee en s donnee par la
direction d et ponderee par w
d
. Les valeurs des coecients de ponderation w
d
sont obtenus
de la facon suivante, en notant t le voisin de s dans la direction d :
1. si t est \non-deroule" alors w
d
= 0,
2. si t est \deroule" et que le pixel adjacent t
0
, dans la me^me direction d, est lui aussi
deroule alors w
d
= 1 et
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3. si t est \deroule", et t
0
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2
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On deduit l'estimation de l'ordre du pixel s :
^
k l
0
entier le plus proche de
c
 
s
  '
s
2
(5.6)
Si l'estimation est ensuite declare valide alors on note  
s
= '
s
+ 2
^
k
Validite de l'estimation
On prend comme mesure d'homogeneite de cette prediction :
H =
8
X
d=1
w
d
:j
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s
   
t
j
8
X
d=1
w
d
(5.7)
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Si H est inferieure a un certain seuil de tolerance alors le deroulement echoue.
On calcule egalement C la mesure de conance sur l'ordre estime donnee par :
C = j
c
 
s
   
s
j (5.8)
Si C est inferieur a un seuil de conance alors le deroulement echoue.
Au fur et a mesure des iterations, les seuils de tolerance sont peu a peu augmentes de
maniere diminuer le nombre de pixels \inderoulables". Ainsi les pixels des zones les plus
stables sont deroules en premier.
5.3.2 Segmentation markovienne
Malgre le caractere progressif de cette methode locale, liee au rela^chement progressif des
seuils de tolerance, on retrouve generalement le probleme de la propagation d'erreurs
locales. La seconde etape du deroulement cherche a resoudre cette diculte.
On se base sur les techniques de segmentation par application des modeles markoviens,
aujourd'hui largement utilises pour ce genre de probleme. Les champs markoviens pre-
sentent un moyen de modelisation, ou la connaissance est integree dans la denition des
dierentes composantes : voisinage, clique, fonction potentielle, energie (voir annexe A).
Ici, on considere l'image des phases deroulees comme un systeme. Une energie est denie
sur toutes les cliques gra^ce a des fonctions potentielles. Le systeme atteint une solution
lorsque son energie est minimale.
Le modele utilise deux proprietes complementaires :
{ regularite de la phase deroulee a reconstruire,
{ homogeneite locale de la phase dans une me^me frange.
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Soient :
{ S l'ensemble ni des sites de l'image,
{ K 2 
 = f0::k
max
g
jSj
la variable aleatoire decrivant l'ordre a calculer,
{  2  = f0::2g
jSj
la variable aleatoire decrivant la phase de l'interferogramme.
Soient k et ' les realisations respectives des variables aleatoires K et . On denit deux
fonctions potentielles correspondant aux proprietes enoncees. La regularite de la phase
deroulee est assuree par le terme :
E
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)j (5.9)
base sur le modele de membrane, E
1
mesure l'ecart entre les phases deroulees. L'homoge-
neite de la phase locale est assuree par le terme :
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ou 1l est la fonction indicatrice telle que 1l
(k
s
=k
r
)
= 1 si k
s
= k
r
. E
2
mesure l'homogeneite
locale de la phase a l'interieur du me^me frange.
On ecrit alors le modele sous la forme d'une distribution de Gibbs :
IP (kj') =
1
Z
e
 E(';k)
avec E = E
1
+ E
2
.
An d'optimiser le temps de la relaxation, on utilise une methode de minimisation deter-
ministe : un ICM (Iterated Conditional Mode). Or, comme l'a demontre Labrousse [Lab96]
lorsqu'on utilise un modele de membrane, il est obligatoire, pour derouler la phase, d'ef-
fectuer des transitions qui font cro^tre l'energie. Pour resoudre ce probleme il est possible
d'utiliser une fonction numerique, a deux variables, en forme de co^ne, denie sur tous les
points de l'image et telle que le sommet se trouve en son centre. Il sut alors de multi-
plier la valeur des potentiels par celle de cette fonction. On penalise ainsi les ordres des
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pixels se rapprochant des bords par rapport a ceux plus au centre, ce qui entra^nera une
diminution de la valeur de l'energie sur une frontiere entre deux franges, lorsque celle-ci va
se rapprocher des bords. D'autre part, on observe des minima locaux caracterises par le
type de clique utilises (apparition de frontieres obliques avec le modele en croix, verticales
et horizontales avec le modele carre). Il est alors preferable d'utiliser des cliques d'ordre
6 (voir gure 5.2) moins sensibles a ce probleme.
Fig. 5.2 { Clique d'ordre 6
Notons egalement que le choix de modeliser la regularite de la surface reconstruite par un
modele de membrane revient a Dupont [DB94]. Labrousse [Lab96], propose aussi d'utiliser
le modele des plaques minces [Ter84]. Neanmoins il a ete montre [Sze89] que ce dernier
lisse d'avantage que le modele de membrane, ce qui se traduit par une perte de precision
dans la phase reconstruite.
5.3.3 Detection et traitement des zones residuelles
Le resultat, apres cette seconde etape, presente quelquefois des regions mal segmentees,
apparaissant comme des discontinuites dans l'image deroulee.
Ces regions sont appelees \zones residuelles" pour ne pas confondre avec les residus telles
qu'ils sont generalement denis dans les methodes classiques de deroulement. En eet,
il s'agit ici des discontinuites dans la phase deroulees, et me^me si les residus sont eec-
tivement des discontinuites, on va ici plus loin en les denissant comme on le fait pour
des contours. La methode utilisee pour detecter ces regions, n'est pas sans rappeler celle
proposee par Bone [Bon91] qui s'appuie sur les derivees premieres de la phase deroulee.
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Comme une discontinuite peut introduire un saut de phase de l'ordre de 2 qui ne serait
pas detecte. Il utilise egalement les derivees secondes de la phase apres deroulement local.
Cet algorithme, initialement developpe pour detecter des discontinuites reelles dans des
interferogrammes provenant d'un domaine dierent du radar, s'apparente en fait a une
detection de contours dans l'image deroulee localement. Bone utilise cette technique pour
rechercher un masque avant de commencer le deroulement. Dans notre cas une estimation
de l'interferogramme deroule est deja en notre possession, fournit par l'etape precedente
du processus iteratif global de deroulement. On peut donc aller plus loin en utilisant une
approche \classique" de detection de contours pour detecter les discontinuites. On utilise
ici le ltre propose par Malandain [Mal92]. Ce ltre derive de ceux denis successivement
par J. Canny [Can86] et R. Deriche [Der87]. Les residus ainsi detectes sont refermes en
utilisant un seuillage par hysteresis et l'interieur des regions ainsi formees est masque.
Notons que la region \interieur" ne se distingue de \l'exterieur" que par le nombre de
pixels connexes qui la compose comparee a celle du reste de l'image.
Ces zones sont alors etiquetees comme \non deroulees", et le processus global de derou-
lement est de nouveau itere en retournant a l'etape 1, an d'evaluer a nouveau la phase
deroulee a l'interieur de ces zones residuelles en prenant en compte les regions correcte-
ment deroulees qui les entourent.
Le processus iteratif s'arre^te lorsque l'energie E de la seconde etape ne diminue plus (voir
gure 5.4).
5.3.4 Exemple de resultat
On peut visualiser le resultat de la methode de deroulement sur l'interferogramme de
l'Etna (gure 5.5), avant le traitement des residus gure 5.6.
Finalement on obtient une bonne estimation de la phase deroulee apres seulement 8 ite-
rations du processus global, visualise gure 5.7.
Le principal intere^t de cette methode, comparativement a une solution totalement stochas-
tique, est certainement le gain en temps de calcul. On obtient generalement un resultat,
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detection des
residus
segmentation
markovienne
initialisation
locale
comparaison des
energies precedente
et courante
Fig. 5.3 { Les dierentes etapes du deroulement.
avec seulement 10 iterations du processus global et moins de 100 iterations pour chaque
ICM.
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Fig. 5.4 { Variation de l'energie globale au cours des iterations du processus de deroule-
ment de l'interferogramme de l'Etna.
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Fig. 5.5 { Interferogramme de l'Etna.
Fig. 5.6 { Resultat du deroulement apres une iteration des deux premieres etapes (a
gauche) et avant le traitement des residus (a droite).
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Fig. 5.7 { Resultat nal, a gauche l'image des phases deroulees et a droite sa visualisation
tridimensionnelle.
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Chapitre 6
Qualite du deroulement
Les resultats du deroulement, par la methode proposee, sont valides sur des donnees synthe-
tiques. Deux coecients de mesure d'erreur sont introduits. Des confrontations avec d'autres
methodes operationnelles permettent ensuite d'estimer la qualite du deroulement sur des in-
terferogrammes reels. Appliquee a la reconstruction topographique, cette analyse permet de
comparer les resultats du deroulement a des Modeles Numerique de Terrain existants. Ce cha-
pitre conclut sur la methode proposee, aussi bien sur la qualite du deroulement, que sur son
positionnement par rapport aux autres methodes en terme de resultat et de cou^t algorithmique.
6.1 Mesure de l'erreur
An de contro^ler la qualite des resultats, on peut utiliser deux coecients de mesure de
l'erreur. Le calcul des maxima de l'erreur de developpement E
g
est base sur la norme prise
dans l'espace L
2
, ce coecient a ete introduit par Lyuboshenko [Lyu96]. Il represente la
stabilite par rapport a la propagation de l'erreur :
E
g
=
X
s2S
q
(
^
 
s
   
s
)
2
X
s2S
 
s
(6.1)
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Le calcul des erreurs relatives est donne par E
l
. Il s'agit de l'utilisation d'une mesure
equivalente a la premiere mais calculee sur les gradients de la phase deroulee, ce qui
correspond a une mesure sur la norme dans l'espace des frequences instantanees. Cette
mesure a ete utilise par E. Trouve [Tro96]. E
l
decrit la stabilite locale du deroulement :
E
l
=
X
s2S
jjr(
^
 
s
   
s
)jj
X
s2S
jjr 
s
jj
(6.2)
6.2 Interferogrammes simules
Cette experimentation a ete menee sur une image synthetique 256  256 generee par
superposition de plusieurs fonctions de type gaussien, dont les parametres ont ete ajustes
de maniere a obtenir huit franges (voir gure 6.1).
Fig. 6.1 { Interferogramme simule avec visualisation tridimensionnelle.
L'image de frange ainsi obtenue a alors ete bruitee en utilisant un bruit gaussien de
variance 
2
= 0; 01 puis 
2
= 0; 2 (voir gure 6.2).
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Fig. 6.2 { Interferogrammes simules entaches d'un bruit gaussien additif de variances
respectives 
2
= 0; 01 et 0; 2.
Comme il etait aisement envisageable, plus le bruit augmente moins le resultat obtenu est
proche du modele synthetique. Le tableau 6.1 resume les valeurs des mesures d'erreurs
obtenues pour ces deux exemples. On visualise les resultats de facon tridimensionnelle sur
la gure 6.3.
Fig. 6.3 { Visualisation tridimensionnelle des images deroulees correspondantes.
Le probleme majeur des methodes de deroulement, s'appuyant sur un modele de surface
regularisante, est leur comportement en presence de discontinuites franches dans la surface
reelle. On peut le constater sur l'exemple synthetique de la gure 6.4, apres un ajout d'un
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Variance du bruit Erreur max. E
g
E
l
[rad.] %% %%
0,01 0,34 12,1 32,2
0,2 1,08 21,8 44,5
Tab. 6.1 { Erreurs de deroulement sur les deux images bruitees
bruit additif gaussien de variance 
2
= 0; 2 puis deroulement, on verie que la zone de
discontinuite a ete lissee (gure 6.5). En fait, en l'absence d'information supplementaire,
il est impossible, a partir de l'interferogramme seul, d'attribuer l'altitude correcte a cet
artefact de terrain. L'ordre attribue par la methode de deroulement a cette zone est
celui qui minimise l'energie E
1
de l'equation (5.9), c'est-a-dire l'ordre moyen de toutes
les franges qui l'entourent. Il en resulte une image plus lissee qu'elle ne le devrait, et une
mauvaise evaluation de l'altitude moyenne de cette zone de discontinuite.
Fig. 6.4 { Interferogramme simule comportant une forte discontinuite avec visualisation
tridimensionnelle
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Fig. 6.5 { Visualisation tridimensionnelle de l'image deroulee apres ajout d'un bruit de
variance 0:2
Variance du bruit Erreur max. E
g
E
l
[rad.] %% %%
0,2 2,98 153 134
Tab. 6.2 { Erreurs de deroulement sur l'image bruitee comportant une discontinuite reelle.
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6.3 Interferogrammes reels
6.3.1 Correlation entre l'image de coherence et l'image de resi-
dus
Lorsque l'on dispose de la coherence interferometrique, on peut comparer l'image de cohe-
rence (gure 6.6) et les images de zones residuelles (gure 6.7), on remarque alors que les
zones residuelles (en noir), correspondent en grande partie aux zones de faibles coherence
(zones sombres).
Fig. 6.6 { Image de coherence a gauche et a droite la me^me image, seuillee avec un seuil
de 0,35 an de appara^tre les zones de faible coherence en hachure.
On cherche donc a quantier cette correspondance entre zone incoherente et residus. La
region choisie pour cette etude possede l'intere^t de presenter outre les incoherences des
interferogrammes classiques (voir le chapitre 3), une zone de forte incoherence temporelle
due a une eruption volcanique subglaciere intervenue entre les deux acquisitions a la base
de l'interferogramme.
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Fig. 6.7 { Image de residus apres la premiere iteration puis a la n du processus.
Pour cela, on utilise un seuil tel que les valeurs de coherence inferieures a ce seuil soit
considerees comme zone d'incoherence. Experimentalement, une valeur de seuil optimale
a ete determinee a 0,35. On verie, a l'aide de l'image de coherence et des images de
residus calculees au debut et a la n du processus global de deroulement (voir gure 6.7),
que cette valeur de seuil etait pertinente. Le tableau 6.3 montre qu'en eet environ 90 %
des residus se trouvent dans la plage de coherence [0; 0 ; 0; 35]. L'image de la gure 6.6
montre ces zones de faible coherence (hachurees).
coherence debut n
0; 0   0; 35 88; 8% 89:9%
0; 35   0; 5 5; 9% 6; 4%
0; 0   0; 35 5; 3% 6; 4%
Tab. 6.3 { Pourcentage des residus par plage de coherence apres la premiere iteration et
a la n du processus de deroulement.
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6.3.2 Comparaison avec un modele numerique de terrain reel
Il existe un modele numerique de terrain de la region du Vatnajokull, dans la me^me
geometrie que l'interferogramme. Sur la gure 6.8, on visualise les courbes de niveau
issues du MNT reel et celles obtenues gra^ce a l'interferogramme deroule.
Comme on peut le constater sur la gure 6.9, lorsqu'on soustrait point a point les deux
MNT, on observe plusieurs types d'erreurs :
{ des petites zones de quelques pixels ou l'on rencontre une erreur moyenne allant de
quelques metres jusqu'a une dizaine de metres, ces regions sont essentiellement liees
a des pixels de bruit et sont majoritairement situees dans des zones peu coherentes
et pluto^t sur les frontieres interfranges ;
{ une region etendue de pixels contigus (pointee par la eche), ou l'erreur de derou-
lement atteint jusqu'a 101 metres (alors que la precision du MNT est de 30m.).
Comme on peut le constater sur l'imagette extraite de cette zone (gure 6.10), la
coherence dans cette region est particulierement faible.

A la n du processus de
deroulement, cette zone reste etiquetee comme residu (le mauvais du resultat du
deroulement est connu). Cette zone correspond certainement a une discontinuite
reelle du terrain, dicile a reperer au regard de l'interferogramme seul. Neanmoins
l'image d'intensite correspondante permet d'identier cette discontinuite.
6.4 Conclusion
Dans cette partie a ete proposee une methode de segmentation d'interferogrammes en
regions de me^me ordre. Cette methode de deroulement de phase tente d'unier les ap-
proches locales et globales en proposant un algorithme iteratif compose de trois etapes :
une segmentation par croissance de region (caractere local), une segmentation par mo-
dele markovien maximisant un critere de regularite sur l'ensemble du signal reconstruit
(caractere global), une detection des erreurs de deroulement. Les trois etapes sont iterees
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Fig. 6.8 { Courbes de niveau issues du MNT a gauche et celles obtenues a partir de
l'image deroulee a droite.
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Fig. 6.9 { Visualisation de la dierence entre les deux MNT.
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Fig. 6.10 { Zone de forte erreur de deroulement : image de phase, de coherence et d'in-
tensite.
jusqu'a l'absence de variation dans la regularite du signal reconstruit, ce qui confere a la
methode un mecanisme d'auto-correction des erreurs, apporte par le retour en arriere. En
appliquant cette methode au cas des interferogrammes topographique, on a pu verier que
les resultats obtenus sont corrects pour peu que les donnees de depart ne soient pas trop
complexes (rapport signal-bruit raisonnable, coherence conservee entre les acquisitions,
systeme de frange pas trop resserre). D'autre part, la derniere etape du processus fournit
une information quant a la faible qualite du deroulement dans certaines zones. L'avantage
de cette approche, par rapport a une approche purement stochastique, est la diminution
notable du cou^t algorithmique en n'utilisant que des approches deterministes. Il y a peu,
les approches stochastiques etaient celles qui semblaient le plus prometteuses en termes
de qualite des resultats. Depuis, les methodes globales ont beaucoup evolue, en parti-
culier la methode s'appuyant sur une formulation par fonction de Green, developpee a
l'ENST, donne de tres bon resultats, rapidement et independamment de la complexite de
l'image. Neanmoins, les methodes locales ont egalement subi un regain d'intere^t. En eet,
elles sont faciles a mettre en uvre et donne de tres bon resultats avec des heuristiques
simples. Par exemple, il serait aise d'ameliorer la methode proposee en y incorporant des
informations issues des images de coherence et d'intensite. Neanmoins, c'est plus dans un
contexte d'interferometrie dierentielle que cet outil a ete propose, dans ce cadre ou les
systemes de franges sont plus simples, il repond parfaitement aux exigences.
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Troisieme partie
Detection de changement
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Chapitre 7
Segmentation d'image
d'interferometrie dierentielle
Les interferogrammes dierentiels fournissent une mesure quantitative dense des modications
phasimetriques intervenues entre deux dates. Il parfois dicile de distinguer ces zones de
changement. Ce chapitre propose de segmenter ces regions dans deux contextes thematiques
dierents, il comporte un volet hydrologique et un autre consacre aux risques naturels. La
methode de segmentation utilisee est basee sur une modelisation markovienne et s'appuie
sur la denition des zones a \eet phasimetrique", telle qu'elle a ete donnee par le CNES
[MRC93a].
7.1 Presentation du probleme
Comme il a ete presente dans les chapitres precedents, l'interferometrie est un outil de
mesure tres precis des variations de la mesure de phase entre deux acquisitions. L'ob-
jectif de cette etude est de presenter une methode permettant de detecter, dans les in-
terferogrammes dierentiels, les regions correspondant a une evolution au sol. De part
leur caractere intrinsequement multi-temporel, les interferogrammes dierentiels sont une
quantication des modications apparues entre les acquisitions. Detecter les changements
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gra^ce a ces images revient a un probleme de segmentation binaire. Chaque region ayant
subit une evolution entre les acquisitions doit e^tre segmentee avec une etiquette dierente
d'une region stable.
Le probleme de la segmentation en regions de me^me caracteristiques est l'un des plus
fondamentaux du traitement d'image. Il existe de nombreuses methodes pour y repondre,
depuis les approches bas-niveau, basees uniquement sur des proprietes images (similarite
de contraste, couleur, texture, etc.) jusqu'aux approches haut niveau prenant en compte
des connaissances a priori sur les objets a segmenter, comme leur geometrie par exemple.
On peut par exemple citer les contours actifs [KWT88] qui permettent de segmenter
l'image en deux regions (interieur et exterieur du contour) et qui s'appuient a la fois
sur des contraintes images et sur des contraintes geometriques. Le principe est simple : il
s'agit de calculer une courbe fermee, en contro^lant sa regularite (modelisee sous la forme
de proprietes de rigidite et d'elasticite), et en la positionnant sur des zones particulieres
de l'image. Une description detaillee des contours actifs est proposee au chapitre 8 de la
quatrieme partie. Dans le cas ou plusieurs regions non connexes sont a segmenter dans
l'image, les contours actifs, dans leur formulation initiale ne peuvent convenir, en eet,
ils n'acceptent pas les changements de topologie. Il existe des versions plus evoluees, qui
acceptent les changements topologiques, comme, par exemple, les contours actifs geode-
siques [CKS97, PD99] (voir egalement la quatrieme partie). Barbaresco et al. utilisent
cette approche pour segmenter des fouillis radar [BBLM97]. Neanmoins, le modele choi-
sit est base sur une segmentation markovienne (voir annexe A). En eet, on cherche a
prendre en compte toutes les proprietes des regions a segmenter, c'est-a-dire a la fois dans
les images de phase et de coherence. Dans ce contexte, les methodes de segmentations
basees sur les modeles markoviens sont plus aises a mettre en uvre. De plus, les in-
terferogrammes dierentiels ont la particularite d'e^tre fortement bruites, or les methodes
de segmentation basees sur des modelisations probabilistes sont, en general, les mieux
adaptees dans ce contexte.
Le paragraphe suivant detaille le modele realise. Les variations phasimetriques que l'on
cherche a segmenter peuvent e^tre liees soit a un deplacement des cibles entre les prises
de vues, soit aux modications dielectriques des retrodiuseurs entre les acquisitions. Ce
98
7.2 Methodologie
chapitre traite des deux types d'eets sous la forme de deux applications :
{ une application hydrologique : des eets de phase importants peuvent accompagner
l'evolution des couverts vegetaux a la suite d'episodes pluvieux, appliquee a ce
contexte, la methode permet de conna^tre les statistiques sur ces eets de phases et
de les comparer aux donnees pluviometriques disponibles sur le site d'etude ;
{ une application liee aux risques naturels, avec une extension de la methode adaptee
au cas tres particulier de la cartographie d'un glissement de terrain, elle permet de
detecter la zone a risque.
7.2 Methodologie
On s'interesse a segmenter, dans l'interferogramme, les regions correspondant a une evo-
lution au sol [HH97, HHB98]. Les proprietes des eets de phase coherents sont denis
explicitement dans [MRC93a] et rappeles au chapitre 4. Pluto^t que de tenter de carac-
teriser chacun de ces eets dans l'image, on cherche a segmenter globalement la zone
de stabilite qui les entoure. Tout ce qui ne correspond pas a cette region de fond, est
alors consideree comme une zone ayant evolue entre les deux acquisitions necessaires a la
generation de l'interferogramme.
7.2.1 Modele
La methode de segmentation choisie est une methode dite par croissance de region, utili-
sant une formulation par champ de Markov, voisine de celle utilisee dans [HBG
+
94].
Le modele est ici base sur trois proprietes complementaires de la region fond :
1. homogeneite locale de la phase, hors des regions a fort eet phasimetrique ;
2. perte de coherence aux frontieres entre la region de fond et un eet phasimetrique ;
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3. regularite de la region de fond, resultat de la segmentation.
On modelise mathematiquement ces proprietes sous forme d'energies. On denit S comme
l'ensemble ni des sites de l'image, P a valeur dans 
 = f 1; 1g
jSj
la variable aleatoire
decrivant l'etat de la segmentation, Q = (; ) a valeur dans  = [0; 2]
jSj
 [0; 1]
jSj
la
variable aleatoire decrivant les donnees, c'est-a-dire la dierence de phase et la coherence
et B la zone correspondant a la region de fond.
On note p et q('; ) les realisations respectives des variables aleatoires P et Q. L'energie
du modele markovien s'ecrit :
E(pjq) = E
1
(p; q) + E
2
(p)
{ Le terme E
1
exprime les deux premieres proprietes :
l'homogeneite se modelise mathematiquement par une loi normale, c'est a dire que
la repartition des pixels de B(p) = fs 2 Sjp
s
= 1g suit une loi normale :
8s 2 B(p); '(s)  N((s); 
2
)
ou (s) depend de la position du pixel s de maniere a tenir compte de la variation
de la region de fond sur la globalite de l'image.
On denit E
1
comme :
E
1
(p; q) =
X
s2B(p)
[('(p)  (p))
2
=
2
  f(q)] (7.1)
ou f(q) est un seuil donne par :
f(q) = T   (s):
Ce seuil est obtenu a partir de T , seuil d'acceptation du test gaussien, biaise par
la valeur de la coherence, de maniere a stopper l'accroissement de la region sur les
points de faible coherence : f augmente lorsque la coherence diminue.
{ Le terme E
2
, base sur le modele d'Ising, exprime la regularite du resultat de la
segmentation :
E
2
(p) =
X
<s;t>
p
s
p
t
(7.2)
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Ce terme permet d'agglomerer a la region de fond, les trop petites zones qui ne
correspondent qu'a du bruit. Il favorise les congurations pour lesquelles un pixel a
la me^me etiquette que ses voisins.
Un ICM (voir annexe A) est utilise pour minimiser l'energie E. Le balayage de l'ICM se
fait de gauche a droite et de bas en haut. Le nombre d'iterations est xe par l'utilisateur.
7.2.2 Estimation des parametres
T et  sont xes par l'utilisateur. Mais les parametres decrivant la region stable peuvent
e^tre estimes lors d'une etape de segmentation preliminaire approximative.
On eectue cette pre-segmentation en appliquant un ltre de detection de contours sur
les interferogrammes. On utilise le ltre propose par Malandain [Mal92]. Il derive de
ceux denis successivement par Canny [Can86] et Deriche [Der87]. La region \fond" est
representee par la zone connexe de plus grande taille. Pour denir la region de fond, on
l'assimile ensuite a un modele caracterise par des parametres. Ces parametres sont ensuite
estimes sur des fene^tres exterieures aux petites zones pre-segmentees. On propose deux
modeles pour caracteriser la region de fond.
1. Modele ane
On represente la region de fond par un modele ane. On suppose que :
'(s) = AX
s
8s 2 B;
ou X
s
= (x
s
; y
s
) et A = (a
1
; a
2
; a
3
).
On cherche la solution au sens des moindres carres [NRC], c'est-a-dire :
jj'(s)  AX
s
jj
2
minimum. (7.3)
Ce qui revient a chercher :
X
s2B
('(s)  AX
s
)
2
minimum,
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c'est-a-dire :
^
A =
 
X
s2B
'
T
s
'
s
!
 1
 
X
s2B
'
T
s
'
s
!
:
2. Splines plaque mince
La region de fond peut aussi e^tre denie par une fonction spline plaque mince [Ter84]
dont on cherche a minimiser la deformation. La spline plaque mince est une fonction,
possedant une rigidite interne, qui est contro^lee par des points d'appuis.

Etant donnes m points s
1
; s
2
; ::s
m
de IR
2
non alignes et m valeurs '
1
; '
2
; ::'
m
de IR
on recherche une fonction lisse & continue et continu^ment derivable) telle que :
&(s
i
) = '
i
i 2 [1; m]
On peut l'ecrire sous la forme :
&(t) = a
0
+ a
1
t
1
+ a
2
t
2
+
m
X
i=1

i
jt  t
i
j
2
log jt  t
i
j
2
avec
m
X
i=1

i
=
m
X
i=1

i
t
i
1
=
m
X
i=1

i
t
i
2
= 0. Le calcul des  est developpe dans [Bar91]
Notons que l'image de coherence peut egalement intervenir pour ponderer la mesure de
la phase et ainsi obtenir une estimation plus able des coecients des fonctions sus-citees
(anes et splines). D'autre part, la taille des fene^tres d'estimation n'est pas xee, elle
grandit si la coherence moyenne a l'interieur de la fene^tre est insusante.
7.3 Applications
7.3.1 Hydrologie
Pretraitement
Les donnees a notre disposition sur la region de Naizin en Bretagne sont des interfero-
grammes dierentiels corriges des eets du relief avec un modele numerique de terrain.
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L'image de phase devrait donc e^tre absolument uniforme si les conditions suivantes etaient
realisees :
{ correction geometrique exacte,
{ etat de surface invariant, ou subissant une transformation dielectrique uniforme.
Or, outre les modications topographiques ou dielectrique que nous cherchons a quantier,
il appara^t sur certains de ces interferogrammes des erreurs de correction geometrique
sous la forme de franges residuelles, grossierement paralleles a la trajectoire du satellite,
et dues a une mauvaise estimation de la baseline. An d'obtenir des images de phase
interpretables, il est necessaire de corriger les interferogrammes de ces franges residuelles
en eectuant un deroulement. Pour cela la methode utilisee est celle decrite au chapitre
5. Un exemple d'image corrigee est visualise gure 7.1.
Fig. 7.1 { Interferogramme corrige des franges orbitales.
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Resultats
Apres l'etape de pretraitement, on distingue clairement les eets phasimetriques comme
se detachant de la region de fond en apparaissant plus fonces ou plus clairs (voir l'imagette
extraite sur la gure 7.1). La gure 7.2 represente une portion d'environ 250 km
2
, Comme
on peut le constater, on retrouve dans ces deux images, les comportements qui denissent
ces eets en phase et en coherence. La coherence est conservee a l'interieur des regions,
et on ne trouve une perte de coherence qu'aux frontieres avec la region de fond. Ce qui
correspond a une evolution coherente de la phase a l'interieur d'une me^me parcelle de
terrain.
(a) Portion d'interferogramme (b) Coherence correspondante
Fig. 7.2 { Donnees utilisees pour la segmentation des eets phasimetriques
Sur les interferogrammes, on distingue une variation lente de la phase. L'etape de preseg-
mentation (voir gure 7.3) permet d'estimer un modele pour . Le modele utilise ici peut
aisement se limiter au cas ane :

s
= a
1
x
s
+ a
2
y
s
+ a
3
:
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Fig. 7.3 { Les parametres de la region de fond B sont estimes sur des fene^tres.
Comme dans le cas du deroulement de phase, la methode de segmentation employee est
dite par \croissance de region", c'est-a-dire que la zone segmentee se construit de proche en
proche a chaque iteration de l'ICM, a partir d'une region initiale, choisie arbitrairement.
Gra^ce a l'etape d'estimation des parametres, la qualite de cette initialisation importe peu,
comme on peut le constater sur la gure 7.4.
De part le choix qui a ete fait de caracteriser la region de fond, pluto^t que les eets de
phase eux-me^mes, on a, a la n du processus de segmentation, non seulement segmente
les regions relatives a une evolution coherente de la phase entre les deux acquisitions, mais
aussi les regions correspondant a une disparition quasi-complete de la coherence (comme
la fore^t qui appara^t en sombre sur la gure 7.2-b). De part leur forme, relativement
geometrique, on peut armer que les regions segmentees correspondent, en majorite, a
des parcelles de champs [HH98a].
Comme on pouvait l'augurer, l'analyse d'une sequence d'images de coherence et de dif-
ference de phase montre, d'une part, que ce sont generalement les me^mes eets que l'on
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(a) region d'initiale (b) bord de la region apres 7 iterations
(c) 20 iterations (d) 200 iterations
Fig. 7.4 {

Evolution de la segmentation au cours des iterations.
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segmente d'un interferogramme a l'autre, mais aussi que l'importance de ces eets ac-
compagne les episodes pluvieux [HH98b] (voir gures 7.5 et 7.6). Ainsi sur la portion
d'interferogramme 37{40 (voir le chapitre 4), 191 parcelles ont ete segmentees contre 321
sur l'interferogramme 40{43 (en conservant les me^mes parametres de segmentation).
Diverses raisons peuvent conduire a la dierenciation des champs agricoles par rapport a
leur environnement :
{ une elevation uniforme de la surface retrodiusante, qui entraine une reduction du
chemin optique ;
{ une augmentation de la valeur moyenne de la constante dielectrique, due a l'humi-
dication ;
{ la presence de gouttelettes a la surface des feuilles.
Comme on peut le constater, plus la dierence hygrometrique est grande entre les deux
acquisitions plus les parcelles segmentees sont nombreuses et apparaissent contrastees.
Ainsi l'interferogramme 37{46, qui correspond a la periode ou les pluies ont ete les plus
importantes (voir gure 7.6), devrait e^tre aisement segmentable. Malheureusement, il
s'accompagne simultanement d'une forte perte de coherence, qui rend la segmentation
dicile et les structures sont alors mal denies sur la gure 7.7.

Etant donne que l'on peut associer ces eets phasimetriques a des parcelles cultivees, on
peut s'interesser a dierencier ces regions an d'obtenir une classication du sol. Ces eets
etant lies principalement aux conditions pluviometriques, il semble neanmoins dicile de
ne s'appuyer que sur les interferogrammes pour obtenir une classication complete du sol.
Cela supposerait un comportement phasimetrique temporellement stable, ce que l'on ne
peut pas armer. Par contre, on peut raisonnablement supposer que des parcelles ayant
un comportement identique a la fois en intensite, en coherence et en phase appartiennent
a un me^me type d'occupation du sol. Sur l'interferogramme 40{43 (gure 7.5) on peut
segmenter 321 parcelles. On peut ensuite comparer les resultats d'une me^me methode de
classication, en incorporant successivement l'information d'intensite, de coherence puis
de phase.
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(a) dates 37{40 (b) dates 37{43,
(c) dates 37{46 (d) dates 40{43
Fig. 7.5 { Resultats de segmentation pour les interferogrammes correspondant a die-
rentes dates d'acquisitions
day of year
10 20 30 40 50 60 70 80 90
r
a
in
Fig. 7.6 { Pluviometrie correspondant a la periode d'acquisition.
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Fig. 7.7 { Probleme avec la perte de coherence.
En general, les methodes de classication du sol utilisant des images radar s'appuient sur
des sequences d'images d'intensite, le plus souvent sous la forme de sequences diachro-
niques [KKGR96, HR96, LKvL97]. La gure 7.8 illustre le resultat obtenu a partir de
deux images d'intensite (acquisitions 40 et 43) avec la methode de classication supervi-
see du maximum de vraisemblance [Ric94]. L'apprentissage est realise en selectionnant 8
categories, qui correspondent visuellement a un comportement dierent parmi les 321 par-
celles segmentees precedemment. Bien que cet apprentissage soit un peu biaise, puisque
realise sur des regions ayant un me^me comportement en phase mais pas obligatoirement
en intensite, il permet d'observer qu'avec l'information d'intensite seule il est tres dicile
d'obtenir une bonne classication du sol. Bien entendu, cette methode de classication
n'est pas optimale pour ce type d'image, d'autant plus qu'elle ne prend pas en compte
l'eet de chatoiement. Le resultat obtenu ne devient interessant que par comparaison avec
les resultats issus de la me^me methode mais en utilisant des informations supplementaires
(coherence ou phase interferometrique).
Quelques equipes [WWNB95, WW95, ADUS97] utilisent la coherence conjointement a
l'information d'intensite radar, pour faire la classication du sol notamment des regions
forestieres. Comme on peut le constater gure 7.9, l'apport de cette information permet
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(a) image d'intensite (b) classication obtenues
Fig. 7.8 { Resultat de la classication basee sur plusieurs images d'intensite.
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d'ameliorer sensiblement le resultat de la classication. La fore^t est bien discriminee, ce
qui est logique puisqu'elle appara^t tres distinctement dans l'image de coherence.
(a) image de coherence (b) classication obtenue
Fig. 7.9 { Resultat de la classication basee sur les deux images d'intensite et sur l'image
de coherence.
An de determiner au mieux l'apport de l'information phasimetrique, on peut eec-
tuer une analyse en composantes principales sur l'ensemble des donnees disponibles pour
chaque couple d'acquisitions. Ainsi chaque region segmentee est caracterisee par sa phase
moyenne, la coherence moyenne et l'evolution de l'intensite ; ce qui permet de deduire
pour la region i :
(
'
i

i
A2
i
  A1
i
)
t
ou '
i
; 
i
et AJ
i
correspondent respectivement aux valeurs moyennees sur la region i de la
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phase, la coherence et l'intensite de l'image J . On obtient la matrice 3N suivante :
X =
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B
B
B
B
B
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ou N est le nombre de parcelles segmentees. Les donnees les plus discriminantes sont
ensuite extraites par l'analyse en composantes principales. On denit
I =

k
X
j=1::3

i
;
la variance de la dispersion des donnees (ou les 
k
sont les valeurs propres de X ) comme
une mesure de la quantite d'information contenue dans chaque composante fournie par
l'ACP. On obtient dans cet exemple, I
1
= 63; 5% et I
2
= 32; 9%, alors que I
3
= 3; 6%.
Les deux premieres composantes contiennent la majorite de l'information pertinente. Ces
deux composantes sont ensuite utilisees pour classier les parcelles segmentees. On obtient
nalement 5 categories principales d'eets phasimetriques (voir gure 7.10).
On peut ainsi conclure que l'information phasimetrique, qui n'est pratiquement jamais
utilisee dans des objectifs de classication, vehicule une information discriminante, qui
devrait pouvoir ameliorer les methodes classiques de classication du sol, pour peu que
les regions d'intere^t soit prealablement segmentees.
7.3.2 Glissement de terrain
Il existe dierents types de glissement de terrain, ils ont en commun d'e^tre provoques
par la gravite terrestre. Ce sont des phenomenes naturels complexes, ou les conditions
interferometriques (voir le chapitre 3 de la premiere partie) sont dicilement respectables.
Les donnees a notre disposition sont des interferogrammes dierentiels corriges des eets
de relief gra^ce a un modele numerique de terrain. La gure 7.11 montre la projection d'un
des interferogramme sur ce MNT. On y distingue clairement le decrochement sur le anc
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(a) resultat de la segmentation superpose a
une composition coloree d'images d'intensite
(b) classication obtenue
Fig. 7.10 { Resultat de la classication basee sur les deux images d'intensite, l'image de
coherence et de phase.
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de montagne, ainsi que les franges du mouvement allant dans le sens des eches. La region
en bleu, a gauche du glissement, correspond a une zone stable.
Fig. 7.11 { Interferogramme dierentiel d'un glissement de terrain projete sur le MNT
correspondant.
7.3.3 Resultats
L'intere^t dans ce type d'application, est de segmenter les regions mobiles, correspondant
a une zone a risque.
Pluto^t que d'utiliser l'un des modele d'estimation des parametres pour caracteriser en
premiere approximation la region stable, on utilise les informations que l'on conna^t a
priori sur ces regions. En eet, on dispose sur l'interferogramme haute resolution d'une
zone de reference connue pour sa stabilite (voir la gure 4.10 du chapitre 4 de la premiere
partie). On peut d'ailleurs visualiser l'histogramme de phase de cette region sur chacun
des interferogrammes (voir gure 7.12). On verie d'ailleurs que l'hypothese de description
de l'homogeneite de phase par une loi normale est veriee pour cette zone.
On s'apercoit neanmoins que la plupart des interferogrammes sont tres bruites (voir gure
4.11 du chapitre 4). D'autre part, on peut constater sur la gure 7.13, en particulier pour
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interférogramme 3-4
phase stable
interférogramme 2-5
phase stable
Fig. 7.12 { Histogrammes des phases de deux interferogrammes mesurees sur une zone
stable.
l'interferogramme 3{4, que si la coherence est partiellement maintenue a l'interieur de la
zone de glissement, elle particulierement faible autour. En eet, cette zone de glissement
est entouree de fore^ts, qui, comme on a pu le constater au paragraphe precedent sont ca-
racterisees par une faible coherence. On constate donc que les hypotheses de segmentation
ne sont pas respectees au niveau de la coherence.
On peut alors utiliser le modele de segmentation sans tenir compte de la mesure de
coherence.
L'energie a minimiser devient :
E(p; q) =
X
s2B(p)
 
('(p)  (p))
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  T
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+
X
<s;t>
p
s
p
t
Sur l'interferogramme 3{4, on obtient le resultat visualise gure 7.14.
Ce resultat n'est pas satisfaisant, en eet le modele ne gere pas l'aspect cyclique des
donnees. Il confond la phase de la region de fond avec une zone de fort mouvement,
retrouvant la me^me valeur de phase du fait du modulo.
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Fig. 7.13 { Interferogramme et la coherence correspondante.
Vers un modele plus adapte
Le modele de segmentation tel qu'il a ete denit ne convient pas. En eet, les hypotheses
ne sont plus valables. Si on veut conserver la me^me formulation, il est necessaire de denir
un autre biais que la coherence pour denir le seuil f entre une region stable et une zone
de mouvement.
On peut remarquer une certaine stabilite temporelle de la region de fond sur la sequence.
On peut alors penser incorporer cette stabilite dans le modele, de telle sorte que l'expan-
sion de la region de fond s'arre^te sur les zones de fort gradient temporel. Neanmoins, il
faut une fois de plus tenir compte de la relativite de la mesure de phase. Une zone de
stabilite sur un interferogramme n'est pas obligatoirement representee par une mesure
de phase equivalente sur un autre. La gure 7.15 illustre ce probleme, les deux interfero-
grammes visualises correspondent a ceux utilises pour generer histogrammes de la gure
7.12. Toutefois, il sut de recentrer ces histogrammes pour obtenir un me^me niveau radio-
metrique sur la sequence (gure 7.16). Dans ces conditions, on peut proposer une fonction
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Fig. 7.14 { Resultat de la segmentation sans utiliser l'information de coherence.
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cette zone, supposée stable, est de 
couleur très différente sur ces deux 
interférogrammes
Fig. 7.15 { Une zone stable sur deux interferogrammes dierentiels
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Fig. 7.16 { Sequence d'interferogrammes recentres.
de seuil telle que :
f(') = T  





@'(s)
@t





2
;
ou la fonction de seuil f est biaisee par le gradient temporel, de maniere a arre^ter l'ac-
croissement de la region sur les zones de fort gradient correspondant a une zone de forte
activite au cours de la sequence. Mais, contre toute attente, les resultats obtenus en
utilisant cette fonction, sont particulierement mediocres, me^me en choisissant de lisser
fortement le gradient temporel, car la zone entourant le glissement est trop perturbee,
la coherence est tres faible et par consequent les interferogrammes sont aux limites de
respecter les conditions interferometriques enoncees au chapitre 3.
Le meilleur resultat (gure 7.17) est nalement obtenu en utilisant l'inverse de la cohe-
rence :
f(q) = T   
 1
(s):
L'energie a minimiser devient :
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En jouant sur les parametres du modeles on obtient un meilleur resultat. On visualise
ce resultat en le projetant sur le modele numerique de terrain (gure 7.18). Bien que ce
resultat soit relativement correct, on ne peut neanmoins considerer la methode comme
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Fig. 7.17 { Resultat de la segmentation obtenu en utilisant l'inverse de la coherence.
120
7.4 Conclusion
satisfaisante, d'une part parce que seul l'interferogramme 3{4 (le moins bruite de la se-
quence) permet d'obtenir ce resultat, d'autre part parce qu'il faut changer les hypotheses
fondamentales du modele.
Fig. 7.18 { Resultat de la segmentation projete sur le MNT de reference.
7.4 Conclusion
La methode de detection de changement developpee dans cette partie est, en fait, une
methode de segmentation. Elle est basee sur une modelisation markovienne lui permettant
d'e^tre robuste devant le bruit. Sa formulation permet aisement de l'adapter a d'autres
categories d'images et d'y incorporer plusieurs types d'information simultanement, ce qui
lui confere un cadre tres general. Pluto^t que de caracteriser les zones instables elle modelise
les proprietes des regions qui les entourent. Une fois ces dernieres segmentees, on considere
que les regions qui restent sont celles recherchees. Peu de recherche semble avoir ete
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menee sur la segmentation des images de phase. Pourtant, l'application de cette methode
est tres prometteuse. Utilisee pour la detection d'eets phasimetriques, elle a montre
beaucoup d'ecacite, ce qui ouvre des potentiels nouveaux en matiere de classication du
sol. Dans le cas tres particulier des glissement de terrain, les adaptations proposees, bien
que pouvant donner de bon resultats, ne sont pas completement satisfaisantes. En eet,
elles s'appuient alors sur des proprietes trop exceptionnelles pour e^tre generalisables. Il
serait necessaire de redenir theoriquement un modele dedie a ce cas. On peut, neanmoins,
considerer qu'on dispose d'un outil pour detecter les zones de changement. La partie
suivante s'interesse a suivre l'evolution de leur surface au cours du temps en cherchant a
mettre en correspondance deux occurrences successives de cette surface.
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Mise en correspondance de surfaces
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Mise en correspondance de structures
Chapitre 8
Mise en correspondance de
structures
Le probleme de la mise en correspondance est l'un des plus fondamental en traitement d'image.
Ce chapitre ne peut pretendre a un etat de l'art exhaustif des methodes existantes. Neanmoins,
apres avoir rappele dierentes applications, quelques methodes de mise en correspondance pour
le suivi de structures, sont decrites plus en detail. En particulier les methodes s'articulant autour
de la theorie des isocontours sont recemment apparues. Cette theorie est rappelee brievement
ainsi que quelques applications qui s'y referent.
8.1 Le probleme de la mise en correspondance en
traitement d'image
8.1.1 Denition
Le probleme de la mise en correspondance peut se denir succinctement comme la re-
cherche d'appariements entre plusieurs images.
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On peut modeliser ce probleme comme suit : soient I
S
et I
D
deux images a mettre en
correspondance (voir gure 8.1).

I
S
I
D
Fig. 8.1 { Mise en correspondance entre deux images.
On cherche une fonction  telle que :
8
<
:
 : I
S
 ! I
D
(X
S
) = X
D
; X
S
2 I
S
; X
D
2 I
D
8.1.2 Applications
Le probleme de la mise en correspondance trouve de nombreuses applications en traite-
ment d'image. Ainsi, la reconnaissance d'objet consiste a apparier un objet issu d'une
base de donnees ou sont stockes des modeles avec une vue du monde reel [BJ85, CD86,
SM92, LFD
+
94]. La stereoscopie est une methode pour extraire la structure tridimen-
sionnelle d'une scene, elle consiste a deduire le relief a partir des dierences entre deux
images [XZ96]. Quant au probleme du recalage, il s'agit de trouver les transformations
geometriques a appliquer a une structure de depart pour obtenir une structure d'arri-
vee [ZF92a, GA94]. Les algorithmes utilises s'apparentent aux methodes de suivi qui
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permettent de deduire le \mouvement", comme etant le vecteur deplacement induit par
la fonction de mise en correspondance. Ces methodes de mise en correspondance, is-
sues des methodologies du traitement d'image, trouvent leur dual en synthese d'image, il
s'agit des methodes dites de metamorphoses, plus connues sous l'anglicisme \morphing".
Le morphing est utilise pour obtenir dierentes transitions entre deux images ou objets
[SG92, LGL95, GDCV99].
8.1.3 Methodologies
Le probleme de la mise en correspondance ne possede pas une solution unique. Un grand
nombre de methodes on ete proposees dans la litterature orant chacune des reponses
dierentes. On peut neanmoins distinguer deux grandes categories de methodes.
Il y a les methodes qui s'appuient sur une approche colorimetrique, c'est-a-dire ou seul le
niveau de gris des pixels est pris en compte [GGB84, CC90]. Par exemple les methodes par
correlation tentent d'apparier des imagettes extraites de la premiere image avec d'autres
issues de la seconde image, en cherchant certaines similarites entre les niveaux de gris
[XZ96]. On peut egalement considerer les methodes de ot optique comme etant des
methodes mise en correspondance [HS81].
La seconde categorie regroupe les methodes basees sur une extraction au prealable de cer-
taines caracteristiques ou structures (contours, segments de droites, portions de surface,
etc) [vDK84, BT79, CH81, SH81, ZF92b]. Dans le cas ou le probleme est l'appariement
de plusieurs structures entre deux cliches, une image peut alors e^tre denie comme un
graphe avec des primitives denissant les nuds du graphe et les relations geometriques
denissant les arcs [FB81]. La plupart des techniques se ramenent a des parcours d'arbre,
detection de clique maximale ou relaxation. Ces problemes sont connus pour e^tre NP-
complets mais quelques heuristiques, comme l'hypothese de transformations anes, ou
des informations supplementaires, comme la contrainte epipolaire dans le cas stereosco-
pique, permettent de reduire le cou^t algorithmique. Dans le cas ou on s'interesse au suivi
de l'evolution d'une seule structure, on cherche alors les proprietes geometriques qui la
caracterisent et qui sont invariantes [TG95]. On peut par exemple s'interesser aux points
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de forte courbure [CAS92, SB95, GA94] ou a des proprietes geometriques de plus haut
niveau lorsqu'il s'agit par exemple de caracteriser des volumes [Thi94].
8.2 Methodes de mise en correspondance
On se propose de detailler ici quelques methodes de mise en correspondance dans le
cas de structures bidimensionnelles, sachant que le passage a la troisieme dimension est
generalement possible, mais plus ou moins dicile a realiser.
8.2.1 Mise en correspondance de courbes par information de
courbure
On cherche a mettre en correspondance les points de deux courbes sur deux images dif-
ferentes. Ce premier modele s'appuie uniquement sur l'hypothese de conservation des
caracteristiques dierentielles des structures, il a ete propose par Cohen et al. [CAS92].
C'est-a-dire qu'on suppose qu'en un grand nombre de points les courbes gardent une va-
leur de courbure similaire. Le cas le plus favorable correspond a un mouvement rigide, la
courbure etant alors invariante. Dans le cas plus general d'un deplacement non rigide, il
faut ajouter faire quelques hypotheses supplementaires :
{ deformation de faible amplitude (il faut limiter les ecarts de la courbure d'une
structure a l'autre),
{ stabilite des points de forte courbure (il est indispensable de retrouver les me^mes
points caracteristiques durant la transformation).
L'information de courbure ne sut neanmoins pas a realiser une mise en correspondance
unique, on peut trouver en plusieurs points de la structure une courbure identique. Il
est donc necessaire d'ajouter quelques contraintes, en particulier, sur la regularite de la
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fonction de mise en correspondance. Ce qui revient a chercher les solutions les plus simples
(les plus regulieres) en un sens qu'il faut preciser.
Formulation
Soient deux courbes notees S et D a mettre en correspondance. Les fonctions S et D
representent les coordonnees dans IR
2
des points des courbes S et D et sont parametrees
respectivement par s 2 [0; 1] et s
0
2 [0; ].
La fonction de mise en correspondance entre la courbe S et la courbe D est donnee par :
8
<
:
 : [0; 1]  ! [0; ]
 : s 7! s
0
:
Les criteres qui sont pris en compte sont :
{ Critere de courbure similaire
On note respectivement 
S
et 
D
les courbures de S et D. Pour que les courbures
soient proches, il faut que le terme j
S
(s)  
D
(s
0
)j soit petit quel que soit s 2 [0; 1]
et s
0
2 [0; ] tels que s = (s
0
).
Ce qui se traduit par la fonctionnelle suivante :
E

() =
Z
1
0
(
S
(s)  
D
((s)))
2
ds
et l'on cherche les fonctions  qui minimisent cette fonctionnelle. E

mesure la
((ressemblance)) entre les deux courbes pour une fonction de mise en correspondance
. Comme il a ete evoque precedemment, cette energie ne sut pas en pratique a
obtenir de bon resultats. Par exemple, les problemes surgissent lorsqu'on rencontre
plusieurs points de me^me courbure. Cela signie que la fonctionnelle E

ne possede
pas un minimum global et la fonction qui minimise E

n'est pas unique. Il faut
ajouter une contrainte supplementaire.
{ Critere de regularite sur 
L'idee est de contraindre les variations de f an d'obtenir la fonction la plus reguliere
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possible. Pour cela, on denit la fonctionnelle suivante :
E
r
() =
Z
1
0





@(X
D
((s)) X
S
(s))
@s





2
ds
Cette fonction permet de mesurer la variation du champ de deplacement
    !
X
S
X
D
le
long de la courbe S, an de pouvoir la minimiser.
On obtient la fonctionnelle suivante :
E() = E

() +RE
r
() (8.1)
a minimiser an d'obtenir une solution de mise en correspondance entre S et D.
Resolution
Il faut noter que pour realiser la mise en correspondance par cette methode, il est ne-
cessaire d'avoir une estimation de la courbure en tout points des deux structures. Or,
c'est une quantite dicile a estimer. En eet la courbure est une derivee seconde, elle est
donnee par :
(s) =
x
0
(s)y
00
(s)  x
00
(s)y
0
(s)
(x
02
(s) + y
02
(s))
1=2
ou x(s) et y(s) sont les coordonnees de la courbe. Les erreurs sont generalement impor-
tantes lors de l'estimation de la courbure sur les images numerisees. En pratique, il est
necessaire de lisser la courbe ou de l'approximer par des courbes splines.
Minimiser (8.1) revient a calculer l'equation d'Euler-Lagrange associee. On obtient une
equation de la forme :
@
@
+ A = L

ou L

est un vecteur qui depend de  et A est la matrice formee par les coecients
[
@
2

@s
2
(s)k
@D
@s
((s))k
2
]. Cette equation est ensuite discretisee selon  par dierences nies
et on l'utilise pour minimiser (8.1).
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La gure 8.2 montre un exemple de mise en correspondance d'un carre qui subit une
rotation et un changement d'echelle. On peut voir l'evolution de la solution entre l'ini-
tialisation calculee en minimisant simplement la quantite :
Z
S
(
S
  
D
)
2
ds et la solution
nale obtenue apres iteration du processus. La gure 8.3 illustre une mise en correspon-
(a) a l'initialisation du processus (b) apres stabilisation de l'energie
Fig. 8.2 { Mise en correspondance de deux carres gra^ce a la courbure.
dance dans un cas plus complexe ou l'objet subit une deformation mais celle-ci est telle
que les hypotheses enoncees ci-dessus restent valables.
8.2.2 Contours actifs
Les contours actifs [KWT88], sont souvent utilises pour des problemes de segmentation.
Toutefois, ils permettent aussi de modeliser des deformations de structure. Une courbe
se deforme sous l'action de forces, depuis sa position initiale jusqu'a une position nale.
Ces forces dependent a priori de caracteristiques colorimetriques, mais il est aussi possible
d'utiliser des criteres geometriques.
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(a) a l'initialisation du processus (b) apres stabilisation
Fig. 8.3 { Mise en correspondance gra^ce a la courbure, d'un objet avant et apres une
faible deformation.
Formulation
On utilise l'approche fonctionnelle. C'est-a-dire que l'on construit une energie E(v) a
minimiser en v, ou v est le contour actif parametre par s :
v : [0; 1]! IR
2
s 7! v(s)
et v(0) = v(1) si la courbe est fermee.
Le minimum de E doit correspondre a la position de la courbe nale, c'est a dire la courbe
qui verie au mieux certains criteres :
{ Regularite de la courbe
La courbe v est cherchee parmi les courbes de classe C
1
. On denit la fonctionnelle
suivante :
E
reg
(v) = E
etir
(v) + E
courb
(v)
E
reg
(v) = 
Z
1
0
w
1
(s)
 
@v
@s
!
2
ds+ 
Z
1
0
w
2
(s)
 
@
2
v
@s
2
!
2
ds
Le premier terme modelise l'etirement de la courbe. Physiquement, w
1
(s) represente
une fonction de resistance de la courbe a l'elongation. On note l'energie de l'etire-
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ment de la courbe E
etir
(v). En particulier, E
etir
(v) devient arbitrairement grand en
presence de discontinuite C
0
. Generalement, on prend w
1
(s) = 1 sauf aux points de
discontinuite C
0
.
Le second terme E
courb
modelise les eets de la exion de la courbe. Ainsi, une
forte exion induit une energie plus elevee. w
2
(s) represente la resistance de la
courbe a la exion. En particulier, E
courb
devient arbitrairement grand en presence
de discontinuite C
1
. On prendra w
1
(s) = 1 sauf aux points de discontinuites C
1
.
Finalement, l'energie totale E
reg
est grande lorsque v est irreguliere. Dans le cadre
d'une utilisation pour la segmentation, E
reg
est appelee aussi energie interne car elle
ne depend que de v et non des donnees image.
{ Points caracteristiques
La courbe v doit se positionner sur les points d'intere^t. Soit U(s) une fonction
appelee \potentiel". U derive d'un champ de force, dirige vers les points d'intere^t.
On construit alors une fonctionnelle, que l'on appelle energie externe, car elle decrit
l'attache aux donnees :
E
ext
(v) =
Z
1
0
U(v)ds
Dans une perspective de mise en correspondance, on peut par exemple choisir un
potentiel base sur la carte des distances aux contours.
Finalement l'energie du contour actif est :
E(v) = 
Z
1
0
E
etir
(v)ds+ 
Z
1
0
E
courb
(v)ds+
Z
1
0
E
ext
(v)ds (8.2)
Resolution
L'equation d'Euler-Lagrange ( rE(v) = 0) associee a la la fonctionnelle (8.2) est :
8
>
>
>
<
>
>
:
@
@s
(w
1
@v
@s
) +
@
2
@s
2
(w
2
@
2
v
@s
2
) =  rU(v)
conditions initiales.
(8.3)
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Et l'equation d'evolution associee est :
8
>
>
<
>
>
>
:
@v
@t
+
@
@s
(w
1
@v
@s
) +
@
2
@s
2
(w
2
@
2
v
@s
2
) =  rU(v)
v
0
(s) courbe initiale.
(8.4)
On sait qu'une solution de l'equation d'evolution est solution de l'equation (8.3). Cette
equation doit ensuite e^tre discretisee. La fonction v est representee par le vecteur V de
IR
N
ou N est le nombre de points de la courbe. On a v(s
i
) = V
i
. De me^me, les derivees
premiere et seconde de v sont approximees par dierence nies. L'equation (8.3) peut
alors s'ecrire sous la forme :
A:V = L
V
qui est un systeme lineaire, et l'equation (8.4) :
dV
dt
+ A:V = L
V
:
Ce systeme est discretise selon le parametre t en utilisant les dierences nies an d'obtenir
le schema de resolution.
La gure 8.4 montre les dierentes etapes permettant de mettre en correspondance une
structure vers une autre. La fonction potentielle utilisee est la carte de distance au contour
d'arrivee.
8.2.3 Grande deformation
L'inconvenient des methodes citees precedemment est qu'elles s'appuient sur une hypo-
these de faible deformation. Or, la periodicite d'acquisition ainsi que les phenomenes
correspondant aux structures suivies, imposent souvent que cette hypothese ne soit pas
veriee. On ne peut alors supposer une conservation des extrema de courbure. On peut
dans ce cas modeliser les proprietes d'une surface d'evolution generee par les deux struc-
tures a mettre en correspondance [BHC96].
On suppose que l'evolution de la structure entre les deux occurrences fournies par les
contours de depart genere une surface 3D, telle que la troisieme dimension represente le
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Fig. 8.4 { Mise en correspondance par contours actif.
temps. On cherche a determiner la meilleur surface interpolante. C'est-a-dire qu'il faut
denir un modele d'evolution, qui s'exprime par des contraintes appliquees a cette surface.
Le probleme se ramene alors a trouver la surface interpolante entre les deux structures,
qui respecte au mieux ces contraintes.
Formulation
Le modele est base sur des contraintes geometriques et, pour pouvoir obtenir une evolution
reguliere au cours du temps, on impose une contrainte d'elasticite a la surface.
On a S et D les deux contours a mettre en correspondance. On fait l'hypothese qu'ils
s'inscrivent respectivement dans les plans temporels t=0 et t=1. On cherche une sur-
face interpolante , qui possede une certaine elasticite et qui contienne S et D.  est
parametree par (s; t) 2 
 = [0; 1]
2
et on a :
8
>
>
<
>
>
:
(:; 0) = S
(:; 1) = D
(1; :) = (0; :)
(8.5)
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Les positions intermediaires de la structure sont decrites par les dierentes valeurs de t
entre les instants 0 et 1.
L'elasticite est modelisee par un contro^le sur la premiere forme fondamentale. Celle-ci
exprime les distorsions locales sur , elle est donnee par :
F =
0
B
B
B
B
B
B
B
@
*
@
@s
;
@
@s
+ *
@
@s
;
@
@t
+
*
@
@s
;
@
@t
+ *
@
@t
;
@
@t
+
1
C
C
C
C
C
C
C
A
(8.6)
Plus F est proche de la matrice l'identite, plus les distorsions sont petites. Si F est egale a
l'identite, la base locale
 
@
@s
;
@
@t
!
du plan tangent a  est orthogonale, ce qui correspond
a la distorsion minimale. On en deduit la mesure de distorsion locale :
jjF   Idjj
2
(8.7)
Le comportement elastique est obtenu en minimisant ce critere sur toute la surface. Ce
qui se traduit par la fonctionnelle :
E() =
Z Z



(h
s
;
s
i   1)
2
+ 2 h
s
;
t
i
2
+ (h
t
;
t
i   1)
2

dsdt (8.8)
Resolution
Minimiser l'energie (8.8) revient a chercher les solutions de rE() = 0 c'est-a-dire de :
4 r
T
(Fr) = 0; (8.9)
ou r
T
correspond a la transposee de l'operateur gradient.
Pour resoudre cette equation, on utilise le schema de relaxation suivant :
@
@
+4 r
T
(Fr) = 0 (8.10)
ou  represente le parametre de relaxation du systeme. Apres discretisation et linearisation
de l'equation (8.10) on peut calculer  a  + d connaissant  a la valeur  . Le processus
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est initialise en prenant comme surface de depart une interpolation bilineaire entre les
deux contours. D'autre part,  est, a chaque etape, contrainte de respecter les conditions
au bord (8.5).
Application
Les gures 8.5 et 8.6 illustrent l'application qui a pu e^tre faite de cette methode, pour
suivre l'evolution du trait de co^te en Guyane francaise [HRC
+
98]. La gure 8.5 montre
deux cliches ERS-1 pris en mai et novembre de la me^me annee et dans les me^me conditions
de maree. On distingue en sombre les zones d'envasement et en clair les zones d'erosion.
Les deux contours correspondent a la position du trait de co^te. Si les extrema de courbure
sont preserves dans les parties de structure qui n'evoluent pas, il n'y a aucune raison pour
que l'hypothese de conservation de la courbure soit pertinente lorsqu'il s'agit de suivre le
trait de co^te (en particulier, lorsque les prises de vues sont separees de plusieurs mois). Le
modele de surface est donc mieux adapte pour suivre cette evolution. La gure 8.6 permet
de visualiser la mise en correspondance des deux occurrences du trait de co^te, obtenue
avec ce modele.
8.2.4 Changement de topologie et approche isocontour
Si l'approche precedente permet de prendre en compte de grandes deformations, elle ne
peut pas e^tre utilisee dans le cas de changement de topologie, ce qui peut e^tre problema-
tique, en particulier lorsqu'on cherche a suivre l'evolution de courbes d'iso-elevation issues
de MNT. Depuis quelques annees sont apparues les approches issues de la theorie de pro-
pagation des fronts [OS88, SS92]. Les algorithmes qui en decoulent gerent les changements
de topologie dans les espaces a n dimensions. Ces methodes presentent un intere^t d'autant
plus grand, quand elles sont abordees par une formulation de type isocontour (level-set) :
en eet on peut deduire des schemas de resolution des equations de propagation qui sont
stables et ecaces [Set96].
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Fig. 8.5 { Position du trait de co^te en mai et novembre.
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Fig. 8.6 { Mise en correspondance des deux occurrences du trait de co^te.
Propagation des front
On appelle cette theorie \propagation de front", car elle permet de modeliser des compor-
tements comme la propagation d'un \feu de prairie" (egalement appele front de chaleur)
sur une colline. Elle a ete developpee originellement pour modeliser l'expansion de cristaux
[OS88].
Soit un contour S, deni par S(s). On s'interesse a son deplacement dans la direction de
sa normale, c'est-a-dire que le vecteur deplacement @S=@t est orthogonal a la courbe (voir
gure 8.7). Plus precisement, si ~n est le vecteur unitaire normal au contour S(s), on a :
@S
@t
(t; s) = F (S(s))~n(S(t)); (8.11)
ou F est la vitesse de l'evolution. En general F peut dependre de plusieurs parametres
associes a la geometrie de la courbe. On constate que ce type d'evolution peut engendrer
des \repliements" comme l'illustre la gure 8.8(a). Ces repliements peuvent e^tre evites en
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s
interieur
exterieur
exterieur
F~n
s
Fig. 8.7 { Propagation d'une courbe dans la direction de sa normale
utilisant une vitesse fonction de la courbure :
@S
@t
(t; s) = F (
S
(s))~n(S(t))
comme l'illustre la gure 8.8(b).
Formulation par isocontour

Etant donnee une hypersurface , de dimension N   1, plongee dans un espace a N
dimensions, il existe une formulation dite \eulerienne", proposee par Osher et Sethian
[OS88], pour decrire le deplacement de (t) dans la direction de sa normale et a la vitesse
F . On introduit la fonction
y
 telle que :
(t = 0) = fpj(p; t = 0) = 0g;
y : Il est a signaler que dans la litterature concernant les isocontours, la fonction  est conventionnel-
lement appelee , ' ou  . Dans ce document, on exclura cette notation, au prot de  ou  pour ne pas
confondre avec la phase, la dierence de phase ou la dierence de phase deroulee.
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(a) (b)
Fig. 8.8 { Dierentes evolutions possibles d'un contour dans la direction de sa normale.
ou p represente un point de IR
N
et  est denie de telle sorte que :
(p; t = 0) = d;
avec d la distance calculee entre p et .
Dans ce contexte, on peut montrer [Set96] que l'equation (8.11) se transforme en une
equation au derivees partielles :
@
@t
+ F jrj = 0: (8.12)
Pour certaines formes de la fonctionnelle F , on obtient une equation du type Hamilton-
Jacobi. Cette formulation est appelee \eulerienne", car le systeme de coordonnees reste
xe. La gure 8.9 illustre cette formulation dans le cas de de la propagation d'un cercle.
Applications
Les avantages de cette approche sont nombreux, en particulier (t) est toujours une fonc-
tion, donc le contour equipotentiel  = 0 et par consequent l'hypersurface (t) peuvent
changer de topologie, se rompre ou fusionner et me^me posseder des points singuliers.
D'autre part, elle permet egalement de faire les calculs numeriques sur des grilles et par
consequent de faire des estimations des derivees par dierences nies. De plus, les pro-
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level-set  = 0
y
x
y
x
y
z = (x; y; t = 0)
y
x
z = (x; y; t)
x
Fig. 8.9 { Propagation d'un cercle.
prietes geometriques du front sont aisement calculables par le biais de la fonction , c'est
le cas de la courbure par exemple.
De nombreuses applications du traitement d'image peuvent tirer parti de ces avantages.
On peut citer des methodes de reconstruction 3D via l'information colorimetrique (shape
from shading) [KB95, KSKB95b], de morphologie mathematique [SKS
+
93], de contours
actifs [CK96, CKS97, PD99], de squelettisation [KSKB95a], etc.
Cette approche permet egalement le calcul de plus court chemin inscrit sur une surface
[KAB95]. Cette utilisation peut e^tre utilisee pour realiser une mise en correspondance
entre deux courbes. Les chemins de mise en correspondance s'inscrivent alors sur une
surface de cou^t [CH98]. Cette methode est decrite en detail au chapitre suivant. Nous
presentons egalement l'extension de cette theorie a la mise en correspondance de surfaces.
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Chapitre 9
Mise en correspondance avec
chemins geodesiques
Apres avoir rappele la theorie permettant de trouver des chemins minimaux sur des surfaces,
ce chapitre revient sur la methode de mise en correspondance de courbes qui en decoule.
Puis une extension a une dimension supplementaire, c'est-a-dire au cas du suivi de l'evolution
de surfaces, est detaillee. Quelques resultats sur des exemples synthetiques sont proposes et
discutes, ainsi qu'une application aux donnees issues de l'interferometrie, an de suivre les
deplacements de la surface du sol.
9.1 Mise en correspondance de courbes
Trouver des chemins de longueur minimale entre deux regions est un probleme bien connu,
qui presente un intere^t particulier dans bien des domaines d'application (robotique, geo-
physique, navigation, etc). En 1995, Kimmel et al. [KAB95] introduisirent une approche
originale pour trouver des chemins de longueur minimale joignant deux courbes tracees
sur une surface. Ce paragraphe rappelle les notions fondamentales de geometrie, qui sont
necessaires pour apprehender cette theorie. Il se termine par une application a la mise en
correspondance de courbes.
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9.1.1 Notations
Pour alleger la lecture on utilise, dans les paragraphes qui suivent, quelques notations
classiques en mathematiques, qu'il peut e^tre utile rappeler.
On note :
{ la derivee partielle : f
i
=
@f
@i
,
{ la projection sur un plan ou un hyperplan : ,
{ le produit scalaire : h ; i,
{ le produit vectoriel sur IR
3
: 
,
{ le produit exterieur : ^,
{ l'operateur de Hodge (voir la denition en annexe B) : .
9.1.2 Geodesiques
On denit une geodesique sur une variete quelconque comme etant une courbe dont la
derivee seconde est toujours orthogonale a l'espace tangent a cette variete [Tho79]. Dans
le cas d'une surface S  IR
3
, une courbe parametree denie sur un intervalle I  IR par :
 : I ! S
t 7! (t)
est une geodesique de S, si et seulement si,
d
2

dt
2
est orthogonale a S, pour tout t 2 I.
C'est-a-dire, si et seulement si
d
2

dt
2
est colineaire a
~
N((t)) pour tout t 2 I tel que t = cs,
ou c est une constante et s l'abscisse curviligne de . Si
~
N represente la normale S au
point (t), on a :
d
2

dt
2
/
~
N((t)) (9.1)
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Par exemple, dans le cas ou S est une sphere, les geodesiques sont les \meridiens" qui
s'inscrivent sur S. C'est-a-dire tous les cercles qui sont centres sur le centre de la sphere,
tels les cercles en rouge sur la gure 9.1(a). Les cercles verts, les \paralleles" ne sont pas
des geodesiques, excepte celui qui correspondrait a l'equateur.
(a) Cercles geodesiques (en rouge) et non-
geodesiques (en vert).
p
(b) En un point quelconque p passe une
innite de geodesiques.
Fig. 9.1 { Geodesiques sur une sphere.
On peut montrer que les geodesiques sont solutions de l'equation dierentielle suivante :
d
2

dt
2
(t) +
*
d
dt
(t);
d
~
N((t))
dt
+
~
N((t)) =
~
0: (9.2)
Une consequence importante de l'equation (9.2), d'apres le theoreme d'existence et d'uni-
cite d'une solution d'une equation dierentielle ordinaire, est qu'en tout point p d'une
surface et quelle que soit la direction ~w choisie, il existe une unique geodesique d'abscisse
curviligne s portee par cette direction.
C'est-a-dire si on note S
p
l'hyperplan tangent a S en p, alors 8~w 2 S
p
(direction p) il
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existe une unique geodesique telle que :
8
>
<
>
:
(0) = p
d
ds
(0) = ~w
Ainsi on obtient toutes les geodesiques passant par p, en speciant une direction ~w, en
resolvant l'equation dierentielle (9.2), avec comme condition initiale :
8
<
:
p
~w pour la derivee.
Par exemple, dans le cas ou S est une sphere comme sur la gure 9.1(b), en un point
donne p, il existe un continuum de geodesiques passant par ce point ; chacune d'elles
etant determinee par une direction dierente.
9.1.3 Chemins geodesiques
Puisque S est plongee dans un espace euclidien, elle herite de la metrique euclidienne de
cet espace. Ce qui signie qu'etant donnes p et q 2 S, on peut calculer d(p; q) la longueur
du segment de droite joignant p a q. Il est cependant possible de s'interesser egalement aux
longueurs des chemins traces sur S. Il faut pour cela admettre que ces chemins existent,
c'est a dire qu'il faut supposer que S est connexe. Cette hypothese etant faite, on peut
introduire une autre metrique ; elle porte le nom de distance geodesique. Soit I = [a; b]
un intervalle ferme de IR et  : I ! S une courbe parametree C
1
joignant p a q, on
designe par L() la longueur de  qui est par denition :
L() =
Z
b
a
k
d
dt
(t)kdt:
On appelle la distance geodesique :
d
S
(p; q) = inf

(L()):
On peut egalement denir la distance geodesique entre un point p et un ensemble de
points  (par exemple une courbe).
d
S
(p;) = inf
q2
(d
S
(p; q)):
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Une consequence du theoreme de Hopf-Rimow-De Rham [Spi71] est, que si S est compacte,
alors il existe toujours une courbe de longueur minimale joignant p a q, et d
S
(p; q) est
alors la longueur de cette courbe. On demontre alors que si  est une courbe C
1
par
morceaux joignant p a q telle que d
S
= L(), alors  est une courbe geodesique. Ce qui
permet d'en deduire qu'un plus court chemin, s'il existe, est toujours une geodesique. On
generalise ainsi au cas des surfaces la notion de plus court chemin, qui correspond dans
l'espace euclidien ordinaire aux segments de droite joignant deux points.
On ne peut malheureusement pas en deduire que pour trouver le plus court chemin entre
deux points sur une surface, il sut de resoudre l'equation (9.2). En eet, on ne conna^t
jamais a priori quelle direction prendre en un point. Dans une perspective de mise en
correspondance, on ne peut donc s'appuyer sur cette equation. La theorie developpee par
Kimmel et al. permet de s'aranchir de cette indetermination en calculant des geodesiques
sans se preoccuper d'une direction. Cette theorie est rappelee dans le paragraphe suivant.
9.1.4

Equation d'evolution de courbes d'egale distance sur une
surface
On cherche les chemins, portes par une surface, entre deux courbes de la surface, tels
que ces chemins soient de distance minimale. La theorie developpee par Kimmel et al,
pour resoudre ce probleme repose sur deux lemmes, qui permettent de demontrer que
l'evolution d'une courbe le long surface est regie par une equation aux derivees partielles.
Soit la surface S  IR
3
, on considere  un ensemble de points traces sur S. Dans la
pratique  est une courbe. On considere l'ensemble des points de S a distance geodesique
t de  (voir gure 9.2) :
(; t) = fpjd
S
(p;) = tg
ou d
S
(p;) est la distance geodesique entre p et  determinee par le plus court chemin
porte par S, du point p a . On prend u comme abscisse curviligne de .
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Σ
(u)
u
t
S
α
Fig. 9.2 { Ensemble des points de S a distance geodesique t de .
Lemme 1
Pour tout u
0
xe, la courbe (t) = (u
0
; t) est une geodesique.
Lemme 2
L'evolution, par rapport au parametre t, de la courbe d'egale distance est regie par :
@
@t
=
~
N 

~

u
(9.3)
ou
~

u
est la tangente a , c'est-a-dire
~

u
=
@
@u
=jj
@
@u
jj, et
~
N est la normale a la
surface S.
La demonstration de ces deux lemmes est decrite en detail dans [KAB95]. Les demons-
trations pour le cas 3D suivent les me^mes demarches et sont presentees au paragraphe
9.2.
Le lemme 2 donne l'equation d'evolution d'une courbe d'egale distance le long d'une
surface S. On se place dans le cas ou S est denie comme un graphe, c'est-a-dire :
8(x; y; z) 2 S; z = z(x; y):
Si on denit le bord de la surface : f(x; y; z(x; y))j(x; y; z(x; y)) 2 @Sg = (u; 0), il est
possible de determiner la courbe a distance d, (u; t)j
t=d
calculee depuis (0) en utilisant
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l'equation (9.3). On peut ainsi calculer la carte des distance pour chaque point de la
surface.
Neanmoins, la resolution de l'EDP (9.3) reste complexe et par consequent l'implementa-
tion de l'evolution tridimensionnelle d'une courbe reste algorithmiquement lourde. Kim-
mel et al. ont donc propose de ne s'interesser qu'a la projection de l'evolution de cette
courbe sur le plan (x; y) :
C(t) =    = f(x; y) j (x; y; z(x; y)) 2 (t)g :
Les auteurs utilisent alors une propriete provenant de la theorie de propagation des fronts
(voir chapitre precedent) : l'evolution d'une courbe plane n'est determinee que par sa com-
posante le long de sa normale [EG87]. On cherche donc a calculer F =
D
~n;  (
~
N 

~

u
)
E
,
ou ~n = (n
1
; n
2
) est la normale a la courbe C.
La surface S etant denie comme un graphe Z(x; y; z), on a :
Z(x; y; z) = f(x; y; z)jz = z(x; y)g ;
on peut donc calculer les derivees : Z
x
=

1; 0;
@z
@x

et Z
y
=

0; 1;
@z
@y

.
Si on pose p =
@z
@x
et q =
@z
@y
,
~
N la normale au graphe Z peut alors s'ecrire :
~
N =
Z
x

 Z
y
jjZ
x

 Z
y
jj
=
( p; q; 1)
p
1 + p
2
+ q
2
De me^me,
~

u
la tangente a la courbe (u) est dene comme :
~

u
=

u
jj
u
jj
=
(x
u
; y
u
; z
u
)
q
x
2
u
+ y
2
u
+ z
2
u
On a donc :
~
N 

~

u
=
1
p
1 + p
2
+ q
2
q
x
2
u
+ y
2
u
+ z
2
u
0
B
B
@
 qz
u
  y
u
x
u
+ pz
u
 py
u
+ qx
u
1
C
C
A
:
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En projetant sur le plan (x; y) on obtient :
  (
~
N 

~

u
) =
1
p
1 + p
2
+ q
2
q
x
2
u
+ y
2
u
+ z
2
u
0
@
 qz
u
  y
u
x
u
+ pz
u
1
A
d'ou :
F =
D
~n;  (
~
N 

~

u
)
E
=
( n
1
qz
u
  n
1
y
u
+ n
2
x
u
+ n
2
pz
u
)
p
1 + p
2
+ q
2
q
x
2
u
+ y
2
u
+ z
2
u
Par denition (n
1
; n
2
) =
( y
u
; x
u
)
q
x
2
u
+ y
2
u
, donc on a :
F =
y
u
qz
u
+ y
2
u
+ x
2
u
+ x
u
pz
u
q
x
2
u
+ y
2
u
p
1 + p
2
+ q
2
q
x
2
u
+ y
2
u
+ z
2
u
:
Or z
u
=
@z
@x
@x
@u
+
@z
@y
@y
@u
= px
u
+ qy
u
donc :
F =
2y
u
qpx
u
+ q
2
y
2
u
+ y
2
u
+ x
2
u
+ p
2
x
u
q
x
2
u
+ y
2
u
p
1 + p
2
+ q
2
q
x
2
u
+ y
2
u
+ z
2
u
=
s
x
2
u
(1 + p
2
) + y
2
u
(1 + q
2
) + 2pqx
u
y
u
(1 + p
2
+ q
2
)(x
2
u
+ y
2
u
)
:
Comme x
u
= n
2
q
x
2
u
+ y
2
u
et y
u
=  n
1
q
x
2
u
+ y
2
u
on a :
F =
s
n
2
1
(1 + q
2
) + n
2
2
(1 + p
2
)  2pqn
1
n
2
(1 + p
2
+ q
2
)
=
q
an
2
1
+ bn
2
2
  cn
1
n
2
(9.4)
Les parametres a, b et c sont fonctions des seules caracteristiques dierentielles de la
surface S, et peuvent n'e^tre calcules qu'une seule fois. Le schema d'evolution ne depend
alors que de la parametrisation de la courbe, qui doit e^tre recalculee a chaque etape, de
facon a determiner les composantes (n
1
; n
2
). Neanmoins, ces composantes ne peuvent pas
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e^tre estimees avec precision lorsque la courbe devient complexe, car le calcul des derivees
est instable.
L'approche eulerienne (voir le chapitre precedent), permet de s'aranchir de cette para-
metrisation. Elle repose sur la description de la courbe comme un isocontour (level-set)
de niveau 0 d'une fonction bidimensionnelle . L'intere^t principal de cette approche est
qu'elle permet de prendre en compte des changements de topologie. De plus, Osher et Se-
thian [OS88, Set96] fournissent un schema de resolution numerique stable pour resoudre
l'equation (9.4) dans ce contexte.
Si on a  une fonction telle que C(u; t) = 
 1
(0), on peut ecrire :
@
@t
=
@
@x
@x
@t
+
@
@y
@y
@t
=
D
~
r; F~n
E
:

Etant donne que C est denie comme etant un isocontour, on peut ecrire que ~n =
~
r
~
jjrjj
,
an d'obtenir :

t
=
@
@t
=
*
~
r; F
~
r
jj
~
rjj
+
= F jj
~
rjj:
(9.5)
Finalement, en remplacant ~n = (n
1
; n
2
) par
 

x
jj
~
rjj
;

y
jj
~
rjj
!
, on obtient l'equation d'evo-
lution suivante :

t
=
q
a
2
x
+ b
2
y
  c
x

y
: (9.6)
Dans [Set96] Sethian donne une methode numerique stable pour resoudre cette equa-
tion (9.6). Elle derive de la methode de resolution des equations du type Hamilton-Jacobi,
et se presente sous la forme d'un schema temporel explicite base sur une approche par
dierences nies.
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9.1.5 Application a la mise en correspondance de courbes
Comme explique au chapitre 8, le probleme de la mise en correspondance de courbes
consiste a denir une relation point a point entre deux contours. Or, la methode presentee
au paragraphe precedent ore la possibilite de calculer la propagation d'une courbe sur
une surface, et ainsi d'obtenir une mesure de la distance geodesique a ce contour en tout
point de la surface. Elle permet par consequent, de calculer le plus court chemin entre un
point de la surface et le contour. On peut utiliser ce resultat dans une perspective de mise
en correspondance de courbes [CH97b, CH98].
On considere alors S et D, les structures source et destination, a mettre en correspondance
en calculant des chemins inscrits sur une surface, choisie pour representer une fonction
de cou^t. Cette approche est particulierement interessante puisqu'aucune parametrisation
des structures S et D n'est necessaire : celles-ci sont denies comme des isocontours de
niveau zero de fonctions bidimensionnelles. D'autre part elle permet d'accepter les grandes
deformations et les changements de topologie.
Il est necessaire de denir :
1. 
0
et 
0
les deux fonctions representant les courbes S et D a l'etape 0, il s'agit de
l'initialisation de l'algorithme de propagation, que l'on souhaite mettre en uvre ;
2. le graphe Z sur lequel la carte des distances geodesiques est calculee, et qui corres-
pond a une mesure de similarite entre les deux courbes a mettre en correspondance ;
3. une fonction de mise en correspondance , issue du calcul des distances sur Z.
Initialisation
La representation implicite de la courbe peut-e^tre obtenue de dierentes facon. On peut,
par exemple, utiliser la distance euclidienne d au contour. En imposant que les courbes
soient fermees, on peut utiliser une version signee de cette distance, de telle sorte que 
0
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ait une valeur negative a l'interieur du contour :

0
(x; y) =
8
>
>
<
>
>
:
 d(x; y) si (x; y) 2 interieur de 
 1
0
(0)
0 si (x; y) 2 
 1
0
(0)
+d(x; y) si (x; y) 2 exterieur de 
 1
0
(0).
(9.7)
On a ainsi une fonction bidimensionnelle telle que S = 
 1
0
(0) (respectivement D =

 1
0
(0)).

Etant donnees les deux fonctions 
0
et 
0
, on est alors en mesure, gra^ce au schema iteratif
donne par l'equation (9.6), de calculer l'evolution par rapport au parametre t des fonctions
 et  le long d'un graphe Z. Il s'agit de calculer les cartes de distances de D
S
et D
D
sur
Z telles que :
D
S
= f(x; y; (x; y))g
et
D
D
= f(x; y; (x; y))g
Denition de la surface de cou^t
Le graphe Z, utilise pour l'evolution des courbes, doit e^tre le me^me pour  et  an
d'obtenir une mesure de la similarite basee sur les cartes de distance. Il doit e^tre tel que
les deux courbes 
0
et 
0
soient des isocontours de ce graphe. On peut par exemple choisir :
Z = (x; y; j
0
j  j
0
j) (9.8)
ou encore :
Z = (x; y; z(x; y)) = (x; y;min(j
0
j; j
0
j)) (9.9)
Ces deux denitions sont illustrees sur l'exemple synthetique de la gure 9.3, ou on cherche
a mettre en correspondance une ellipse avec deux cercles. Les surfaces Z correspondant
aux denitions (9.8) et (9.9) sont visualisees par les images de la gure 9.4, la troisieme
composante est representee par le niveau de gris du point sur l'image.
Ces deux denitions du graphe Z ne sont basees que sur la distance entre les contours.
Mais, on peut y ajouter d'autres proprietes, comme la courbure. On denit  un critere
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Fig. 9.3 { Deux structures a mettre en correspondance, deux cercles changent de topologie
pour fusionner une ellipse.
(a) Z = (x; y; j
0
j  j
0
j) (b) Z = (x; y;min(j
0
j; j
0
j))
Fig. 9.4 { Visualisation des graphes obtenus gra^ce aux equations (9.8) et (9.9).
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d'appariement, fonction de la distance euclidienne d et de l'ecart entre les courbures
 = 
S
  
D
(
S
et 
D
representent respectivement les courbure de S et D).  est
construit de telle sorte que l'inuence de la courbure diminue, quand la distance augmente :
(; d) = 1 

2
1 + d
2

2
=
ou  est le parametre d'echelle denissant la taille du voisinage, sur lequel la courbure
doit e^tre prise en compte. Au dela, seule la distance est utilisee. On obtient :
Z = (x; y;min (j
0
j(; 
0
); j
0
j(; 
0
))) (9.10)
Un des avantages de la formulation par isocontours est que la courbure devient aisement
calculable [Set96]. Elle est donnee par :
 = r
r
krk
=

xx

2
y
  2
x

y

xy
+ 
yy

2
x

2
x
+ 
2
y
Fonction de mise en correspondance
Il reste alors a obtenir les chemins geodesiques minimaux, menant de la source S a la
destination D. On utilise alors une fonction de cou^t , caracterisant les disparites entre
les courbes a mettre en correspondance :
(x; y) = (x; y) + (x; y) (9.11)
La mise en correspondance entre les deux courbes est donnee par la denition des chemins
de cou^t minimal, connectant S a D. Ces chemins optimaux sont ceux qui minimisent la
fonction  le long de la connexion. Soit X
S
un point de S, on cherche le chemin p
opt
X
S
,
menant a D parmi tous les chemins p
X
S
tel que le cou^t C soit minimal. Ainsi p
opt
X
S
est
deni par :
C(p
opt
X
S
) = min
p
X
S
C(p
X
S
)
avec
C(p
X
S
) =
Z
D
X
S
f(x; y)ds
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ou s est l'abscisse curviligne du chemin de connexion de S a D. Un chemin est determine
en calculant le gradient de la fonction de cou^t :
r = r +r
On obtient les chemins optimaux par la propriete :
@p
@s
=  r( + ) (9.12)
En utilisant les graphes presentes gure 9.4, on obtient les chemins de mise en correspon-
dance visualises gure 9.5.
(a) Z = (x; y; j
0
j  j
0
j) (b) Z = (x; y;min(j
0
j; j
0
j))
Fig. 9.5 { Chemins de mise en correspondance obtenus gra^ce aux graphes (9.8) et (9.9).
Par ailleurs, la version du graphe incorporant la courbure (equation 9.10) permet une
mise en correspondance bien plus proche des proprietes physiques. Tout en proposant des
connexions coherentes dans le cas de grandes deformations ou de changements topolo-
giques, elle permet de s'appuyer sur les proprietes geometriques des structures, quand les
deformations restent de petite amplitude. Cette version a permis de suivre l'evolution du
Vatnajokull (voir le chapitre 4 dans la premiere partie), gra^ce a la mise en correspondance
de courbes d'iso-elevation issues de modeles numeriques de terrain dierents. Ce resultat
est illustre sur la gure 9.6.
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(a) courbes de niveau a deux dates die-
rentes
(b) chemins reliant les deux structures
Fig. 9.6 { Mise en correspondance de deux courbes d'iso-elevation du volcan islandais
Vatnajokull.
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9.2 Mise en correspondance de surfaces
La methode de mise en correspondance de courbes a prouve son potentiel, en particu-
lier, lorsqu'elle fonctionne avec des donnees bruitees (issues de l'imagerie meteorologique
[CH97a, CH97b] ou de l'interferometrie radar [CH98]) et elle prend en compte des grandes
deformations et des changements topologiques. Ces proprietes lui conferent un aspect ge-
neral particulierement interessant. Dans la suite est presentee une extension de la methode
au cas de la mise en correspondance de surfaces tridimensionnelles plongees dans un espace
4D [HYHC99].
9.2.1

Equation d'evolution des surfaces d'egale distance
Il est necessaire d'etendre la theorie proposee par Kimmel et al. au cas de l'evolution
d'une famille de surfaces tracees sur une hypersurface S de dimension 3, plongee dans
l'espace IR
4
.
On conserve les me^mes notations que dans les paragraphes precedents, mais les entites
manipulees ont systematiquement une dimension supplementaire. On a donc S une hy-
persurface dans IR
4
, c'est-a-dire une variete de dimension 3 plongee dans un espace a
quatre dimensions.

Etant donnee une partie   S (dans la pratique,  est une surface
tracee sur S), on considere l'ensemble des points de S a distance geodesique t de  (voir
gure 9.2) :
fpjd
S
(p;) = tg = (; t)
d
S
est la distance geodesique sur l'hypersurface S, elle est determinee par les chemins de
plus petite longueur partant d'un point p 2 S.
Designons par (u; v; t) une parametrisation locale d'une famille de surfaces indexee par
t, qui sont tracees sur S en respectant l'egalite ci-dessus. On veut montrer que :
@
@t
= 

~
N ^
~

u
^
~

v

ou ^ designe le produit exterieur des trois vecteurs
~
N ,
~

u
et
~

v
sur IR
4
et  est l'operateur
de Hodge (voir annexe B). 
u
et 
v
sont les tangentes a S et
~
N correspond a la normale.
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On remarque que l'on peut toujours choisir une parametrisation (u; v) qui soit orthogonale,
c'est a dire que :
D
~

u
;
~

v
E
= 0 (9.13)
ou :
~

u
=
@=@u
jj@=@ujj
et
~

v
=
@=@v
jj@=@vjj
cette propriete est demontree dans [dC76].
La demonstration de l'equation de propagation (9.13) necessite deux etapes. Premierement
on doit montrer que, si cette equation est veriee alors les courbes (u
0
; v
0
; t), a u = u
0
et v = v
0
xes, sont des geodesiques. Ce qui permet, deuxiemement d'utiliser le lemme de
Gauss pour montrer que, de plus, (u; v; t) est necessairement une parametrisation locale
d'une famille de surfaces, toujours situees a distance geodesique d'une surface initiale.
Lemme 1
Si l'equation (9.13) est vraie, alors pour tout u
0
et v
0
xes, la courbe (t) =
(u
0
; v
0
; t) est une geodesique.
Preuve
On demontre ce lemme en montrant que 
tt
est perpendiculaire a 
u
et 
v
, et a 

~
N ^
~

u
^
~

v

.
La seule possibilite est que 
tt
soit colineaire a
~
N ce qui correspond a la denition des
geodesiques.
1. On a

t
=
d
dt
=
@
@t
= 

~
N ^
~

u
^
~

v

donc
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jj
t
jj
2
=







~
N ^
~

u
^
~

v







2
=









D
~
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~
N
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~
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~

u
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~
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v
E
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~

u
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~
N
E D
~

u
;
~

u
E D
~

u
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~

v
E
D
~

v
;
~
N
E D
~

v
;
~

u
E D
~

v
;
~

v
E









=
D
~
N;
~
N
E






D
~

u
;
~

u
E D
~

u
;
~

v
E
D
~

v
;
~

u
E D
~

v
;
~

v
E






 
D
~
N;
~

u
E






D
~

u
;
~
N
E D
~

u
;
~

v
E
D
~

v
;
~
N
E D
~

v
;
~

v
E






+
D
~
N;
~

v
E






D
~

u
;
~
N
E D
~

u
;
~

u
E
D
~

v
;
~
N
E D
~

v
;
~

u
E






= 1 
D
~
N;
~

u
E
2
 
D
~
N;
~

v
E
2
En eet, on a choisi un parametrage orthogonal de  de tel sorte que
D
~

u
;
~

v
E
= 0.
D'autre part,
~
N est le vecteur normal de S, il est partout orthogonal a S et par
consequent perpendiculaire aux vecteurs tangents de  qui s'inscrivent sur S :
D
~
N;
~

u
E
=
D
~
N;
~

v
E
= 0:
On obtient alors :
jj
t
jj
2
= 1:
Ce resultat prouve d'une part que t est l'abscisse curviligne de  et d'autre part
que :
h
tt
; 
t
i =
*
d
2

dt
2
;
d
dt
+
=
*
d
dt



~
N ^
~

u
^
~

v

; 

~
N ^
~

u
^
~

v

+
= 0: (9.14)
2. On a :
*
d
dt



~
N ^
~

u
^
~

v

;
~

u
+
=
*

tt
;

u
jj
u
jj
+
et
*
d
dt



~
N ^
~

u
^
~

v

;
~

v
+
=
*

tt
;

v
jj
v
jj
+
:
Or, on remarque que
d
dt
*

t
;

u
jj
u
jj
+
=
d
dt
D


~
N ^
~

u
^
~

v

;
~

u
E
=
d
dt
0 = 0
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et que
d
dt
*

t
;

v
jj
v
jj
+
=
d
dt
D


~
N ^
~

u
^
~

v

;
~

v
E
= 0:
La regle de derivation donne :
d
dt
*

t
;

u
jj
u
jj
+
=
*

tt
;

u
jj
u
jj
+
+
*

t
;
 

u
jj
u
jj
!
t
+
et de me^me
d
dt
*

t
;

v
jj
v
jj
+
=
*

tt
;

v
jj
v
jj
+
+
*

t
;
 

v
jj
v
jj
!
t
+
;
donc
*

tt
;

u
jj
u
jj
+
=  
*

t
;
 

u
jj
u
jj
!
t
+
et
*

tt
;

v
jj
v
jj
+
=  
*

t
;
 

v
jj
v
jj
!
t
+
:
On pose g = jj
u
jj et h = jj
v
jj, et on peut ecrire :


u
jj
u
jj

t
=
d
dt


u
jj
u
jj
 

v
jj
v
jj

t
=
d
dt


v
jj
v
jj

=

ut
g   
u
g
t
g
2
=

vt
h  
v
h
t
h
2
=

ut
g
 

u
g
t
g
2
=

vt
h
 

v
h
t
h
2
Donc,


t
;


u
jj
u
jj

t

=


t
;

ut
g
 

u
g
t
g
2

=
D

t
;

ut
g
E
 


t
;

u
g
t
g
2

=
1
g
h
t
; 
ut
i  
g
t
g
2
D


~
N ^
~

u
^
~

v

;
~

u
E
=
1
g
1
2
d
du
h
t
; 
t
i  
g
t
g
2
0
=
1
g
1
2
d
du
1
= 0;
tout comme


t
;


v
jj
v
jj

t

=


t
;

vt
h
 

v
h
t
h
2

= 0:
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Donc
D

tt
;
~

u
E
=
D

tt
;
~

v
E
= 0: (9.15)
d
2

dt
2
est orthogonal a
~

u
et a
~

v
. Il ne reste plus qu'une seule possibilite :
d
2

dt
2
/
~
N((t)); (9.16)
c'est-a-dire que (t) est une geodesique.
Soit (u; v; t) une surface inscrite sur l'hypersurface S  IR
4
se propageant le long de
l'axe t et parametree par u et v.
Lemme 2
L'evolution de la surface d'egale distance est donnee par :
@
@t
= 

~
N ^
~

u
^
~

v

(9.17)
Preuve
On demontre ce lemme en deux etapes et en s'appuyant sur le Lemme de Gauss. On
rappelle d'abord ce lemme avant de detailler les dierentes etapes.
1. Lemme de Gauss [Spi71] :
soit S, une variete dierentiable de dimension n. Soit p un point de S, S
p
l'espace
tangent a S en p. Soit ~v un vecteur tangent a S en p, c'est-a-dire un vecteur de S
p
.
Il y a une unique geodesique  : [0; 1] ! S telle que (0) = p et
d
dt
(0) = ~v. On
denit l'application exp par :
exp
p
(~v) = (1):
La geodesique  peut alors est decrite par :
(t) = exp
p
(t~v):
On demontre alors que exp
p
envoie une boule ouverte B
"
de rayon " (susamment
petit) dans S
p
dieomorphiquement sur un ensemble ouvert U
"
 S.
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Le lemme de Gauss est alors :
dans U
"
, la famille des geodesiques passant par p est orthogonale aux hypersurfaces :
n
exp
p
(~v)=k~vk = constante < "
o
:
La signication geometrique de ce lemme est que la famille des cercles geodesiques
est orthogonale a la famille des geodesiques radiales. Par exemple dans le cas 2D,
c'est-a-dire ou S est une surface, (voir gure 9.7) l'ensemble des geodesiques passant
par p ainsi que les \cercles geodesiques" (i.e. les familles de courbes obtenues a t = t
0
constante) forment un systeme orthogonal de coordonnees geodesiques, localement
autour de p. Une consequence immediate de ce lemme de Gauss est que les cercles
geodesiques (courbes a t = t
0
xe) sont les courbes situees a distance t = t
0
de p
sur S.

1
p

2

3

4

6

5
Fig. 9.7 { Lemme de Gauss en dimension 2.
2. Avant d'etudier le cas 3D, on revient sur la demonstration du lemme en 2D. La
demonstration a la dimension supplementaire est tout a fait similaire, simplement
les notations sont plus lourdes et les gures tres diciles a faire.
La demonstration du lemme 2 se fait en deux etapes. Premierement, on demontre que
l'equation de propagation est valable lorsqu'on part d'un cercle de rayon innitesimal
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de centre p. Puis, on generalise au cas ou (u; t = 0) est une courbe quelconque. On
rappelle ici la preuve proposee par Kimmel et al. [KAB95] sous forme intelligible,
mais certains points mathematiques sont ici formules de facon intuitive.
(a) Considerons p tel que p = (u; 0). Autrement dit, on considere une courbe
initiale (u; 0) telle que 8u; (u; 0) = p, ou plus precisement, la courbe initiale
est donnee par le cercle de rayon innitesimal autour de p.
Soit (t) = (u = u
0
; t) ; d'apres le Lemme 1, (t) est une geodesique passant
par p ((0) = (u = u
0
; 0) = p).
Donc 8u
0
, (t) est une des courbes geodesique du systeme orthogonal de geo-
desique en p donne par le lemme de Gauss.
Or, les courbes (u; t = t
0
) sont les cercles geodesiques donnees par le lemme
de Gauss puisque comme
@
@t
=
~
N 

~

u
, ces courbes sont orthogonales aux
(t). Ce sont donc les courbes situees a egale distance t
0
de p.
On a donc montre que la famille de courbes (u; t) veriant :
@
@t
=
~
N 

~

u
est bien la propagation des courbes situees a egale distance d'un point p.
Nous avons admis que, intuitivement, lorsque le cercle innitesimalement proche
de p converge vers p, on obtient a la limite que la famille des contours a egale
distance de p est donnee par
@
@t
=
~
N 

~

u
:
(b) La seconde partie de la demonstration consiste a ne plus partir d'un point p,
mais d'une courbe (u; 0). Autrement dit, (u; 0) est maintenant une courbe
quelconque tracee sur S, non necessairement reduite a un point.
Soit P l'ensemble des points de S situes a egale distance d de (u; 0). Soit
p 2 P .
Soit (; t) la propagation des courbes situees a egale distance a partir de p
(voir gure 9.8), c'est-a-dire d'apres ce qu'on vient de voir :
@
@t
=
~
N 

~


:
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~

(u; 0)
P
p
q
(; t
i
)
(; d)
~

Fig. 9.8 { Generalisation au cas ou la courbe initiale est une courbe quelconque.
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On arre^te la propagation lorsqu'on arrive sur (u; 0) en un point q = (u
0
) =
(
0
; t
n
). On a evidemment t
n
= d, puisque dans (; t), t est l'abscisse curvi-
ligne d'apres le lemme 1.
En q, (; d) et (u) sont osculateurs, c'est-a-dire :
~

j
u=u
0
== ~

j
t=d;=
0
:
Cela provient d'une application immediate du theoreme des multiplicateurs de
Lagrange [Tho79] (chapitres 3 et 6).
Nous admettons, comme dans [KAB95], que le voisinage local dans lequel de
lemme de Gauss est valide, nous permet d'armer que le plus court chemin de
p a q est eectivement donne par la geodesique radiale :
(t) = ( = 
0
; t)
et que (t) et (; t) sont orthogonaux le long de  = 
0
.
Donc ~

j
t=d
? ~

j
t=d;=
0
.
Par consequent :
~

j
t=d
? ~

j
u=u
0
:
On vient de prouver que les plus courts chemins partant de P pour arriver a 
sont des geodesiques partant de (u) et orthogonales ~

. Or, cette geodesique,
d'apres ce qui precede, est obtenue par l'equation d'evolution
@
@t
=
~
N 

~

u
.
Par continuite de , le contour d'egale distance a partir de (u; 0) est donne
par l'equation d'evolution :
@
@t
=
~
N 

~

u
:
3. La generalisation, a la dimension superieure, de la premiere partie du lemme 2, ne
pose pas de probleme car le lemme de Gauss est valable en dimension n.
On obtient donc de la me^me facon que precedemment que lorsqu'on part d'une
sphere innitesimale autour d'un point p, l'equation qui donne les surfaces a egale
distance a partir de p est donnee par :
@
@t
= 

~
N ^
~

u
^
~

v

:
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Et nous admettons de me^me que, lorsque cette sphere innitesimalement proche de
p converge vers p, cette equation reste valable.
4. En faisant la me^me hypothese pour le passage d'un voisinage local a global que pre-
cedemment, on generalise ce schema quand on part d'une surface initiale (u; v; 0)
quelconque.
On propage une surface (; ; t) a distance geodesique de p 2 P ou P est l'ensemble
des points situes a distance geodesique d
S
de (u; v; 0). On arre^te la propagation
quand on arrive sur (u; v; 0) au point q = (u
0
; v
0
; 0), c'est-a-dire quand
q = (
0
; 
0
; d
S
):
De plus, les tangentes ~

(u
0
; v
0
) et ~

(
0
; 
0
) sont dans le me^me plan (ou ~

=
f~

; ~

g et ~

= f~
u
; ~
v
g). Comme le chemin le plus court, qui va de p a q, est
donne par la geodesique radiale (t) = (; ; t)j
=
0
;=
0
et que d'apres le lemme
de Gauss (t) est orthogonal a (; ; t) le long de  = 
0
;  = 
0
,
~

j
t=d
S
? ~

j
t=d
S
;=
0
;=
0
donc on a :
~

j
t=d
S
? ~

j
u=u
0
;v=v
0
:
Donc, le chemin le plus court, partant de p pour aller a , est donne par les geode-
siques partant de (u; v) et orthogonal a 

, c'est-a-dire dans ce cas a 
u
et 
v
. Une
telle geodesique est donnee par l'equation :
@
@t
= 

~
N ^
~

u
^
~

v

9.2.2

Equation de la projection
Comme dans le cas bidimensionnel, on aboutit a une equation aux derivees partielles
d'ordre 2, dicile a resoudre. On simplie le probleme de la me^me facon, c'est-a-dire en
projetant ce schema d'evolution dans IR
4
sur un espace de dimension inferieure, et en
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conservant les me^mes hypotheses sur la direction de la propagation [EG87]. On se place
dans un cas ou l'hypersurface S est denie comme un graphe W (x; y; z; w) :
W (x; y; z; w) = f(x; y; z; w)jw = w(x; y; z)g
et on projette pour obtenir la surface C telle que :
C(t) =    = f(x; y; z) j (x; y; z; f(x; y; z)) 2 (t)g :
On pose :
@w
@x
= p,
@w
@y
= q et
@w
@z
= r.
On demontre que (voir les details de la preuve en annexe B) :
F =
D
~n;  

~
N ^
~

u
^
~

v
E
=
s
(1 + q
2
+ r
2
)n
2
1
+ (1 + p
2
+ r
2
)n
2
2
+ (1 + p
2
+ q
2
)n
2
3
  2pqn
1
n
2
  2prn
1
n
3
  2prn
2
n
3
1 + p
2
+ q
2
+ r
2
=
q
an
2
1
+ bn
2
2
+ cn
2
3
  dn
1
n
2
  en
1
n
3
  fn
2
n
3
(9.18)
9.2.3 Formulation implicite
De la me^me facon que dans le cas 2D, on utilise une approche eulerienne. La surface
C est denie comme une isosurface de niveau 0 d'une fonction potentielle continue  de
IR
3
! IR :
C(u; v; t) = 
 1
(0)
telle que  soit negative a l'interieur et positive a l'exterieur de la surface d'equipotentiel
0. La regle de derivation permet d'obtenir :
@
@t
=
@
@x
@x
@t
+
@
@y
@y
@t
+
@
@z
@z
@t
=
D
~
r; F~n
E
= F jj
~
rjj:
Cette formulation par isocontour permet d'obtenir l'equation de l'evolution de surfaces C,
le long de l'hypersurface denie comme un graphe W :
@
@t
=
v
u
u
t
a
@
@x
2
+ b
@
@y
2
+ c
@
@z
2
  d
@
@x
@
@y
  e
@
@x
@
@z
  f
@
@y
@
@z
(9.19)
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9.2.4 Resolution Numerique
On peut utiliser une methode de resolution du me^me type que dans le cas 2D. Il s'agit
d'un schema temporel explicite, ou les gradients spatiaux sont estimes par dierences
nies et avec l'aide de la methode du minmod.
L'approche du minmod permet de bien encadrer l'estimation de la derivee, et ainsi de
garder un contro^le sur la variation de la solution. La fonction minmod est denie par :
minmod(a; b) =
8
<
:
sign(a)min(jaj; jbj) si a < b
0 sinon:
Les gradients spatiaux sont ensuite estimes en utilisant les equations suivantes :

x
(ih
x
; jh
y
; kh
z
) = minmod(D
+
x
(ih
x
; jh
y
; kh
z
); D
 
x
(ih
x
; jh
y
; kh
z
))

y
(ih
x
; jh
y
; kh
z
) = minmod(D
+
y
(ih
x
; jh
y
; kh
z
); D
 
y
(ih
x
; jh
y
; kh
z
))

z
(ih
x
; jh
y
; kh
z
) = minmod(D
+
z
(ih
x
; jh
y
; kh
z
); D
 
z
(ih
x
; jh
y
; kh
z
))
ou h
x
et h
y
sont les pas de discretisation spatiaux ; D
 
x
et D
+
x
(respectivement D
 
y
, D
+
y
et
D
 
z
, D
+
z
) sont les derivees a gauche et a droite dans la direction x (respectivement y et
z), elles sont denies par :
D
 
x
 =
(i+ 1; j; k)  (i; j; k)
h
x
et
D
+
x
 =
(i; j; k)  (i  1; j; k)
h
x
Neanmoins, il est montre dans [SKS
+
93] que l'utilisation de cette methode ne permet
pas une estimation correcte de la norme des normales dans le cas de singularite de la
solution. Pour estimer les carres des derivees partielles on utilise alors une autre methode
d'approximation :

2
x
= (max(D
+
x
(i; j; k); D
 
x
(i; j; k); 0))
2

2
y
= (max(D
+
y
(i; j; k); D
 
y
(i; j; k); 0))
2

2
z
= (max(D
+
z
(i; j; k); D
 
z
(i; j; k); 0))
2
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De ces dierentes approximations on peut deduire la version discrete du schema d'evolu-
tion de l'equation de propagation (9.19) :

+1
= 

+ [ a (max (D
+
x


; D
 
x


; 0))
2
+ b

max

D
+
y


; D
 
y


; 0

2
+ c (max (D
+
z


; D
 
z


; 0))
2
  d minmod(D
+
x


; D
 
x


)minmod

D
+
y


; D
 
y



  e minmod (D
+
x


; D
 
x


)minmod(D
+
z


; D
 
z


)
  f minmod

D
+
y


; D
 
y



minmod(D
+
z


; D
 
z


) ]
1
2
;
(9.20)
ou  represente le parametre de relaxation. La convergence vers une solution stable est
assuree des lors que la resolution temporelle  et les resolutions spatiales h
x
, h
y
et h
z
satisfont la condition de Courant-Friedrish-Lewy [CFL67] :
 
1
min(h
x
; h
y
; h
z
)
: (9.21)
En pratique, la resolution spatiale est donnee par celle de l'image et la resolution tempo-
relle est calculee de maniere a respecter l'equation (9.21).
9.2.5 Mise en correspondance
La methode, presentee aux paragraphes precedents, permet de calculer la propagation
d'une surface le long d'une hypersurface et d'obtenir ainsi une mesure de distance geo-
desique. Comme dans le cas 2D, on deduit une methode de mise en correspondance en
calculant des chemins de cou^t optimal entre deux surfaces.
S et D representent a nouveau les structures a mettre en correspondance, mais cette fois
ce sont des surfaces. On denit egalement les fonctions implicites 
0
et 
0
, permettant
d'initialiser l'algorithme de calcul de  et . On utilise la distance euclidienne d que
l'on peut calculer par exemple en utilisant la methode proposee par Danielson [Dan80].
On restreint la famille des surfaces etudiees a celle dont il existe un \interieur" et un
\exterieur". On doit en eet assurer que 
0
(respectivement 
0
) soit positive a l'exterieur
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de la surface S (respectivement D) et negative a l'interieur, on choisit donc :

0
=
8
>
>
<
>
>
:
 d(x; y; z) si (x; y; z) 2 interieur de 
 1
0
(0)
0 si (x; y; z) 2 
 1
0
(0)
+d(x; y; z) si (x; y; z) 2 exterieur de 
 1
0
(0)
(9.22)
La resolution de l'equation (9.19) donnee par le schema (9.20) en respectant la condition
(9.21), permet d'obtenir  et . On en deduit les cartes de distances geodesiques D
S
et
D
D
:
D
S
= f(x; y; z; (x; y; z))g
et
D
D
= f(x; y; z; (x; y; z))g:
Les chemins geodesiques minimaux, connectant les surfaces S et D, sont obtenus en
minimisant la fonction de cou^t f :
f(x; y; z) = (x; y; z) + (x; y; z)
le long du chemin. Ce qui revient a calculer les chemins p tels que :
8
<
:
dp
ds
(x; y; z; s) =  r( + )
p(x; y; z; 0) = (x; y; z)
(9.23)
ou s est l'abscisse le long de p.
Les equations de ce type sont aisement resolvables numeriquement. D'une maniere gene-
rale, les equations dierentielles du type :
8
<
:
@p
@s
(x; y; z; s) = f(s; p(t))
p(0) = p
0
(9.24)
possedent une solution si la fonction f est lipchitzienne, c'est a dire si elle verie la
condition :
9L > 0 j 8s; 8p
1
; p
2
2 IR; jf(s; p
1
)  f(s; p
2
)j  Ljp
1
  p
2
j:
Les dierentes methodes numeriques de resolution de ces equations utilisent une approxi-
mation en dierence nies :
@p
@s
'
p(s
n+1
)  p(s
n
)
h
d'ou le schema :
p(s
n+1
) = p(s
n
) + hf(s
n
; p
n
) (9.25)
171
Mise en correspondance avec chemins geodesiques
ou h est le pas de discretisation. La condition de Lipchitz sut a assurer la convergence.
On peut en outre ameliorer la methode en developpant le terme f(s
n
; p
n
) par la formule
de Taylor a un ordre xe. Ici, on ne possede pas une expression explicite de f : seules les
valeurs de f sont connues sur les nuds de la grille de discretisation, qui a ete utilise pour
calculer  et . On ne peut donc pas calculer les valeurs des derivees successives de f .
Pour resoudre l'equation on utilise une methode introduite par Runge-Kutta [AG83] : on
s'appuie sur le fait que la solution de l'equation 9.24 est :
p(s)  p(s
0
) =
Z
s
s
0
f(t; p(t))dt:
Pluto^t que d'approximer f on cherche a approximer l'integrale de f . Si on utilise des
methodes dites de Simpson, on retrouve le schema (9.25), soit le schema explicite suivant :
p
n+1
= p
n
+
h
6
(f
1
n
+
f
2
n
2
+
f
3
n
2
+ f
4
n
);
avec :
8
>
>
>
>
>
<
>
>
>
>
>
:
f
1
n
= f(s
n
; p
n
)
f
2
n
= f(s
n
; p
n
+ 2hf
1
n
)
f
3
n
= f(s
n
; p
n
+ 2hf
2
n
)
f
4
n
= f(s
n
; p
n
+ hf
3
n
):
Ce schema est dit de Runge-Kutta d'ordre 4. La condition de Lipchitz assure la conver-
gence vers une solution unique de l'equation (9.24). On utilise ici cette methode pour
resoudre l'equation (9.23) et construire les chemins de mise en correspondance entre les
deux surfaces. Les composantes du gradient qui ne sont pas sur des nuds de la grille
de discretisation sont calcules par interpolation trilineaire a partir du champ de gradient
connu.
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9.2.6 Application
Initialisation
On denit l'initialisation du processus de la me^me facon que precedemment :

0
(x; y; z) =
8
>
>
<
>
>
:
 d(x; y; z) si (x; y; z) 2 interieur de 
 1
0
(0)
0 si (x; y; z) 2 
 1
0
(0)
+d(x; y; z) si (x; y; z) 2 exterieur de 
 1
0
(0):
(9.26)
En utilisant le schema explicite de propagation (9.20), on peut ainsi calculer  a partir de
l'initialisation 
0
(respectivement  a partir de 
0
), et par consequent le graphe D
S
(res-
pectivement D
D
) de la distance a la surface S (respectivement D) le long de l'hypersurface
W , telle que :
D
S
= f(x; y; z; (x; y; z))g
et respectivement :
D
D
= f(x; y; z; (x; y; z))g:
Denition de l'hypersurface
On se propose d'utiliser deux types d'hypersurface de cou^t. L'une ne s'appuie uniquement
sur la distance euclidienne : c'est une mesure de \l'eloignement" entre les deux structures.
L'autre incorpore des proprietes geometriques des surfaces a mettre en correspondance en
utilisant la notion de courbure moyenne.
1. Comme dans le cas de la mise en correspondance de courbes on peut denir une
hypersurface de cou^t simple basee sur la distance euclidienne au contours (on utilise
la methode de Danielson [Dan80] etendue au cas 3D pour la calculer). On denit
W par :
W (x; y; z; w(x; y; z)) = (x; y; z;min(j
0
j; j
0
j)) (9.27)
On applique cette denition sur des exemples synthetiques an de valider la me-
thode. On verie sur la gure 9.9 la coherence des resultats sur un cas trivial, deux
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Fig. 9.9 { Mise en correspondance de deux spheres concentriques.
spheres concentriques. Les chemins connectant les deux spheres sont logiquement
orthogonales aux deux surfaces.
La gure 9.10 illustre egalement la mise en correspondance de deux spheres mais qui
sont excentrees. Les chemins sont colores par la distance a la surface de destination
(ici la sphere verte). On remarque que de part la forme de l'hypersurface de cou^t,
basee uniquement sur la distance separant les structures, les chemins qui partent
de la sphere rouge au niveau de la eche sont quasiment tangents a la surface de
depart.
On applique maintenant le processus de mise en correspondance dans le cas d'un
changement de topologie, deux spheres fusionnent pour devenir un ellipsoide. La
gure 9.11 illustre la construction des chemins de mise en correspondance partant
des spheres rouges. La couleur des chemins est en relation avec la distance a la
structure d'arrivee (ici plus ils sont bleu fonce, plus l'ellipsoide est proche). En
augmentant le nombre de points de depart et en tracant les trajectoires depuis
l'ellipsoide, on peut mieux se rendre compte de l'eet du changement de topologie.
Ce resultat est a comparer avec celui de la mise en correspondance de deux cercles
avec une ellipse sur la gure 9.5.
2. Dans une perspective de mise en correspondance plus proche de la realite physique
des deux surfaces, notamment s'il s'agit de deux occurrences de la surface du sol
(representees par deux modeles numeriques de terrain), il est interessant de pouvoir
s'appuyer egalement sur la conservation de certaines proprietes geometriques.
Dans le cas bidimensionnel, on s'appuie sur la courbure. Lorsqu'il s'agit d'une surface
174
9.2 Mise en correspondance de surfaces
Fig. 9.10 { Mise en correspondance de deux spheres excentrees.
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Fig. 9.11 { Mise en correspondance de deux spheres avec un ellipsoide.
Fig. 9.12 {Mise en correspondance de deux spheres avec un ellipsoide, autre visualisation.
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on peut denir [dC76] la courbure normale maximale 
1
et la courbure normale
minimale 
2
correspondant chacune aux directions principales en un point p donnees
par les vecteurs propres de la matrice fondamentale de la surface en p. On appelle
ces deux courbures les courbures principales. On peut en deduire une denition de
la courbure moyenne  :
 =

1
+ 
2
2
:
Un des avantages de la formulation par level-set est que la courbure moyenne est
donnee par une equation simple [Set96] :

S
=
(
yy
+ 
zz
)
2
x
+ (
xx
+ 
zz
)
2
y
+ (
xx
+ 
yy
)
2
z
  2
x

y

xy
  2
x

z

xz
  2
y

z

yz
(
2
x
+ 
2
y
+ 
2
z
)
3=2
:
Comme dans le cas 2D, on utilise un critere d'appariement  deni a partir de la
taille du voisinage a prendre en compte , de la distance euclidienne d et cette fois
de l'ecart entre les courbures moyennes  = 
S
  
D
:
(; d) = 1 

2
1 + d
2

2
=
:
On denit le nouveau graphe d'hypersurface :
W (x; y; z; w(x; y; z)) = min (j
0
j(; 
0
); j
0
j(; 
0
)) : (9.28)
On utilise cette denition pour suivre l'evolution de la surface du sol. La gure 9.13 illustre
le resultat de la mise en correspondance d'un modele numerique de terrain synthetique
avec le me^me MNT apres sa deformation par le modele geophysique de Mogi (voir chapitre
4).
La gure 9.14(a) la me^me mise en correspondance vue de dessus, cette image est a com-
parer avec le champ des deformations fourni par le modele geophysique et visualise gure
9.14(b) comme un interferogramme dierentiel.
Le me^me modele est utilise dans un cas reel pour suivre le degonement post-eruptique
de l'Etna. La gure 9.15 montre la carte de deformation synthetique applique au MNT
pour generer la seconde occurence de la surface du sol et un interferogramme dieren-
tiel representant la me^me deformation de l'Etna. La mise en correspondance du modele
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Fig. 9.13 { Mise en correspondance d'un modele numerique de terrain synthetique avec
la me^me surface deformee par un modele geophysique.
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(a) (b)
Fig. 9.14 { Chemins de mise en correspondance vus de dessus et champ de deformation
visualise comme un interferogramme.
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(a) (b)
Fig. 9.15 { Interferogramme dierentiel et carte de deformation simulee par le modele
geophysique.
numerique de terrain avec la surface deformee par le modele de Mogi est visualise gure
9.16, sur cette image l'axe vertical a ete etire de maniere a facilite la visualisation des
connexions. Le me^me resultat est visualisee vue de dessus sur la gure 9.17, ce qui permet
de mieux se rendre compte de la complexite de la mise en correspondance.
9.3 Conclusion
Cette partie propose une nouvelle approche pour suivre l'evolution de surfaces. Il s'agit
d'une methode pour mettre en correspondance deux surfaces arbitraires de IR
3
. Elle utilise
une generalisation d'un schema d'evolution de courbes base sur la distance geodesique,
et repose sur le developpement d'une equation de propagation de surfaces pour des va-
rietes d'ordre 3 plongees dans IR
4
. Ensuite, en s'appuyant sur la theorie de propagation
des fronts, l'equation d'evolution est reecrite en utilisant la formulation des isocontours
(level-set), qui fournit des algorithmes stables utilises pour resoudre numeriquement cette
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Fig. 9.16 { Mise en correspondance de deux occurences de la surface de l'Etna.
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Fig. 9.17 { Mise en correspondance de deux occurences de la surface de l'Etna (vue de
dessus).
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equation aux derivees partielles. Gra^ce a cette formulation, on calcule facilement la cour-
bure des surfaces et on peut gerer les changements de topologie. On calcule ainsi une carte
de distance sur une hypersurface de cou^t. La methode de mise en correspondance consiste
a utiliser cette distance pour calculer les chemins optimaux entre les deux surfaces. Ces
chemins optimaux minimisent un critere de cou^t qui est formalise explicitement par la
denition de l'hypersurface. Cette formulation confere a la un aspect tres general : en eet,
la denition de l'hypersurface peut inclure un grand nombre de proprietes. Les proprietes
utilisees dans cette etude sont la distance et la courbure, on peut ainsi gerer a la fois les
changements de topologie et les grandes deformations, tout en restant ecace dans le cas
de deformations plus faibles. Une extension de ce travail pourrait e^tre d'incorporer dans
la denition de l'hypersurface des informations supplementaires, comme par exemple une
connaissance, a priori, de la deformation issue d'algorithmes de detection de mouvement
ou de l'interferometrie dierentielle. D'autre part, l'utilisation de l'operateur de Hodge
pour denir l'equation de propagation de surface devrait permettre une generalisation
aux dimensions supplementaires. Cette generalisation menerait a une methode de mise en
correspondance plus universelle, qui permettrait d'apparier des objets tridimensionnels
pourvus d'attributs (comme la couleur ou la texture par exemple).
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Cinquieme partie
Perspectives et conclusion
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Perspectives
Generalisation aux dimensions supe-
rieures
Ces quelques pages proposent des perspectives d'extension concernant la methodologie de
mise en correspondance proposee dans ce document. L'approche introduite s'appuie sur une
formulation de geometrie moderne, l'operateur de Hodge. Celle-ci ouvre des possibilites de
generalisation aux dimensions superieures. On peut en deduire intuitivement une formulation
de l'equation de propagation de varietes de dimension n   1 plongees dans un espace de
dimension n.
Dans la quatrieme partie de ce manuscrit a ete proposee une methode de mise en corres-
pondance de surfaces de IR
3
, se propageant le long d'une hypersurface de IR
4
. Pour cela, il
a fallu introduire la notion de \produit vectoriel" sur un espace a quatre dimensions gra^ce
a l'operateur  de Hodge. Cette notion peut e^tre etendue a des vecteurs de dimension n 1
dans IR
n
. Ainsi, on peut supposer une generalisation possible de l'equation d'evolution
(9.17) du chapitre 9 de la quatrieme partie :
@
@t
= 

~
N ^
~

u
1
^
~

u
2
^    ^
~

u
n 2

(29)
ou (u
1
; u
2
; : : : ; u
n 2
; t) est orthogonal a la famille de parametrisation d'une variete n  2
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inscrite sur une hypersurface X de IR
n
. Cette equation represente l'evolution distance geo-
desique d'une variete de dimension n  2 sur X. On peut generaliser la theorie presentee
dans la quatrieme partie et donner une formulation eulerienne de l'equation de propaga-
tion projetee   (u
1
; u
2
; : : : ; u
n 2
; t) sur l'hyperplan (x
1
; x
2
;    ; x
n 1
) de IR
n
. Ensuite
l'hypersurface X est denie sous la forme d'un graphe de fonction w : IR
n 1
 ! IR :
X(x
1
; x
2
;    ; x
n 2
; x
n 1
) = f(x
1
; x
2
;    ; x
n 1
)jx
n 1
= w(x
1
; x
2
;    ; x
n 2
)g
On peut alors denir les coecients p
i
=
@w
@x
i
, avec 1  i  n  1.
En exprimant cette projection gra^ce a la formulation des isocontours d'une fonction  :
IR
n 1
 IR  ! IR. On obtient l'equation une generalisation de l'equation (9.19) de la
quatrieme partie :
@'
@t
=
p
U
t
MU
ou M est une matrice de la forme :
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et U un vecteur dont les composantes sont les
@'
@x
i
, 1  i  n  1 :
U =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
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A
La resolution numerique introduite dans la quatrieme partie se generalise et permet de
calculer la carte des distances sur une grille de dimension n. L'algorithme de mise en
correspondance peut alors e^tre etendu en dimension n.
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Conclusion
Le travail eectue dans cette these suit une demarche simple. L'objectif est d'etudier l'evo-
lution temporelle de phenomenes terrestres au moyen de l'imagerie radar. Les donnees in-
terferometriques radar fournissent justement des mesures de l'evolution. Pour suivre cette
evolution, il faut d'abord corriger les interferogrammes de leur ambigute de mesure, trou-
ver quelles sont les zones du sol qui correspondent a une evolution, suivre cette evolution
en mettant en correspondance des occurrences successives du sol.
La premiere partie de ce manuscrit donne les informations necessaires pour bien inter-
preter les images radar. Elle detaille le mode d'acquisition ainsi que la description des
particularites des images interferometriques. De part leur denition, les interferogrammes
sont intrinsequement multi-temporels. Ils sont donc tres interessant dans la problematique
abordee ici et ces images sont utilisees tout au long de cette these.
Le signal interferometrique n'est connu qu'a un modulo pres. Lever cette ambigute sur
la mesure est un probleme bien connu du traitement d'image. Les algorithmes pour y re-
pondre sont appeles des methodes de deroulement de phase. Il s'agit de segmenter l'image
en regions de me^me ordre. La deuxieme partie propose un tour d'horizon des approches
connues pour ce deroulement. Ensuite, elle detaille une theorie qui tente d'unier les
avantages des dierentes approches. L'algorithme est base sur approche iterative en trois
etapes comportant une segmentation par croissance de region, une amelioration de cette
segmentation par une approche markovienne et un mecanisme de detection des erreurs
pour un retour en arriere. Cette methode est validee sur des donnees synthetiques et
reelles. Elle est construite an de pouvoir e^tre amelioree par des heuristiques simples.
Ainsi, une perspective d'amelioration de la methode proposee peut e^tre d'introduire une
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ponderation par l'image de coherence. On peut egalement s'interesser a l'image d'inten-
site. Via une segmentation au prealable de cette image, on autoriserait des discontinuites
dans l'image deroulee en presence de zone de forte intensite.
La troisieme partie s'interesse au probleme de la detection de changement. De part les
caracteristiques des images utilisees, cela correspond en fait a un probleme de segmenta-
tion. L'approche proposee est une methode de segmentation markovienne, qui prend en
compte les proprietes des zones de changement. Ce modele peut e^tre utilise dans un cadre
plus general de segmentation d'image et presente l'intere^t de pouvoir prendre en compte
plusieurs types d'informations simultanement. Il est utilise avec succes sur la phase et
la coherence dans le cas de la segmentation d'eets phasimetriques apparaissant conse-
cutivement a des episodes pluvieux. Il devient par contre plus instable dans le cas de la
segmentation d'un glissement de terrain : les donnees disponibles etant aux bornes accep-
tables des conditions de generation des images, les hypotheses du modele ne sont plus
valables. On peut neanmoins conclure que cette methode ouvre de grandes possibilites
en matiere d'amelioration de resultats de classication. Par contre, il serait necessaire de
reechir a un modele plus adapte a la specicite des glissements de terrain.
Une contribution majeure du travail de recherche eectue dans cette these est presentee
dans la quatrieme partie. Il s'agit d'une methode de mise en correspondance de surfaces
qui s'appuie sur la generalisation de l'equation de propagation d'une courbe le long d'une
surface au cas d'une surface le long d'une hypersurface. Une formulation via la theorie
des isocontours permet d'ancrer cette methode dans un cadre tres general puisqu'elle
autorise les changements de topologie. Par ailleuurs, cette formulation fournit des me-
thodes stables pour evaluer la courbure et resoudre l'equation de propagation. Le critere
de mise en correspondance est exprime de facon explicite par la denition de l'hypersur-
face. Celle-ci permet de gerer les grandes deformations, tout en restant ecace quand les
deformations sont de plus faibles amplitudes. Elle permet egalement d'incorporer d'autre
type d'information comme une connaissance a priori du mouvement. Enn, la generalisa-
tion du produit vectoriel, gra^ce a l'operateur de Hodge, devrait permettre de generaliser
l'equation de propagation dans des espaces a n dimensions et par consequent d'introduire
un modele de mise en correspondance d'objets pouvant gerer un grand nombre d'attributs.
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Ce manuscrit propose plusieurs outils d'analyse d'image pouvant constituer une cha^ne de
traitement de donnees radar pour l'etude de l'evolution du sol. Le choix d'utiliser essen-
tiellement des donnees interferometriques permet de valider les beneces qu'apporte l'in-
formation de phase dans cette problematique. Un prolongement possible de cette these se-
rait bien su^r, l'emploi d'autres capteurs pour fusionner l'information provenant de sources
dierentes. Chacune des methodologies mises en uvre est abordee de maniere a develop-
per des outils generiques, reutilisables dans d'autre thematiques. Toutefois, les methodes
presentees dans ce manuscrit peuvent e^tre aisement ameliorees, et les problematiques trai-
tees restent tres ouvertes. D'un point de vu applicatif, les methodes de deroulement et de
segmentation proposees peuvent e^tre considerees comme des outils dont les potentialites
sont desormais connues. Sur un plan theorique, l'approche pour la mise en correspon-
dance, developpee au cours de cette these, est la partie qui ouvre le plus de perspectives.
Elle devrait pouvoir e^tre etendue a des dimensions superieures et ainsi deboucher sur une
methodologie tres generale.
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Modelisation markovienne appliquee a la segmentation d'image
Annexe A
Modelisation markovienne appliquee
a la segmentation d'image
Deux des methodes proposees dans ce manuscrit s'appuient sur des modelisations marko-
viennes. Les modeles stochastiques sont maintenant largement utilises en analyse d'image,
notamment sur des problemes de segmentation. Apres une breve introduction au champs
markoviens, quelques algorithmes de relaxation sont presentees et on indique comment ces
methodes sont appliquables a la segmentation d'image. Pour plus de details sur l'approche
Bayesienne du traitement d'image on pourra se referrer a [Win95].
A.1 Rappel sur les champs de Markov
A.1.1 Systeme de voisinage
Soit S = s
1
; s
2
; :::; s
n
un ensemble de sites.
Denition 1 (Systeme de voisinage) : V = fV
s
js 2 Sg est un systeme de voisinage
pour S
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si et seulement si :
1. s 2 V
s
2. s 2 V
r
, r 2 V
s
(S,V) est un graphe.
Denition 2 (Clique) : c  S est une clique si et seulement si :
1. card(c) = 1
2. card(c)  2 et deux elements distincts de c sont toujours voisins.
L'ensemble des cliques est note C.
Exemple :
CliquesSysteme de 4-voisinage
Fig. A.1 { Deux cliques d'ordre 2 et une clique d'ordre 1 pour un voisinage denissant la
4 connexite.
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A.1.2 Distribution de Gibbs et champ de Markov aleatoire
Soient X = fX
s
js 2 Sg une famille de variables aleatoires indexee par S telle que 8s 2 S :
X
s
2 , ou  = f0; 1; :::L  1g est l'espace des etats possibles ; 
 = fx = (x
1
; :::; x
N
)jx
i
2
; 1  i  Ng l'ensemble de toutes les congurations possibles.
Denition 3 (Champ de Markov aleatoire) X est un champ de Markov aleatoire
respectant le voisinage V si :
1. 8x 2 
 : IP (X = x)  0
2. specications locale du champ de Markov :
8s 2 S et x 2 
 : IP (X
s
= x
s
jX
r
= x
r
; r 6= s) = IP (X
s
= x
s
jX
r
= x
r
; r 2 V
s
)
Denition 4 (Distribution de Gibbs) une distribution de Gibbs relative a fS;Vg est
une mesure de probabilite  sur 
 denie par :
(x) =
1
Z
e
 E(x)
(A.1)
ou :
{ Z =
X
x2

e
 E(x)
est une constante de normalisation ;
{ E est une fonction d'energie denie sur les cliques telle que :
E(x) =
X
c2C
V
c
(x) (A.2)
ou V
c
est une fonction potentielle sur 
 telle que V
c
depende seulement des valeurs
x
s
telles que s 2 c.
L'un des theoremes les plus importants est sans doute celui d'Hammersley-Cliord qui
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met en evidence l'equivalence entre les champs de Markov aleatoires et les distributions
de Gibbs :
Theoreme 1 (Hammersley-Cliord) : X est un champ de Markov aleatoire respectant
le voisinage V si et seulement si (x) = IP (X = x) est une distribution de Gibbs respectant
V.
A.2 Les algorithmes de relaxation
Apres avoir deni le cadre mathematique de la modelisation, se pose le probleme d'obtenir
une realisation du champ de Markov X associe a la distribution de Gibbs  et l'energie
E [HZ83].
C'est a dire resoudre l'equation :
x^ = argmax
x2

1
Z
e
 E(x)
= argmin
x2

E(x) (A.3)
Cette equation est en general, dicile a resoudre. La litterature fournie plusieurs ap-
proches pour en trouver une solution, comme : le mode iteratif conditionnel (ICM), l'al-
gorithme de Metropolis, l'echantillonneur de Gibbs, le recuit simule ou les methodes de
relaxation multi-echelles [KBZ94].
Deux exemples d'algorithmes :
{ l'ICM (Iterated Conditional Mode) est un algorithme deterministe pour resoudre
l'equation (A.3) ; il a l'avantage de converger rapidement mais le desavantage de
s'arre^ter sur des minimums locaux. Soit fn
k
; k = 1; 2; :::g la sequence des sites
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visites et x
k
l'image a la k
ime
iteration :
Algorithme 1 (ICM)
1. choisir une bonne conguration initiale x
0
,
k = 0 et soit e > 0 un seuil.
2. x
k+1
=  si  = x
k
j
x
k
n
k
=
pour  2  et  = argmin
2
E(x
k
j
x
k
n
k
=
)
3. si jE(x
k
)  E(x
k 1
)j > e alors k = k + 1 et goto 2
{ le recuit simule (annealing) [GG84] converge vers une solution globale optimale,
mais cette convergence est lente. C'est une methode stochastique.
Pour realiser le recuit simule, on denit la mesure de Gibbs 
T
avec la fonction
d'energie E et la temperature T :

T
=
1
Z
T
e
(
 E(x)
T
)
ou Z
T
=
X
x2

e
(
 E(x)
T
)
.
Algorithme 2 (Recuit simule)
1. soient k = 0, x
0
une conguration initiale et e > 0 un seuil.
2. x
k+1
=  avec la probabilite 
T
() = e
(
 E(x)
T
)
si  = x
k
j
x
k
n
k
=
pour chaque  2 
3. si jE(x
k
)  E(x
k 1
)j > e alors k = k + 1, T diminue et goto 2
A.3 Application a la segmentation d'image
L'objectif de la segmentation d'image est de de partitionner une image en zones d'inte-
re^ts. A chaque pixel de l'image on aecte un label correspondant a une de ces zones. La
signication du label depend du probleme a resoudre. Pour une classication d'image, par
exemple, le label correspond a une classe ; pour une detection de contour, il correspond a
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la presence du contour ; etc. Ainsi nous avons le probleme general suivant :
On a l'image S = fs
1
; s
2
; :::; s
N
g avec un systeme de voisinage V et un ensemble d'obser-
vation F = ff
s
js 2 Sg. Chaque pixel doit avoir un label provenant de  = f0; 1; :::; L 1g.

 est l'ensemble des congurations x = (x
s1
; :::; x
sN
); x
s
2 . X est le champ de Markov
aleatoire relatif au voisinage V avec une energie correspondante E telle que E = E
1
+E
2
,
ou E
1
(energie image) determine les interactions entre les sites labels et les sites pixels,
E
2
(energie de regularisation) est denie seulement sur le reseau des sites labels :
IP (X = x) =
1
Z
e
 E(x)
E(x) =
X
c2C
V
c
(x)
On construit un estimateur bayesien pour determiner la meilleure labelisation, telle qu'elle
maximise la distribution IP (X = x j F) :
IP (X = x j F) =
IP (F j X = x)IP (X = x)
IP (F)
On maximise donc IP (F j X = x)IP (X = x), ce qui revient a chercher :
min
x
[E
1
+ E
2
]
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Annexe B
Propagation d'une surface le long
d'une hypersurface
.
L'equation de propagation de surfaces le long d'une hypersurface de cou^t proposee au chapitre
9 de la quatrieme partie basee sur la denition d'un produit vectoriel sur IR
4
est ensuite projetee
sur IR
3
. Cette annexe introduit brievement la notion de produit vectoriel sur des espaces a n
dimension et rappelle les formules de calcul sur IR
4
, ensuite elles sont utilisees pour projeter
l'equation de propagation.
B.1 Algebres exterieures et operateur  de Hodge
Nous donnons dans les lignes qui suivent un apercu de cette theorie. Le lecteur interesse
pourra se referer a [AMR88] pour un expose plus complet.
Soit IE un espace vectoriel reel de dimension nie n, et (e
1
; e
2
;    ; e
n
) une base de IE.
On demontre qu'il est possible de construire, pour chaque entier p (0  p  n) un nouvel
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espace vectoriel, denote 
p
(IE) tel que:
{ par convention, 
0
(IE) = IR et 
1
(IE) = IE.
{ 
p
(IE) est l'ensemble des sommes formelles
X
(i
1
;i
2
;i
p
)
a
i
1
;i
2
;i
p
u
i
1
^u
i
2
^  u
i
p
, pour des
multi-indices (i
1
; i
2
;    i
p
) et des coecients reels a
i
1
;i
2
;i
p
, les u
i
j
etant des vecteurs
de IE.
Les 
p
(IE) s'appellent les puissances exterieures de l'espace vectoriel IE. Les \produits"
u
i
1
^u
i
2
^  u
i
p
sont supposes e^tre multilineaires en les variables u
i
1
; u
i
2
;    ; u
i
p
et alternes,
c'est a dire u
i
1
^ u
i
2
^    ^ u
i
p
= 0 des que deux vecteurs sont egaux dans le produit.
On demontre que pour chaque entier p, 0  p  n, 
p
(IE) est de dimension nie egale a
C
p
n
=
n!
p!(n  p)!
. Une base de 
p
(IE) est donnee par la famille des (e
i
1
^ e
i
2
^    ^ e
i
p
)
avec 1  i
1
 i
2
    i
p
 n. Par exemple, si IE est l'espace IR
4
muni de sa base naturelle
(e
1
; e
2
; e
3
; e
4
), la base standard de 
3
(IR
4
) est (e
1
^e
2
^e
3
; e
1
^e
2
^e
4
; e
2
^e
3
^e
4
; e
1
^e
3
^e
4
),
et celle de 
4
(IR
4
) est (e
1
^ e
2
^ e
3
^ e
4
).
Supposons maintenant qu'un produit scalaire h ; i soit deni dans IE. On peut alors
construire un produit scalaire h ; i
p
dans 
p
(IE) par l'egalite:
hu
1
^ u
2
^    ^ u
p
; w
1
^ w
2
   ^ w
p
i
p
= det(hu
i
; w
j
i) (B.1)
On remarque que, puisque C
p
n
= C
n p
n
, les deux espaces vectoriels 
p
(IE) and 
(n p)
(IE)
sont isomorphes. L'operateur  de Hodge permet de construire un isomorphisme \stan-
dard" entre ces deux espaces vectoriels de la facon suivante. Soient  et  deux elements
de 
p
(IE) et 
(n p)
(IE) respectivement. L'image de  par l'operateur de Hodge est notee
habituellement , elle appartient a 
(n p)
(IE) et est denie par l'egalite:
 ^  = h; i
n p
e
1
^ e
2
^    ^ e
n
(B.2)

Etudions a present quelques exemples simples. Supposons que IE est l'espace IR
3
, et que u
et v sont deux vecteurs de IR
3
. En utilisant des calculs elementaires sur les determinants et
l'equation B.2, on montre facilement que (u^v) est le produit vectoriel habituel des deux
vecteurs u et v dans IR
3
. Si w un troisieme vecteur dans IR
3
, (u^ v ^w) est simplement
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4
le determinant det(u; v; w), autrement dit le produit mixte de ces trois vecteurs. Prenons
maintenant IE = IR
4
et considerons trois vecteurs lineairement independants u; v et w
dans IR
4
. On montre facilement que (u ^ v ^ w) possede les proprietes suivantes:
{ c'est un vecteur de IR
4
orthogonal a u, v et w ;
{ la base (u; v; w; (u^ v ^ w)) est directe ;
{ ses composantes sont :
0
B
B
@
 








u
2
u
3
u
4
v
2
v
3
v
4
w
2
w
3
w
4








;








u
1
u
3
u
4
v
1
v
3
v
4
w
1
w
3
w
4








; 








u
1
u
2
u
4
v
1
v
2
v
4
w
1
w
2
w
4








;








u
1
u
2
u
3
v
1
v
2
v
3
w
1
w
2
w
3








1
C
C
A
dans la base standard de 
3
(IR
4
) ( avec u = u
1
e
1
+ u
2
e
2
+ u
3
e
3
+ u
4
e
4
et de me^me
pour v,w) ;
{ on a k (u ^ v ^ w) k
2
=








hu; ui hu; vi hu; wi
hv; ui hv; vi hv; wi
hw; ui hw; vi hw;wi








.
Cette derniere egalite k (u ^ v ^ w) k
2
est particulierement utile, car elle generalise une
formule connue sur la norme du produit vectoriel ordinaire dans IR
3
.
B.2 Projection sur IR
3
de l'equation de propagation
de surfaces dans IR
4
L'equation de propagation le long de t de surfaces (u; v) s'appuyant sur un graphe
d'hypersurface W  IR
4
a ete denie au chapitre 9 par :
@
@t
= 

~
N ^
~

u
^
~

v

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On veut montrer que
F =
q
an
2
1
+ bn
2
2
+ cn
2
3
  dn
1
n
2
  en
1
n
3
  fn
2
n
3
ou ~n = (n
1
; n
2
; n
3
) est la normale au contour projete C et F est deni par :
F =
D
~n;  

~
N ^
~

u
^
~

v
E
;
ou 
u
et 
v
les deux tangentes a  sont denies par :
~

u
=

u
jj
u
jj
=
(x
u
; y
u
; z
u
; w
u
)
q
x
2
u
+ y
2
u
+ z
2
u
+ w
2
u
et
~

v
=

v
jj
v
jj
=
(x
v
; y
v
; z
v
; w
v
)
q
x
2
v
+ y
2
v
+ z
2
v
+ w
2
v
;
et
~
N la normale a W denie par :
~
N =
(W
x
^W
y
^W
z
)
jj  (W
x
^W
y
^W
z
)jj
:
On a egalement pose :
W
x
=
 
@x
@x
;
@y
@x
;
@z
@x
;
@w
@x
!
= (1; 0; 0; p)
W
y
=
 
@x
@y
;
@y
@y
;
@z
@y
;
@w
@y
!
= (0; 1; 0; q) ;
et
W
z
=
 
@x
@z
;
@y
@z
;
@z
@z
;
@w
@z
!
= (0; 0; 1; r) :
Gra^ce aux formules introduites dans le paragraphe precedent, on obtient pour
~
N :
~
N =
( p; q; r; 1)
p
1 + p
2
+ q
2
+ r
2
:
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L'equation de propagation devient nalement :

t
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
pq
x
v
x
u
z
v
z
u
+ q
2
y
v
y
u
z
v
z
u
  rp
y
u
y
v
x
u
x
v
  r
2
y
u
y
v
z
u
z
v
 
y
u
y
v
z
u
z
v
p
1 + p
2
+ q
2
+ r
2
q
x
2
u
+ y
2
u
+ z
2
u
q
x
2
v
+ y
2
v
+ z
2
v
 p
2
x
v
x
u
z
v
z
u
  pq
y
v
y
u
z
v
z
u
+ rq
x
u
x
v
y
u
y
v
+ r
2
x
u
x
v
z
u
z
v
+
x
u
z
u
x
v
z
v
p
1 + p
2
+ q
2
+ r
2
q
x
2
u
+ y
2
u
+ z
2
u
q
x
2
v
+ y
2
v
+ z
2
v
p
2
y
u
y
v
x
u
x
v
+ pr
y
u
y
v
z
u
z
v
  q
2
x
u
x
v
y
u
y
v
  qr
x
u
x
v
z
u
z
v
 
x
u
y
u
x
v
y
v
p
1 + p
2
+ q
2
+ r
2
q
x
2
u
+ y
2
u
+ z
2
u
q
x
2
v
+ y
2
v
+ z
2
v
+ un terme qui dispara^t apres la projection
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
On obtient, apres projection :
 



~
N ^
~

u
^
~

v

=
0
B
B
@
qz
u
w
v
  qw
u
z
v
  ry
u
w
v
+ ry
v
w
u
+ y
v
z
u
 qz
u
w
v
+ qw
u
z
v
+ ry
u
w
v
+ y
u
z
v
  ry
v
w
u
  y
v
z
u
py
u
z
v
  py
v
z
u
  qx
u
z
v
+ rx
u
y
v
+ qx
v
z
u
  rx
v
y
u
1
C
C
A
p
1 + p
2
+ q
2
+ r
2
q
x
2
u
+ y
2
u
+ z
2
u
q
x
2
v
+ y
2
v
+ z
2
v
On regarde maintenant la projection de 
t
suivant la normale
~n =
1
n
0
B
B
@
x
u
y
u
z
u
1
C
C
A


0
B
B
@
x
v
y
v
z
v
1
C
C
A
=
0
B
B
B
B
B
B
B
B
B
B
B
@
1
n
y
u
y
v
z
u
z
v
 
1
n
x
u
x
v
z
u
z
v
1
n
x
u
x
v
y
u
y
v
1
C
C
C
C
C
C
C
C
C
C
C
A
=
0
B
B
@
n
1
n
2
n
3
1
C
C
A
ou n est la norme telle que :
n =
















0
B
B
@
x
u
y
u
z
u
1
C
C
A


0
B
B
@
x
v
y
v
z
v
1
C
C
A
















205
Propagation d'une surface le long d'une hypersurface
Le produit scalaire est donc :
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3
de l'equation de propagation de surfaces dans IR
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Annexe C
Caracteristiques des images
d'intensite
Les images radar les plus frequemment produites, n'utilisent que l'information d'amplitude du
signal radar retrodiuse. Les relations entre les donnees mesurees et les grandeurs physiques
correspondantes (inclinaison, coecient de retrodiusion, rugosite, etc) sont decrites. D'autre
part, les images d'intensite radar sont caracterisees par un eet \poivre et sel" responsable
d'un aspect granulaire fort degradant, egalement appele speckle. Les proprietes de ce bruit
caracteristique sont decrites, les ltres les plus couramment utilises pour en attenuer les eets,
sont presentes. En particulier deux methodes de ltrage multitemporel sont detaillees.
C.1 Interpretation des images d'intensite
Les particularites des images SAR reetent les qualites de la surface illuminee, soit essen-
tiellement : le relief et les proprietes intrinseques de la cible au travers du coecient de
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retrodiusion [DB94].
1. Inuence du relief
(a) Zone de compression :
Comme chaque pixel correspond, pour une impulsion donnee, a la somme des
reecteurs elementaires a la me^me distance du radar, il se cree des zones d'ac-
cumulation (ou compression) qui apparaissent en surbrillance dans l'image. Sur
compression
zone de
plan image radial
A B C A B C
A' B' C' A' B' C'
Fig. C.1 { Zone de compression.
la gure C.1, l'inclinaison du sol fait appara^tre sur l'image une zone B
0
C
0
plus
claire qu'une zone plate, du fait de l'augmentation de la densite de reecteurs
elementaires pour la me^me surface dans l'espace image.
(b) Zone d'inversion et zone d'ombre :
Les zones d'inversion sont des cas limites des zones de compression.
Sur la gure C.2 l'inclinaison etant plus forte, le point C est vu par le radar,
avant le point B.
Les zones d'ombre apparaissent quand il y a recouvrement de deux images
(overlay) ; sur la gure C.3 l'image du point B masque celle du point C.
(c) Inuence du coecient de retrodiusion
Le coecient de retrodiusion depend essentiellement :
i. de la frequence de l'onde radar ;
ii. de la polarisation ;
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d'inversion
zone
A
plan image radial
C' B'A'
B
C
Fig. C.2 { Zone d'inversion.
zone
d'ombre
B
A C
A' B' = C'
Fig. C.3 { Zone d'ombre.
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iii. de l'angle d'incidence de l'onde ;
iv. de la geometrie de la surface (rugosite, pente, ...) ;
v. des caracteristiques dielectriques du milieu.
Les caracteristiques A, B et C sont manipulables mais D et E sont intrinseques
a la surface illuminee.
La rugosite des surfaces est un parametre inuent sur la facon dont va e^tre re-
echie l'onde. Plus la rugosite est grande, plus la retrodiusion sera importante
(gure C.4). Suivant les surfaces, on peut observer deux types de reexion ; sur-
face lisse : reexion diuse donc pas d'echo recu par le radar ; surface rugueuse :
reexion speculaire donc fort echo.
Fig. C.4 { Inuence de la rugosite.
Les caracteristiques dielectriques du milieu dependent essentiellement du
type de matiere illuminee et de son degre d'hygrometrie. La constante dielec-
trique d'un milieu depend de sa permitivite relative ainsi que de la profondeur
de penetration du rayonnement. Par exemple, les objets manufactures, conte-
nant beaucoup de metal, ont un fort pouvoir reechissant. De plus il faut parfois
tenir compte d'un eet de volume, c'est le cas en presence de feuillage.
C.2 L'eet de chatoiement
L'amplitude de l'onde caracterisant une surface est fonction des phases des ondes reechies
pour chaque diuseur. La rugosite d la surface illuminee impose une repartition aleatoire
de ces phases elementaires. L'amplitude du champ retrodiuse admet donc un caractere
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aleatoire responsable d'une degradation du contraste des images radars. Ce phenomene
correspond a l'eet de chatoiement ou speckle.
Sous certaines hypotheses, le speckle peut e^tre modelise statistiquement. On parle alors
de speckle totalement developpe quand :
{ l'amplitude et la phase sont independantes l'une et l'autre pour un pixel donne ;
{ l'amplitude et la phase d'un pixel donne sont independantes de celles des pixels
voisins ;
{ les phases sont uniformement distribuees sur [ ; ].
Pour modeliser la nature du speckle, on raisonne par rapport a l'intensite de la retrodif-
fusion : I = A
2
(carre du module du signal E = A e
j	
). La distribution de l'amplitude
etant une loi de Rayleigh :
f
A
(a) =
a

2
e
 a
2
2
2
si a  0; 0 sinon
celle de I est une loi exponentielle :
f
I
(u) =
1
s
e
 u
s
si u  0; 0 sinon
avec s = E[A
2
], la reectivite radar non bruitee. L'intensite du champ retrodiuse s'ecrit
comme le produit de s par un bruit note Z
0
: I = s Z
0
(modele du bruit multiplicatif).
Apres un moyennage N -vues (voir 3), l'intensite ne suit plus alors une loi exponentielle
mais une loi gamma. Le speckle peut donc e^tre modelise comme un bruit multiplicatif de
moyenne 1 et de distribution gamma :
f
Z
0
(z) =
N:(N:z)
N 1
 (N)
e
 N:z
C.3 Attenuation de l'eet de chatoiement
L'exploitation des images SAR, requiert le plus souvent une attenuation de cet eet de-
gradant. A cet eet de nombreux ltres de \lissage" ont ete proposes.
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C.3.1 Filtrage mono-date
Une premiere famille de ltres de type morphologique ou geometrique, tend a reduire
l'aspect granulaire du speckle. C'est le cas par exemple des ltres medians ou du ltre de
Crimmins [Cri86].
Fig. C.5 { Image brute, resultat du ltre median et de celui de Crimmins.
Une seconde famille de ltre, s'appuie sur un modele statistique du speckle. Une esti-
mation locale des parametres est alors eectuee de maniere a ponderer adaptativement
le ltrage. Ce sont par exemple les ltres proposes par Lee [LEE81], Kuan [KSC87] ou
Frost [FSSH82].
Fig. C.6 { Resultat des ltres de Lee, de Kuan et de Frost.
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C.3.2 Filtrage multi-temporel
Une amelioration des qualites de l'information peut-e^tre obtenue utilisant plusieurs images
d'une me^me region et en les fusionnant. Cette technique est la plus prometteuse mais aussi
la plus cou^teuse puisque l'utilisateur doit disposer de plusieurs date d'acquisition radar
sur la me^me zone.
Fig. C.7 { Resultat de deux ltrages multi-temporel, le premier base sur une restoration
bayesienne, l'autre sur un moyennage pondere.
Restauration bayesienne
Le probleme de la restauration de donnees bruitees en utilisant des hypotheses statistiques
constitue, a part entiere, une branche du traitement d'image. Il existe de nombreuses
approches et ce domaine de recherche est l'un des plus actifs.
Le modele decrit, dans ce paragraphe est base sur une approche bayesienne, comme l'ont
proposes Geman et al. [GG84]. Il est adapte a la distribution de l'amplitude et au com-
portement multiplicatif de l'eet de chatoiement. Ce modele a ete propose par Flasque et
al. [Tup97, HRC
+
98].
La premiere partie de ce paragraphe decrit le modele pour une unique image, ensuite il
est etendu a une sequence de r images. On peut montrer que la distribution du module
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A du signal radar retrodiuse est donne par une loi   generalisee [LTL87] :
IP
L
(A) =
2L
L
( (L)2
2
)
L
A
2L 1
e
 
LA
2
2
2
(C.1)
ou L correspond au nombre de vues utilisees pour generer l'image donnee, 2
2
= E [A
2
]
ou E est la valeur recherchee.
Soient :
{ S = fs; t; :::g l'ensemble des pixels ;
{ p = fp
s
g
s2S
une acquisition radar ;
{ et f = ff
s
g
s2S
les donnees reelles a reconstruire.
La probabilite conditionnelle de p
s
(C.1) est donc :
IP (p
s
jf
s
) =
2L
L
 (L)
 
p
2L 1
s
f
2L
s
!
e
 
Lp
2
s
f
2
s
(C.2)
On suppose que le bruit a ses composantes independantes. On a donc :
IP (pjf) =
Y
s2S
IP (p
s
jf)
Dans cette etude f est modelise comme un champ markovien, ou encore que la loi de f
est une distribution de Gibbs. L'equivalence champ de Markov / champ de Gibbs fournit
une formulation explicite de la loi jointe de f . La formule de Bayes s'ecrit :
IP (f jp) =
IP (pjf)IP (f)
IP (p)
: (C.3)
f etant un champ de Markov, le theoreme de Hammersley-Cliord permet d'ecrire :
IP (f) =
1
Z
e
 E(f)
(C.4)
Un algorithme de relaxation est alors utilise pour trouver les congurations de f maximi-
sant sa probabilite, ce qui revient a minimiser E en f .
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Par exemple, l'energie suivante peut e^tre utilisee pour ameliorer la qualite des images
dans le cas d'une seule acquisition, tout en conservant les discontinuites.
E(f) =
X
<s;t>

2
(f
s
  f
t
)
2
1 +

f
s
  f
t


2
(C.5)
ou < s; t > est le couple forme par un pixel s et l'un de ses voisins t.
L'algorithme de relaxation, utilise pour obtenir le resultat, est le recuit simule.
Dans le cas ou une sequence de r acquisitions est disponible, la moyenne p
s
des observa-
tions au site s est donnee par :
p
s
=
1
r
r
X
i=1
p
i
s
;
ou p
i
s
est la i
me
acquisition au pixel s.
Par consequent, la loi de probabilite (C.2) peut s'ecrire :
IP (p
s
jf
s
) =
2Lr
Lr
 (Lr)
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(C.6)
En faisant l'hypothese que les acquisitions sont independantes :
IP (p
1
; :::; p
r
) =
r
Y
i=1
P(p
i
jf)
on peut nalement ecrire la loi de probabilite comme :
IP (p
s
jf
s
) =
2L
Lr
 (Lr)
0
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B
B
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i
s
)
2
f
2
s
: (C.7)
En utilisant la me^me approche que dans le cas mono-date, on peut obtenir une restauration
de l'image (comme celle presentee gure C.7).
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Moyenne ponderee
Il est important pour certaines applications de bien discerner les modications apparues
entre les dierentes dates lors d'acquisitions multiples, ce que ne permet pas l'approche
precedente. L'approche presentee ici, et proposee par Stroobants et al. [HRC
+
98] tente
de resoudre ce probleme, par ponderation adaptative des acquisitions.

Etant donnee une sequence de r images, on cherche a calculer la nouvelle valeur f
s
cor-
respondant au niveau de gris original p
s
au pixel s de la k
ime
acquisition, pour chaque s et
chaque k. Dans le cas d'une continuite temporelle sur la sequence, l'eet de chatoiement
doit e^tre reduit, mais dans la valeur p
s
doit e^tre conservee s'il y a eu des modications au
cours de la sequence.
Pour caracteriser les variations du pixel s entre une acquisition k et une autre l, on denit
le coecient D
k;l
, calcule en chaque pixel s comme :
D
k;l
= a
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B
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  
B
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  
C

C




(C.8)
ou :
{ A
k;l
=

k
s

k
s
 

l
s

l
s
mesure les variations locales de la texture entre k et l ; ou la moyenne
spatiale 
k
s
et l'ecart type 
k
s
sont calcules sur un voisinage de s dans la k
ime
image ;
{ B
k;l
= 
k
s
  
l
s
mesure la variation temporelle de la moyenne locale ;
{ C
k;l
= 1  
k;l
s
mesure la stabilite temporelle gra^ce au coecient de correlation 
k;l
s
calcule sur un petit voisinage autour de s par :

k;l
s
=
(p
k
s
  
k
s
) (p
l
s
  
l
s
)

k
s
 
l
s
{ 
A
et 
A
(respectivement 
B
, 
B
and 
C
, 
C
) correspondent a la moyenne et l'ecart
type de l'ecart type de A
k;l
(B
k;l
et C
k;l
) calcule sur un couple f(k; l)g
l 6=k
.
{ a, b, et c sont des coecients de ponderation xes par l'utilisateur.
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L'application, ou non, du ltrage temporel depend de la valeur 
D
=
X
l 6=k
D
k;l
r   1
, compara-
tivement a deux seuils T
min
et T
max
:
{ si 
D
> T
max
, cela signie que la valeur courante du pixel s dans l'image de refe-
rence k est clairement dierente de celle des autres images de la sequence, et cette
information doit e^tre conservee ; aucun ltrage n'est applique :
f
s
= p
s
{ si 
D
< T
min
, la valeur du pixel est proche de celle prise dans les autres acquisitions ;
on applique alors un simple moyennage temporel pour reduire l'eet de chatoiement :
f
s
=
1
r
r
X
l=1
p
l
s
{ if T
min
< 
D
< T
max
alors la valeur ltree f
s
est donnee par :
f
s
= 
k
s
r
X
l=1

l
p
l
s

l
s
r
X
l=1

l
avec 0  
l
 1 inversement proportionnelle a D
k;l
; de telle maniere que moins la
valeur change entre k et l, plus 
l
est grand.
La gure C.7 illustre un resultat de cette methode applique sur une sequence de 6 images.
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