A deconvolution procedure applicable to overlapping reflections has been developed. The procedure is based on direct fitting of the calculated intensities to the observed ones. The calculated intensity at each scattering angle is assumed to be the sum of (1) background and (2) contributions from individual reflections given as the convolution of the true data functions for the pure diffraction profiles by the observed instrument function. Both expressions for background and pure diffraction profiles contain adjustable parameters. The Gauss-Newton method is employed in minimization, and gives a rapid convergence of the parameters. The procedure has been applied to deconvolution of overlapping reflections from yttria-stabilized tetragonal ZrO2, giving the average crystallite size and microstrain successfully. Examination of truncation effects reveals that the truncations of the functions for instrumental spread and for pure diffraction profiles make the true data functions more Loretzian and increase the integrated intensities, while the calculated background level is affected little. These errors can be suppressed if the convoluted functions of the strong reflection retain > 99% of their profile areas.
Introduction
Crystallite size and microstrain are important quantities determining properties of materials. For example, they are the main factors controlling transformation toughening of ZrO2 ceramics (Evans & Heuer, 1980) . As is well known, these quantities can be obtained from powder patterns by deconvolution of the pure diffraction profile from the observed one, which contains the effect of instrumental broadening. Except for favourable cases, polycrystalline materials such as ceramics give diffraction patterns of a relatively high peak density, and overlapping of peaks limits the number of available peaks for the deconvolution analysis. Therefore, deconvolution of overlapping reflections is a fundamental requisite in the structural studies of materials.
Deconvolution techniques which require no analytical expression for the pure diffraction profile, such as Stokes's (1948) method or Ergun's (1968) iterative method, can in principle be applied to the deconvolution of overlapping reflections. However, the resulting profile is not free from the overlapping of reflections, and information on the profile shapes cannot be obtained for individual reflections (Ergun, 1968) . The method of direct deconvolution developed by Paterson (1950) also requires no analytical expression. In this method, the integral equation is replaced with a set of linear equations which are solved with the aid of the relaxation method. The solution is, however, unstable because of the illconditioning of the matrix, and spurious oscillations occur owing to the termination of experimental data and errors in observation. To stabilize the solution, analytical expressions have been assumed for the "true data function' representing the pure diffraction profile (Lou~r, Weigel & Louboutin, 1969; Lou~r & Weigel, 1969; Moraweck, de Montgolfier & Renouprez, 1977; Toraya, Yoshimura & Somiya, 1983) . Actually, the solution becomes stable in general with this procedure even when the instrumental effect is predominant in the broadening of peaks. However, this method is applicable only to the deconvolution of isolated peaks.
In the present study, a procedure is developed for deconvolution of overlapping reflections by the direct fitting of the observed and simulated profiles. The Gauss-Newton method is adopted to solve the integral equation. Errors associated with the truncation of the convoluted functions are also examined.
Procedure
For overlapping reflections, the total profile intensity y(s) at an angle s can be expressed as 
From (1) and (2) we obtain the relation 
This expression enables one to minimize the function M by the Gauss-Newton method.
The true data function f(x) is expressed as f(x) = IP(x),
where I is also an adjustable parameter, and P(x) is an assumed profile function. When the functions P(x) and g(x) are normalized to have unit areas, the parameter I represents the integrated intensity of h(s).
In the profile-refinement method, Voigt, pseudo-Voigt and Pearson VII functions have been used to represent the true data function (Langford, 1978; de Keijser, Mittemeijer & Rozendaal, 1983; Toraya et al., 1983) .
In the present study, a split Pearson VII function (Toraya, 1986 ) was adopted for P(x). It has adjustable parameters: T the peak maximum position, W the fullwidth at half-maximum (FWHM), A the asymmetry parameter, RL the decaying rate of profile intensity for x < T, and Rn for x > T. It is asymmetrized in two respects, i.e. the different half-widths on the low-and high-angle sides and the two different decay rates RL and RH. The background intensity b(s) is represented
where bl and b2 are adjustable parameters.
Testing the procedure
The procedure described above was applied to the analysis of a powder pattern of tetragonal ZrO 2 doped with 4 mol.% YzO3 and containing a trace of the monoclinic modification. These crystals have distorted fluorite structures. As shown in Fig. l , most of the reflections from the tetragonal modification overlap each other, and a single isolated peak 101 at the lowest angle is also overlapped with 111 and ]11 reflections from the monoclinic phase. In the deconvolution of a non-overlapping peak, a reflection from an annealed sample of the same material as that to be investigated, which is considered to be free from specimen effects, is usually employed to derive the instrument function. However, in the deconvolution of overlapping reflections, an isolated reflection from the same material cannot be used to determine the instrument function. Therefore, a preliminary test was carried out by using well crystallized powders of TiO2, Cr203, ZnO and CeO 2. Deconvolution calculations were performed for the diffraction profile from the ZrO 2 specimen at around 20 = 30 ° using the profiles of five isolated peaks of these oxide powders as the instrument func- tion. Deviation of the integral breadths of the true data function obtained from the five instrument functions was in the range from 3 to 5%. Intensity data were collected with monochromatized Cu Ks radiation and step-scan technique (0.02 ° interval in 20 and a fixed time of 20 s). Isolated peaks from ZnO were chosen to derive the instrument functions for the reflections of the sample lying close to them. The parameters Tj, 1 i, Wj and RLj ( = Rm) for individual reflections and two background parameters bx and b 2 were varied in the least-squares refinement using the computer program (DCVL) written for the present purpose with about 1900 Fortran IV statements. The same profile shape was assumed for closely overlapping reflections. The definition range of P(x) was set to include > 99% of the profile area (see below). The parameters converged smoothly after seven to ten cycles. The result of fitting for 112/200 reflections is shown in Fig. 2 , and the refined parameters, Rp and Rwp factors are presented in Table   1 . The e.s.d.'s of the integral breadths ranged from 1 to 3%. A Williamson-Hall plot (Williamson & Hall, 1953) for the sample shown in Fig. 3 indicates that the present procedure can deconvolute overlapping reflections with reasonable accuracy, although the accuracy is not so high for weak reflections at high angles. A straight line determined by the least-squares method using all data points in Fig. 3 gave an intercept of 1.70(27) ° nm -x and a gradient of 0.607(67). The particle size of 36.3(58) nm was obtained as a reciprocal of the intercept multiplied by a Scherrer constant for a spherical crystallite (Wilson, 1962) , and is in agreement with the size estimated from transmission electron microscopic observation (Fig. 4) . The gradient arises from the internal strain due to the frozen martensitic transformation from the tetragonal to the monoclinic form.
In the present computer program, functional values of fj(x) in (5) and ?fl~x)/?pjz in (6) are first calculated and stored in memory before y(si)ca~¢ and Oy(si)cal¢/c~pjt are calculated in each least-squares cycle. Thus the computation time required to perform the summation over k in (5) and (6) occupies only a small fraction of the total time. The computation time for one leastsquares cycle of the deconvolution for the present sample was only three to four times longer than that needed to decompose the same powder pattern by the conventional profile-fitting technique.
Truncation errors
The present deconvolution procedure uses the three functions truncated at some breadths, respectively, and S' I and S'g be the areas under these curves,
As illustrated in Fig. 5 , the area under the curve h'(s)
calculated from
h'(s) = ~f'(s-x)g'(x) dx is smaller than that of h(s) defined by (2). The truncation of f(x) and g(x) sharpens the profile shape of h(s), and the difference between h(s) and h'(s) becomes largest in the tail regions. The area S'h is S'h = ~h'(s) ds = ~g'(x)[~f'(s--x) ds] dx

= S'gS'f.
When if(x) and g'(x) are defined in the range of x to include, for example, 99% profile areas of f(x) and g(x), S'h is 98% of its true value.
In the procedure of pattern decomposition, a loss of the profile intensity due to profile-function truncation in the tail is compensated by raising the background level (Toraya, 1985) . In profile fitting of the convolution function, the truncation off(x) does not cut off the tails of the h(s) function but only decreases the intensity of h(s) in a certain range ofs (Fig. 5) . Thus it influences the calculated background level only a little. The loss of calculated profile intensity of h(s) in the tail regions is compensated by deforming the profile shape off(x) into a more Lorentzian form and increasing the integrated intensity.
The integral breadth fl off(x) is inversely correlated with the peak maximum height of P(x). If the Pearson VII function is used for P(x),
where F is the gamma function. Fig. 6 shows variations of fl with S'I(% ) for a computer-simulated triplet pattern (integrated intensity ratios for three peaks A, B, and C are 1/2"1"1/4 with the peak separation 0-5°): open circles represent the results when the same profile shape is assumed for three peaks, and solid circles those when FWHM parameters are varied independently. It is seen that fl for a strong reflection (B) varies little with S' s. This slow variation depends, however, on a delicate balance between the value in squared brackets in (7), which increases with decreasing R, and the FWHM parameter W, which decreases to obtain an overall fit. fl for a weak reflection varies a little during the least-squares refinement, when the profile-shape parameters are constrained to yield the same profile shape as that of the strong reflections (open circles). However, it varies greatly when the profile-shape parameters such as the W's are refined independently (solid circles). The profile shape of a weak reflection is strongly influenced by the truncation of f(x) when it overlaps a strong one. The truncation errors can, however, be suppressed if the f'(x) function of a strong reflection retains > 99% of the profile area of the untruncated function,
The truncation of the h(s) function itself imparts further error in addition to the errors due to the truncation of f(x) and g(x). The truncations of f(x) and g(x) are, however, more serious, since they distort the profile shape of h(s) and its distortion is further reflected in the profile shape off(x). The truncation of the h(s) function does not save computation time because the number of steps required to calculate h(s) decreases rapidly in the tails. 
Discussion
M, defined in (4) for the minimization, has the same form as that used by Moraweck et al. (1977) . This functional form has such an advantage that it obviates the need for arbitrary choice of a constant parameter introduced by Phillips (1962) to control the degree of smoothing and used later as a stabilization parameter by LouEr et al. (1969) . The integral in the calculated profile intensity has, however, been an obstacle for minimizing M by a straightforward method, such as Gauss-Newton. Instead, a direct search method, such as the flexible simplex, has been used (Moraweck et al., 1977; Toraya et al., 1983) . The present procedure using the Gauss-Newton method for the minimization of M gives a rapid convergence of the refined parameters compared with those using the flexible simplex (Toraya et al., 1983) . The Pearson VII function used to represent the true data function is less flexible compared with those hitherto used to stabilize the solution in the direct fitting. This moderate rigidity is responsible for suppressing the parameter interaction and making the solution stable.
