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Abstract
Given a ﬁnite set E and a family F ={E1, . . . , Em} of subsets of E such that F covers E, the famous unicost set covering problem
(USCP) is to determine the smallest possible subset of F that also covers E. We study in this paper a variant, called the Large Set
Covering Problem (LSCP), which differs from the USCP in that E and the subsets Ei are not given in extension because they are
very large sets that are possibly inﬁnite. We propose three exact algorithms for solving the LSCP. Two of them determine minimal
covers, while the third one produces minimum covers. Heuristic versions of these algorithms are also proposed and analysed. We
then give several procedures for the computation of a lower bound on the minimum size of a cover. We ﬁnally present algorithms
for ﬁnding the largest possible subset of F that does not cover E. We also show that a particular case of the LSCP is to determine
irreducible infeasible sets in inconsistent constraint satisfaction problems. All concepts presented in the paper are illustrated on the
k-colouring problem which is formulated as a constraint satisfaction problem.
© 2006 Published by Elsevier B.V.
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1. Introduction
Let E be a set of n elements, and let E1, . . . , Em be m subsets of E such that
⋃m
i=1Ei =E. The unicost set covering
problem (USCP) is to determine a subset I ⊆ {1, . . . , m} of minimum size such that ⋃i∈IEi = E. This is a famous
NP-hard problem [12]. In this paper, we study a variant of the USCP, called the Large Set Covering Problem (LSCP),
which differs from the USCP in that E and the subsets Ei are not given in extension because they may be very large,
and possibly inﬁnite sets. We assume we are given two procedures:
• Procedure IS-ELEMENT(e, i) returns value “true” if and only if e ∈ Ei . Such a procedure is essential since the
subsets Ei are not given in extension and are possibly inﬁnite.
• Given any weighting function  that assigns a weight (i) to each set Ei , procedure MIN_WEIGHT() returns an
element e ∈ E such that∑e∈Ei(i) is minimum.
A subset I of {1, . . . , m} such that⋃i∈IEi =E is called a cover. The LSCP is to determine a minimal (inclusion wise)
cover. We also consider the problem, called minimum LSCP, which is to determine a minimum cover.
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We show in the next section that the LSCP can help in proving inconsistency of constraint satisfaction problems.
As an illustration, we consider the k-colouring problem which is to colour a given graph G with at most k colours,
such that any two adjacent vertices have different colours. We then describe in Section 3 two algorithms for ﬁnding
minimal covers, and one for ﬁnding minimum ones. As will be shown, procedure MIN_WEIGHT typically requires the
solution of NP-hard problems such as Max-CSP [10]. We analyse in Section 4 the impact of replacing MIN_WEIGHT
in the three proposed algorithms by a heuristic procedure. In Section 5 we show how to compute lower bounds on the
size of a minimum cover. Section 6 is devoted to a related problem consisting of determining a maximum subset I of
{1, . . . , m} such that⋃i∈IEi = E. Concluding remarks are provided in the last section. All concepts and techniques
described in this paper are illustrated on the k-colouring problem.
2. Finding irreducible infeasible sets in inconsistent constraint satisfaction problems
The constraint satisfaction problem (CSP) [16,21] is deﬁned over a constraint network, which consists of a ﬁnite set of
variables, each associated with a domain of values, and a set of constraints.A constraint speciﬁes, for a particular subset
of variables, a set of incompatible combinations of values for these variables. A solution of a CSP is an assignment of
a value to each variable from its domain such that all constraints are satisﬁed. A CSP is consistent if it has at least one
solution; otherwise it is inconsistent (or unsolvable, or overconstrained, or infeasible). While the CSP is to determine
whether a solution exists, related problems are to ﬁnd one or all solutions, and to ﬁnd an optimal solution relative to a
given cost function. For example, Max-CSP is the problem of determining an assignment of a value to each variable
from its domain such that as many constraints as possible are satisﬁed. Constraint satisfaction provides a convenient
way to represent and solve problems where mutually compatible values have to be assigned to a predetermined number
of variables under a set of constraints. Numerous applications arise in a variety of disciplines including machine vision,
belief maintenance, temporal reasoning, graph theory, circuit design and diagnostic reasoning [21].
A well-known example of a CSP is the k-colouring problem, where the task is to colour, if possible, a given graph
G with at most k colours, such that any two adjacent vertices have different colours. If such a colouring exists, then G
is called k-colourable. A constraint satisfaction formulation of this problem associates the vertices of the graph with
variables, the set of possible colours {1, . . . , k} is the domain of each variable, and the disequality constraints between
adjacent vertices are the constraints of the problem.
For a given CSP, a partial assignment is an assignment of a value from its domain to some variables, but not
necessarily all. When all variables get a value, the assignment is called complete. We say that a partial assignment
satisﬁes a constraint if it can be extended to a complete assignment that satisﬁes this constraint. A partial assignment
is legal if it satisﬁes all constraints.
A subset S of constraints of a CSP is infeasible if no complete assignment satisﬁes all constraints in S simultaneously,
otherwise it is feasible. Following the terminology in [2–5,20,22] a subset of constraints is called an irreducible infeasible
set (IIS) of constraints if it is infeasible, but becomes feasible when any one constraint is removed. Similarly, a subset
V of variables of a CSP is infeasible if there is no legal partial assignment of the variables in V , otherwise it is feasible.
We deﬁne an IIS of variables as any subset of variables which is infeasible, but becomes feasible when any one variable
is removed.
For illustration of these concepts, consider the graph represented in Fig. 1a. It is 3-colourable, but not 2-colourable.
The CSP corresponding to the 2-colouring problem on this graph has V = {v1, . . . , v7} as the variable set (vertex
set). To each edge (vi, vj ), we associate a constraint denoted by (i, j) and imposing that vi and vj must receive
different colours. Hence, the constraint set C is {(1, 2), (1, 3), (1, 7), (2, 3), (3, 4), (4, 5), (5, 6), (5, 7), (6, 7)}. This
CSP has four IISs of constraints, {(1, 2), (1, 3), (2, 3)}, {(5, 6), (5, 7), (6, 7)}, {(1, 3), (1, 7), (3, 4), (4, 5), (5, 7)} and
{(1, 2), (1, 7), (2, 3), (3, 4), (4, 5), (5, 6), (6, 7)} and three IISs of variables, {v1, v2, v3}, {v5, v6, v7} and {v1, v3, v4,
v5, v7}.
Notice that if the variables of a CSP deﬁne an IIS of variables, then the constraints involving these variables do not
necessarily deﬁne an IIS of constraints. As an example, consider the CSP associated with the 3-colouring problem for
the graph in Fig. 1b. The vertex set V of the graph is an IIS of variables since the graph is not 3-colourable while
the removal of any vertex produces a 3-colourable graph. However, the edge set is not an IIS of constraints since the
removal of the edge linking v1 to v2 gives a graph that is still not 3-colourable.
Exhibiting an IIS of constraints or variables can be very useful in practice, especially IISs of small size. For example,
when solving a timetabling problem, it often happens that there is no solution satisfying all constraints.An IIS represents
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Fig. 1. Two illustrative graphs.
a part of the problem that gives a partial explanation for this infeasibility. An IIS can therefore be very useful to the
person in charge of building the timetable since he gets an idea of which data should be changed in order to get a
solvable problem. Determining IISs of constraints or variables can also be very helpful in proving the inconsistency
of a CSP. Indeed, IISs contain typically a smaller number of constraints and variables when compared to the original
problem, and a proof of inconsistency is therefore possibly easier to obtain on an IIS rather than on the original problem.
To illustrate this, consider once again the k-colouring problem. Suppose that no heuristic algorithm is able to determine
a k-colouring of the considered graph G. One may then suspect that G is not k-colourable. To prove it, it is sufﬁcient to
exhibit a partial subgraph G′ (obtained by removing edges) or an induced subgraph G′′ (obtained by removing vertices
and all edges incident to these vertices) which is not k-colourable but which becomes k-colourable as soon as any edge
of G′ or any vertex of G′′ is removed. The edges of the partial subgraph G′ correspond to an IIS of constraints while
the vertices of the induced subgraph G′′ form an IIS of variables. If G′ and G′′ have fewer edges and vertices than G,
then instead of proving that G is not k-colourable, it is hopefully easier to prove that G′ or G′′ is not k-colourable [14].
Crawford [8] and Mazure et al. [17] have designed algorithms to determine infeasible subsets of constraints for the
satisﬁability problem. A good review on the detection of IISs of constraints in linear programs is given in [4]. A review
of the theory and history of IISs in other types of mathematical programs is given in [5].
The problem of ﬁnding IISs of constraints may look very different from the problem of ﬁnding IISs of variables.
These two problems are, however, two special cases of the LSCP deﬁned in Section 1. Indeed, given an inconsistent
CSP, deﬁne as an element of E any complete assignment. To each constraint ci (i = 1, . . . , m) of the CSP let us
associate the subset Ei of E containing all assignments that violate ci . A set of constraints is infeasible if and only
if it covers E. Hence, ﬁnding an IIS of constraints is equivalent to solving the LSCP. Procedure IS-ELEMENT(e, i)
simply determines if the complete assignment e violates constraint ci . Procedure MIN_WEIGHT() returns a complete
assignment e that minimizes the sum of the weights of the constraints violated in e. In the case of the k-colouring
problem, deﬁne a conﬂicting edge as an edge having both endpoints with the same colour. Procedure MIN_WEIGHT()
returns a colouring that minimizes the sum of the weights of the conﬂicting edges. Notice that the problem solved by
the procedure MIN_WEIGHT corresponds to Max-CSP when all weights equal 1.
Similarly, given an inconsistent CSP, deﬁne as an element of E any legal partial assignment. To each variable vi of
the CSP let us associate the subset Ei of E containing all legal partial assignments in which vi has no value (i.e., vi
is not instantiated). A subset of variables is infeasible if and only if it covers E. Hence, here again, ﬁnding an IIS of
variables is equivalent to solving the LSCP. Procedure IS-ELEMENT(e, i) returns “true” if and only if variable vi is not
instantiated in the partial assignment e. Procedure MIN_WEIGHT() returns a legal partial assignment e that minimizes
the sum of the weights of the variables that are not instantiated in e. In the case of the k-colouring problem, procedure
MIN_WEIGHT() returns a partial k-colouring without conﬂicting edges that minimizes the sum of the weights of the
uncoloured vertices.
At this point it is important to observe that procedure MIN_WEIGHT typically solves an NP-hard problem, both in the
case of searching for an IIS of constraints or an IIS of variables. While Section 3 contains exact algorithms for the LSCP,
Section 4 will be devoted to the analysis of the heuristic algorithms obtained by replacing procedure MIN_WEIGHT by
a heuristic version.
While MIN_WEIGHT typically solves an NP-hard problem, there are some cases where MIN_WEIGHT can be imple-
mented in an efﬁcient way. For illustration we mention a CSP which appears in the context of an interactive decision
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support problem [1]. A consistent CSP with a set C of constraints is considered, where the solutions represent the
catalogue of a company, i.e., all the variants of the articles produced in that company. When conﬁguring a product,
the user of the decision support system speciﬁes a series of additional constraints C1, C2, . . . concerning the features
of the product he is interested in. At some iteration p, this set of additional constraints may become infeasible (i.e.,
C ∪ {C1, . . . , Cp−1} is feasible while C ∪ {C1, . . . , Cp} is not). In order to guide the user, the system should provide
a minimal subset S of {C1, . . . , Cp} such that C ∪ S is already infeasible. Set S explains why constraint Cp generates
inconsistency. Thanks to sophisticated data-structures, Amilhaste et al. [1] have developed an efﬁcient procedure that
implements procedure MIN_WEIGHT: the procedure provides a solution that violates no constraints in C ∪ {Cp} and a
minimum weighted subset of constraints in {C1, . . . , Cp−1} for any weighting of the constraints. The procedure is used
to determine a maximum subset F of {C1, . . . , Cp−1} such that C ∪ F ∪ {Cp} is feasible. The algorithms presented in
this paper make it possible to generate explanations while this was an open problem in [1].
3. Exact solution methods
In what follows, we will use the following notations. First of all, given an element e ∈ E and a subset I ⊆ {1, . . . , m},
we denote by FI (e) the subset of elements i ∈ I such that e ∈ Ei . Such a subset can easily be generated by means
of the IS-ELEMENT procedure. For illustration, consider the k-colouring problem in the context of IISs of constraints,
and let I be a set of edges and e a k-colouring: FI (e) is the subset of edges in I having both endpoints with the same
colour. Similarly, in the context of IISs of variables, let I be a set of vertices and let e be a legal partial k-colouring:
FI (e) is the subset of uncoloured vertices in I .
Given a subset I ⊆ {1, . . . , m}, we consider procedure COVER(I ) that returns the value “true” if⋃i∈IEi = E, and
“false” otherwise. For example, in the context of IISs of variables for the k-colouring problem, COVER(I ) returns the
value “false” if and only if the subgraph induced by the set I of vertices is k-colourable. The output of COVER(I ) can
be computed as follows. Consider the weighting function  that assigns a weight (i) = 1 to each index i ∈ I , and
a weight (i) = 0 to the other indices, and let e be the output of MIN_WEIGHT(). Then COVER(I ) returns the value
“true” if and only if FI (e) = ∅.
Now let I and J be two disjoint subsets of {1, . . . , m}. We denote by MIN(I, J ) the procedure that produces an
element e ∈ E that minimizes M|FI (e)| + |FJ (e)|, where M is any number larger than |J |. The output OF MIN(I, J )
can be obtained by applying procedure MIN_WEIGHT() with the weighting function such that(i)=0 if i /∈ I ∪J ,
(i)= 1 if i ∈ J , and a (i)=M if i ∈ I . Notice that I is a cover if and only if the output e of MIN(I, J ) is such that
FI (e) = ∅ for any J .
In the context of IISs of constraints for a CSP, MIN(I, J ) determines a complete assignment that satisﬁes as many
constraints as possible in I , and among such assignments, one that violates as few constraints inJ as possible. Constraints
in I are therefore considered as hard while those in J are soft ones. For example, when considering the k-colouring
problem, let I be a subset of edges such that the partial subgraph containing only these edges is k-colourable, and let
J be any subset of edges disjoint from I . Then MIN(I, J ) determines a k-colouring that contains no conﬂicting edge
from I , and among these k-colourings, one that has as few conﬂicting edges as possible from J .
Similarly, in the context of the search of an IIS of variables for a CSP, let I and J be two disjoint subsets of variables.
The task of MIN(I, J ) is to determine a partial legal assignment in which as many variables as possible in I are
instantiated, and among such partial assignments, the algorithm produces one that contains as few non instantiated
variables of J as possible. For the k-colouring problem, I and J correspond to two disjoint subsets of vertices. If the
subgraph induced by I is k-colourable, then MIN(I, J ) determines a partial k-colouring without conﬂicting edges such
that all vertices in I are coloured, and among these partial k-colourings, the algorithm produces one with the smallest
possible number of uncoloured vertices from J .
We now describe three exact algorithms for solving the (minimum) LSCP. The ﬁrst two algorithms, called REMOVAL
and INSERTION, generate minimal covers, while the third one, called HITTING-SET, determines minimum covers.
3.1. The REMOVAL algorithm
The REMOVAL algorithm is probably the most intuitive among the three proposed approaches. It has already been
proposed by several authors, for example by Chinneck and Dravnieks [7] (where it is called deletion ﬁlter), for infeasible
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linear programs and by Herrmann and Hertz [14] for graphs that are not k-colourable. The algorithm determines a
minimal cover in m steps and works as follows:
Algorithm REMOVAL
Input: a cover {1, . . . , m}
Output: a minimal cover I ⊆ {1, . . . , m}
1. Set I := {1, . . . , m};
2. For i = 1 to m do
If COVER(I − {i}) = “ true” then set I := I − {i}.
Property 1. Algorithm REMOVAL produces a minimal cover.
Proof. It follows from Step 2 that the output I is a cover. Now, let i be any element of the output I , and let Ii = (I ∩
{1, . . . , i}) ∪ {i + 1, . . . , m}. We know from Step 2 that Ii − {i} is not a cover. Since I ⊆ Ii , we conclude that I − {i}
is not a cover. 
Notice that the output of this algorithm depends on the ordering of the sets Ei . Observe also that any existing minimal
cover can be produced by this algorithm since if I = {i, i + 1, . . . , m} is a minimal cover, then the output of REMOVAL
will be this subset I .
The REMOVAL algorithm is now illustrated on a 2-colouring problem for the graph represented in Fig. 2, with vertex
setV ={v1, . . . , v6} and with constraint set {(1, 2), (1, 6), (2, 3), (2, 6), (3, 4), (4, 5), (5, 6)} (we use the same notations
as in Section 2). There are two IISs of constraints, {(1, 2), (1, 6), (2, 6)} and {(2, 3), (2, 6), (3, 4), (4, 5), (5, 6)} and
two IISs of variables, {v1, v2, v6} and {v2, v3, v4, v5, v6}.
In the context of an IIS of constraints, assume that REMOVAL considers the constraints in the lexicographical order
(1, 2), (1, 6), (2, 3), (2, 6), (3, 4), (4, 5) and (5, 6). Constraint (1, 2) is ﬁrst removed from I since the graph obtained
by removing the edge (v1, v2) is still not 2-colourable. For the same reason, constraint (1,6) is removed from I .
Then, no additional constraint can be removed from I since one would get a 2-colourable graph. The algorithm
therefore produces the IIS of constraints I = {(2, 3), (2, 6), (3, 4), (4, 5), (5, 6)}. The output of the algorithm de-
pends on the ordering of the constraints. For example, if the ﬁrst constraint considered by REMOVAL belongs to
{(2, 3), (3, 4), (4, 5), (5, 6)}, then it is easy to check that the output will be the IIS of constraints I={(1, 2), (1, 6), (2, 6)}
which is minimum.
In the context of an IIS of variables, assume that the vertices are considered in the order v1, . . . , v6. Vertex v1 is
ﬁrst removed from I since the subgraph induced by vertices v2, . . . , v6 is still not 2-colourable. Then, no additional
vertex can be removed from I since one would get a 2-colourable graph. The algorithm therefore stops with the IIS of
variables I = {v2, v3, v4, v5, v6}. Again, the output depends on the ordering of the variables. For example, if the ﬁrst
vertex considered by REMOVAL belongs to {v3, v4, v5}, then the output will be I = {v1, v2, v6} which is a minimum
IIS of variables. Herrmann and Hertz [14] and Desrosiers et al. [9] have implemented the REMOVAL algorithm for the
k-colouring problem in the context of IISs of variables. They have analysed the impact of the ordering of the variables
on the size of the output.
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3.2. The INSERTION algorithm
The INSERTION algorithm builds a minimal cover by adding exactly one element at each iteration. The algorithm
works as follows:
Algorithm INSERTION
Input: a cover {1, . . . , m}
Output: a minimal cover Ii
1. Set I0:=∅, J0 := {1, . . . , m} and i := 0;
2. Set ei := MIN(Ii, Ji);
3. If FIi(ei) = ∅ then STOP: Ii is a minimal cover;
4. Choose hi in FJi(ei), set Ii+1 := Ii ∪ {hi}, Ji+1 := Ji − FJi(ei), i := i + 1 and go to Step 2.
Property 2. Algorithm INSERTION produces a minimal cover.
Proof. We ﬁrst show that Ii ∪ Ji is a cover for each index i. This is trivially true for i = 0 since I0 ∪ J0 = {1, . . . , m}.
So assume that Ii ∪ Ji is a cover. If Ii is a cover then the algorithm stops at Step 3. Otherwise, MIN(Ii, Ji) produces
an element ei that minimizes |FJi(ei)| among those with FIi(ei) = ∅. If H = Ii+1 ∪ Ji+1 is not a cover, then there
exists an element e ∈ E that does not belong to ⋃i∈HEi . Since Ii ⊂ H we know that FIi(e) = ∅. Moreover, since
H = Ii ∪Ji − (FJ i(ei)−{hi}) we know that |FJi(e)| |FJi(ei)−{hi}|= |FJi(ei)|−1. This contradicts the optimality
of ei and we conclude that H = Ii+1 ∪ Ji+1 is also a cover.
Notice that Ji+1 is strictly included in Ji , and that Ii is necessarily a cover when Ji is empty (because Ii ∪ Ji is a
cover). This proves that the algorithm is ﬁnite, and it necessarily stops at Step 3 with cover Ii .
We now prove that the output Ii is a minimal cover. Consider any index j < i. By construction we know that
FIj (ej ) = ∅. Moreover, since hj+1, . . . , hi belong to Ii , we know that they do not belong to FJj (ej ) (else they would
have been removed from Jj and could therefore not belong to Ii). Hence, ej does not belong to any subset Er with
r ∈ Ij ∪ {hj+1, . . . , hi} = Ii − {hj }, which means that Ii − {hj } is not a cover. 
The INSERTION algorithm has similarities with the elastic ﬁlter proposed by Chinneck and Dravnieks in [7]. Notice,
however, that instead of using MIN_WEIGHT, the elastic ﬁlter uses the concept of “elastic programming” to determine
an element ei ∈ E at Step 2. As a consequence, all elements (not only one) of FJi(ei) must be moved into Ii at Step 4 to
ensure that the output contains an IIS. The output of the elastic ﬁlter is therefore a cover that is not necessarily minimal.
The INSERTION algorithm looks much simpler since, by setting ei equal to MIN(Ii, Ji), we have shown in the above
proof that it is sufﬁcient to move only one element of FJi(ei) into Ii to guarantee that the output is a minimal cover. The
INSERTION algorithm has similarities also with the additive algorithm introduced by Tamiz et al. [20]. Notice, however,
that the additive algorithm produces an output of size k after O(mk) calls to COVER while such an output is produced
by INSERTION with only O(k) calls to MIN_WEIGHT.
Here again, the output depends on the strategy used to choose hi at Step 4. Algorithms INSERTION is now illus-
trated in the context of an IIS of constraints for the 2-colouring problem on the graph in Fig. 2. The MIN algorithm
(which is an exact procedure) ﬁrst determines a 2-colouring e0 that violates constraint (2, 6). Hence, I1 = {(2, 6)} and
J1 = {(1, 2), (1, 6), (2, 3), (3, 4), (4, 5), (5, 6)}. Then, the best 2-colouring e1 that does not violate constraint (2, 6)
necessarily violates two constraints, one in {(1, 2), (1, 6)} and one in {(2, 3), (3, 4), (4, 5), (5, 6)}, say (1, 2) and (2, 3).
One of these violated constraints (denoted h1) is added to I1 to get I2. If (2, 3) is added to I1, it is not difﬁcult to see
that the algorithm ends with the IIS I5 = {(2, 3), (2, 6), (3, 4), (4, 5), (5, 6)}. If the violated constraint added to I1 is
(1, 2), then the algorithm produces the IIS I3 = {(1, 2), (1, 6), (2, 6)} of constraints which is minimum.
In the context of an IIS of variables, algorithm INSERTION ﬁrst determines a partial colouring e0 where all vertices are
coloured, except v2 or v6. Without loss of generality, we may assume I1={v2}. Since v2 must now be coloured, procedure
MIN produces a partial colouring e1 where v6 is not coloured. Hence, I2 = {v2, v6} and J2 = {v1, v3, v4, v5}. Since v2
and v6 must now be coloured, procedure MIN produces a partial colouring e2 where v1 and one vertex in A={v3, v4, v5}
are not coloured. If a vertex of A is added to I2, then the algorithm ends with the IIS I5 = {v2, v3, v4, v5, v6}, else it
ends with the minimum IIS I3 = {v1, v2, v6}.
Notice that there may exist minimal covers that algorithm INSERTION cannot produce. To illustrate this, consider the
2-colouring problem on the graph in Fig. 3, in the context of an IIS of constraints. Algorithm MIN ﬁrst determines a
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Fig. 3. A graph with no feasible 2-colouring and a unique minimum IIS of constraints.
2-colouring e0 with three conﬂicting edges represented with bold lines. One of these edges deﬁnes I1 while the others
will not appear in any Ii ∪ Ji with i1. Therefore, the output of algorithm INSERTION cannot be the middle triangle
which is the unique minimum IIS of constraints.
3.3. The HITTING-SET algorithm
The HITTING-SET algorithm determines a minimum cover and is based on the following idea. Assume as usual
that I = {1, . . . , m} is a cover, and let e1, . . . , ep be p elements of E. Then all minimum covers must contain at
least one element in each FI (ei) since I − FI (ei) is not a cover. Given p ﬁnite sets A1, . . . , Ap, we denote by
BEST_HS(A1, . . . , Ap) a procedure that determines a smallest possible subset of A1 ∪ · · · ∪ Ap that intersects each
Ai . Notice that BEST_HS solves the hitting set problem which is known to be NP-hard [12].
Algorithm HITTING-SET
Input: a cover I = {1, . . . , m}
Output: a minimum cover
1. Set I0 := ∅ and i := 0;
2. Set ei := MIN(Ii, I − Ii);
3. If FIi(ei) = ∅ then STOP: Ii is a minimum cover;
4. Set i := i + 1, Ii := BEST_HS(FI (e0), . . . , FI (ei−1)), and go to Step 2.
Property 3. Algorithm HITTING-SET produces a minimum cover.
Proof. Consider two sets Ir and Is with s > r . Notice ﬁrst that FIr(er )=∅, else the algorithm would have stopped with
the output Ir . Hence, we know that FI (er ) ∩ Ir = ∅. Moreover, by construction, FI (er ) ∩ Is = ∅, which means that
Ir = Is . We can conclude that the algorithm is ﬁnite since there are a ﬁnite number of subsets of I . Since the algorithm
can only stop at Step 3, we know that the output Ii is a cover. Notice ﬁnally that each cover necessarily intersects all
FI (er ) (r=1, . . . , i−1) since I−FI (er ) is not a cover. Hence, since Ii is the output of BEST_HS(FI (e0), . . . , FI (ei−1)),
it is a minimum cover. 
While HITTING-SET is a ﬁnite algorithm, its number of iterations can be exponential in m. We show in the next section
that procedure HITTING-SET can be stopped at any time to produce a lower bound on the size of a minimum cover. It is
now illustrated in the context of an IIS of constraints for the 2-colouring problem on the graph in Fig. 2. We ﬁrst describe
a kind of worst case scenario for HITTING-SET, where the minimum IIS of constraints is only obtained after having
determined 7 different k-colourings. The ﬁrst 2-colouring e0 will only violate (2, 6). Hence, I1 = {(2, 6)}. Then, the
best 2-colouring e1 that does not violate constraint (2, 6) necessarily violates two constraints, one in {(1, 2), (1, 6)}, say
(1, 2), and one in {(2, 3), (3, 4), (4, 5), (5, 6)}, say (2, 3). The output I2 of BEST_HS can therefore be {(1, 2), (2, 6)}.
Then, the best 2-colouring e2 that does not violate (1, 2) and (2, 6) necessarily violates (1, 6) and one constraint in
{(2, 3), (3, 4), (4, 5), (5, 6)}, say (2, 3). In such a case, BEST_HS necessarily produces I3 = {(2, 3), (2, 6)}. It may
then happen that e3 only violates (1, 2) and (3, 4), in which case I4 is possibly equal to {(1, 2), (2, 3), (2, 6)}. The
next 2-colouring e4 can then violate (1, 6) and (3, 4), in which case BEST_HS can produce I5 = {(2, 3), (2, 6), (3, 4)}.
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Assume then that e5 violates (1, 2) and (4, 5). The smallest hitting set I6 produced by BEST_HS is then necessarily
equal to {(1, 2), (1, 6), (2, 6)} which is an infeasible set of constraints. The best 2-colouring e6 violates one constraint
in I6 and the algorithm therefore stops.
The same algorithm can also determine this minimum IIS of constraints with only 4 different assignments. Indeed,
as observed above, e0 necessarily violates constraint (2, 6). Assume that e1 violates (1, 2) and (2, 3) and that BEST_HS
produces the output I2 ={(1, 2), (2, 6)}. Then e2 can violate (1, 6) and (3, 4), in which case BEST_HS can produce the
output I3 = {(1, 2), (1, 6), (2, 6)} which is a minimum IIS of constraints (and the next 2-colouring e3 will violate one
constraint in I3).
In the context of an IIS of variables, algorithm HITTING-SET ﬁrst determines a partial colouring e0 where all vertices
are coloured, except v2 or v6. Without loss of generality, we may assume that I1 ={v2}. Procedure MIN then necessarily
determines a partial colouring e1 where v6 is not coloured. Hence, I2 = {v2, v6}. Now, procedure MIN will ﬁnd a
partial colouring e2 where v1 and one vertex in {v3, v4, v5}, say v3, is not coloured. Procedure BEST_HS can then either
produce the output I3 = {v1, v2, v6} which is a minimum IIS of variables, or the set I3 = {v2, v3, v6}. In the later case,
MIN will ﬁnd a partial colouring e3 where v1 and one vertex in {v4, v5} is not coloured, and BEST_HS will necessarily
produce the minimum IIS of variables I4 = {v1, v2, v6} as output.
4. Heuristic algorithms
Algorithms REMOVAL, INSERTION and HITTING-SET are typically difﬁcult to implement in practice. Indeed, algorithm
REMOVAL must determine in Step 2 whether a given subset I of {1, . . . , m} is a cover. This problem is NP-complete
since a special case is to determine if a given CSP is consistent. Notice also that algorithms INSERTION and HITTING-SET
call procedure MIN at Step 2, while this procedure solves an NP-hard problem such as Max-CSP. Notice ﬁnally that
procedure BEST_HS called at Step 4 of HITTING-SET solves the hitting set problem which is also a famous NP-hard
problem.
We now analyse the impact of using heuristic algorithms instead of exact ones for solving these NP-hard problems.
Let HMIN_WEIGHT() be a heuristic procedure that aims to determine an element e ∈ E such that ∑e∈Ei(i) is
minimum. HMIN_WEIGHT can be implemented by using neighbourhood search techniques. For example, Galinier
and Hao [11] have designed a tabu search algorithm that corresponds to HMIN_WEIGHT in the context of IISs of
constraints for a CSP. Also, the algorithms developed by Hertz and de Werra [15] and by Morgenstern [18] correspond
to HMIN_WEIGHT in the context of IISs of constraints and variables, respectively, for the k-colouring problem.
We denote by HCOVER and HMIN the heuristic versions of COVER and MIN obtained by replacing MIN_WEIGHT
by HMIN_WEIGHT. More precisely, given two disjoint subsets I and J of {1, . . . , m}, we denote by HMIN(I, J ) the
output of HMIN_WEIGHT() where (i) = 0 if i /∈ I ∪ J , (i) = 1 if i ∈ J , and a (i) = M if i ∈ I (where M is any
number larger than |J |). Also, let I be a subset of {1, . . . , m}. Consider the weighting function  that assigns a weight
(i)= 1 to each index i ∈ I , and a weight (i)= 0 to the other indices, and let e be the output of HMIN_WEIGHT().
We denote by HCOVER(I ) the procedure that returns the value “true” if FI (e) = ∅, and “false” otherwise. Observe
that when the output of HCOVER(I ) is “false” then we know that I is not a cover since HMIN_WEIGHT has exhibited
an element that does not belong to
⋃
i∈IEi . However, when the output of HCOVER(I ) is “true”, we have no guarantee
that I is a cover. The heuristic version HREMOVAL of REMOVAL is simply obtained by replacing COVER by HCOVER at
Step 2.
Algorithm HREMOVAL
Input: a cover {1, . . . , m}
Output: a set I that is possibly a cover
1. Set I := {1, . . . , m};
2. For i = 1 to m do
If HCOVER(I − {i}) = “ true” then set I := I − {i}.
Property 4. If the output of HREMOVAL is a cover, then it is a minimal cover.
Proof. Assume that the output I is a cover. Consider any i ∈ I , and let Ii = (I ∩{1, . . . , i})∪{i +1, . . . , m}. We know
from Step 2 that Ii − {i} is not a cover since i was not removed from I and HCOVER(I − {i}) returns value “false”
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only if I − {i} is not a cover. Since I ⊆ Ii , we conclude that I − {i} is not a cover, which means that I is a minimal
cover. 
Notice that if HCOVER does not always recognize a cover, then it may happen that the output of HREMOVAL is
not a cover. For example, consider again the 2-colouring problem for the graph in Fig. 2, in the context of an IIS of
constraints. Assume that we ﬁrst try to remove constraint (2, 6). If HCOVER is not able to recognize that I − {(2, 6)} is
2-colourable, then HREMOVAL will remove the edge linking v2 to v6, and the remaining graph is 2-colourable, which
means that the output will be a feasible set of constraints.
The situation is different for algorithm HINSERTION which cannot be obtained by simply replacing MIN by its heuristic
version HMIN. Indeed, while we have proved for algorithm INSERTION that Ii ∪ Ji is a cover for each index i, the use
of HMIN may lead to a situation where Ii ∪ Ji is not a cover, even if the algorithm always recognizes covers. For
illustration, consider again the example of Fig. 2 for an IIS of constraints, and assume that HMIN produces as output
a 2-colouring where vertices v1, v3 and v4 have colour 1 and vertices v2, v5 and v6 have colour 2. This 2-coloring
violates constraints (2, 6), (3, 4) and (5, 6). If (3, 4) or (5, 6) is chosen to be included in I1, then constraint (2, 6) will
not belong to any Ii (i > 1). Since I −{(2, 6)} is feasible, the algorithm cannot produce an infeasible set of constraints
(i.e., a cover). When the output ei of HMIN(Ii, Ji) is such that FIi∪J i(ei) = ∅, we know that an error occurred and
we therefore have to stop the algorithm. A repair process is described at the end of this section. The heuristic version
HINSERTION of INSERTION is described below.
Algorithm HINSERTION
Input: a cover {1, . . . , m}
Output: a subset of {1, . . . , m} or an error message
1. Set I0 := ∅, J0 := {1, . . . , m} and i := 0;
2. Set ei := HMIN(Ii, Ji); if FIi(ei) = ∅ then STOP: Ii is possibly a cover;
3. If FJi(ei) = ∅ then STOP: an error occurred since Ii ∪ Ji is not a cover;
4. Choose hi in FJi(ei), set Ii+1 := Ii ∪ {hi}, Ji+1 := Ji − FJi(ei), i := i + 1 and go to Step 2.
Property 5. If the output of HINSERTION is a cover, then it is a minimal cover.
Proof. Assume that the output Ii of HINSERTION is a cover and consider any index j < i. By construction we known
that FIj (ej ) = ∅. Moreover, since hj+1, . . . , hi belong to Ii , we know that they do not belong to FJj (ej ) (else they
would have been removed form Jj and could therefore not belong to Ii). Hence, ej does not belong to any subset Er
with r ∈ Ij ∪ {hj+1, . . . , hi} = Ii − {hj }, and this means that Ii − {hj } is not a cover. 
In order to get a heuristic version of algorithm HITTING-SET, we use a heuristic procedure called HBEST_HS
(A1, . . . , Ap) that produces a minimal (inclusion wise) subset of A1 ∪ · · · ∪ Ap that intersects each Ai .
Algorithm HHITTING-SET
Input: a cover I = {1, . . . , m}
Output: a set Ii that is possibly a cover
1. Set I0 := ∅ and i := 0;
2. Set ei := HMIN(Ii, I − Ii); );
3. If FIi(ei) = ∅ then STOP: Ii is possibly a cover;
4. Set i := i + 1, Ii := HBEST_HS(FI (e0), . . . , FI (ei−1)), and go to Step 2.
Notice that HHITTING-SET is a ﬁnite algorithm, since the ﬁrst part of the proof of Property 3 is still valid. If the
output Ii is not a cover, this means that HMIN has not been able to produce an element ei with FIi(ei)= ∅, while such
an element exists. We now prove that if Ii is a cover, then it is minimal.
Property 6. If the output of HHITTING-SET is a cover, then it is a minimal cover.
Proof. Assume that the algorithm stops with a cover Ii , and consider any j ∈ Ii . Since HBEST_HS produces a minimal
(inclusion wise) solution, we know that Ii −{j} does not intersect some FI (er ) (r ∈ {0, 1, . . . , i −1}). Hence, Ii −{j}
is a subset of I − FI (er ) which is not a cover. 
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Notice that if HHITTING-SET uses the exact algorithm BEST_HS instead of the heuristic version HBEST_HS, then it
either produces a subset of {1, . . . , m} that is not a cover (which means that HMIN has not been able to detect that some
Ii was not a cover), or a minimum cover (i.e., an optimal solution to the minimum LSCP). In summary, algorithms
HREMOVAL, HINSERTION and HHITTING-SET produce a subset of {1, . . . , m} that is either not a cover or a minimal
cover. When the output of one of the above algorithms is not a cover, one can use the following repair procedure.
Algorithm REPAIR
Input: a subset I ⊆ {1, . . . , m} that is not a cover
Output: a minimal cover
1. If COVER(I ) = “ true” then go to Step 3;
2. Choose an element i in {1, . . . , m} − I , add it to I and go to Step 1;
3. Call REMOVAL INSERTION or HITTING-SET with I as input.
Step 1 of the above algorithm calls procedure COVER. If the output I of HREMOVAL, HINSERTION or HHITTING-SET
has a smaller size than the original set {1, . . . , m}, then it is typically easier to solve COVER(I ) than COVER({1, . . . , m}).
Similarly, the call to REMOVAL, INSERTION or HITTING-SET at Step 3 is typically easier with input I than with {1, . . . , m}.
Otherwise, one can replace the calls to COVER, REMOVAL, INSERTION or HITTING-SET by calls to HCOVER, HREMOVAL,
HINSERTION or HHITTING-SET (but there is then no guarantee that the output is a cover). Notice also that we do not
indicate how to choose i at Step 2. Experiments reported in [9] demonstrate that the strategy used when doing such a
choice may have a strong inﬂuence on the performance of the detection algorithms.
5. Lower bounds
In this section, we describe several procedures for the computation of a lower bound on the size of a minimum cover.
A ﬁrst bound can be simply obtained by stopping algorithm HITTING-SET before the end. The size of the current Ii
(when the algorithm is stopped) is a lower bound on the size of a minimum cover. Indeed, a minimum cover necessarily
intersects all FI (er ) (r =1, . . . , i−1) since I −FI (er ) is not a cover, while Ii is the smallest possible set that intersects
all these FI (er ).
Another lower bound can be obtained by slightly modifying algorithm INSERTION. More precisely, instead of adding
only one element hi ∈ FJi(ei) to Ii at Step 4, we add all of them (as in the elastic ﬁlter [7]). As established below, this
ensures that at least one element of each cover is added to Ii at each iteration.
Procedure LOWER_BOUND_1
Input: a cover {1, . . . , m}
Output: a lower bound on the size of a minimum cover
1. Set I0 := ∅, J0 := {1, . . . , m} and i := 0;
2. Set ei := MIN(Ii, Ji);
3. If FIi(ei) = ∅ then STOP: i is a lower bound on the size of a minimum cover;
4. Set Ii+1 := Ii ∪ FJi(ei), Ji+1 := Ji − FJi(ei), i := i + 1 and go to Step 2.
Property 7. Procedure LOWER_BOUND_1 produces a lower bound on the size of a minimum cover.
Proof (See also [5, Theorem 14.6]). Notice ﬁrst that for all r = 1, . . . , i we know that {1, . . . , m} − FJr(er ) is not a
cover. Hence, any given cover must intersect all sets FJr(er ) (r = 1, . . . , i). The property follows from the fact that the
sets FJr(er ) are all disjoint. 
Procedure LOWER_BOUND_1 is ﬁrst illustrated in the context of an IIS of constraints for the 2-colouring problem on
the graph in Fig. 2. The algorithm starts with a 2-colouring e0 that violates (2, 6), which gives I1 = {(2, 6)}. Then, the
best 2-colouring e1 that does not violate (2, 6) necessarily violates two constraints, one in {(1, 2), (1, 6)} and one in
{(2, 3), (3, 4), (4, 5), (5, 6)}, say (1, 2) and (2, 3). One therefore gets I2 = {(1, 2), (2, 3), (2, 6)}. The next 2-coloring
necessarily violates (1, 6) and a constraint in {(3, 4), (4, 5), (5, 6)}, say (3, 4). We get I3 ={(1, 2), (1, 6), (2, 3), (2, 6),
(3, 4)} which is not feasible. The lower bound is therefore equal to 3 which is indeed the size of a minimum IIS. Notice
that the above proof is still valid if one replaces MIN by its heuristic version HMIN at Step 2. The advantage of using
MIN instead of HMIN is twofold. First, if the output ei of HMIN(Ii, Ji) is such that FIi(ei) = ∅ while Ii is not a cover,
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then the algorithm stops prematurely with a too small value for the lower bound. Secondly, if FJi(ei) is not of minimum
size, then too many elements are added to Ii , and this also tends to reduce the value of the lower bound.
Procedure LOWER_BOUND_1 is not always as successful as for the example in Fig. 2. For illustration, consider the
2-coloring problem for the graph in Fig. 3. The procedure ﬁrst determines a 2-colouring e0 with three conﬂicting edges
represented with bold lines. These three edges deﬁne I1 which is not feasible. Hence, the procedure produces a lower
bound equal to 1 while the minimum size of an IIS is 3. It is in fact easy to build examples where the lower bound is
equal to 1 while the minimum size of an IIS is any given number k.
A better lower bound can be computed using procedure LOWER_BOUND_2 described here below, that does not stop
when a cover is detected. This procedure uses a function which, given m + 1 integers a1, . . . , am and b returns the
value f (a1, . . . , am; b) computed as follows: the integers a1, . . . , am are ﬁrst ordered in a non-increasing order, say
aj1 · · · ajm and f (a1, . . . , am; b) is then set equal to the smallest index r such that ∑ri=1aji b. For example,
f (2, 1, 3, 2, 5; 11) is equal to 4 since the integers 2, 1, 3, 2, 5 are ﬁrst ordered so that 53221 and 5+3+2 < 11
while 5 + 3 + 2 + 211.
Procedure LOWER_BOUND_2
Input: a cover {1, . . . , m}; a given number q1
Output: a lower bound on the size of a minimum cover
1. Set i := 0 and L := 0; set n(r) := 0 for all r = 1, . . . , m;
2. Set ei := MIN-WEIGHT() with (r) = Mn(r) for all r = 1, . . . , m (where M is a number >m);
3. Set n(r) := n(r) + 1 for all r ∈ F{1,...,m}(ei);
4. If n(r) = q for some element r , then STOP: L is a lower bound on the size of a minimum cover;
5. Set i := i + 1, L := max{L, f (n(1), . . . , n(m); i)} and go to Step 2.
Procedure LOWER_BOUND_2 is ﬁrst illustrated in the context of an IIS of constraints for the 2-colouring problem on
the graph in Fig. 3. We assume that q=4. All weights(r) are initially set equal to 1 since n(r)=0 for all r=1, . . . , m.
Procedure MIN-WEIGHT() then determines a 2-colouring e0 with the three conﬂicting edges represented with bold
lines. These three edges get a new weight equal to M since n(r) is now equal to 1 for these edges. Moreover, the lower
bound L is set equal to 1. Then, a 2-colouring e1 is generated with one conﬂicting edge c in the middle triangle and one
conﬂicting edge in each one of the four pentagons that do not go through c. Edge c gets a new weight equal to M2 while
the other four conﬂicting edges get a new weight equal to M . The lower bound is still equal to 1 since n(c)= i =2. The
third 2-coloring e2 has one conﬂicting edge c′ of weight (c′)=M in the middle triangle, and one conﬂicting edge of
weight 1 in each one of the four pentagons that do not go through c′. The bound is now set equal to 2 since n(c)< 3
while n(c) + n(c′) = 43. By repeating this process, one still have a lower bound of 2 when i = 4, 5 and 6, while the
lower bound is set equal to 3 when i = 7. The complete procedure is illustrated in Fig. 4.
The procedure is, however, not always so successful. Indeed, if we apply procedure LOWER_BOUND_2 in the context
of an IIS of variables for the 4-colouring problem on the left graph of Fig. 5, one can verify that the procedure produces
a lower bound of 5 while a minimum IIS has 7 vertices, as illustrated on the right graph of Fig. 5.
Observe that procedure LOWER_BOUND_2 works as LOWER_BOUND_1 if q is equal to 1. However, if q is larger than
1, it does not stop when a cover has been detected. Any strictly positive integer value can be chosen for q, but since the
output of LOWER_BOUND_2 is non-decreasing when q increases, the choice for q mainly depends on the CPU-time
available to compute the bound.
Property 8. Procedure LOWER_BOUND_2 produces a lower bound on the size of a minimum cover.
Proof. Notice ﬁrst that a cover necessarily intersects F{1,...,m}(e) for each e ∈ E. For an element r ∈ {1, . . . , m}, let
n(r) denote the number of times that an element ei has been generated in LOWER_BOUND_2 with r ∈ F{1,...,m}(ei). If
a cover has fewer elements than f (n(1), . . . , n(m); i), this means that at least one set F{1,...,m}(ej ) (j = 1, . . . , i) has
no intersection with this cover, a contradiction. 
The output of function f is large when the input integers a1, . . . , am are small numbers. This justiﬁes the fact that we
give a larger weight to elements of {1, . . . , m} with a large value n(r). Indeed, procedure MIN-WEIGHT() generates
an element ei ∈ E that minimizes∑ei∈Er(r), which means that F{1,...,m}(ei) preferably contains elements r with a
small value n(r).
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Fig. 4. An illustration of procedure LOWER_BOUND_2.
Fig. 5. A graph that is not 4-colourable, and the subgraph induced by a minimum IIS of variables.
6. Finding a maximum subset that is not a cover
In this section we study a problem that is related to the LSCP. It can be formulated as follows. Let E be a set, and let
E1, . . . , Em be m subsets of E such that
⋃m
i=1Ei = E. Suppose that E and the subsets Ei are very large sets that are
possibly inﬁnite. We consider the problem of ﬁnding the largest possible subset I ⊆ {1, . . . , m} such that⋃i∈IEi = E.
Such a subset is called a maximum non-cover.
Algorithms have been proposed to solve this problem in the context of IISs of constraints in linear programs [3,6,19].
In the context of a CSP, the above problem has two different meanings. On the one hand, if each Ei represents the set of
complete assignments that violate constraint ci , then the above problem is to ﬁnd a maximum feasible set of constraints,
and this is the well known Max-CSP [10]. On the other hand, if each Ei represents the set of legal partial assignments
where variable vi is not instantiated, then the above problem is to instantiate a maximum number of variables without
violating any constraint.
The problem of ﬁnding a maximum non-cover can easily be solved using procedure MIN-WEIGHT. Indeed, let e be
the output of MIN-WEIGHT() where (i) = 1 for all i = 1, . . . , m. A maximum non-cover is obtained by setting I
equal to the set of elements i such that e /∈Ei .
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We consider the context where the exact procedure COVER can be used to determine whether a given subset of
{1, . . . , m} is a cover while procedure MIN_WEIGHT cannot be used to produce an element e that minimizes∑e∈Ei(i).
This is typically the case for Max-CSP where the problem of ﬁnding a maximum feasible solution (i.e., a maximum
non-cover) is much harder than the problem of determining whether a given CSP is consistent [10,11]. In the algorithm
MAX-NON-COVER presented below, we use the heuristic procedure HMIN in order to determine an element e ∈ E such
that F{1,...,m}(e) is as small as possible. The set {1, . . . , m}−F{1,...,m}(e) is a non-cover that is possibly maximum, and
its size is in every case a lower bound on the size of a maximum non-cover. We then use one of the heuristic procedures
HREMOVAL, HINSERTION or HHITTING-SET of Section 4 in order to produce sets that are possibly minimal covers.
Procedure COVER is used to conﬁrm that these sets are indeed minimal covers. Since a non-cover cannot contain all
elements of a cover, we solve a hitting set problem to remove at least one element in each minimal cover and to obtain
an upper bound on the size of a maximum non-cover.
Algorithm MAX-NON-COVER
Input: a cover I = {1, . . . , m}
Output: a subset of {1, . . . , m} that is not a cover or an error message
1. Set e := HMIN(I,∅) and LB := m − |FI (e)|;
2. Set i := 1 and H0 := ∅;
3. Call HREMOVAL, HINSERTION or HHITTING-SET with input I − Hi−1;
If the output is an error message (see Section 4) then STOP: an error occurred;
Else let Ii denote this output;
4. If COVER(Ii) = “ false” then STOP: an error occurred;
5. Set Hi := BEST_HS(I1, . . . , Ii); UB := m − |Hi |;
6. If LB = UB then STOP: I − FI (e) is a maximum non-cover;
7. If COVER(I − Hi) = “ false” then STOP: I − Hi is a maximum non-cover;
8. Set i := i + 1 and go to Step 3.
Property 9. Algorithm MAX-NON-COVER is ﬁnite and it either stops with an error message, or it produces a maximum
non-cover.
Proof. Consider two covers Ir and Is with s > r . We know by construction that Hs−1 ∩ Ir = ∅ while Hs−1 ∩ Is = ∅.
Hence Ir = Is and we can conclude that the algorithm is ﬁnite since there are a ﬁnite number of subsets of I={1, . . . , m}.
In order to obtain a non-cover, it is necessary to remove at least one element in each cover, in particular in I1, . . . , Ii .
Hence, since Hi is the output of BEST_HS(I1, . . . , Ii), we know that m − |Hi | is an upper bound on the size of a
maximum non-cover. This also proves that if I − Hi is a non-cover, then it is of maximum size and we can stop at
Step 7.
Now, since I −FI (e) is a non-cover for any e ∈ E, the value LB =m− |FI (e)| computed at Step 1 is a lower bound
on the size of a maximum non-cover. If LB = UB, one can stop at Step 6 with a guarantee that I −FI (e) is an optimal
solution. 
Notice that algorithm MAX-NON-COVER can be stopped at any time, in which case LB and UB correspond, respectively,
to a lower and to an upper bound on the size of a maximum non-cover.
7. Conclusion
In this paper, we have introduced a new problem, called the Large Set Covering Problem (LSCP) which can be seen
as a variant of the well known unicost set covering problem. The speciﬁcity of the LSCP is that the set E to be covered
and the subsets Ei (i =1, . . . , m) are not given in extension, while we are given a procedure, called MIN_WEIGHT, that
can extract elements from E. An important motivation of the LSCP is to ﬁnd IISs of variables and IISs of constraints
in infeasible CSPs.
We have presented two algorithms REMOVAL and INSERTION for ﬁnding minimal covers and a third algorithm, called
HITTING-SET, that always produces a minimum cover but with a number of iterations that can be exponential in m. We
have noticed that procedure MIN_WEIGHT typically has to solve an NP-hard problem—in the case of IISs of constraints,
it is a weighted version of Max-CSP. The exact methods presented in Section 3 can therefore only be applied to small
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instances or in particular cases (see for example the CSP studied by Amilhastre et al. [1]). For larger instances, we
propose to replace MIN_WEIGHT by a heuristic version, called HMIN_WEIGHT. We have analysed in Section 4 the
impact of using such a heuristic which can be implemented using a neighbourhood search technique [11,15,18] (see
Section 4). We have shown that the heuristic versions of REMOVAL, INSERTION and HITTING-SET produce either a non-
cover, or a minimal cover (i.e., an IIS). Our approach is the opposite of the one proposed in [6,13] for mixed-integer
and integer linear programs, where the output is always a cover, but not necessarily a minimal one. We have then
proposed in Section 5 several techniques for the computation of lower bounds on the size of a minimum cover. The
related problem to ﬁnd a maximum non-cover was addressed in Section 6.
Most of the algorithms proposed for solving the LSCP can be classiﬁed in two different categories. The ﬁrst category
contains algorithms based on procedure COVER that is not as powerful as MIN_WEIGHT—recall that, in the context
of IISs of constraints, COVER is a procedure that determines whether a given subset of constraints is feasible, or not.
The REMOVAL algorithm (also called deletion ﬁlter in the context of linear programs [7]) belongs to this ﬁrst category.
The second category contains algorithms that necessitate the use of MIN_WEIGHT. This is the case of the INSERTION
and HITTING-SET algorithms proposed in this paper. Several algorithms for ﬁnding IISs have already been proposed in
the ﬁeld of continuous optimization (see, e.g., [3–7,20]). Although these algorithms were designed for ﬁnding IISs of
constraints, they can also be seen as solution techniques for the LSCP. Notice, however, that most of these algorithms
belong to the ﬁrst category. The use of MIN_WEIGHT provides interesting advantages to the algorithms in the second
category. For example, the INSERTION algorithm typically requires a much smaller number of steps when compared to
the REMOVAL algorithm or the additive algorithm [20]. Also, the output of INSERTION is necessarily a minimal cover,
while the elastic ﬁlter [7] requires the use of REMOVAL on its output to isolate a minimal cover.
We have shown in Section 2 that the problems of ﬁnding irreducible inconsistent sets (IISs) of constraints and
variables in an inconsistent constraint satisfaction problem (CSP) are two particular cases of the LSCP. The algorithms
proposed for the solution of the LSCP may therefore be very helpful for detecting IISs. There are at least two motivations
for searching IISs of constraints or variables—and, in both cases, preferably IISs of reduced size. First, in many real-life
applications, an IIS of constraints makes it easier to understand the cause of infeasibility and, eventually, may help the
user to decide which constraints he should relax in his problem. Secondly, the identiﬁcation of an IIS can be a powerful
tool when no exact algorithm is able to prove the infeasibility of a CSP. Indeed, one can use the heuristic versions of
REMOVAL, INSERTION or HITTING-SET in order to detect candidate IISs. Then, a proof of infeasibility of one of these
IISs is sufﬁcient to prove that the original problem is infeasible.
In order to demonstrate that the proposed algorithms are applicable and useful in practice, it is important to evaluate
the computational effort required for detecting IISs, and to show that the proposed techniques may help proving
infeasibility. Partial answers are given in [9] where experiments have been conducted on famous benchmarks problems
for the k-coloring problem. These experiments demonstrate that IISs can sometimes be found in very short computing
times. Also, the detection of IISs has helped proving for the ﬁrst time the infeasibility of some k-coloring problems—in
other words, the best known lower bound on the chromatic number of theses graphs has been strictly increased. A
limited number of graphs were even colored optimally for the ﬁrst time. The approach proposed in this paper should
therefore be considered as a very promising avenue in order to prove the infeasibility of various CSP instances.
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