Appendix A1: Weighting a Distance Function to Account for Outliers
In the manuscript, we use a regression (Equation 5 ) to assess the similarity of the rate at which concepts (e.g., phenotypic topics, ICD-9 codes and PheWAS codes) occur in disparate patient populations. It is important to consider the impact of outlies when evaluating the transferability of concepts across disparate sites. For instance, Figure A1 , depicts a hypothetical characterization of the rates at which concepts are realized in the NMH and VUMC patient populations. In this scenario, outliers in the upper left and lower right sections should have a significant influence on the transferability of concepts. There are various ways by which deviance from a regression can be weighted. Several strategies are illustrated in Figure A2 . Notice that the distance score grows linearly with increasing max () values for the functions log(max()-min()+1) and max()-min () . By contrast, the term max()/min () ensures that distance grows exponentially as points deviate from the regressed line. To ensure that the outlying points are weighted more heavily in a distance function and the distance of a point that falls on the regressed line is equal to zero, we integrated the exponential scaling factor max()/min() and a logarithmic transformation log(max()-min()+1) into Equation 6.
Figure A2. Influence of four measurements on the distance of a point to the regressed line.

From left to right: the influence of max()/min() decreases exponentially with the increasing
min() values, while max()-min() and log(max()-min() +1) decreases lineally with the
increased value of min(). The first subfigure is an integration of exponential scaling factor max()/min() and a logarithmic transformation log(max()-min()+1), which is used in our method to measure the distance of a point to the regressed line.
Appendix A2: Setting the Number of Phenotypic Topics
To parameterize the number of phenotypic topics for the LDA model, we minimize 1) the perplexity score and 2) the average similarity of the topics within a site.
The perplexity analysis for both datasets is depicted in Figure A3 . We adopted a 10-fold cross-validation strategy to obtain the average perplexity scores and corresponding standard deviations for models learned according to a varying number of phenotypic topics. It can be seen that the perplexity score stabilizes when the number of topics is larger than 40 and 50 for the NMH and VUMC data, respectively.
Figure A3. Perplexity of LDA models for (a) NMH and (b) VUMC.
If we were to rely solely on perplexity, the number of topics for the models associated with the two datasets would be set to 40 and 50 respectively. However, the smallest perplexity score does not necessarily indicate the best model. As such, we search for a model that minimizes the phenotypic topic similarity within a site. Figure A4 depicts the average (and one standard deviation) of the average similarity for the datasets using LDA models learned over 15, 25, 40, and 50 phenotypic topics. Figure A4 , it can be seen that the average similarity of VUMC phenotypic topics is smaller than NMH, ranging from 1.76 × 10 -6 to 1.59 × 10 -4 ( Figure A4 (b)) By contrast, the average similarity for NMH topics ranges from 0.031 to 0.057 ( Figure A4(a) ). When setting the number of topics to 25, the phenotypic topics learned from the NMH dataset exhibit the lowest average mean and standard deviation. To enable a fair comparison of the phenotypic topics learned from NMH and VUMC, we fixed the number of topics to 25 for each site. Specifically, we selected the 25 topics with the smallest average similarity for NMH data. Figure A5 depicts the similarity of the phenotypic topics for the two sites. It is apparent that the VUMC topics generally exhibit a smaller similarity than NMH topics. Figure A6 displays a network of the similarity of the 25 topics derived from the NMH (N) dataset after triaging relations smaller than 0.2. It is clear there are two communities of phenotypic topics. The first pertains to topics N1, N6, N8, N14, N21, and N22, which are strongly related to hypertension, hyperlipidemia, hypothyroidism and type 2 diabetes, the details for which are presented in Appendix A4. The second consists of phenotypic topics N2, N4, and N17, which are related pregnancy issues (e.g., obstetrical and/or birth trauma), the details for which are provided in Appendix A4. 
Based on
Appendix A3: VUMC Phenotypic Topics
Each VUMC topic is shown as the first 5 PheWAS codes, described by their clinical terms. Each PheWAS code was assigned with a probability of that code to the corresponding topic. The probability for a topic corresponds to the sum of the probabilities of the first five codes to that topic. 
Appendix A4: NMH Phenotypic Topics
Each NMH topic is shown as the first 5 PheWAS codes, described by their clinical terms. Each
PheWAS code was assigned with a probability of that code to the corresponding topic. The probability for a topic corresponds to the sum of the probabilities of first five codes to that topic. 
Appendix A5: Cost of Phenotypic Topic Alignment
Based on Equation 3, the smaller the similarity value, the higher its cost. It was found that the total cost for a maximum matching of topics between NMH and VUMC is 15.26. The average cost for each pair of phenotypic topics is 0.61, which implies that the average cosine similarity for a pair of aligned phenotypic topics is 0.39. The cost for each match is provided Table A1 . Next, we set out to determine if the cost for a pair of aligned phenotypic topics is significantly different than a pair of random phenotypic topics. To do so, we generated 50 random Dirichlet vectors, each of which had the same length and sparsity rate as the learned phenotypic topics. . We then aligned 25 pairs of random topics from the 50 random topics, the cost of which is provided in the final column of Table A1 .
We hypothesized that the alignment cost for the learned phenotypic topics would be significantly smaller than that of the random topics. To test this hypothesis, we applied a linear mixed model ((Cost -Random cost) ~ α+β*h, where h is either 1 (non-random) or 0 (random)) over the costs. The results indicate the phenotypic topic alignment cost was significantly smaller, with β = -0.2574. Assessing at the two-sided α=0.05 significance level, it was observed that the p-value is 4.227 × 10 -6 , which validates the hypothesis.
Appendix A6: Regression Results for Transferability of Phenotypic Topics
The results of the regression models (based on Equations 5) are depicted in Table A2 . Here, α corresponds to the slope of the regressed line and I corresponds to the intercept of the regression parameters. 
