In Dunkl theory on R d which generalizes classical Fourier analysis, we study first the behavior at infinity of the Riesz potential of a non compactly supported function. Second, we give for 1 < p ≤ q < +∞, weighted Lp → Lq boundedness of the Riesz potentials with sufficient conditions. As application, we prove a weighted generalized Sobolev inequality.
Introduction
Dunkl operators T i , 1 ≤ i ≤ d introduced by C.F. Dunkl in [9] , are differentialdifference operators associated with a finite reflection group G, acting on some Euclidean space. These operators attached with a positive root system R + and a non negative multiplicity function k, can be considered as perturbations of the usual partial derivatives by reflection parts. They provide a useful framework for the study of multivariable analytic structures which reveal certain reflection symmetries. During the last years, these operators have gained considerable interest in various fields of mathematics (see [1, 2, 3, 14, 18] ) and also in physical applications; they are, for example, naturally connected with certain Schrödinger operators for Calogero-Sutherland-type quantum many body systems (see [21] ). The Dunkl kernel E k has been introduced by C.F. Dunkl in [10] . For a family of weight functions w k invariant under the action of G, we use the Dunkl kernel and the measure dν k (x) = w k (x)dx to define the Dunkl transform F k , which enjoys properties similar to those of the classical Fourier transform F. If the parameter k ≡ 0 then w k (x) = 1 and the measure ν k coincide with the Lebesgue measure, so that F k becomes F and the T i , 1 ≤ i ≤ d reduce to the corresponding partial derivatives [4, 13] . It is easy to see that if f is non negative and compactly supported, then I α f (x) has the order x α−d at infinity. D.Siegel and E.Talvila [17] found necessary and sufficient conditions on f for the validity of I α f (x) = O( x α−d ) as x → +∞ even when f is not compactly supported.
Our aim is first to extend these results to the context of Dunkl theory where a similar operator is already defined on the Schwartz space S(R d ).
f (see [5, 12, 19] ), is given by
where ν k is the weighted measure defined by
., . being the standard Euclidean scalar product on R d (see next section). Second, we give for 1 < p ≤ q < +∞, sufficient conditions on the decreasing rearrangement of non-negative locally integrable weight functions u, v on R d , such that the Riesz potential I k α satisfies the weighted inequality
). As consequence, we obtain weighted L p → L q boundedness of the fractional maximal operator. Finally, we prove a weighted generalized Sobolev inequality. These are generalizations of some results obtained in [5, 12] .
The contents of this paper are as follows. In section 2, we collect some basic definitions and results about harmonic analysis associated with Dunkl operators . We study in section 3, the behavior at infinity of the Riesz potential of a non compactly supported function. In section 4, we give for 1 < p ≤ q < +∞, weighted Lp → Lq boundedness of the Riesz potentials with sufficient conditions. As consequence, we obtain weighted inequalities for the fractional maximal operators and we prove a weighted generalized Sobolev inequality.
Along this paper, we denote by ., . , the standard Euclidean scalar product on R d and we write for x ∈ R d , x = x, x . We use c to denote a suitable positive constant which is not necessarily the same in each occurrence. Furthermore, we denote by
• E(R d ) the space of infinitely differentiable functions on R d .
• S(R d ) the Schwartz space of functions in E(R d ) which are rapidly decreasing as well as their derivatives.
• D(R d ) the subspace of E(R d ) of compactly supported functions.
Preliminaries
In this section, we recall some results in Dunkl theory (see [8, 9, 10, 16] ) and we refer for more details to the surveys [15] .
Let G ⊂ O(R d ) be a finite reflection group on R d , associated with a root system R. For α ∈ R, we denote by H α the hyperplane orthogonal to α. For a given β ∈ R d \ α∈R H α , we fix a positive subsystem R + = {α ∈ R : α, β > 0}. We denote by k a nonnegative multiplicity function defined on R with the property that k is G-invariant. We associate with k the index
and a weighted measure ν k given by
Further, we introduce the Mehta-type constant c k by
, and we use p,k as a shorthand for
. By using the homogeneity of degree 2γ of w k , for a radial function f in
The function F is integrable with respect to the measure r 2γ+d−1 dr on [0, +∞) and we have
where S d−1 is the unit sphere on R d with the normalized surface measure dσ and
.
The Dunkl operators T j , 1 ≤ j ≤ d , on R d associated with the reflection group G and the multiplicity function k are the first-order differentialdifference operators given by
where ρ α is the reflection on the hyperplane H α and α j = α, e j , (e 1 , . . . , e d ) being the canonical basis of R d . 
admits a unique analytic solution on R d , denoted by E k (., y) and called the Dunkl kernel. This kernel has a unique holomorphic extension to
We list some known properties of the Kernel E k and the Dunkl transform:
ii) The Dunkl transform of a function f ∈ L 1 k (R d ) has the following basic property
iii) The Dunkl transform is an automorphism on the Schwartz space S(R d ).
iv) When both f and
The space
plays a particular role in the analysis of this generalized translation (see [16, 18, 20] ). Observe that
The operator τ x satisfies the following properties (see [18] ):
According to ([18] , Theorem 3.7), the operator τ x can be extended to the space of radial functions
We remark that it is still an open problem whether
where A(x, y, η) = x 2 + y 2 − 2 < y, η > and µ x is a probability measure supported in the convex hull co(G.x) of the G-orbit of x in R d . We observe that,
3 Behavior at infinity for the Riesz potentials associated to the Dunkl operators
We study in this section, the behavior at infinity of the Riesz potential of a non compactly supported function. For 0 < α < 2γ + d and f ∈ S(R d ), we recall that the Riesz potential I k α f of a function f is given by
Throughout this section, for m > 0 and x ∈ R d , we denote by V m x and W m x , the following sets:
Then the function
is bounded on R d and we have
Proof. For each x ∈ R d and s > 0, we have from (2.3)
Since e −s(A(x,y,η)) 2 ≤ 1 and µ x is a probability measure, we deduce that
On the other hand, using Proposition 2.1, we obtain
where c k is the Mehta-type constant (see section 2). Now, for f ∈ A k (R d ), let us decompose Φ(x) as a sum of two terms: Φ(x) = Φ 1 (x) + Φ 2 (x) where
Using (3.2), we obtain
By the fact that f ∈ L ∞ and from (3.3), we get
Combining (3.4) and (3.5), we conclude that Φ is bounded.
Applying the formula (see [19] ),
and changing the order of integrals in (3.1), it yields
According to (2.3), one can see that
The proof is complete.
Proof. 1) We begin with the sufficiency part. Assume that Ψ is bounded on R d . Using Proposition 3.1, we can write
where
First, we observe that for y ∈ V m x and 0 < m < 1,
, we can assert that
then we obtain by (3.7)
This yields
Second, for s > 0, x ∈ R d and y ∈ W m x , we get by (2.4)
then we obtain from (2.3),
By the change of variables t = s(m x ) 2 we get
Hence from (3.6), (3.8) and (3.9), we deduce that
2) For the necessity part, suppose
we can write from Proposition 3.1 that
From (2.4) and for y ∈ W m x , we have A(x, y, η) ≥ min
Then by the fact that µ x is a probability measure and using (2.3) and Fubini's theorem, we obtain
By the change of variables t = s(min g∈G g.x + y ) 2 , we can assert that
Since y ≤ x + min g∈G g.x + y , this gives
hence, we deduce that
If y ∈ V m x , then y ≤ (1 + m) x . This yields from Proposition 3.1 that
Using (3.10), (3.11) and (3.12), we conclude that Ψ is bounded. This completes the proof of the theorem.
We shall prove that the function Ψ given by
Since f ∈ S(R d ), we obtain using (3.2)
By the fact that y → (1 + y ) 2γ+d−α f (y) is bounded on R d and from (3. 3), we get
Combining (3.13) and (3.14) , we conclude that Ψ is bounded.
we deduce from Theorem 3.1 that
, where
We can see that f ∈ A k (R d ) and the function g : 
Using respectively (3.2) 
Weighted norm inequalities
In this section, we prove for the Riesz potential I k α , weighted norm inequalities with sufficient conditions on non-negative pairs of weight functions. We denote by p ′ the conjugate of p for 1 < p < +∞. The proof requires a useful well-known facts and results which we shall now state in the following. [6] ) (Hardy inequalities) If µ and ϑ are locally integrable weight functions on (0, +∞) and 1 < p ≤ q < +∞, then there is a constant c > 0 such that for all non-negative Lebesgue measurable function f on (0, +∞), the inequality
is satisfied if and only if
Similarly for the dual operator,
The decreasing rearrangement of f is the function f * given for all t ≥ 0 by
We list some known results:
• (see [11] ) (Hardy-Littlewood rearrangement inequality) Let f and υ be non negative ν k -measurable functions on R d , then
• (see A. P. Calderón [7] ) Let 1 ≤ p 1 < p 2 < ∞ and 1 ≤ q 1 < q 2 < +∞. A linear operator L satisfies the weak-type hypotheses (p 1 , q 1 ) and (p 2 , q 2 ) if and only if
7)
, this yields
This gives for
Hence, using (2.1) again, we obtain for
giving equalities for (4.5) and (4.6) in these cases.
In the following theorem, we prove weighted norm inequalities for the Riesz potential I k α .
holds with the following conditions on u and v:
Proof. It was shown in [12] that: f → I k α can be extended to a mapping of weak-type (p 1 , q 1 ) = (1,
) and a bounded operator from L
Using (4.7) and applying Minkowski's inequality, we have
By means of change of variable in the right side, we obtain
Applying (4.1) and (4.2) for I 1 , we can assert that
if and only if
Then if we replace s by s 1 λ 2 in this condition, it's easy to see that if we use a change of variable in the first integral of the expression, we obtain (4.8).
Similarly by applying (4.3) and (4.4) for I 2 , we get 
which is equivalent to (4.9). Combining (4.10), (4.11) and (4.12), it yields
Using (4.5) on the left side and (4.6) on the right side of (4.13), we obtain by density of
This completes the proof. As consequence of Theorem 4.1 for power weights, we obtain the result below.
Proof. From Example 4.1, we have for δ < 0 and β > 0
then if we take p = q = r in Theorem 4.1, the boundedness conditions (4.8) and (4.9) are valid if and only if
Under these conditions and from Theorem 4.1, we obtain our result.
Remark 4.2 The boundedness of Riesz potentials can be used to establish the boundedness properties of the fractional maximal operator given by
and χ Br is the characteristic function of the ball B r = B(0, r). This follows from the fact that In order to prove a weighted generalized Sobolev inequality, we need some useful results that we state in the following remark. [19] ) In Dunkl setting the Riesz transforms are the operators
• The Riesz transform R j is a multiplier operator with
(4.14)
• Let 0 < α < 2γ + d. The identity (4.15) holds in the sense that
whenever f, g ∈ S(R d ).
2/ (see [5] ) The Riesz transform R j , 1 ≤ j ≤ d, can be extended to a bounded operator from L p k (R d ) into it self for 1 < p < +∞ and we have
Now, we give in the following theorem a weighted generalized Sobolev inequality. Proof. For f ∈ D(R d ), we write
then by (2.2) and (4.14), we get
This yields from (4.15) that
which gives the following identity,
Now, observe that the conditions (4.17) and (4.18) are equivalent to (4.8) and (4.9) with v ≡ 1 and α = 1, then using Theorem 4.1, we obtain
which gives from (4.16) that
Our result is proved. 
Proof. For δ < 0, if we take u(x) = x δ , x ∈ R d in Theorem 4.2, the boundedness conditions (4.17) and (4.18) are valid if and only if
Under this condition, we obtain our result. was obtained in [5] and gives the generalized Sobolev inequality f q,k ≤ c ∇ k f p,k .
