Abstract. Event series, such as the Wimbledon Championships and the US presidential elections, represent important happenings in key societal areas including sports, culture and politics. However, semantic reference sources, such as Wikidata, DBpedia and EventKG knowledge graphs, provide only an incomplete event series representation. In this paper we target the problem of event series completion in a knowledge graph. We address two tasks: 1) prediction of sub-event relations, and 2) inference of real-world events that happened as a part of event series and are missing in the knowledge graph. To address these problems, our proposed supervised HapPenIng approach leverages structural features of event series. HapPenIng does not require any external knowledge -the characteristics making it unique in the context of event inference. Our experimental evaluation demonstrates that HapPenIng outperforms the baselines by 44 and 52 percentage points in terms of precision for the sub-event prediction and the inference tasks, correspondingly.
Introduction
Event series, such as sports tournaments, music festivals and political elections are sequences of recurring events. Prominent examples include the Wimbledon Championships, the Summer Olympic Games, the United States presidential elections and the International Semantic Web Conference. The provision of reliable reference sources for event series is of crucial importance for many real-world applications, for example in the context of Digital Humanities and Web Science research [7, 9, 25] , as well as media analytics and digital journalism [15, 23] .
Popular knowledge graphs (KGs) such as Wikidata [29] , DBpedia [14] and EventKG [8, 10] cover event series only to a limited extent. This is due to multiple reasons: First, entity-centric knowledge graphs such as Wikidata and DBpedia do not sufficiently cover events and their spatio-temporal relations [6] . Second, reference sources for knowledge graphs such as Wikipedia often focus on recent and current events to the detriment of past events [11] . This leads to the deficiency in supporting event-centric applications that rely on knowledge graphs.
In this work we tackle a novel problem of event series completion in a knowledge graph. In particular, we address two tasks: 1) We predict missing sub-event relations between events existing in a knowledge graph; and 2) We infer realworld events that happened within a particular event series but are missing in the knowledge graph. We also infer specific properties of such inferred events such as a label, a time interval and locations, where possible. Both addressed tasks are interdependent. The prediction of sub-event relations leads to a more complete event series structure, facilitating inference of further missing events. In turn, event inference can also lead to the discovery of new sub-event relations.
The proposed HapPenIng approach exclusively utilizes information obtained from the knowledge graph, without referring to any external sources. This characteristic makes HapPenIng approach unique with respect to the event inference task. In contrast, related approaches that focus on the knowledge graphs population depend on external sources (e.g. on news [12, 31] ). The contributions of this paper include: -A novel supervised method for sub-event relation prediction in event series.
-An event inference approach to infer real-world events missing in an event series in the knowledge graph and properties of these events. -A dataset containing new events and relations inferred by HapPenIng:
• over 5, 000 events and nearly 90, 000 sub-event relations for Wikidata, and • over 1, 000 events and more than 6, 000 sub-event relations for DBpedia. Our evaluation demonstrates that the proposed HapPenIng approach achieves a precision of 61% for the sub-event prediction task (outperforming the stateof-the-art embedding-based baseline by 52 percentage points) and 70% for the event inference task (outperforming a naive baseline by 44 percentage points). Our dataset with new sub-event relations and inferred events is available online 1 .
Example: Wimbledon Championships
The Wimbledon Championships (WC), a famous tennis tournament, are an event series that takes place in London annually since 1877. Wikidata currently includes 132 WC editions and 915 related sub-events, for example Women's and
Men's Singles and Wheelchair competitions. However, according to our analysis, this event series is incomplete. In particular, the HapPenIng approach proposed in this paper was able to generate 125 sub-event relations and 15 event instances related to this event series that are currently missing in Wikidata. Fig. 1 
Problem Statement
We consider a typical Knowledge Graph that contains nodes representing realworld entities and events. The edges of a Knowledge Graph represent relations between entities and events. More formally: Definition 1. Knowledge Graph: A Knowledge Graph KG : V, U is a directed multi-graph. The nodes in V represent real-world entities and events. The directed edges in U represent relations of the entities and events in V .
The Event Graph G is a sub-graph of the Knowledge Graph. The nodes of G represent real-world events. The edges represent their relations relevant in the context of event series (sub-event and follow-up relations). More formally: Definition 2. Event Graph: Given a Knowledge Graph KG : V, U , an Event Graph G : E, R ∪ F is a directed graph. The nodes of the Event Graph E ⊆ V represent real-world events. The edges R represent sub-event relations:
Events in G represent real-world happenings; the key properties of an event in the context of event series include an event identifier, an event label, a happening time interval and relevant locations. Definition 3. Event: Given an Event Graph G : E, R ∪ F , an event e ∈ E is something that happened in the real world. e is represented as a tuple e = uri, l, t, L , where uri is an event identifier, l is an event label, t = t s , t e is the happening time interval with t s , t e being its start and end time. L is the set of event locations. Definition 4. Sub-event: An event e s ∈ E is a sub-event of the event e p ∈ E, i.e. (e s , e p ) ∈ R, if e s and e p are topically related and e s is narrower in scope.
We refer to e p as a parent event of e s . Typically, e s happens in a temporal and a geographical proximity of e p .
An event can be a part of an event series. An example of an event series is the WC that has the 2008 WC as one of its editions.
Definition 5. Event series and editions: An event series s = e 1 , e 2 , . . . , e n , ∀e i ∈ s : e i ∈ E, is a sequence of topically related events that occur repeatedly in a similar form. The sequence elements are ordered by the event start time and are called editions. We refer to the set of event series as S.
The follow-up relations F connect event editions within an event series. For example, the 2009 WC is the follow-up event of the 2008 WC.
Definition 6. Follow-up relation: Given an event series s = e 1 , e 2 , . . . , e n , e j is a follow-up event of e i , i.e. (e i , e j ) ∈ F , if e i ∈ s and e j ∈ s are the neighbor editions in s and e i precedes e j .
The sub-event relations in an Event Graph are often incomplete. In particular, we denote the set of real-world sub-event relations not included in the Event Graph as R + . Then the task of sub-event prediction can be defined as follows:
Definition 7. Sub-event prediction: Given an Event Graph G : E, R ∪ F and events e s ∈ E, e p ∈ E, the task of sub-event prediction is to decide if e s is a sub-event of e p , i.e. to determine if (e s , e p ) ∈ R ∪ R + , where R + is a set of real-world sub-event relations not included in the Event Graph.
The set of real-world event representations included in an Event Graph is often incomplete (open world assumption). The context of event series can help to infer real-world events missing in particular editions. Definition 8. Event inference: Given and Event Graph G : E, R∪F and an event series s = e 1 , e 2 , . . . , e n , with e 1 , e 2 , ..., e n ∈ E, the task of event inference is to identify a real-world event e f ∈ E ∪ E + that belongs to the series s. Here, E + is a set of real-world events that are not included in the Event Graph. In particular, e f is a sub-event of the edition e i ∈ s, i.e. (e f , e i ) ∈ R ∪ R + .
Event Series Completion
We address event series completion in two steps: First, we adopt a classification method to predict sub-event relations among event pairs. Second, we develop a graph-based approach to infer events missing in particular editions through event series analysis. A pipeline of the overall approach is shown in Fig. 2 .
Sub-Event Prediction
We model the problem of sub-event prediction as a classification problem. Given an event pair (e s , e p ), we aim to predict whether e s is a sub-event of e p :
sub − event(e s , e p ) = true, if(e s , e p ) ∈ R ∪ R + ;
f alse, otherwise. Spatio-temporal features (STP): We assume that sub-events happen in the temporal proximity of their parent events. We consider the temporal proximity through temporal overlap, containment and equality.
Sub-events typically happen in the geographical proximity of their parent events. Therefore, we introduce Location Overlap -a spatial feature that assigns a higher score to the event pairs that share locations:
Embedding features (EMB): The link structure of the Knowledge Graph can be expected to provide important insights into possible event relations. First, we can expect that this structure provides useful hints towards predicting sub-event relations, e.g. follow-up events can be expected to have a common parent event.
Second, events related to different topical domains (e.g. politics vs. sports) are unlikely to be related through a sub-event relation. To make use of this intuition, we train an embedding on the Knowledge Graph using any relations connecting two events in E. For this feature, we pre-train the embeddings following the STransE embedding model [18] which provides two relation-specific matrices W 1 and W 2 , a relation vector r and entity vectors (here, e s and e p ). Intuitively, given that model, we can compare the embedding of an event with the embedding of the assumed parent event plus the embedding of the sub-event relation (sE): -Embedding Score: f Embedding (e s , e p ) = W rsE,1 e p + r sE − W rsE,2 e s 1
Training the sub-event classifier
To train a classifier given the features presented above, a set of labeled event pairs is required. The set of positive examples contains all event pairs with known sub-event relations in the Event Graph G. Formally, given the set E of events, this is the set C + = {(e s , e p )|(e s , e p ) ∈ R}.
In addition, a set of negative examples, i.e. event pairs without sub-event relation is required. When composing event pairs randomly, most of the paired events would be highly different (e.g. having highly dissimilar labels and no spatio-temporal overlap). Consequently, the model would only learn to distinguish the most simple cases. To address this problem, we collect a set of negative examples C − that has as many event pairs as C + , and consists of four equallysized subsets with the following condition for each contained event pair (e s , e p ): -Both events are from the same event series, but (e s , e p ) / ∈ R. Note that we only consider direct sub-event relations to be valid positive examples. In particular, we aim to learn to distinguish the directly connected sub-events from transitive relations, as well as to distinguish similar events that belong to different editions. Due to the inherent incompleteness of the Event Graph, a missing sub-event relation does not necessarily imply that this relation does not hold in the real world. However, we expect that false negative examples would occur only rarely in the training set, such that the resulting model will not be substantially affected by such cases.
Overall, the set of training and test instances C contains all positive sub-event examples C + found in the Event Graph, and an equally sized set of negative examples C − that consists of the four event pair sets described above.
Predicting sub-event relations using the classifier The trained classifier is adopted to predict missing sub-event relations within event series. We apply an iterative algorithm, given a classifier cl and the Event Graph G. As it is not feasible to conduct a pairwise comparison of all events in G, we limit the number of events compared with their potential parent event: For each potential parent event e p that is part of an event series, a set of candidate sub-events is selected
M ← getSubSeries(e.series) 3:
for each es ∈ {es|(es, e) ∈ R} do M = M \ es.series 4:
for each m ∈ M do 5:
if constraintsNotSatisfied(m, e) then continue 6:
for each es ∈ {es|(es, ep) ∈ R} do inferSubEvents(es)
as the set of events with the largest term overlap with the potential parent event label. For each candidate event, the classifier cl predicts whether this event is a sub-event of e p . To facilitate prediction of sub-event relations in cases where the parent event is not a part of the series initially, the procedure is run iteratively until no new sub-event relations are found.
Event Inference
The task of event inference is to infer real-world events not initially contained in the Event Graph (i.e. events in the set E + ). We infer such missing events and automatically generate their key properties such as label, time frame and location, where possible. The intuition behind event inference is that the Event Graph indicates certain patterns repeated across editions. Thus, we approach this task via comparison of different editions of the same event series to recognize such patterns. Consider the WC example in Fig. 1 . Although there is no event instance for the 2010 Men's Singles final, we can infer such instance from the previous edition 2009 Men's Singles final.
Event Series Pre-processing
We pre-process the set S of event series to avoid cycles or undesired dependencies within the single series. Each event series is transformed into a sequence of acyclic rooted trees where each root represents one particular edition of the series. Events or relations violating that structure are removed from the series. If removal is not possible, we exclude such series from S.
An important concept of the event inference is the concept of a sub-series: A series s p has a sub-series s s if the sub-series contains sub-events of s p . For example, the WC -Men's Singles final series is a sub-series of the WCMen's Singles, because the event 2009 WC -Men's Singles final is a sub-event of 2009 WC -Men's Singles. We determine sub-series relation as: Definition 9. Sub-series: An event series s s ∈ S is a sub-series of s p ∈ S, if for an event e p ∈ s p there is a sub-event in s s : ∃(e s , e p ) ∈ R : e p ∈ s p ∧ e s ∈ s s .
Inferring New Events
The intuition behind event inference is to identify similar patterns in the different editions of an event series. According to Definition 5, the editions of an event series occur repeatedly in a similar form. This way, events repeated in most of the editions of the series, but missing in a particular edition can be inferred. To do so, we process all editions in the Event Graph and inspect whether its neighbored editions have a sub-event not covered in the particular edition. Algorithm 1 illustrates our event inference approach. As shown in our pipeline (Fig. 2) , this algorithm is invoked for each edition e of the event series in S. First, a set M is constructed that contains all sub-series of the current edition's series, i.e. e.series (line 2). Then, the algorithm removes all series from M for which the current edition contains events already (line 3). That way, M is reduced to a set of event series not covered by the sub-events of the current edition e.
For each remaining sub-series m ∈ M , a new event is inferred that is a subevent of the current edition e and a part of m. Within the respective method inferEvent(e, M ), a new label, time span and set of locations is generated as described later. The algorithm is invoked recursively with all known (also newly identified) sub-events. To increase precision, a sub-series m is only retained in M if a set of constraints is satisfied (line 5). These constraints are described later in this section.
The event inference algorithm can infer an event for which an equivalent event already exists in the Event Graph. To avoid the generation of such duplicate events, we check if an event with the same label as the newly inferred event exists in the Event Graph. In this case, the algorithm adds a new sub-event relation across the existing events to the Event Graph and discards the inferred event (line 8).
Wimbledon Championships Example:
Consider the example in Fig. 1 , with the goal to infer new events within the edition e wc3 : 2010 WC. Fig. 3a depicts the first step when invoking the algorithm InferSubEvents(e wc3 ) (without constraints). The edition becomes the input event e and its series e.series is WC. The event series WC -Men's Singles (m) is identified as one of its immediate sub-series in M . However, as there is already an event 2010 WC -Men's Singles that is a sub-event of e and part of that sub-series m, it is removed from M . Therefore, M is empty and no new events are inferred at this point. Subsequently, Algorithm 1 is executed with the sub-event 2010 WC -Men's Singles as input edition e, as shown in Fig. 3b . Here, the sub-series is WCMen's Singles final which is inserted in M . Consequently, a new event is created that is a sub-event of e and part of the event series WC -Men's Singles final.
Algorithm 2 Label Generation
Label Generation Each newly generated event requires a label. This label is generated by exploiting the labels within its event series, as shown in Algorithm 2. The input is its future parent event e and its event series m. First, the events in the parent series e.series whose labels are most similar to the label of e are collected (line 2). Then, within this set of events, the one from the closest event edition and its sub-event in m is selected (lines 3 -5). Finally, the label of that event is transformed into the new label by applying the same edit operations δ (i.e. equality, delete or insert) as if we transformed the parent event labels (lines 6 -12). To identify the edits, we adopt the difference algorithm by Myers [16] .
Example: Consider the newly added event in Fig. 3b . As an input to the algorithm, there is e which is the event 2010 WC -Men's Singles and the series m consisting of the Men's Singles finals of 2008 and 2009. First, the event 2009 WC -Men's Singles within e.series is identified as the most similar event c. c is the sub-event of c that is also in m: 2009 WC -Men's Singles final. Given c .l and the edit operations δ between the labels of e and c, Table 1 shows how they are used to generate the correct label 2010 WC -Men's Singles final.
Location and Time Generation
Each event can be assigned a happening time and a set of locations. In both cases, we use a rule-based approach.
Locations: Some events such as the Olympic Games change their location with every edition. Currently we reconstruct event locations only if they remain unchanged across editions: If there is a location assigned to every event s ∈ m, this location is also assigned to e. In future work we intend to utilize sub-location relations, that facilitate the generation of correct locations at a lower level of geographical granularity.
Happening Times: Three rules are applied in the following order until a happening time is identified: a) If the happening time of each event s ∈ m equals its parent event's happening time, also e adopts its happening time directly from its parent event; b) If the happening time of each event s ∈ m is modelled as a whole year, the happening time of e is also modelled as the same year as any of its (transitive) parent events; c) If the event label contains a year expression, that part is transformed into its happening time. Constraints We propose several configurations of constraints to decide whether an event should be created: -Baseline (BSL): No constraints.
-Time Evolution (EVO): The constraints are only satisfied if there was at least one event in the series that happened before e. For example, the Wimbledon Women's Doubles were held for the first time in 1913, so it would be wrong to generate an event for the Women's Doubles series in 1912 and before. -Interval (INT): The constraints are only satisfied if there was at least one event in the series that happened before and at least one event in the series that happened after e. Under this constraint, events that re-occurred only until a specific edition are not generated for each edition. An example is the tug of war which was part of only six Olympic Summer Games. -Window (WIN): Given a start and an end thresholds a and b, this constraint is satisfied if there is at least one event within the last a editions of the series that happened before e and at least one event in the following b editions that happened after e. The coverage is only computed after restricting both event series to the dynamic time window, and if at least one event in the series happened before e.
Evaluation
The goal of the evaluation is to assess the performance of the HapPenIng approach with respect to the sub-event prediction and event inference tasks.
Data Collection and Event Graph Construction
We run our experiments on Event Graphs extracted from two sources: (i) Wikidata [29] as of October 25, 2018 (Wikidata Event Graph), and (ii) DBpedia [14] from the October 2016 dump (DBpedia Event Graph). Both datasets are enriched with additional information regarding events obtained from the EventKG knowledge graph [8] . Compared to other knowledge graphs, EventKG contains more detailed information regarding spatio-temporal characteristics of events. More concretely, events in the Event Graph are enriched with location and time information using the properties sem:hasPlace, sem:hasBeginTimeStamp and sem:hasEndTimeStamp of EventKG. One Event Graph containing events, sub-event relations and follow-up relations, as well as a set S of event series is constructed for each dataset. For the Wikidata Event Graph, we collect as events all data items that are (transitive) instances of the "event" class 2 . Event series are extracted using the "instance of" 3 and the "series" 4 properties in Wikidata. For the DBpedia Event Graph, we extract events using the "dbo:Event" class and series assignments using the provided Wikipedia categories. In both cases, we apply two heuristics to ensure that only event series compatible with Definition 5 are extracted: (i) We only consider series with mostly homogeneous editions. To this end, we make use of the Gini index [21] , a standard measure for measuring impurity. In our context it is used to assess the diversity of the template labels of editions in an event series. We reject the (rare) cases of event series with high Gini impurity, where the edition labels do not follow any common pattern. 5 An event is kept in S, if the set of template labels of its editions shows a Gini impurity less than 0.9. Besides, we ignore editions whose removal decreases that impurity. (ii) We ignore events typed as military conflicts and natural disasters, because such events typically do not follow any regularity. If we can find connected sub-graphs of events in the Event Graph through sub-event and follow-up relations, but the data item representing that series is missing in the dataset, we add a new unlabeled event series to S. To train the embeddings, we collect all relations connected to events.
The extraction process results in a Wikidata Event Graph G containing |E| = 352, 235 events (DBpedia Event Graph: 92, 523) and |S| = 9, 007 event series (DBpedia Event Graph: 1, 871). As input to train the embeddings, there are 279, 004, 908 relations in Wikidata and 18, 328, 678 relations in DBpedia. Both Event Graphs, as well as embeddings, annotated samples and other evaluation datasets described in the remainder of this section are available online. 
Sub-Event Prediction
Training and Test Set Generation Before running the experiments, a set of positive and negative sub-event relations is created from the Event Graphs as described in Section 3.1. In total, this collection of relations consists of 55, 217 event pairs within S that were extracted as correct sub-event pairs from Wikidata Table 2 . 10-fold cross-validation of the sub-event prediction using different classifiers and all the introduced features. STransE is the baseline we compare to.
(DBpedia: 16, 763 ) and the same number of negative event pairs. 7 This collection is split into ten folds to allow 10-fold cross-validation. We learn the STransE embeddings as described in Section 3.1 for each fold, with its parameters set as follows: SGD learning rate λ = 0.0001, the margin hyper-parameter γ = 1, vector size k = 100 and 1, 000 epochs. While learning the embeddings on the folds, we exclude the sub-event relations from the respective test set.
Baseline
As a baseline for sub-event prediction, we utilize an embeddingbased link prediction model based on the STransE embeddings [18] . Given an input event, this model retrieves a ranked list of candidate sub-events with the corresponding scores. We use these scores to build a logistic regression classifier. STransE is a state-of-the-art approach that had been shown to outperform previous embedding models for the link prediction task on the FB15K benchmark [3] . Table 2 shows the results of the 10-fold cross-validation for the sub-event prediction task, with three different classifiers: LOG (Logistic Regression), RF (Random Forest) and SVM (Support Vector Machine with linear kernel and normalization) in terms of classification accuracy ( T P +T N T P +T N +F P +F N , where T P are true positives, T N true negatives, F P false positives and F N false negatives). Among our classifiers, the RF classifier performs best, with an accuracy of nearly 0.98 in the case of the Wikidata Event Graph and 0.97 for the DBpedia Event Graph. The results show a clear improvement over the STransE baseline, outperforming the baseline by more than 16 percentage points in case of the RF classifier for Wikidata. For DBpedia, the STransE baseline is outperformed by a larger margin using our proposed features. This can be explained by the insufficient number of relations for training the embeddings in DBpedia. Table 3 shows the performance of the RF classifier under cross-validation with different feature groups. The combination of all features leads to the best performance in terms of accuracy. Although the use of textual features already leads to a high accuracy (0.97), embedding features and spatio-temporal features help to further increase accuracy in the case of Wikidata (0.98). Again, while DBpedia does profit from the spatio-temporal features, there is no improvement when using embeddings, due to the insufficient data size. Table 3 . 10-fold cross-validation of the sub-event prediction using the RF classifier for Wikidata and DBpedia with different feature sets.
Classifier Evaluation

Wikidata Statistics and Examples
While the classifiers demonstrate very accurate results on the test sets, the performance on predicting sub-event relations not yet contained in G requires a separate evaluation. As explained in Section 3.1, a large number of predictions is needed that could potentially also lead to a large number of false positives, even given a highly accurate classifier. The actual label distribution is skewed towards unrelated events and we are now only classifying event pairs not yet contained in R. In fact, running the sub-event prediction algorithm using the best-performing RF classifier with all features leads to the prediction of 85, 805 new sub-event relations not yet contained in Wikidata and 5, 651 new sub-event relations in DBpedia.
To assess the quality of the predicted sub-event relations that are not initially contained in R, we extracted a random sample of 100 sub-event relations consisting of an event and its predicted sub-event and manually annotated each pair as correct or incorrect sub-event relation. According to this manual annotation, 61% of the sub-event relations predicted with our HapPenIng approach that are not yet contained in the Event Graph correctly represent real-world sub-event relations in Wikidata (DBpedia: 42%). In comparison, the STransE baseline predicted only 46, 807 new sub-event relations, and only 9% of them are correct based on a manual annotation of a random 100 relations sample (DBpedia: 2%). The difference in performance on the test set and on the predicted sub-event relations not contained in R can be explained by the large class disbalance in the set of relations collected in the sub-event prediction procedure, such that the majority of the candidate relations are negative examples.
Event Inference Performance
We evaluate the event inference performance in two steps: First, we conduct an automated evaluation of recall by reconstruction of corrupted event series. Second, we assess precision by annotating random samples of new events.
Complementing Corrupted Event Series (Recall)
To evaluate the recall of the event series completion, we remove events from the event series and investigate to which extent our Event Graph completion constraints are able to reconstruct them (we consider the naive unconstrained approach BSL as our baseline). To this end, we randomly remove leaf nodes (events without sub-events) from the whole set of event series S until a specific percentage (determined by the corruption factor ) of leaf nodes is removed. For the Wikidata Event Graph, there are 45, 203 such leaf events in total before corruption, for DBpedia 9, 600. Table 4 shows the results for three corruption factors (5%, 10% and 15%) and Table 5 . Manual evaluation of the correctness of inferred events. For the baseline, each HapPenIng constraint and Event Graph, 100 inferred events were randomly sampled and judged as correct or not. The number of additional sub-event relations found during the event inference process is reported as well (P: Precision).
the constraints introduced in Section 3.2 (we set the parameters to a = b = 5 and α = 0.5). As expected, the unconstrained naive approach BSL results in the highest percentage of correctly reconstructed events: More than 60% of the Wikidata and nearly 40% of the DBpedia events can be recovered including their correct labels. If applying constraints, less events are reconstructed. In particular, the WIN constraint results in the lowest recall, as it demands to cover the event before and after the series edition within 5 editions.
Overall, we observe that HapPenIng is able to reconstruct more than 60% of missing events from a knowledge graph and correctly infer event labels.
Manual Assessment (Precision)
To access precision, we created random samples of 100 newly inferred events for each of the constraints proposed in Section 3.2 and both Event Graphs, and manually annotated their correctness. Table  5 provides an overview of the results. While the naive unconstrained approach results in a precision of less than 0.30 for both Event Graphs, the inclusion of constraints leads to clear improvement, with a precision of up to 0.70 for the ECW constraint for Wikidata and 0.71 for the WIN constraint for DBpedia. Table  5 also reports the number of additional sub-event relations created during the event inference procedure when checking for duplicate events.
Discussion and Additional Statistics
The manual assessment shows that HapPenIng with the ECW constraints is able to infer 5, 010 new events with a precision of 70% in Wikidata and 1, 364 new DBpedia events with similar precision. Events are inferred wrongly in cases where sub-events are happening in an irregular manner. This includes e.g. the wrongly inferred event "1985 Australian Open -Mixed Doubles" that was extracted although there were no Mixed Doubles in that event series between 1970 and 1985 or competitions like the men's single scull in the World Rowing Championships that used to follow a highly unsteady schedule. In future, external knowledge can be used to verify the inferred events. Differences between the Wikidata and the DBpedia results can be explained by the less complete event type assignments and the lack of a proper sub-event relation in DBpedia, where we use category assignments instead.
As the ECW constraint is most precise for the Wikidata Event Graph, we provide more insights for this constraint and Event Graph in the following: -Impact of the sub-event prediction on the event inference: If the sub-event prediction step is skipped, only 3, 558 new events are inferred, compared to 5, 010 events otherwise. -Additional relations: 3, 687 new sub-event relations were created during the event inference step in addition to the 85, 805 sub-event relations from the sub-event prediction step (in total: 89, 492 new sub-event relations). -Happening times: 99.36% of the inferred events are assigned a happening time.
0.38% of them were inferred by the first, 81.52% by the second and 18.10% by the third rule from Section 3.2. -Locations: Only 79 of the 5, 010 inferred events were assigned a location under the strict conditions proposed in Section 3.2. Overall, the two steps sub-event prediction and event inference enable HapPenIng to generate ten thousands of new sub-event relations and events. These relations and new instances can be given as a suggestion to be inserted in the respective dataset using human confirmation with external tools, such as the Primary Sources Tool for Wikidata [26] .
Related Work
Knowledge Graph Completeness. Completeness is an important dataset quality dimension [5] . Due to the open-world assumption knowledge graphs are notoriously incomplete. The facts not present in the knowledge graph are unknown, and may or may not be true [22, 27] . There has been research on several exemplary aspects of knowledge graph completeness, for example on the incompleteness of Wikidata [1, 2] and the relation between obligatory attributes and missing attribute values [13] . In our previous work, we considered the problem of integration and fusion of event-centric information spread across different knowledge graphs and created the EventKG knowledge graph that integrates such information [8, 10] . [28] addressed the inference of missing categorical information in event descriptions in Web markup. These works emphasize the need for knowledge graph completion, in particular regarding event-centric information.
Knowledge Graph Completion. None of the knowledge graph completion and refinement tasks has yet considered the inference of new nodes given only the knowledge graph itself [19, 30] . Paulheim [19] identifies three different knowledge graph completion approaches: (i) Type Assertions Completion. Type assertions completion is the task of predicting a type or a class of an entity [19] . A common approach to this task is to probabilistically exploit type information that is inherent in the statement properties [20] . (ii) Link Prediction. With link prediction, a ranked lists of candidates for the missing item of an incomplete triple is generated, typically based on embeddings as performed in the TransE [3] , STransE [18] and other graph embedding models [24, 30] . In HapPenIng we generate new events not originally present in the knowledge graph and profit from the inclusion of textual and tempo-spatial features on top of embeddings. (iii) External Methods. Information extraction approaches and graph algorithms can be used to detect new relations [22] or entity/event nodes [12] from external textual data. Instead, HapPenIng solely relies on the information inherent to the knowledge graph and does not depend on the availability of the text corpora.
Knowledge Graph Completion Tools: A recent survey of link discovery frameworks is provided in [17] . As human-curated knowledge graphs such as Wikidata demand a high quality of inserted data, there have been several tools developed that help integrating automatically generated information with the respective knowledge graph. This includes the Primary Sources Tool [26] , where suggestions for new relations are confirmed by humans and [4] that provides an overview of potentially missing information. Such tools can help to integrate inferred event series data into existing knowledge graphs.
Conclusion
In this paper we addressed a novel problem of event series completion in a knowledge graph. The proposed HapPenIng approach predicts sub-event relations and real-world events missing in the knowledge graph and does not require any external sources. Our evaluation on Wikidata and DBpedia datasets shows that HapPenIng predicts nearly 90, 000 sub-event relations missing in Wikidata (in DBpedia: over 6, 000), clearly outperforming the embedding-based baseline by more than 50 percentage points, and infers over 5, 000 new events (in DBpedia: over 1, 300) with a precision of 70%. These events and relations can be used as valuable suggestions for insertion in Wikidata and DBpedia after manual verification. We make our dataset publicly available to encourage further research.
