Numerical modeling of cavitating bubbly flows is challenging due to the wide range of characteristic lengths of the physics at play: from micrometers (e.g., bubble nuclei radius) to meters (e.g., propeller diameter or sheet cavity length). To address this, we present here a multiscale approach which integrates a Discrete Singularities Model (DSM) for dispersed microbubbles and a two-phase Navier Stokes solver for the bubbly medium, which includes a level set approach to describe large cavities or gaseous pockets. Inter-scale schemes are used to smoothly bridge the two transitioning subgrid DSM bubbles into larger discretized cavities. This approach is demonstrated on several problems including cavitation inception and vapor core formation in a vortex flow, sheet-to-cloud cavitation over a hydrofoil, cavitation behind a blunt body, and cavitation on a propeller. These examples highlight the capabilities of the developed multiscale model in simulating various form of cavitation.
Introduction
Two-phase bubbly flows play an important role in many applications. For example, cavitation in turbomachinery is deleterious and can lead to loss of efficiency, generation of noise, erosion, and increase of maintenance cost [1, 2] . On the contrary, cavitation in jets can be exploited to enhance the efficiency of industrial processes such as cutting, drilling, paint removal, chemical pollutants oxidation, microorganism disinfection [3] [4] [5] [6] [7] , algae oil extraction and nano-particles synthesis [8] . In nuclear power generation, two-phase bubbly flows occur in cooling line and equipment due to boiling, and liquid holdup affects the heat transfer efficiency. In the petroleum industry, two-phase flows occur in pipelines and in oil and gas wells. More than one-half the natural gas gathered in the US is conveyed through two-phase flow lines [9] . The ability to predict two-phase flow behavior accurately is essential in improving the performance of propulsion or power systems such as marine propellers and hydropower turbines, as well as designing energy efficient processing and transporting equipment such as gasliquid separators and pipelines.
One of the major difficulties of accurately predicting two-phase mixture flows lies in the complex multiple length scale nature of the bubbly mixture flow, typically exampled in cavitation flows which involve sharp and violent volume changes of gas/vapor. Physics at play in this kind of problems may range from micron-scale nuclei bubbles to meter-scale large gas/vapor cavities, with very complex inter-scale transformations in between [10] . For example, on a submerged hydrofoil, in low pressure region near the leading edge small nuclei are seen to grow into large bubbles, which eventually merge to form a macro scale sheet cavity. On the other hand, detached pockets can break up continuously to form clouds of bubbles of different sizes behind the sheet cavity. Similar large volume changes can also be seen in many other systems. For example, in cooling system tiny vapor bubbles can gradually coalesce into large size cavities in the pipeline and hold up the liquid. In jet propulsion systems as the water jet plunges in the water surface significant air is entrained and forms air pockets which eventually break up into small bubbles and travel downstream to contribute to the bubbly wake [11] .
Fully resolved methods such as the Boundary Element Method (BEM) [12] [13] [14] [15] [16] [17] , Front-Tracking Method [19] , and Interface Tracking Methods [20, 21] directly resolve individual bubble behavior and can provide fine detail at the different scales of interests with impressive results documented so far (e.g., ). However, for these fully resolved methods the smallest characteristic length scale of the flow (e.g., the radius of a bubble) generally requires to be resolved by at least O (10) grid points [22] . Therefore, they are only suitable for either systems dominated by large-scale air/vapor cavities [34] , or small-size problems containing a limited number of bubbles. These approaches are also limited to fundamental studies such as investigating mechanisms of micro-scale processes or structures [31] [32] [33] , correlating subgrid relationships for larger scale models [26, 27] or deducing valuable approximations or evaluating accuracy of asymptotic models [12, 22, 27] . In practice, two-phase bubbly flows usually contain a very large number of dispersed bubbles and are modeled using averaging techniques. Continuum-based approaches [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] are typically used in cases where bubbles are much smaller than the characteristic lengths associated with the motion of the overall mixture. In this case, the precise location and properties of individual bubbles are not directly apparent at the global mixture flow scales. The bubbles are instead considered collectively via the equivalent continuum mixture. Other approaches combining continuum and discrete particle have also been proposed (e.g., [50] [51] [52] [53] [54] [55] [56] ). In these approaches the carrier fluid is modeled using standard continuum fluid methods (Eulerian approach) and a finite number of bubbles are tracked directly (Lagrangian approach). The interaction between the two phases is achieved through local ensemble averaging [53] [54] [55] of the forces between the bubbles (or particles) and the fluid or the interaction forces are applied as a locally distributed force field [56] . Successful applications of this Eulerian/Lagrangian mixed approach have been reported in both fundamental studies and industrial applications [57] [58] [59] [60] . These Eulerian/Lagrangian coupling schemes have shown the advantage of resolving the bubble dynamics better than Eulerian/Eulerian coupling schemes. However, they are not applicable to cases where the scales associated with the gas/liquid interface are of the same order as those of the mixture flow and when the shape and description of the interface becomes essential, e.g., in sheet cavitation and vortex cavitation problems.
Since both fully resolved approaches and averaging methods have applicability limitations, a prospective solution consists of a multiscale model capable of accurately representing two-phase bubbly flows involving various relevant scales by combining different methods to address interface structures of different scales. Some effort s have been made to deal with such multi-scale bubbly flows with noticeable examples including (e.g., [61] [62] [63] [64] [65] [66] [67] ), however, seamless, dynamic transition from a dispersed flow and directly resolved phases has not been considered so far. The challenge mainly lies on how to accurately address the meso-scale physics occurring between the micro and macro interface structures [61, 62] . Specifically, the transformation between micro and macro scales includes two scenarios: a) transition from dispersed subgrid microbubbles into large distinguishable cavities with discretized free surfaces and, b) transition from a large cavity into numerous micro-scale dispersed bubbles . For the latter, the "connected cell detection" procedure proposed in [66] for modeling primary atomization could be applied. In this approach, Volume of Fluid (VOF) to Lagrangian particle transformations were conducted through tagging simply connected cells of volume fraction greater than certain values to identify contiguous lumps of liquid (droplets). This method, however, requires an exhaustive cell-bycell search at each time step and is thus computationally expensive. Alternatively, Ma et al. [68] and Hsiao et al. [11] have successfully simulated large scale hydraulic jump and jet wake problems by integrating a level set method for free surface description and a two-fluid model or a Discrete Singularities Model for small bubbles. Efficient switching between scales was realized using a free surface instability based air entrainment model rather than through exhaustive cell-by-cell searching.
The micro to macro-scale transition, i.e., the collection of the dispersed bubbles into large cavities, is more challenging both numerically and physically since the bubbles will shrink or grow, and explode and collapse violently under cavitation conditions. After the transition step, the sudden appearance of new/liquid interfaces imposes a strong disturbance in the solution domain, resulting in a source of numerical instability [69] . One recent interesting attempt to address this issue is the so-called clustering-method proposed by Hansch et al. [67] . They suggested introducing extra "clustering" forces in the fluid cells having gas volume fraction larger than a critical value. These forces then cause an aggregation of dispersed bubble volumes till the formation of air cavities, which in turn are to be resolved by VOF. This method however relies on an arbitrary cluster force term whose connection to physical parameters is not clear yet and needs further development. Also, only qualitative agreement of their simulation results with experimental observations was reported. For all of these reasons, one of the major objectives of this paper is to introduce a deterministic, meso-scale transition scheme to allow smooth transfer from dispersed small bubbles into large cavities, and incorporate it in a general multiscale numerical framework for bubbly flows.
The main features of this multi-scale framework are as follows. In the macro-scale, a continuum-based phase averaged two-phase model is considered. In this scale the gas/liquid interface of large bubbles, air pockets, and cavities is resolved directly while the interaction between small bubbles and liquid is considered through the Eulerian/Lagrangian coupling scheme. In the micro-scale, the model tracks the sub-grid bubbles which cannot be resolved in the continuum approach. To bridge the micro-and macro-scale bubbles as the bubbles grow or shrink in the flow field, inter-scale bridging schemes will utilize both the Lagrangian tracking method and the Eulerian grid technique to smoothly switch between macro and micro-scales.
Numerical model
The sketches in Fig. 1 present the overview of various scales regarding the current multiscale two-phase flow model, which are commonly involved in a separation or cavitating bubbly flow problem, e.g., in a configuration of separated two-phase flow in an expansion:
• At the micro-scale, transport of nuclei and microbubbles, nucleation from solid surfaces, and bubble dynamics are considered. The model addresses dispersed pre-existing nuclei in the liquid, nuclei originating from solid boundaries, and micro-bubbles resulting from cavity disintegration or bubbles breaking up from vaporous/gaseous cavities. At this scale, the model tracks the bubbles in a Lagrangian fashion.
• At the macro-scale, a two-phase continuum-based flow is solved on an Eulerian grid. At this scale gas/liquid interfaces of large bubbles, air pockets, and cavities are directly discretized and resolved through tracking the gas-liquid interfaces with a Level Set method.
• In between, an inter-scale transition scheme is used to bridge the micro and macro scales as bubbles grow or merge to form a large cavity, or as bubbles shrink or break up from a large cavity. At this scale, model transition between micro-scale and macro-scale and vice-versa is realized by using information from both Discrete Singularity Model and Level Set method.
Continuum-based two-phase flow model
The Eulerian continuum-based model used for describing the carrier fluid phase is based on our Navier-Stokes solver, 3DynaFS-Vis © [70, 71] which is an incompressible Navier-Stokes flow solver using a finite volume scheme. The continuum satisfies the following mixture Navier-Stokes continuity and momentum equations: where the subscript m refers to the mixture properties. u is the mixture velocity, p is the pressure, and δ ij is the Kronecker delta. The mixture density, ρ m , and the mixture viscosity, μ m , can be expressed as functions of the void volume fraction α:
where the subscript l refers to the liquid and the subscript g refers to the gas. The equivalent medium has a time and space dependent density since the void fraction α varies in both space and time. This makes the overall flow field problem similar to a compressible flow problem. In our approach, which couples the continuum medium with the discrete bubbles, the mixture density is not an explicit function of the pressure through an equation of state. Instead, tracking the bubbles and knowing their concentration provides α and ρ m as functions of space and time. This is achieved by using a Gaussian distribution scheme which smoothly "spread" each bubble's volume over neighboring cells within a selected radial distance while conserving the total bubble volumes [72] . Specifically, in a fluid cell i , the void fraction is computed using:
where V b j and V cell k are the volumes of a bubble j and cell k respectively. As described later in Section 2.3 , the bubble volumes are obtained from their equivalent radius by solving a second order differential equation given as Eq. (13) . N i is the number of bubbles which are influencing cell i. N cells is the total number of cells "influenced" by a bubble j. fi,j is the weight of the contribution of bubble j to cell i and is determined by the Gaussian distribution function. This scheme, which results in the computation of the local void fraction as the ratio of the total relevant bubble volume to the total relevant fluid volume [72] , has been found to significantly increase numerical stability and to enable the handling of high-void bubbly flow simulations.
The system of equations is closed by an artificial compressibility method [73] in which a pseudo-time derivative of the pressure multiplied by an artificial-compressibility factor, β, is added to the continuity equation as
As a consequence, a hyperbolic system of equations is formed and can be solved using a time marching scheme. This method can be marched in pseudo-time to reach a steady-state solution.
To obtain a time-dependent solution, a Newton iterative procedure is performed at each physical time step in order to satisfy the continuity equation.
The Navier-Stokes solver uses a finite volume formulation. First-order Euler implicit differencing is applied to the time derivatives. The spatial differencing of the convective terms uses the fluxdifference splitting scheme based on Roe's method [74] and van Leer's MUSCL method [75] for obtaining the first-order and the third-order fluxes, respectively. A second-order central differencing is used for the viscous terms which are simplified using the thin-layer approximation. The flux Jacobians required in an implicit scheme are obtained numerically. The resulting system of algebraic equations is solved using the Discretized Newton Relaxation method [76] in which symmetric block Gauss-Seidel sub-iterations are performed before the solution is updated at each Newton iteration.
Level set method for resolved cavities
A level set method [77] [78] [79] is adopted to handle large bubbles and cavities because this level set method offers a flexible way to resolve large free surface deformations such as folding and breakup as compared to surface tracking methods, which require to actually discretize the interfaces.
In the level set method a smooth distance function ϕ ( x,y,z,t ), whose zero value coincides at t = t 0 (time at which the discretized cavity is generated) with the liquid/gas interface, is defined in the whole physical domain (i.e. in both liquid and gas phases) as d ( x,y,z ), the signed distance from the interface:
This function is enforced to be a material surface at each time step using: ∂ϕ ∂t
To avoid that the value of ϕ get diffused by numerical viscosity and that the level set be distorted by the flow field, a new distance function is constructed by solving a "re-initialization equation" in 3 . Visualization of the flow inside a two-phase convergent-divergent nozzle and a two-way coupled numerical simulation using Eulerian-Lagrangian model [81, 82] . pseudo time iterations [78] :
where τ is the pseudo time, ϕ 0 is the initial distribution of ϕ, and S( ϕ 0 ) is a sign function which is zero on the interface.
In a standard level set approach both liquid and gas phases of the fluid are solved separately using Eqs. (7) and ( 8 ) after identifying to which phase each cell belongs and applying appropriate interfacial boundary conditions. However, we apply here a simpler single phase level set method. A Ghost Fluid Method [77] [78] [79] is then used to impose the dynamic boundary conditions across the interface without applying any smoothing function. The dynamics boundary condition requires continuity of stresses across the surface. If the shear due to the air is neglected, the dynamic boundary conditions (balance of normal stresses and zero shears) can be written:
where p v is the vapor pressure, g is the acceleration of gravity, γ is the surface tension parameter and κ = ∇ ∇ ϕ/| ∇ ϕ| is the surface In this approach two ghost cells are used to impose the boundary conditions when the flow is solved at the interface cells. The interface cells for each phase are identified when one of the following six inequalities is satisfied for two adjacent cells:
Although the Ghost Fluid Method can help maintain a sharp interface, additional computational cost is required for the cells in the ignored phase, e.g. air. To further reduce the computational cost we apply a single-phase level-set approach in which only the liquid phase of the fluid is solved, while the cells belonging to the gas phase are deactivated during the computations. To obtain velocity information from the gas cells, we assume the following condition across the interface:
which means there is no normal component of the velocity gradient at the interface, while shear could exist. With this assumption we can extend the velocities from the liquid phase into the gas along the normal direction by solving the pseudo-time iteration equation:
Discrete singularity model for unresolved bubbles
The Discrete Singularity Model (DSM), 3DynaFS-Dsm © , considers all unresolved bubbles as Lagrangian singularities. It uses a Surface Average Pressure (SAP) approach [57, 59, 60] where fluid flow quantities are averaged along the bubble surface. This model has been shown to produce accurate results when compared to full 3D two-way interaction computations [57] . The first order term is a spherical source/sink term which represents the spherical equivalent bubble obtained by a modified Rayleigh-Plesset equation [57] to describe the bubble dynamics,
where R and R 0 are the bubble radii at time t and 0. μ is the carrier liquid kinematic viscosity, and ρ its density. p g0 is the initial bubble gas pressure, k is the polytropic compression constant, u b is the bubble travel velocity, while u enc and P enc are respectively the liquid velocity and the ambient pressure "seen" by the bubble during its travel. With the SAP model, u enc and P enc are respectively the averages of the liquid velocities and pressures over the bubble surface.
The second order term is a dipole representing the bubble motion. The bubble trajectory is obtained from the following motion equation:
The 1st right hand side term is the pressure gradient force. The 2nd term accounts for buoyancy. The 3rd term is the drag force, while the 4th and 5th terms account for the added mass. The 6th term is the lift force with being the deformation tensor [80] . 
Transition scheme between micro-scale and macro-scale
The transition between microscale and macroscale models includes two scenarios: a. transition from singularities (unresolved microbubbles) into large cavities with a tracked free surface, b. transition from a large cavity into a set of dispersed microbubbles,
In the first scenario a), since the singularities are followed in a Lagrangian fashion and the corresponding microbubble sizes and locations are known at every time step. A criterion based on bubble size is set to "activate" the bubbles and transform them into resolved cavities using as level set field the local distances to all neighboring cells. As denoted in Fig. 2 a, for each cell i, this distance function is determined using: (15) where ϕ LS 0 is the distance function from previous level set computations and ϕ b, j is the new distance function computation using the closest distance to the newly activated bubble j surface. N i is the number of bubbles which are "activated" around cell i at the particular time step. This scheme allows a) a singularity to become a level set resolved cavity, b) multiple bubbles to merge together into a large cavity, and c) a single bubble to merge into a pre-existing large cavity as illustrated in Fig. 2 b. The size criterion to determine which bubble to "activate" is as following: (16) where L is the size of local grid which hosts the bubble. R thr is a threshold bubble radius and m thr is a threshold grid factor. This expresses that a subgrid bubble represented by singularities is switched to be represented by a level set free surface only when the bubble grows larger than the threshold bubble radius and a user selected multiple of the local grid size. The latter ensures enough grid resolution to resolve the nearly activated bubble volume. In the present study, m thr = 1.0 was used. This was selected based on our previously systematic parameter-independency study [83] , which showed that there is little dependency of the results on the switching criterion as long as transforming the singularity bubbles into a discretized cavity is not done too early, i.e. the criterion should ensure that the bubble has grown significantly.
The numerical implementation of this transition is summarized below:
At the beginning of a computation:
1. Level set initialization: If there are pre-existing gas-liquid interfaces in the domain, the level set value in each computation cell is computed based on its distance to the closest interface point. Otherwise, ϕ ≡ ϕ 0 is uniformly applied to all the cells in the domain, where ϕ 0 is a very large default value. In the second scenario b) a collapsing cavity is identified by the zero level and its volume, tracked at each time step, determines when the cavity is collapsing. Specifically we use the zero levelset to identify the gas/liquid interface of the cavity. The volume of the cavity is tracked at each time step to determine when the cavity collapse occurs. As the cavity collapses, surface instabilities and cavity disintegration are accounted for using empirical criteria based on experimental observations. An amount of micro-bubbles of the same volume is initiated around the cavity to replace volume loss between time steps. The procedure is similar to that used to simulate bubble entrainment in breaking waves. Micro-bubbles are entrained into the liquid once the local normal velocity pointing towards the liquid exceeds the speed of the gas/liquid interface. This leads to a simple expression for the location and rate of bubble generation that is proportional to the liquid's local turbulent kinetic energy times the gradient of the liquid velocity in the liquid normal direction. The procedure is detailed in [11, 68] and not repeated here for brevity.
Bubbly flow in a convergent-divergent waterjet propulsion nozzle
The DSM model is coupled with the two-phase viscous flow model and firstly used to simulate bubbly flows in nozzle of pipes. Fig. 3 shows a picture from parallel experiments conducted for Navy on the subject, showing the bubbly flow inside a convergentdivergent nozzle (several other nozzle sizes and shapes were studied). It can be observed that the bubbles grow after they cross the throat and align into groups. The bottom of Fig. 3 shows a Eulerian-Lagrangian simulation for a mixture injection void fraction of 10%. Fully coupled two-way interaction was computed and the effects of the bubble dynamics on the mixture flow were included through void fraction computed by the Gaussian Smoothing void fraction scheme in Eq. (4) . Bubbly flow structuring into clusters is observed in the divergent section between the throat and the exit. Bubbles collect to low pressure regions that were convected downstream. The bubble clustering is similar to what was observed experimentally and deserves further attention. The detailed results of this study were presented in [81, 82] and are not repeated for brevity purpose.
Bubble capture in a line vortex
The above described multiscale scheme can be illustrated by the simulation of bubble dynamics, capture, and gaseous/vaporous core formation in a Rankine line vortex. Similar problems have been studied previously by different researchers (e.g., Chahine et al. [10] , Tryggvason et al [24] and Hsiao et al. [70] ) using either Discrete Singularity Model (DSM) or fully resolved Direct Numerical Simulations (DNS), indicating the former is suitable when a nucleus is small while the latter is more accurate when it is large [10, 24, 70] .
A Rankine vortex is defined by the rotation velocity, u θ , and pressure, p ω, of the vortical flow given by
Here, r is the radial coordinate, is the circulation strength and a c is the viscous core radius. The radii of the released nuclei are such that all are initially of subgrid size and are therefore modeled as discrete singularities (DSM). After tangentially entering into the vortex flow, they gradually travel towards the vortex core center as driven by the pressure gradient which exerts forces on the bubbles pointing inward. At the same time the bubble sizes increase due to the drop of encountered pressure. The bubbles are modeled by DSM until they grow to be large enough and then they are switched to be represented by the level set method. This is highlighted in Fig. 4 , which is a side view displaying three selected sequences during the gas/vapor core formation and evolution inside the vortex. The top row in Fig. 4 shows the initialization of level set field by the first cavitating bubble. That is to say, the bubble wall is replaced 10 . Comparison of the shedding frequencies of the NACA0015 sheet cavity computed with 2D simulations using the preset numerical method and the experimental results presented in reference [84] . Fig. 11 . Comparison of the time-averaged cavity length on the NACA0015 from the 2D simulations using the preset numerical method with experimental results from [84] .
by the free surface corresponding to a level set value of 0. Then the level set value in the flow filed around the bubble are computed by following the definition in Fig. 2 a. Once the bubble is represented the level set method then its deformation can be captured by solving Eq. (7) . From the Fig. 4 it is also seen the model captures the details of a bubble elongating along the axis of vortex, coalescence with its neighbors, and its merge into the cavity. These enriched phenomena are beyond the reach of either Discrete Singularity Model or level set method alone under the same grid resolution. As it is well known, by definition the former is not able to describe bubble deformation and coalescence without borrowing extra subgrid models, while the latter will require a mesh at least two to three orders finer than the current one in order to solve the dynamics of each nucleus. Fig. 5 shows a line vortex is formed at the center of the domain drawing bubbles to the axis to form a gas/vapor core.
Simulation of unsteady sheet cavitation on a NACA0015 hydrofoil
In this section, the present multiscale model is used to simulate sheet cavitation dynamics on a NACA0015 hydrofoil. For this simulation, a very important physical aspect of our approach is to account for nucleation not only from the free field, but also from the rigid boundaries using a wall nucleation model [83] .
Nucleation model
The wall nucleation model involves the following parameters, which are functions of the wall material properties and the local flow conditions [83] :
(a) P thr : a nucleation pressure threshold, (b) N s : a number density of nucleation sites per unit area, (c) f n: a nucleation rate, and (d) R 0 : the initial nuclei size(s).
At each time step the pressure on a panel on the rigid boundary is compared with P thr to determine if nucleation should occur. Once the pressure drops below the threshold, the cell releases N nuclei per second, N = N s f n A , where A is the surface area of the grid cell. During a time step N t nuclei are released where t is the integration time step. All above parameters are functions of surface roughness and temperature. In the results shown below, P thr is selected to be the vapor pressure. The initial size of the nuclei emitted is selected to be 10 μm with the number of nucleation sites per unit area value selected to be N s = 224/cm 2 and the nucleation frequency selected to be f n = 22 kHz . These parameters are chosen based on the study in [83] , where the results became independent of N s and f n when values larger than threshold values were used. Fig. 6 , the present model successfully captures sheet cavity initiation, dynamics, and breakup on a well-tested foil. Bubbles nucleated from the blade surface and free nuclei in the liquid were the basis of the simulations and no empirical mass exchange models were needed. Cavitation initiates on the hydrofoil leading edge when the local pressure drops below the vapor pressure which is highlighted in Fig. 7 . The nuclei grow, aggregate, and coalesce into a large cavity well-captured with the Level Set method. As the sheet cavity develops, its trailing edge curves into a reentrant jet, which moves upstream over the foil and into the cavity, then breaks it into a smaller cavity and a vortical large bubble cloud, which collapses generating high pressures.
Simulation results

As illustrated
This periodic shedding phenomenon can be further quantified by analyzing the time histories of cavity length ( Fig. 8 ) , as well as the instantaneous pressures and stream-wise velocities in the flow. Fig. 9 presents the time histories of the instantaneous pressures and streamwise velocities at three different locations close to the suction side of the foil: a) near the leading edge, b) at the trailing edge and c) at x = 0.4 L . The last point c) is selected as it is close to the average trail location of the fully developed sheet cavity. It is seen that the oscillation of pressure and velocity are strongest at point c). On the other hand both the pressure and velocity near the trailing edge are varying around more or less the same base levels as at x = 0.4 L but with much smaller magnitudes. The reason for that is, for the partial cavitation occurring at this cavitation number, the cavity detachment and cloud collapse are mostly happening on the upstream half of foil surface, thus less oscillations are seen downstream. Near the leading edge, the streamwise velocity is mostly around a highest positive value while the pressure is at Fig. 12 . Pictures of the cavitating flow behind a blunt body at low (top) and high (bottom) speeds [85] . about its minimum, similarly as usually seen on a non-cavitating wetted foil.
The location c) x = 0.4 L close to the closure region of the sheet cavity alternatively experiences negative (reentrant jet development) and positive stream-wise velocities with magnitudes as high as the incoming flow U ∞ . The time interval between consecutive negative velocity maxima is repeatable and has a value close to 1.3 L/U ∞ . The corresponding oscillation frequency is about 0.78 U ∞ /L , which matches well with the experimentally measured shedding frequency for the same cavitation number [9] . Comparison of the numerical results with experimental observations for a large range of σ is seen to be very good, as illustrated in Fig. 10 .
Another important quantity reported experimentally for sheet cavities is the time-averaged sheet length This is shown in Fig. 10 , which illustrates that the size of the cavity increases as σ drops.
The results are also compared to those obtained experimentally and are seen to produce a good match.
All of above shows both the shedding frequency and the timefrequency and the time-averaged cavity length compare well with the experimental measurements over a wide cavitation number range.
Cavitation behind a blunt body
In this section, the method is applied to simulate the various cavitation stages behind a blunt body moving at increasing speeds. This flow was previously studied experimentally in a controlled laboratory setting [85] . Flow visualization of the supercavity was achieved by high resolution digital photography as well as by high speed photography. The observed cavitating flow behind the body at different speeds can be seen in Fig. 12 which, for example, shows the evolution of the cavitating flow from limited cavitation at low flow rate till supercavitation with an increasing flow rate. Fig. 13 (top) shows the layout and dimensions of the modeled part of the test section. Three areas with different expansion profiles can be identified. A short flow entrance section with a length of 2 in, where the blunt body is mounted has a constant cross section. The test section then gradually expands over 30 in. to maintain near constant pressure over the cavity. Finally, a high expansion region of length 1 ft enables the flow to slow down and the local pressure to gradually increase to reach the atmospheric pressure at the exit. The two parallel side walls are 1 in. apart, which is significantly smaller than the section length allowing to assume the flow to be two-dimensional. An 11-block mesh with ∼20,0 0 0 grid points was created for the simulation ( Fig. 13 bottom) . The mesh was made finer in the regions of interest, i.e., close to the body, and then gradually became coarse downstream of and away from the body. More details about the simulation setup are available in [86] .
Vortical structures and cavitation inception
Flow separation behind the blunt body results in the shedding of vortices, which capture nuclei at their centers as we have seen in above Section 4 , causing them to grow and collect in the lowpressure regions. This is clearly seen in Fig. 12 -top and in Fig. 14 . In the top picture in Fig. 14 the flow field is shown with vorticity contours in order to highlight the large vortical structures formed behind the body. The cores of these vortical structures are low pressure regions which could lead to explosive nuclei growth and cavitation. This is evidenced by the bottom picture in the same figure, the water vapor pressure. Bubble clusters are also observed in these cores, which merge and become elongated cavities. The former are simulated by DSM bubbles while the latter are described by free surface dynamics using the level set method.
A time sequence of the two-phase flow development behind the body is shown in Fig. 15 . This highlights nuclei capture and cavitation inception by the multiscale method. In particular, sequences (a) and (b) indicate that the inception can be modeled by enabling the collected bubbles to form an initial cavity. This is achieved with the help of the level set method in the continuum two-phase viscous model. As the bubbles grow beyond a threshold size and/or as bubbles merge, the model initiates a gas-liquid interface dynamics described by the level set method. The initiated cavity continues its growth while elongating (see Fig. 15 c) .
Cavitation under different flow velocities
The pressures on the body and its wake decrease as the flow rate increases. This evolution of the cavitating flow from cavitation inception to limited cavitation and supercavitation is shown in Fig.  16 . Fig. 16 a shows at a relatively low flow rate, the shedding vortices carrying downstream bubbles generated from cavitation on the body. With increased flow rate, as shown in Fig. 16 b, the bubbles generated from the intensified cavitation become denser and the cavities become larger. This trend continues with further increase in the flow rate and partially overlapping cavities start occupying large regions ( Fig. 16 c) . At the end a supercavity is formed as seen in Fig. 16 d. The supercavity is not stable and an unsteady reentrant jet enters periodically the cavity opposite to the main flow direction as shown in Fig. 16 d. This appears as a turbulent mass of liquid moving upstream in the cavity toward the projectile. The impact of this reentrant jet on the projectile is strong enough to completely break up the supercavity off the body as seen in 
Cavitation in propeller flow
The capabilities of developed model for cavitation problems were further extended to deal flows in complex geometries. Fig. 18 illustrates this for the NSWCCD Prop5530 [87] [88] [89] [90] . In this simulation bubble nuclei close to the foil surface or the tip vortices locations are seen to become activated by the low pressures. In addition, sheet, cloud, and tip vortex cavitation were captured on the rotating propeller. ( Fig. 18 ) in a rotational frame, a one-blade-to-blade passage computational domain which follows the incoming flow angle and forms a spiral shape as shown in Fig. 19 is used. The selected computational domain has the inflow boundary located at R p = D /2 and the outflow at 3 R p from the propeller mid-plane. The radial domain boundary is located at 2 R p from the hub center. Free stream boundary conditions are imposed at inflow, outflow, and radial domain boundaries while the two side (blade-to-blade) boundaries have periodic boundary conditions except at the blade surface where no-slip conditions are imposed.
An H -H type grid with 2.1 million grid points is used to generate the grid for the blade-to-blade computational domain. There are 101 grid points from the blade leading edge to the trailing edge and 81 grid points from the root section to the tip section. Care is taken to ensure that grid points closest to the rigid boundary are at distances of y + ∼3 from the blade surface to properly capture the boundary layer.
The simulation of cavitation on the propeller is started after the single phase flow solution reaches limit cycle oscillation. Nuclei are introduced in the domain from upstream and are also released from the surface of the foil using the solid surface nucleation model. The field nuclei are selected with sizes ranging from 10 μm to 50 μm and are distributed randomly in the incoming flow field resulting in a void fraction of 1 × 10 −6 . Nucleation from the solid wall is realized with nuclei at size 10 μm released initially from the propeller surface when the local pressure drops below vapor pressure. The number of nucleation sites per unit area, N s , is selected to be 70/cm 2 and the nucleation frequency rate, f n , is selected to be 10 kHz. These parameters were chosen to minimize the number of nuclei to be tracked in the Lagrangian model without affecting the modeling of the sheet cavity according to our previous parametric study on a 2D hydrofoil case [83] . Concerning multiscale modeling, the singularity microbubbles are switched into a discretized Level Set free surface when their radius exceeds the local grid size and is larger than 700 μm which is about 20 times an initial median nucleus radius. Fig. 20 shows snapshot images of the sheet cavity at its maximum extent and the cavitating tip vortex for the three advance coefficients at σ = 1 . It is seen that the sheet cavity extends beyond the trailing edge for all three cases studied. For the J = 1.1 case the loading is low and the cavitation only occurs near the tip and downstream of the mid-chord of the blade. The circulation in tip vortex is not high enough and trapped bubbles in the viscous core do not grow significantly. As J is reduced, the loading increases and the sheet cavitation extends and moves toward the leading edge; the sheet covers almost the full blade surface for J = 0.9. In addition, a well-developed tip vortex forms with cavitation bubbles in it and around it for J = 1.0 and J = 0.9.
The simulations for three values of the advance coefficient, J = 0.9 1.0 and 1.1, are conducted at a cavitation number σ = ( P ∞ − p v ) / ( 0 . 5 ρU 2 ∞ ) = 1 . This cavitation number is chosen to allow cavitation to occur on the blade surface even for the highest pressure coefficient case, J = 1.1. For each case, the simulations were continued until three rotations were completed by the blade. Sheet cavitation and tip vortex cavitation develop gradually from the field nuclei and from nucleation on the blade surface.
Conclusions
A multi-scale framework was developed for the simulation of various cavitation flows smoothly bridging a Level Set method (LSM) for large size cavities and a Discrete Singularity Model (DSM) for small bubbles. Growth of initially microscopic bubbles treated as singularities and their merger into large discretized cavities was first demonstrated for bubble capture in a Rankine line vortex. Then the model was also applied to simulate nuclei growth and merger into sheet cavitation. Starting with micro-scale physics of nucleation from the solid surface and bulk liquid, sheet cavitation along a NACA0015 hydrofoil is well captured by the model. The predicted sheet lengths and oscillation frequencies under several different cavitation numbers match experimental data very well. Next the simulations of separation and cavitation behind a blunt body were conducted for different flow velocities and corresponding cavitation regimes. When the velocity is relatively small (i.e., large cavitation number), flow separation behind the body results in the shedding of vortices, which capture nuclei in their cores to form elongated vortical cavities. As the flow velocity increases (or as the ambient pressure decreases) the flow evolves into a separated flow with a large cavity behind the body. A reentrant jet may form and move upstream into the cavity towards the body. These results are in good agreements with experimental observations. The method is also applied to simulate various forms of cavitation on a rotating propeller including sheet and tip vortex cavitation. The volume of the sheet cavity oscillates in time due to the cavity being sheared off periodically near the trailing edge by the wake flow.
