Abstract-Measuring digital picture quality, as perceived by human observers, is increasingly important in many applications in which humans are the ultimate consumers of visual information. Standard dynamic range (SDR) images provide 8 b/color/pixel. High dynamic range (HDR) images, usually created from multiple exposures of the same scene, can provide 16 or 32 b/color/pixel, but need to be tonemapped to SDR for display on standard monitors. Multiexposure fusion (MEF) techniques bypass HDR creation by fusing an exposure stack directly to SDR images to achieve aesthetically pleasing luminance and color distributions. Many HDR and MEF databases have a relatively small number of images and human opinion scores, obtained under stringently controlled conditions, thereby limiting realistic viewing. Moreover, many of these databases are intended to compare tone-mapping algorithms, rather than being specialized for developing and comparing image quality assessment models. To overcome these challenges, we conducted a massively crowdsourced online subjective study. The primary contributions described in this paper are: 1) the new ESPL-LIVE HDR Image Database that we created containing diverse images obtained by tonemapping operators and MEF algorithms, with and without postprocessing; 2) a large-scale subjective study that we conducted using a crowdsourced platform to gather more than 300 000 opinion scores on 1811 images from over 5000 unique observers; and 3) a detailed study of the correlation performance of the state-ofthe-art no-reference image quality assessment algorithms against human opinion scores of these images. The database is available at http://signal.ece.utexas.edu/%7Edebarati/HDRDatabase.zip.
obtained by taking photographs at a fixed exposure, there is a growing interest in the acquisition/creation and display of high dynamic range images and other types of pictures created by multiple exposure fusion. These images allow for more pleasing representation and better use of the available luminance and color ranges in real scenes, ranging from direct sunlight to faint starlight [1] . Several video-on-demand services can stream and home HDR monitors can display HDR content, while smart phones and digital SLR cameras can create aesthetically pleasing images by fusing a multiplyexposed stack of images.
HDR images, commonly represented by 16 or 32 bits/color/ pixel, typically are obtained by blending a stack of SDR images at varying exposure levels, thereby allowing a range of intensity levels on the order of 10,000 to 1. HDR rendering also finds use in computer graphics, where lighting calculations are performed over a wider dynamic range. This results in better contrast variation thereby leading to a higher degree of detail preservation. However, in order to visualize these images on standard display devices designed for SDR images, they must be tonemapped to SDR [2] . In addition to tone-mapped SDR images, images are also created by multi-exposure fusion, where a stack of SDR images taken at varying exposure levels are fused to create an SDR image that is more visually informative than the input images. This bypasses the intermediate step of creating an HDR irradiance map. HDR images may also be post-processed (color saturation, color temperature, detail enhancement, etc.) for aesthetic purposes.
Subjective quality evaluation of images produced by TMO or MEF algorithms is of considerable interest given the ongoing rollout of HDR products and standards. A subjective study using human observers is the most reliable way, although this process is time consuming and expensive. However it provides the necessary ground-truth data to benchmark objective image quality assessment (IQA) algorithms that automate the process of visual quality assessment. Some of the earliest psychophysical experiements on HDR images were carried out in [3] [4] [5] [6] [7] [8] [9] [10] . Many existing HDR IQA databases suffer from the limitations of a relatively small number of images and human subjective scores. The subjective scores have typically been obtained by experiments conducted under stringently controlled conditions. In addition, most of these studies either asked the subjects to rank multiple versions of the same HDR scene created using different processing algorithms, or used a two-alternative forced choice method of subjective evaluation. These approaches severely restrict the number of source images that can be considered, the type of processing algorithms examined and the number of subjects participating in the experiments. Moreover, many of these studies have been directed towards comparing the results of optimized tonemapping algorithms, rather than for creating and comparing IQA models to access tone-mapped HDR images.
Krasula et al. [11] showed that scores assigned by human subjects to different tone-mapped images may differ, based on whether the source HDR images were also shown to them. Ashikhmin and Goyal found significant differences between rank-based evaluations of different TMOs, depending on whether the subjects were also shown the corresponding real physical scenes. In real-world scenarios, viewers of tonemapped HDR content do not view or have access to a reference image. In such situations, no-reference (blind) IQA models are required. However, to be able to design blind IQA models, it is necessary to have data from large-scale subjective studies, ideally without showing the subjects reference HDR images. Here, our aim is to design a subjective study that mimics realistic viewing conditions, whereby human subjects provide absolute ratings of HDR processed images on a Single Stimulus Continuous Quality Scale (SSCQS) instead of forcing them to rank images that were output by different algorithms. No reference images are introduced in our experiments.
Unlike subjective data collected in a strictly controlled laboratory setting, the subjective data should reflect the visual quality perceived by consumers using diverse display devices under varying viewing conditions. Similar studies are needed that study the subjective quality of tone-mapped HDR videos [13] , [14] .
Automatic objective IQA models may be classified as full-reference (FR) or as no-reference (NR). 1 FR-IQA algorithms designed for tonemapping applications [1] , [15] , [16] compare a tonemapped SDR image with a corresponding HDR irradiance map. However, in many applications the reference 32-bit irradiance map is not available for comparison (such as the huge traffic of HDR-processed pictures shared on social media or on photo-sharing platforms, like Picasa). Hence, FR evaluation of these images is not a practical goal. Again if multi-exposure fusion (MEF) of an exposure stack is used, it is impractical to compare the processed output with a "reference," since among the multiple images in the exposure stack, there is no single identifiable "reference." Hence we focus here on the important NR-IQA aspect of HDR, recognizing that there are likewise many HDR applications where FR-IQA might be useful.
NR-IQA is practical in many applications. Some of the most successful NR-IQA algorithms for SDR images have been developed using Natural Scene Statistics models [17] . NSS models are based on the observation that pristine real-world optical images obey certain statistical principles ('naturalness') that are violated by the presence of distortions ('unnaturalness'). NR-IQA algorithms extract NSS features, then usually train a kernel function to map the features to ground-truth human subjective scores using a supervised learning framework. It is important that these algorithms are trained on a large number of HDR-processed images that are sufficiently representative of photos captured and processed in practice. It is also important to collect a large number of subjective evaluations per image to accommodate variations of perceived quality among human observers on each image.
Present legacy HDR databases are limited in the following ways. First, the small number of images considered may not represent the diversity of HDR images captured in practice. Second, a small number of human subject scores may not adequately capture the variability of user perception in a large population of human subjects. Third, most HDR-processed images in these databases have been annotated by a rank relative to other images instead of being given a raw quality score, thereby making it difficult to map the extracted statistical features to quantifiable human judgments.
In order to address these limitations, we conducted a largescale crowdsourced subjective study on a large corpus of HDR-processed images to obtain a very large number of subjective opinion scores. Following are the contributions of the paper: 1) We created the new ESPL-LIVE HDR Image Database, comprising 1,811 HDR-processed images created from 605 high quality source HDR scenes. The images were obtained using eleven HDR processing algorithms involving both tonemapping and multi-exposure fusion. We also considered post-processing artifacts of HDR image creation, which typically occur in commercial HDR systems. 2) We conducted subjective experiments on more than 5,000 observers using Amazon's online crowdsourcing platform, Mechanical Turk. 3) We studied variations in the perceived quality of the images with respect to different viewing conditions, demographics, and user familiarity with HDR image processing. 4) We analyzed the performance of several state-of-the-art NR-IQA algorithms (usually studied in the context of SDR images afflicted by commonly occuring artifacts such as blur, additive noise, compression and so on) on the ESPL-LIVE HDR Image Database. Thus we have designed an IQA database containing a set of images to be evaluated by a pool of human observers. The tone-mapping, multi-exposure or post-processing parameters were not fine tuned to make the images appear aesthetically pleasing; instead we designed a set of images that span the quality spectrum. We do not propose any modification to the compared algorithms to make them correlate better with human perception, although this is an interesting line of inquiry. Indeed, the provided ground truth human subjective scores may be used by future researchers to design HDRprocessing algorithms that correlate more highly with human perception.
The remainder of the paper is organized as follows. Section II outlines related previous work on subjective image quality evaluation of HDR images. Details of the source HDR images used and the different processing algorithms deployed are described in Section III. Section IV explains the subjective study setup: a small-scale laboratory sub-jective study (to obtain 'gold standard' ratings), and the large-scale crowdsourced subjective study. The raw quality scores obtained from the subjects is analyzed in Section V. Section VI evaluates the performance of several state-of-the-art objective NR-IQA algorithms on the new ESPL-LIVE HDR Image Database and discusses the results. The limitations of the current study have been discussed in Section VII. Section VIII concludes the paper.
II. RELATED WORK
Existing HDR IQA databases have been used to study two typical HDR processing methods: tonemapping and multi-exposure fusion. Yeganeh and Wang [1] carried out a subjective study using 15 reference natural HDR images and 8 tone-mapped SDR images generated using different algorithms. The SDR images were quality ranked from 1 (best) to 8 (worst) by 209 subjects. Ma et al. [18] conducted a subjective experiment using 17 reference HDR images and 8 images created using different multi-exposure fusion algorithms. A total of 25 subjects participated in their study.
HDR compression artifacts were subjectively evaluated in [19] [20] [21] [22] . Narwaria et al. [19] and Hanhart et al. [20] used still HDR images and distorted versions of them obtained by a combination of different TMOs and JPEG compression at different bit rates. Hanhart et al. [21] conducted a subjective experiment using 240 images obtained by tonemapping 20 HDR images with a display adaptive tone-mapping algorithm and compressing them using different profiles of the JPEG XT [23] compression algorithm. Liu et al. [24] considered 192 images created from 6 source HDR images impaired by four types of distortions (JPEG/JPEG2K compression, white noise, and Gaussian blur) assessed by 25 participants.
Crowdsourcing for IQA is relatively new. Analyses of the best practices for using crowdsourcing as a method of large scale collection of data may be found in [25] and [26] . One of the earliest crowdsourced subjective experiments [27] gathered ratings from 40 subjects on 116 JPEG compressed SDR images. Ghadiyaram and Bovik [28] developed the LIVE In the Wild Image Quality Challenge Database comprising 1,162 images containing diverse, authentic, real world distortions assessed by more than 8,100 unique subjects. Crowdsourcing of HDR images was used in [20] and [29] to evaluate privacy and compression artifacts in HDR images, respectively. To the best of our knowledge, crowdsourcing has not been used before to conduct subjective quality evaluation of HDR-processed images such as tone-mapping and multiexposure fusion artifacts at a large scale.
III. ESPL-LIVE HDR DATABASE
This section describes the types of source images, the method of capturing them and the processing algorithms used to generate the processed HDR images in the ESPL-LIVE HDR Database.
A. Source Content
The source images in the new database are real-world HDR scenes of nature, lakes, snow, forests, cities, man-made structures, historical architectures etc. The images were shot both during the day and the night and include both indoor and outdoor scenes. Figure 1 shows some sample images from the new database. The high dynamic range images used in the database were obtained by combining photographs of the same scene shot at multiple exposures using a modern digital SLR camera. The auto-bracketing feature of modern SLR cameras allows multiple photos of the same scene to be captured at several exposure settings with one depression of the shutter release. The new database contains 518 daytime photos and 87 night-time photos. In addition, 444 of the images were taken outdoors while 161 of them are indoor pictures.
A total of 106 images were obtained from the HDR Photographic Survey [30] . These images were captured with a Nikon D2x using a selection of lenses. Most of the images were obtained with a Nikon 17-55mm f/2.8 ED-IF AF-S DX Zoom-Nikkor lens. The D2x is a professional digital SLR with a 12.4 Megapixel CMOS sensor. The auto-bracketing function allowed for nine exposures to be made at one stop increments in exposure time at a fixed aperture. Capturing them at 5 frames/s allowed nine-exposure HDR sequences covering a nine-stop exposure range to be made in less than two seconds given sufficient light, a feature that is helpful for subjects that might tend to move. These images have a resolution of 4288 × 2848.
The rest of the images were captured using a Canon Rebel T5 and Nikon D5300 digital SLR camera, with an 18 Megapixel CMOS sensor. An 18-55mm standard zoom lens was used. The auto-bracketing function allowed three exposures to be captured on each scene. The exact range of exposures varied from scene to scene depending on the subject and the available lighting conditions. Under low light conditions, a tripod was used to prevent inadvertent camera shakes. These images have a resolution of 5184 × 3456. All images were saved in raw electronic format (NEF for Nikon and CR2 for Canon cameras).
In order to minimize the degree of ghosting artifacts arising from moving objects, care was taken to ensure that no high motion objects were present in the scenes. Photomatix was used to process the multiply-exposed stack of images obtained from the DSLRs, to obtain floating point irradiance maps stored in OpenEXR format. Since it is a copyrighted software, we do not have access to the algorithm used to create the OpenEXR files. Correction for small amounts of intra-frame motion (caused by minor movements in a scene) is a common technique in HDR image processing, so that setting was turned on.
B. Source Complexity
The source complexity of the image database was evaluated using four measures: spatial information [31] , which gives an indication of the richness of the edge distribution in the image; colorfulness [31] , which quantifies color saturation; pixel-based dynamic range [32] ; and image key [32] , which indicates the average image brightness. These quantities are computed on the full-resolution images obtained from the DSLRs. Since for HDR images the scenes are captured at multiple exposures, the scene complexity was determined from the middle exposure image. Figure 2 shows scatter plots between the measured spatial information and colorfulness and that between the dynamic range and image key of the source scenes. As may be observed, the database contains a wide and rich range of scene content according to these measures.
C. HDR Processing Algorithms
Legacy subjective image quality assessment databases usually divide images into distortion categories (such as "Blur", "JPEG Compression", and "Color Saturation"). However, our new database makes no such attempt, although the TMO/MEF algorithms are indeed regarded as sources of distortion. Indeed, it is practically infeasible to superimpose such artificial classification schemes onto realistic HDR images. Depending on the scene and the type of processing algorithm considered, the image could be impaired by a complex interplay of multiple luminance, structural or chromatic artifacts that are hard to categorize. Furthermore, many commercial HDR processing programs postprocess images to modify the local contrast and color saturation, thereby creating a wider perceptual gamut.
Prior to fusing the exposure stack, the bracketed photos need to be registered to correct small misalignments due to camera movement between the shots. Even if the camera is held fixed (as with a tripod), the scene may contain moving objects. Since the merging process assumes that the pixels in the bracketed stack are aligned perfectly, the moving objects may result in ghosting or blurring artifacts, depending on whether the amount of motion is high or low (respectively) [33] . If the trailing 'ghosts' of the moving objects are not removed, viewers may be annoyed by the artifacts. Hence, in this section, we outline the HDR algorithms the we used to create images instead of discretely defining distortion categories. Figure 3 shows the distribution of the algorithms considered in our database. In order to show the difference between the type of artifacts that arise from using HDR processing algorithms and other commonly occurring artifacts, we show the same source scene processed by two TMO operators along with a JPEG compressed version of it in Fig. 4 .
Most of the algorithms were obtained from the HDR Toolbox [41] implemented in MATLAB. The remaining source code was provided by the authors of the algorithms. Instead of generating the best-quality HDR-processed images, they were generated in such a way that they span the entire quality scale so as to present the subjects with a wide range of stimulus. The final images displayed to the subjects had resolutions of 960 × 540 for landscape orientation and 304 × 540 for portrait orientation (both downsampled from the original resolution using imresize in MATLAB using bicubic interpolation). This was done to ensure that the images fit comfortably within smaller displays and so that the subjects would not encounter delays when loading the images over low bandwidth internet connections. Figure 3 and Table I show the number of images in the database created by each of the different HDR algorithms. In total, 1,811 images were used in the subjective experiment. The following sections briefly describe the algorithms used to generate the images in the new database.
1) Images Generated by Tone Mapping Operators:
The process of generating well-exposed SDR scenes involves estimating the scene radiance map, followed by tone-mapping it to the displayable gamut of the SDR displays. Some of the earliest algorithms for estimating the radiance map of a natural scene in the HDR format were proposed in [42] [43] [44] using photographs taken with conventional digital cameras. Given multiple photographs of the same scene taken at different degrees of exposures, the algorithms first recover the camera response function (up to a scale factor) and use it to fuse multiply exposed images into a single HDR radiance map whose pixel values are proportional to the true radiance values of the scene. It is presumed that each scene is static and that the associated series of images were captured by deliberately changing the exposure in quick succession so that lighting changes can be safely ignored.
Once the radiance map is obtained, it is tonemapped to a lower gamut (8 bit/color/pixel) of the SDR display. These algorithms try to replicate the local-adaptation behavior of the human visual system. The human eye adapts to the vast range of real-world illuminations by changing its sensitivity to be responsive at different illumination levels in a highly localized fashion, thereby making it possible to see details in both bright and dark regions [45] . Tone-mapping algorithms compute either a spatially varying transfer function or shrink image gradients to fit within the available dynamic range [46] .
On every scene, the raw exposure stack was registered and combined into a 32-bit floating point irradiance map (in OpenEXR format) using Photomatix software with minimal processing. Apart from capturing photographs of the same scene at multiple exposures, some OpenEXR images were also obtained from [47] . The tonemapped images were created by using four representative TMOs proposed by Durand and Dorsey [34] , Fattal et al. [35] , Reinhard et al. [36] , and Larson et al. [37] . The resulting image was downsampled to resolution 960×540 for landscape orientation and 304×540 for portrait images.
2) Images Generated by Multi-Exposure Fusion: The bracketed stack of images, after being downsampled to the display resolution, was first registered using a SIFT based image alignment method [41] , and then the aligned images were cropped so that every pixel was visible in every image of the stack, thus avoiding "black border" artifacts. The multiply exposed images were then blended using a MEF algorithm, which can broadly be expressed as [18] 
Here K is the number of bracketed images, Y is the fused output image, and X k (i ) and W k (i ) indicate luminance or color either in the spatial domain or coefficients in a transform domain, and the weight at the i -th pixel in the k-th exposure image, respectively. W k is a relative spatial weight on the images captured at different exposure levels based on a measurement of perceptual information content. Different MEF algorithms differ in the ways that the weights are captured, but they all have an end goal of maintaining details in both underexposed and overexposed regions. These methods bypass the intermediate step of creating an HDR irradiance map by instead creating an SDR image that can be directly displayed on standard displays. The five algorithms that we used to create multi-exposure fused images are: local and global energy weighting methods, Raman's method based on bilateral filtering [40] , the 3) Post Processed Images: Many HDR images created by professional and amateur photographers are post-processed in order to convey different 'feels' of a scene. This can drastically alter the final look of the image. We also included post-processed HDR images in the database for subjective evaluation, since these types of effects are not represented in any existing HDR quality databases. In our implementation, we first created an irradiance map using Photomatix and tonemapped it using their default tone-mapping algorithm, followed by post-processing using two commonly used effects: "Surreal" and "Grunge" as determined by the choice of different parameter settings on color saturation, color temperature and detail contrast preservation. Here our goal was to provide samples of post-processing artifacts that often arise among the community of amateur and professional photographers. We chose the Photomatix platform because of its popularity. To constrain the number of images used in the crowdsourcing platform to a reasonable value, we included only two types of special effects. We provide the parameter values used to achieve the "Surreal" and "Grunge" effects in Table II. IV. SUBJECTIVE STUDY SETUP Crowdsourced subjective image quality assessment studies provide a wider range of challenges as compared to a traditional subjective study in a laboratory study, primarily due to the lack of control over the precise experimental setup. To validate the subjective results we obtained in the crowdsourced study, we also conducted a separate small-scale controlled laboratory subjective test using a small subset of the HDR images (mentioned in the database link) as a control group to obtain 'gold standard' subjective quality scores. This section describes the setup of the laboratory and online subjective experiments, the methods used to check the consistency of ratings, and the techniques used to analyze the raw scores. In addition, we also studied the dependency of the subjective scores on various demographic factors such as age and gender and various viewing parameters.
A. Laboratory Subjective Evaluation
We conducted a smaller, separate subjective study under controlled conditions to serve as a validation of the crowdsourced study. Fifteen graduate students comprised of five women and ten men in the age group of roughly 20-30 years participated in the laboratory subjective study conducted in the Department of Electrical and Computer Engineering at The University of Texas at Austin in Spring 2016. Most of the subjects did not have any prior experience of participating in a visual subjective test. A single stimulus testing procedure [48] was used. The subjects viewed a total of 38 images of a range of qualities produced by a variety of HDR algorithms. Each testing session entailed viewing 27 images and was preceded by a short training phase, where the subject was shown 11 exemplar images. The training phase was provided in order to familiarize a subject with the experimental setup and hence, the scores entered by the subject during this phase were not considered. On average, each subject required roughly 15 minutes to complete the task.
The user interface for the study was designed on a PC with NVIDIA Quadro NVS 285 GPU using the MATLAB Psychology Toolbox [49] and the images were displayed on a Dell 24-inch U2412M monitor. Each image was displayed on the screen for 12 seconds. The subjects viewed the images from about 2 -2.25 times of the display height. The experiment was carried out under normal office illumination conditions. The ambient lighting was measured using a 200,000 Lux Docooler Digital LCD Pocket Light Meter and was found to be around 540 lux.
The screen resolution was set at 1920×1200 pixels, but the images were displayed at their normal resolution (1920×1080) without introducing any distortion by interpolation. The top and bottom portions of the display were set to gray color. At the end of each image's display interval, a continuous quality scale was displayed on the screen, where the default initial location of the slider was at the center of the scale. The scale was marked with five Likert adjectives: "Bad", "Poor," "Fair," "Good," and "Excellent". After the subject entered a rating for an image, the location of the slider along the scale was converted into an integer score lying between [0,100]. The subject was allowed to take as much time as needed to decide the score, but there was no provision for changing the score once entered or viewing the image again once the rating bar was presented. The next image was automatically displayed once the score for the current image was recorded.
Regarding subject rejection, 3 of the 15 subjects were found to be outliers following the standard ITU BT.500-13 recommendation [48] ; hence the mean opinion score (MOS) of each image was calculated using the scores of the remaining 12 subjects. In order to account for variability among subjects, the raw subjective scores were converted to Z-scores [50] before calculating MOS. Based on the MOS scores, five images were chosen as gold standard exemplars spanning the quality scale.
B. Challenges to Crowdsourcing
There has recently been growing interest in using online crowdsourcing platforms such as Amazon Mechanical Turk (AMT) [51] , Microworkers [52] , and Crowdflower [53] to collect large-scale human data from a diverse and distributed global population. The registered 'requesters' advertise their tasks to registered 'workers' who can choose to provide their inputs for data-collection in return for monetary compensation. The following salient features should be kept in mind while designing a crowdsourced subjective experiment:
• While the reach of these online platforms to a large number of potential subjects does help the requesters collect a large number of image ratings in a much shorter time than via standard laboratory experiments, the requesters have limited control over the experimental setup, e.g., display devices used by workers, their distance from the display, and illumination conditions in the workers' viewing environment. Since these factors may have a significant effect on the image ratings provided by the users, information regarding these factors was collected from the users at the end of each viewing session by asking them to complete a short survey. We gathered information from them on their familiarity with HDR photography, the devices used to capture HDR content and the softwares used to process HDR images. Further details are in the next section.
• The time spent by a subject on a subjective experiment via a crowdsourcing platform differs from a laboratory experiment. In the latter setup, the goal is make the subject evaluate each and every image in the dataset; hence the study may last for a couple of hours which may be broken into multiple shorter sessions to avoid subject fatigue. However, in a crowdsourced setting, since it is difficult to induce workers to participate in timeconsuming activities [54] , the online tasks need to be segmented into smaller chunks. Hence, each image in the database was viewed and evaluated by a subset of the participating workers.
C. Instructions, Training, and Testing
The subjects were instructed to focus on image quality rather than image aesthetics. Care was taken to provide a wide variety of images that they are likely to encounter in real life. We relied on the human subjective judgments of the experimenters to select the images. On AMT, requesters present the tasks as Human Intelligence Tasks (HITs). The workers are shown an instructions page explaining the details of the study along with the monetary reimbursement offered. If the worker is interested in participating, she has to click the "Accept HIT" button to begin the actual task. At the end of the task, the worker submits her results to the requester by clicking on the "Submit Results" button.
1) Interface Used:
Apart from the instructions, the workers were also shown some representative images in the database along with a screenshot of the interface to be used to rate the images. Once the worker accepted the HIT, she was presented with a rating interface, as shown in Figure 5 , containing the image to be evaluated and a slider below it. A single stimulus quality evaluation [48] method was used in the experiment. The subjects entered the ratings by dragging a horizontal slider bar along a continuous scale marked at equal intervals "bad," "poor," "fair," "good," and "excellent," to aid the subject in entering her judgment. Once she decides on the rating, she changes the slider position accordingly. Upon pressing the "Next Image" button, the position of the slider was converted to an integer valued quality score between [1-100] and the next image was presented. Unlike the laboratory experiments where the subjects were shown each image for a fixed amount of time, on the crowdsourced platform, the subjects could view each image for as long as they desired.
2) Training and Testing Phase: Following a similar procedure as the laboratory experiment, before the testing phase, each participant was shown a set of 11 training images to familiarize them with the user interface, to get a sense of the range of image qualities and the types of processing artifacts that they might encounter during the actual testing phase. The training set of images was the same for all participants.
The testing phase experienced by each subject involved viewing 49 images selected randomly from the corpus of 1,811 images in the database, and presented in a randomized order for each subject. The testing phase was followed by a short survey. On average, the subjects required 9 minutes to complete the task of evaluating a total of 60 images and they were paid US$0.45 for their participation.
D. Subject Reliability and Rejection Strategies
Although AMT makes it possible to gather subjective evaluations from a large number of subjects in a relatively short period of time, stringent subject rejection strategies were implemented in order to ensure high quality reliable ratings. Following are the subject rejection methods that we used:
• Intrinsic metric: Only those workers on AMT having AMT confidence values greater than 0.75 (on a [0,1] scale) were allowed to participate in the study. Although this number may not take into account the performance of the subject on previous visual tasks, a higher confidence number indicates a more reliable subject. To avoid bias, we only allowed unique participants. Hence if the same worker selected the task again, she was not allowed to proceed beyond the instructions page.
• Using corrective lens: If any worker wore corrective lenses in their day-to-day life, they were instructed to wear them during the entire duration of the study. At the end of the task, they were asked whether they normally wore corrective lenses and whether they were wearing them during the task. If a certain worker, who was supposed to be wearing lenses, reported that she was not using them during the study, her scores were rejected. • Repeated images: From among the 49 test images, 5 were randomly chosen and presented twice to each subject during the testing phase. If the difference between the two scores provided by the worker to the same image exceeded a certain threshold for at least 3 of the 5 repeated images, the scores from that worker were rejected. During the initial phase of the study, the average standard deviation of the scores obtained from about 400 workers was found to be 17 (rounding up to the nearest integer). A value of 1.5 times the average standard deviation was used as the threshold for rejecting subjects. This method eliminated inattentive or otherwise disengaged subjects who were providing arbitrary scores to the images. • Gold standard images: As described earlier, 5 of the remaining 44 images were chosen from the laboratory subjective study. These images, referred to as "gold standard" set were used to provide a control. The median value of Pearson's linear correlation coefficient (PLCC) between the scores provided by each subject to these five images in the crowdsourced study, and the corresponding MOS calculated from the laboratory subjective test, after applying non-linear regression was found to be 0.9465, 2 the root-mean-square-error between the subject scores and the ground truth MOS values was 5.4710, and the PLCC without non-linear regression was 0.7514. This high degree of agreement between the ground truth data obtained from the laboratory settings and from the online platform strongly suggests a high degree of reliability of the scores obtained by crowdsourcing. Figure 6 shows the scatter plot of the MOS scores of the five 'gold standard' images obtained from the laboratory vs. the ones obtained from the crowdsourcing experiment.
E. Subject-Consistency Analysis
While a variety of measurements of intersubject agreement are available [55] , these generally cannot be applied here. 2 Unless otherwise mentioned, all correlation values between the IQA algorithm scores and/or human ground truth values were computed following non-linear logistic regression as outlined in [50] . The logistic regression helps measure the degree of monotonicity between the two sets of scores when the relationship between them is non-linear or their scales differ. Correlations measured after logistic regression might be higher than without, if the relationship between the variables is not very linear. In our study, each subject was exposed to only a very small percentage of the images in the database. Moreover, no two subjects viewed the same set of images. Therefore, we utilized the following methods to analyze the degree of consistency of the scores obtained from the many subjects:
• Inter-subject consistency: For each image, the ratings were randomly divided into two disjoint equal sized subsets and MOS values were computed on each of them. This procedure was repeated over 25 random splits. The median Spearman's Rank Order Correlation Coefficient (SROCC) between the MOS between the two sets was found to be 0.9700 ± 0.0013, while the Pearson Linear Correlation Coefficient (PLCC) was 0.9721 ± 0.0011. The corresponding root-mean-squareerror was 2.3713. 
V. ANALYSIS OF SUBJECTIVE SCORES
We gathered 327,720 ratings of picture quality from 5,462 unique participants. Of these, the scores from 388 subjects were eliminated following the rejection criterion based on their performance on the "gold standard" images, and/or for not following the instruction of wearing corrective lenses when they were supposed to. The images were evaluated by an average of 110 observers. Figure 7 plots the histogram of the number of ratings per image.
The MOS was computed by averaging the Z-scores using the method outlined in [56] . The range of MOS values spans [16.941 -68.502 ]. Figure 8 shows a histogram of the MOS scores for every image obtained from the Z-scores. The average standard deviation of all of the subjective scores was found to be 21.131.
We also gathered demographic information about the subjects, such as age and gender, as shown in Figure 9 . Since familiarity of the subjects with HDR photography might affect the quality scores provided by them, the subjects were also requested to provide information regarding the same. Figure 10 summarizes the levels of awareness of the subjects about HDR photography, the type of optical devices used by them to capture HDR content (if they indeed knew about HDR), and their familiarity with image processing software such as Adobe Photoshop or Photomatix. This last question was included in the survey because some of the images were created by adding special post-processing effects following HDR fusion.
The subjects were instructed to work on the HIT only from personal computers instead of smartphones or tablets. The type of display devices used and the distance from the screen can affect the visual quality of the image. The subjects also provided information on these aspects. Figures 10(b) and (c), respectively, show the types and distribution of displays used by the subjects, and their estimated distances from the screen while completing each HIT.
A. Variation of Subjective Scores With Number of Subjects
While the MOS scores that are used in our study were computed on all of the subjects, we conducted the following procedure to study the effects of subject count on MOS. To do this, we randomly selected five images from the database (these are shown in Fig. 11 ), each of which had more than 100 subjective scores associated with it. We then randomly sampled 20, 40, 60, 80 and 100 of the subject scores of each image and recomputed the MOS again on each of these reduced subsets. Figure 12 shows that these computed MOS values remained relatively constant with respect to the number of subjects viewing the images, although the standard error increased noticeably below 40 subjects. The confidence intervals were calculated based on the variation of the MOS scores over the 25 trials, which gives a rough indication of the number of subjective evaluations that are needed to obtain reliable MOS scores (depending on the accuracy needed in an application).
B. Variation of Subjective Scores
Here we summarize observations on how the perceptual quality judgments of the subjects were affected by parameters such as age, gender, display devices used when participating in the subjective study, distance from the display, and their familiarity with HDR image processing. Figure 11 shows five representative images on which the effects of the above mentioned factors on the subjective scores was studied. At a confidence interval of 95%, one-way (Analysis of variance) ANOVA test was performed in order to find out whether these factors affect the MOS scores.
1) Age: Data from subjects who used a laptop during the study and were sitting about 15 -30 inches away from the screen was used to isolate the effects of age on the perceived quality of the images while holding other factors relatively fixed. These display settings were selected because most of the subjects participated in the experiment using their laptops and reported to be sitting at about 15 -30 inches away from the screen, thereby providing us with sufficient number of samples to study the effect of age on perceived quality. The individual ratings on the images shown in Fig. 11 were grouped according to three age categories: '20-30', '30-40' and '>40' and the MOS was computed for each group, as shown in Fig. 13 .
2) Gender: Data from subjects between 20 -30 years of age, who used a laptop during the study and were sitting about 15 -30 inches away from the screen was used to isolate the effects of gender on perceived quality of the images while keeping the other factors relatively constant. These display settings were selected for the same reasons as above. The individual ratings on the images shown in Fig. 11 were grouped according to their gender and the MOS was computed for each group, as shown in Fig. 14. 3) HDR Awareness: One of the questions asked of the subjects was whether they were familiar with HDR images. Figure 10 shows the distribution of the answers of the subjects to various HDR related questions. The individual ratings on the images shown in Figure 11 were grouped according to whether the users were familiar with HDR imaging. The MOS was computed for each group, as shown in Fig. 15 . We hypothesize that since the subjects were not shown the original HDR irradiance map on an HDR compatible display and were not informed at the beginning of the experiment that they would be evaluating HDR processed content, they judged the artifacts more or less similarly.
4) Display Device Used:
The subjects were asked to report the type of display device they used to participate in this study. The individual ratings on the images shown in Fig. 11 were grouped according to whether the users were using a desktop or a laptop computer and the MOS was computed for each group, as shown in Fig. 16 . The type of display device used by a subject may impact their perception of quality. Studies of the effects on perceived quality of the type of display, the screen resolution, and the interplay between the display technology and the HDR processing algorithms used are topics of interesting future study.
5) Distance From Display:
The subjects were asked to report how far they were sitting from the display while participating in this study. The individual ratings on the images shown in Fig. 11 were grouped according to three distances: '<15,' '15-30,' and '>30' inches from the display and the MOS was computed for each group, as shown in Fig. 17 .
C. Discussion of HDR Processing Algorithms
In order to study the relationship between image quality and the type of HDR processing algorithms, we divided the images into three categories: high quality (having raw scores above 70), medium quality (raw scores lying between 40 and 70) and low quality (raw scores less than 40). For the high quality algorithms, most the images were found to be processed by the TMOs outlined in [36] and [37] and by MEF algorithms like [38] and [40] . A previous study Fig. 9 . Demographics of the participating human subjects by (a) age (b) gender and display (c) different categories of display devices used by the workers to participate in the study and (d) approximate distance in inches between the subject and the viewing screen. by Drago et al. [5] showed that histogram adjustment based methods produce high contrast images and preserves spatial details relatively well. Ledda et al. [3] found that [36] performs very well when the subjects were asked to rank the outputs of different tone-mapping operators. For the medium quality algorithms, all of the TMO and MEF algorithms were found to perform about equally well. The TMO outlined in [34] using bilateral filters was found to yield lower quality images. This agrees with the results of many previous studies, such as [3] and [12] , that bilateral/trilateral filtering yields outputs less similar to real scenes. Thus we find that many of the hypotheses developed in previous laboratory studies of TMOs agree with the MOS collected in our crowdsourced experiment.
VI. EVALUATION OF IQA ALGORITHMS
We also tested the performance of some of the state-of-theart NR-IQA algorithms on the new database to demonstrate and study the usefulness of the database and the capabilities and limitations of current models when evaluating HDR processing artifacts. Table III outlines the features extracted by the various NSS based NR-IQA algorithms evaluated on the database. The algorithms HIGRADE-1 and HIGRADE-2 are two recently proposed gradient scene-statistics based Fig. 12 . MOS plotted against the number of workers who viewed and rated the images shown in Fig 11 along with the 95% confidence intervals. Fig. 13 . Individual Z-scores obtained from subjects of different ages who rated the images shown in Fig 11. The letter below each column indicates which image in Fig. 11 was rated. For each vertical column, the median is the center of the central box, while the upper and lower edges of each box represent the 25th and 75th percentiles, and the whiskers span the most extreme non-outlier data points. P-values obtained from the one-way ANOVA tests have been shown for each figure. Other than the image in Fig. 11(b) , the P-values indicate that there is no statistical evidence to reject the null hypothesis that people from different age groups rated the images the same. Fig 11. The letter below each column indicates which image in Fig. 11 was rated. For each vertical column, the median is the center of the central box, while the upper and lower edges of each box represent the 25th and 75th percentiles, and the whiskers span the most extreme non-outlier data points. P-values obtained from the one-way ANOVA tests have been shown for each figure. Other than the image in Fig. 11(b) , the P-values indicate that there is no statistical evidence to reject the null hypothesis that people of different genders rated the images the same.
NR-IQA algorithms defined in the LAB color space [58] . HIGRADE-1 (L) and HIGRADE-2 (L) are versions of these algorithms that only operate on the luminance channel (L). Although there are no clear-cut distortion categories that can be defined on this database, results are summarized individually for each class of HDR processing algorithms.
The performances of the algorithms were evaluated by measuring correlations with subjective scores (after non-linear regression). Once the features were extracted, a mapping was Fig. 15 . Individual Z-scores obtained from subjects familiar with or not familiar with HDR imaging who rated the images shown in Fig 11. The letter below each column indicates which image in Fig. 11 was rated. For each vertical column, the median is the center of the central box, while the upper and lower edges of each box represent the 25th and 75th percentiles, and the whiskers span the most extreme non-outlier data points. P-values obtained from the one-way ANOVA tests have been shown for each figure. The P-values indicate that there is no statistical evidence to reject the null hypothesis that people rated the images the same depending on their familiarity with HDR images. Fig. 16 . Individual Z-scores obtained from subjects using different display devices who rated the images shown in Fig 11. The letter below each column indicates which image in Fig. 11 was rated. For each vertical column, the median is the center of the central box, while the upper and lower edges of each box represent the 25th and 75th percentiles, and the whiskers span the most extreme non-outlier data points. P-values obtained from the one-way ANOVA tests have been shown for each figure. The P-values indicate that there is no statistical evidence to reject the null hypothesis that people rated the images the same based on the type of their display devices. Fig. 17 . Individual Z-scores obtained from subjects viewing the images at different distances (expressed in inches) who rated the images shown in Fig 11. The letter below each column indicates which image in Fig. 11 was rated. For each vertical column, the median is the center of the central box, while the upper and lower edges of each box represent the 25th and 75th percentiles, and the whiskers span the most extreme non-outlier data points. P-values obtained from the one-way ANOVA tests have been shown for each figure. The P-values indicate that there is no statistical evidence to reject the null hypothesis that people rated the images the same based on their distance from the display devices.
obtained from the feature space to the DMOS scores using a regression method, which provides a measure of the perceptual quality. We used a support vector machine regressor (SVR) (LibSVM [65] ) to implement -SVR with the radial basis function kernel, where the kernel parameter is by default the inverse of the number of features. We randomly split the data into disjoint training and testing sets at a 4:1 ratio and the split was randomized over 100 trials. Care was taken to ensure that the same source scene did not appear during both training and testing to prevent artificial inflation of the results. The Spearman's rank ordered correlation coefficient (SROCC) and Pearson's linear correlation coefficient (PLCC) values between the predicted and the ground truth quality scores were computed at each iteration and the median values of the correlations were found. The results indicate that there is significant room for improvement among current NR-IQA algorithms when predicting HDR artifacts. The results are summarized in Table IV.  Table V shows the root-mean-squared-errors (RMSE), reducedχ 2 statistic between scores predicted by the algorithms and MOS (after logistic regression) and the outlier ratios (expressed in percentage). The top performing algorithms yielded lower values of RMSE, reducedχ 2 statistic and outlier ratio.
Many of the tonemapping and multi-exposure fusion algorithms modify the gradients of the component images of the exposure stack. We found that algorithms that take into account variations of the gradient of the images achieved a higher degree of correlation with the human ground truth subjective data. Both grayscale and color versions of the proposed models were found to exhibit good correlations with human judgment compared to other state-of-the-art NR-IQA algorithms. However, as expected, algorithms that use all three LAB color channels performed better than models that only extract feature on the L-channel, especially on postprocessing artifacts that modify the color-saturation and/or color temperature of the images.
A. Determination of Statistical Significance
Ten representative NR-IQA algorithms were studied in regards to determining the significance of their relative performances. Following the methods outlined in [50] , statistical significance tests were carried out over multiple 4:1 traintest splits and similar results were obtained. We show the results obtained for one such representative trial. Results are summarized in Tables VI, VII, VIII and IX. For the F-Test based on MOS, the variance of the residuals obtained from the null-model and the ten selected IQA algorithms, along with the number of samples considered in each category and the threshold F-ratio at 95% significance are shown in Table VI, while Table VII shows the corresponding result considering the individual scores obtained from the human subjects. None of the IQA algorithms tested was found to be statistically equivalent to the null-model corresponding to human judgment. HIGRADE-1 shows the least variance of the residuals for the overall database.
To determine whether the performance of the IQA algorithms are significantly different from each other, the F-statistic, as in [50] , was used to determine the statistical significance between the variances of the residuals after a non-linear logistic mapping between the two IQA algorithms, at the 95% confidence interval. Table VIII shows the results  for the ten IQA algorithms and all HDR processing methods  when MOS scores were considered, while Table IX shows the corresponding result considering the individual scores obtained from human subjects. Both of these indicate that while most of the models produced similar results, HIGRADE-1 and HIGRADE-2 were found to be statistically superior overall relative to the other NR-IQA algorithms.
VII. LIMITATIONS AND DISCUSSION
The overarching goal of this study has been to leverage crowdsourcing tools to collect human opinion data on a large scale, while allowing for a wide range of displays and viewing conditions that are closer to free-viewing scenarios than can be obtained under strictly controlled laboratory settings. By design, the human observers rated the images in the most natural way, using a Single Stimulus Continuous Quality Scale, instead of ranking their qualities. Our study is directed at the evaluation of NR models only, hence a limitation of this new resource is it cannot be used to evaluate the relative performances of FR-IQA algorithms that measure the signal fidelity between original HDR irradiance maps and images obtained by processing them with different TMO operators. To create the image database, we generated images using eleven widely used tonemapping and other HDR processing algorithms that deploy fundamental methods. This has an advantage of generality, but does not supply a resource for directly comparing the efficacies of the latest TMO models against human subjective judgments. Future interesting directions for crowdsourced studies might include large numbers of images generated by emergent HDR-processing algorithms or wider classes of distortions, and multiply distorted images [66] , such as those arising from compressing or transmitting HDR-processed images.
While crowdsourcing human opinion scores requires considerable care, we applied the experiences gained on an even larger study [28] to produce a dataset exhibiting excellent internal consistency. Nevertheless, it would be quite useful to conduct dual experiments whereby a large number of the same images are evaluated under both laboratory and crowdsourcing conditions, to determine the differences in human responses under these very different conditions. In a laboratory study, HDR displays could be used to display floating point HDR irradiance maps to the human subjects, against the wide diversity of displays used in a corresponding crowdsourced experiment. This could lead to insightful comparisons between the perceptions of HDR and HDR-processed images.
The kinds of distortions caused by TMOs also depend on the color gamut and peak luminance of each display. Hence, such a study might be used to determine which TMOs are the most efficacious. Optimizing the parameters of TMO models using crowdsourcing is an interesting direction of open research. While we chose to keep the instructions that were given to the subjects simple and performance-directed, we did solicit feedback from them regarding the viewing distance and display type. Given the heterogeneity of display devices and viewing conditions in the crowdsourced experiment, it was not possible (nor desirable) to have the subjects evaluate images on calibrated displays or to measure the ambient lighting. As a complement to the current study, future experiments might target more knowledgeable pools of subjects, to obtain answers to detailed questions regarding the effects of viewing conditions (such as the ambient illumination), and the display settings (e.g., the model, age, resolution, and size of the monitor). Another variation might involve individual human subjects evaluating the same images on multiple displays to better account for how perception varies across displays. The results of the current study cannot answer these questions.
In the present study, only those AMT workers having AMT confidence values greater than 0.75 (on a [0,1] scale) were allowed to participate, and strict subject rejection criteria were imposed. In future crowdsourced studies, it may be useful to collect more background data, such as the average time spent by each subject on each image, the overall time spent by her rating all of the images, and so on.
VIII. CONCLUSION
We have described the new ESPL-LIVE HDR Image Quality Database of more than 300,000 human judgments garnered from more than 5,000 unique subjects. We outlined variable sources of HDR images, the algorithms used to process them and our crowdsourced subjective study framework, which allowed the images to be evaluated by thousands of observers over the Internet.
We also studied current NR-IQA algorithms in light of the collected subjective data as predictors of the perceptual quality of HDR-processed images. To the best of our knowledge, this is the largest and most comprehensive study of HDRprocessed image quality conducted to date. It is our hope that the new database will prove to be a valuable resource, allowing researchers to develop improved IQA models of HDR processed images, and tonemapped HDR quality prediction algorithms that can be used for a variety of processing tasks, such as perceptually optimizing HDR processing algorithms for tonemapping and multi-exposure fusion (and for assessing the results).
