We propose a novel family of band-pass filters for efficient spectral decomposition of signals. Previous work has already established the effectiveness of representations based on static band-pass filtering of speech signals (e.g., mel-frequency cepstral coefficients and deep scattering spectrum). A potential shortcoming of these approaches is the fact that the parameters specifying such a representation are fixed a priori and not learned using the available data. To address this limitation, we propose a family of filters defined via cosine modulations of Parzen windows, where the modulation frequency models the center of a spectral band-pass filter and the length of a Parzen window is inversely proportional to the filter width in the spectral domain. We propose to learn such a representation using stochastic variational Bayesian inference based on Gaussian dropout posteriors and sparsity inducing priors. Such a prior leads to an intractable integral defining the KullbackLeibler divergence term for which we propose an effective approximation based on the Gauss-Hermite quadrature. Our empirical results demonstrate that the proposed approach is competitive with state-of-the-art models on speech recognition tasks.
Introduction
We consider the problem of learning an effective representation of signal data for supervised learning tasks such as classification of phonemes and/or sounds. The effectiveness of any supervised learning algorithm depends crucially on the effectiveness of a data representation. The latter is typically evaluated using the ability of a learning algorithm to generalize from training examples to unseen data points. A desirable property of an effective representation is invariance to nuisance transformations such as translations [31] , and stability to the actions of small diffeomorphisms that distort/warp signals [23, 38] . For instance, the empirical effectiveness of state-of-the-art convolutional neural networks can be to a large extent attributed to their ability to encode invariance to local translations via convolutional weight sharing and pooling operators [20, 31] . This type of inductive bias is especially effective in supervised learning tasks with speech signals and images [e.g., see 21, 33, 41] .
Previous work [e.g., see 3, 11, 27] has established the effectiveness of speech signal representations (e.g., mel-frequency cepstral coefficients and scattering representations) based on static band-pass filtering of signals. A potential shortcoming of these approaches (reviewed in Section 2.1) is the fact that the parameters specifying such a representation of signal data are fixed a priori and not learned using the available data. As a result, the hypothesis space of a supervised learning algorithm is selected beforehand and does not necessarily provide an ideal inductive bias for the learning process. To overcome this shortcoming and allow more flexible feature extraction, we propose a novel family of band-pass filters for efficient spectral decomposition of signals (Section 2.2). The filters are defined via cosine modulations of Parzen windows, typically encountered in kernel density estimation [e.g., see 26] . While the modulation frequency models the center of a spectral band-pass filter, the length of the Parzen window is inversely proportional to its width in the spectral domain. The optimization of the two parameters allows a flexible choice of band-pass filters and can be done in combination with learning of more abstract features (e.g., via convolutions). We propose to learn these filters and other parameters of the representation using stochastic variational Bayesian inference based on the Gaussian dropout posterior distributions [19, 25] . Section 3.1 provides a brief review of this inference technique and covers different prior functions known for promoting sparse solutions. Such prior functions typically lead to intractable integrals defining the Kullback-Leibler divergence term that is responsible for regularization in variational inference. To side-step this issue, sampling based approximations [5] or formulas based on empirical estimates of the divergence are typically employed [19, 25] . We propose to address the approximation of this divergence term more rigorously by making a theoretical contribution (Propositions 2 and 3) which shows that the divergence integral can be approximated effectively using the Gauss-Hermite quadrature (Section 3.2).
In Section 4, we evaluate the proposed approach empirically on a standard benchmark dataset for speech recognition (TIMIT), relative to previously reported results of state-of-the-art baselines for context dependent models. In contrast to some of the baselines, we opt for a simple model and do not employ delta features or speaker normalization techniques known for improving the accuracy of acoustic models [11] . We also perform training with a single log-likelihood term, whereas some of the approaches combine both context-dependent (tri-phone) and -independent (monophone) likelihoods into a multi-objective loss function. Our empirical results demonstrate that simple models based on Parzen filters and variational inference are competitive with state-of-the-art acoustic models.
Spectral Decomposition of Signals
In this section, we introduce a novel and highly flexible family of differentiable band-pass filters for spectral decomposition of signals. Each filter is defined with not more than three parameters and can be easily integrated (as a pre-processing step) into standard classification and regression models such as artificial neural networks and/or kernel methods. The ultimate goal is to find an operator which maps the space of signals into a Hilbert space such that the representation of the signal data is stable to the action of a small diffeomorphism and invariant to nuisance transformations such as translations. In the remainder of the section, we formalize these concepts and provide a brief review of feature extraction procedures based on band-pass filtering of speech signals. Following this, we introduce our family of filters and discuss some advantages over the static band-pass filtering of signals.
Let L R d denote the space of square integrable functions defined on R d and assume that a continuous signal x ∈ L R d . In this paper, we restrict ourselves to the case with d = 1, which can correspond to representation of speech signals (e.g., an image could be represented with a two dimensional signal). An operator Φ : L R d → H is a mapping of a signal into a Hilbert space H. Let T c x (t) = x (t − c) denote the translation of a signal x by some constant c ∈ R
d . An operator
) denote a diffeomorphism of a signal given by a displacement field τ (t) ∈ C 2 R d . For example, one can take τ (t) = t with ∈ R and → 0. To preserve stability relative to a small diffeomorphism of a signal, it is sufficient to ensure that the operator Φ is Lipschitz continuous [3, 23] . An operator Φ is Lipschitz continuous with respect to actions of
The spectrogram of a signal x is given by |x (t, ω)| = x (u) ζ t (u) exp (−iωu) du , where |·| denotes the modulus of a complex number and ζ t is a window of duration T centered at some time-index t with ζ t (u) du = 1. The spectrogram is an operator that can provide an approximately locally time-translation invariant representation over durations limited by a window [3] . In processing of speech signals, the signal data is typically represented with a set of overlapping windows of fixed duration (e.g., 25 ms windows with 15 ms overlaps) so that an approximate locally time-translation invariant operator can be constructed. While the spectrogram of a signal can provide local timetranslation invariance, Mallat [23] has demonstrated that the operator is not Lipschitz continuous and, thus, it does not necessarily provide stability to the action of a small diffeomorphism. The operators presented in the following section aim at providing this property in addition to translation invariance.
Scattering Operators
We start with a brief review of mel-frequency cepstral coefficients [8, 11] and motivation behind this signal mapping operator frequently used in speech recognition. The main idea behind the approach is to perform averaging of the spectrogram energy with band-pass filters and in this way obtain the (approximate) Lipschitz continuity of the operator mapping. More formally, mel-frequency spectrogram of a signal is given by
is the square root of a triangular probability distribution with mode η and support on the interval [α, β]. Mel-frequency spectrograms are typically defined with a family of triangular distributions (e.g., 50 band-pass filters). The modes of these distributions are selected so that they are equidistant in the log-space of the spectrum (the mel-scale characteristic to this family of filters corresponds to the natural logarithm) and the support of each distribution is defined by the modes of the neighboring filters. As a result of this, mel-frequency spectrograms perform averaging over high frequencies with larger frequency bandwidths compared to low frequencies and are typically stable to the action of a small diffeomorphism. Moreover, in [3] it is argued that mel-frequency spectrograms typically define a translation invariant Lipschitz continuous operator.
An alternative band-pass filtering approach for spectral decomposition of signals has been outlined in [23] . The approach is motivated by the fact that as a result of spectrogram averaging with respect to short windows, mel-cepstral coefficients can contribute to information loss, which can have a negative impact on the performance of a supervised learning algorithm. The main idea is to re-arrange the terms in the integral defining the mel-spectrogram of a signal and in this way introduce an operator capable of performing the filtering of the whole signal instead of filtering only windows of fixed length determined by ζ t . More specifically, the mel-frequency spectrogram operator can be written as
is the Fourier transform of some filter ψ(· | θ) (abbreviated ψ θ ) defined with a hyperparameter vector θ. The second equality is a consequence of Plancherel's theorem (and convolution theorem), which states that the integral of the square of the Fourier transform of a function is equal to the integral of the square of the function itself [e.g., see 28, 30] . Now, the main idea in [23] is to re-arrange the terms appearing in the integral defining the mel-spectrogram and filter the whole signal instead of filtering it by parts determined by a window of fixed length T . The resulting operator is called the (squared) first order scattering operator and it is defined by [3, 23] 
where * denotes the convolution of one dimensional signals. As the square operator can amplify large coefficients, in [3, 23] it is proposed to replace it with the modulus operator and, thus, define a more stable signal representation
In the latter operator, the windowing function ζ acts as a low-pass filter and performs weighted l 1 -average pooling of the previously filtered signal. The scattering operator can be extended to a higher order signal decomposition by applying the scattering operation to already filtered signals [3] . In [23] it is argued that the scattering operator is a contraction and that it can provide stability to the action of a small diffeomorphism. The application of the modulus operator to the filtered signal can be seen as an activation function and, thus, the output of the scattering operator resembles to the output of a convolution layer in artificial neural networks. Similar to mel-frequency coefficients, scattering operators rely on static filters defined by wavelets [e.g., see 23, for more details].
Parzen Filters
A potential shortcoming of mel-frequency spectrograms and scattering operators is in the fact that the parameters defining these signal representations are selected a priori without relying on data. As a result, the hypothesis space of a supervised learning algorithm is selected beforehand and does not necessarily provide an ideal inductive bias for all learning tasks based on signals. To address this limitation, we propose to replace them with band-pass filters based on Parzen windows which are differentiable with respect to their hyperparameters. As the triangular probability distribution is an example of a Parzen window typically encountered in kernel density estimation, one could also perform the spectrogram averaging using smoother windows. Examples of Parzen windows with such properties are (square) Epanechnikov and Gaussian window functions. In Table 1 , we provide a formal definition of these window functions and specify their hyperparameters. The Epanechnikov window is not differentiable at zero and behaves similar to the hinge loss in primal optimization of support vector machines. This can create an issue in hyperparameter optimization which can be resolved by squaring the max operator (hence, the squared Epanechnikov window is introduced). The symbols t and ω are used to denote time-and frequency-domain inputs to filters, γ is the parameter controlling the filter bandwidth, η is the parameter controlling the center frequency, and α is a scaling parameter. Now, there are two possible directions for performing spectral decomposition of signals: frequencyand time-domain filtering. The operators [3, 11] reviewed in Section 2.1 are based on spectrogram averaging and, thus, filters are defined in the frequency domain. An alternative to this would be to realize the band-pass filtering via time-domain convolutions of a signal with filters. In particular, the convolution theorem implies that for two signals x 1 , x 2 ∈ L (R) the Fourier transform of their convolution is equal to the product of the corresponding Fourier coefficients, i.e.,
where F denotes the Fourier transform of a signal and * is the convolution operator. Thus, a melspectrogram coefficient corresponding to a triangular filter could equivalently be obtained by first performing the time-domain convolution with an appropriate filter and then summing the squared amplitudes of the resulting signal. Here, it is important to note that while the first and higher order scattering operators are introduced via time-domain convolutions they are always implemented using frequency-domain filters. This is mainly because of the parametrization of filters which is based on wavelets and that allows explicit specification of band-pass parameters [e.g., see 23].
While frequency-domain filtering using Parzen windows (along the lines of operators introduced in Section 2.1) is rather straightforward, time-domain filtering is slightly more complicated. This is mainly because of the parameterization for the center frequency of a filter, which typically corresponds to the filter mode. In particular, plain Parzen windows with center and bandwidth parameters only provide smooth band-pass filters in the frequency domain and are good approximations for the triangular distribution used in mel-frequency cepstral coefficients. To adapt these filters to timedomain band-pass filtering one needs to be able to parametrically change the center frequency of a filter as well as its bandwidth. It is well known that the width of a window centered at the origin of the time-domain is inversely proportional to the frequency bandwidth of a filter and, thus, what remains is the parameterization of the center frequency. To address this, we rely on an identity which states that cosine modulation of a filter shifts its frequency bandwidth by the modulation frequency,
and where ω 0 is the modulation frequency and a parameter in time-domain Parzen filters (see Table 1 ). Thus, the cosine modulation frequency parameter allows positioning of the band-pass filter at any point in the frequency domain and the width of its Parzen window controls the bandwidth of the filter.
Parzen filters generate a spectral decomposition of a signal which can provide a much more structured input to a supervised learning algorithm compared to raw signal data. Scattering operators also work on spectral decompositions of signals via averaging of the resulting spectrograms (obtained via static band-pass filters). As these feature extraction methods enjoy nice theoretical properties (Section 2.1), we aim at mimicking that process with a more fine grained feature construction via convolution layers. In particular, instead of averaging over long windows of speech characteristic to both deep scattering spectrum [3, 23] and mel-frequency coefficients [8, 11] , we rely on several convolution layers and in this way aim at incorporating local time-translation invariance and foster stability to the action of a small diffeomorphism. We investigate: i) one dimensional convolutions that extract features by combining all the filters over small number of samples (Appendix B, Table 6 ), and ii) two dimensional convolutions which work on blocks of filters (with potentially overlapping bandwidths) and several samples of filtered signals (Appendix B, Table 7 ). The structure of our models was in part motivated by considerations in [33] , where only one dimensional convolutions have been considered. However, even in that case we tend to keep our network structure simpler (pretty much identical convolution and pooling operators across layers in 1D case) than the one proposed in [33, github] .
Learning Parzen Filters using Stochastic Variational Inference
In this section, we first provide a brief review of stochastic variational inference that will be used for filter-learning in Section 4. The approach is based on optimizing a lower bound on the log-marginal likelihood of the model. The optimization objective involves an analytically intractable integral that defines the Kullback-Leibler divergence term acting as a regularizer. Previous work has proposed approximations based on Monte Carlo sampling [5] and an empirically estimated formula [25] . We follow this line of research and propose a theoretically motivated approximation based on the Gauss-Hermite quadrature, illustrated with scale-mixture and log-scale uniform priors (Section 3.2).
Let X ⊂ L (R) be an instance space containing signals in its interior and Y the space of categorical labels. Suppose that a set of labeled examples {(
has been drawn independently from a latent Borel probability measure defined on X × Y. We assume that the conditional probability of a label y ∈ Y given an instance x ∈ X can be approximated with an exponential family model [2, 15] p (y | x, θ, W ) = exp(θ φ(x,y|W )) / y ∈Y exp(θ φ(x,y |W )) , where θ ∈ Θ is a parameter vector and φ (x, y | W ) is a sufficient statistic of y | x, defined with some set of hyperparameters W . Typically, the sufficient statistic of the model is selected such that φ (x, y | W ) = vec(e yφ (x | W ) ), where e y is the so called one-hot vector with one at position of the categorical label y and zero elsewhere, andφ (x | W ) is a sufficient statistic of x ∈ X .
We can now take some prior distribution on the parameters p (θ, W ) and derive the posterior distribution of ∆ = (θ, W ) given a sample of labeled examples
The mode of the posterior distribution is known as the maximum a posteriori estimator and we denote it with ∆ * n = arg max ∆ log p (∆ | X n , Y n ). The maximum a posteriori estimator is most frequently used as an empirical estimator of the conditional probability of a label given an instance. Typically, the posterior distribution p (∆ | X n , Y n ) is not analytically tractable. The log-marginal likelihood of a model is frequently used for (hyper)parameter optimization [e.g., see 32] and it is given by
Stochastic Variational Inference
Bayesian variational inference [5, 6, 18, 19, 25, 40] is a popular technique for approximation of posterior distributions involving analytically intractable integrals. The main idea is to introduce a variational probability density function q (∆) in order to approximate the actual posterior p (∆ | X n , Y n ). In particular, the Jensen inequality implies that the log-marginal likelihood can be lower bounded by
where KL (q || p) denotes the Kullback-Leibler divergence [22] between distributions p and q. In variational inference, the parameters of the probability density function q are selected by maximizing the lower bound on the log-marginal likelihood of the model, or equivalently
where Q is some pre-defined family of variational distributions. Typically, the variational distribution is assumed to be the product of univariate Gaussian distributions
, where p is the total number of parameters in the model and N ∆ i | µ i , σ 2 i denotes the fact that random variable ∆ i follows the univariate Gaussian distribution with mean µ i and variance σ
is not analytically tractable and the main idea in stochastic Bayesian variational inference is to approximate it using minibatches [19] 
and where
is a minibatch with m random examples. The estimator is differentiable with respect to variational parameters υ = {(µ i , σ i )} p i=1 and unbiased. As a result, its gradient is also unbiased and
In this paper, we follow [19, 25, 36] and rely on a special type of variational distribution known as the dropout posterior. The main idea is to parameterize the Gaussian variational distribution such that it has mean µ j and variance σ 2 j = α j µ 2 j , where α j > 0 is a scaling parameter and 1 ≤ j ≤ p. The dropout posteriors provide a generalization of the dropout regularization technique frequently used in artificial neural networks. In particular, [13] has proposed a regularization technique that in each step of stochastic gradient descent draws a set of active units in each layer of the network by sampling from the Bernoulli distribution with probability 1 − p, where p is called the dropout probability. The concept was generalized to continuous Gaussian distributions in [36] , which then motivated the introduction of dropout posteriors in variational Bayesian inference [19, Appendix B].
Approximation of Kullback-Leibler Divergence for Dropout Posteriors
The Kullback-Leibler divergence term in Eq. (1) acts as a regularization term in the variational objective function. It takes as an argument the prior distribution p (∆) which determines the generalization properties of variational hypotheses given by q * . The integral defining this divergence measure is analytically intractable and needs to be approximated. The choice of the approximation technique depends on the choice of the variational and prior distributions. As mentioned in Section 3.1, we rely on the Gaussian dropout posteriors as variational distributions and this implies then that KullbackLeibler divergence can be expressed as a sum of one dimensional integrals with respect to a Gaussian measure. Such integrals can be effectively approximated using the Gauss-Hermite quadrature. The following theorem provides a mean to approximate the divergence term for any prior distribution. The scale-mixture is a prior distribution known for promoting sparsity of hypotheses and it was first proposed in [5] in the context of Bayesian variational inference. It resembles the so called spike and slab prior [7, 12, 24] and is given by σ 2 , ξ is the prior mean, and 0 ≤ λ ≤ 1. The first mixture component is chosen such that σ 1 1, which forces many of the parameters to concentrate tightly around the mean ξ (e.g., around zero for ξ = 0). The second mixture component has higher variance and heavier tails allowing parameters to move further away from the mean. We re-parameterize the variance parameters of the scale mixture prior with ξ = 0 such that σ 2 1 = α 1 ξ 2 and σ 2 = α 2 ξ 2 , where α 1 , α 2 > 0 are some scaling parameters. The variance parameters are shared between all variational parameters and this is an important difference compared to approaches based on the spike and slab prior [7, 12, 24] , where each model parameter has a different variance parameter. In contrast to [5] , we rely on the dropout parametrization of variance parameters and do not approximate the Kullback-Leibler divergence term using samples from the posterior distribution q but rely on the Gauss-Hermite quadrature with approximation order s ≈ 16. The latter is formalized with the following proposition for which a proof is given in Appendix A. Proposition 2. The Kullback-Leibler divergence term defined with a dropout Gaussian posterior and a (dropout) scale-mixture prior distribution can be approximated by
are the roots of the Hermite polynomial with corresponding quadrature weights {w i } s i=1 , α and µ are variational parameters, and p sm is some scale-mixture prior distribution.
An alternative choice of prior distribution also known as the improper log-scale uniform prior was considered in [19, 25] . The distribution is motivated by a result in [19] which shows that variational inference with this prior is equivalent to learning with Gaussian dropout [36] . The log-scale uniform prior distribution of a parameter ∆ i is given by [19, 25] 
Two different approximations of Kullback-Leibler divergence between this prior distribution and Gaussian variational dropout posteriors have been provided in [19] and [25] . The latter approximation is based on an empirically synthesized formula (based on millions of samples from the posteriors) and is considered the state-of-the-art. We propose here to approximate this regularization term using the Gauss-Hermite quadrature and formalize this in the following proposition (see Appendix A). Proposition 3. The Kullback-Leibler divergence term defined with a dropout Gaussian posterior and the log-scale uniform prior distribution can be approximated by
As the roots of Hermite polynomial and the corresponding quadrature coefficients are symmetric around zero, for zero-mean priors it is possible to get an estimate of order s with only s /2 roots/weights.
Experiments
We perform experiments on a standard benchmark dataset for automatic speech recognition TIMIT [10] . The data splits (training/development/validation) originate from the Kaldi framework [29] . In all the experiments, we train a context dependent model based on frame labels generated using the DNN TRI-PHONE model from Kaldi with 25 ms frames and 10 ms stride between the successive frames. In the pre-processing step, we assign a Kaldi frame label to a 200 ms long segment of raw speech centered at the original Kaldi frame (keeping 10 ms stride between the successive frames of raw speech). A similar choice of input raw-speech frame length has been reported in [3, 33] . After completion of training, we take the resulting log-posterior probabilities (scaled by log-class priors) and pass them to Kaldi decoding to obtain the reported phoneme error rates. We configure the decoder just as in the DNN decoding, which equipped us with frame labels (in total, 1936 HMM state ids).
We train our models using the approach described in Section 3. In all the experiments, the minibatch size was set to 128 samples. For the log-scale uniform prior, the feature extraction part involving Parzen filters and convolution layers that synthesize features across filtered signals is trained using the RMSPROP algorithm [37] with initial learning rate 0.0008. The model part involving fully connected blocks has been trained using the standard stochastic gradient descent with initial learning rate 0.08. This combination of optimization algorithms has been found to be the most effective for log-scale uniform priors, confirming the findings in [33] . Alternative algorithms that were tried and found to be too aggressive (low training error but not as good generalization) were ADAM [17] , NADAM [9] , and SGD with momentum. For scale-mixture priors, on the other hand, we rely on NADAM with initial learning rate 0.001. The learning rates were decreased by a factor of 1 /2 if at the end of an epoch the relative improvement in validation error was below 0.1%. Moreover, if the validation error degraded the training would continue using the model from the previous epoch (learning rates would again be decreased by 1 /2). We terminate the training process after at most 30 epochs or upon observing no improvement in the validation error for 3 successive epochs. The training procedure, as well as [41] 18.0 DSS-CNN [27] 18.7 WAVENET [39] 18.8 the required Bayesian variational components, have been implemented using the MXNET package (PYTHON). A more detailed description of the employed models can be found in Appendix B.
In Tables 2 and 3 , we summarize our empirical results and compare them to the numbers reported in relevant related work for context dependent models. Generally, we found that the stochastic variational inference promotes sparse solutions and tends to trim too many parameters in the early stages of the training. This is a known issue characteristic to stochastic Bayesian variational learning that has also been observed in [35] and [25] . To address this issue, [35] has proposed to rescale the Kullback-Leibler regularization term with a hyperparameter ρ t such that ρ t+1 = min{1, ρ t + c} with ρ 0 = 0 and some constant 0 < c < 1 (e.g., c = 0.2), and where t denotes the epoch number (starting from t = 0). We have followed this heuristic and observed an improvement in accuracy. The most similar related approach to our work is SINCNET [33] , where filters defined via the difference between two sinc functions have been pursued. In contrast to this work, we offer more flexibility by providing a whole family of filters with the ability to directly influence the center frequency as well as the bandwidth and scale of a filter. Moreover, our filters have different support in time-domain whereas all the filters in [33] are of the fixed length. Beside the parametric difference, we rely on variational inference instead of standard backpropagation and do not perform multi-objective training to improve generalization. In particular, the latter refers to training the model by optimizing a combination of log-likelihood loss functions, one for the context dependent (i.e., tri-phone) and the other for the context independent (i.e., monophone) model. The approach in [41] is also motivated by scattering operators and learns a family of filters for filtering short frames of raw speech signal (25 ms), just as in mel-frequency coefficients. Several neighboring frames are then concatenated into a representation that also involves delta and delta-delta features [e.g., see 11] . While possible, we have not considered adding delta features which are known for improving the accuracy by 1-2%. Important differences compared to this work are in that we are filtering much longer signals, relying on variational inference for filter-learning, and using only 3 or 4 convolution blocks on top of our Parzen filters (compared to 7 in [41] ). Another closely related approach is [27] , where the authors have used several static wavelet resolutions from [3] in combination with convolutions and fully connected multi layer perceptrons. Overall, the empirical results indicate a competitive performance of our representation and variational inference. We also note here that to the best of our knowledge this is the first time that a variational approach proved to be competitive to state-of-the-art artificial neural networks on speech recognition. In addition to the described experiments, we also evaluate the influence of different pooling operators and the effectiveness of the proposed approximation for the Kullback-Leibler divergence term. Tables 4 and 5 summarize the results of these experiments and indicate that the proposed approximation of the Kullback-Leibler divergence based on the Gauss-Hermite quadrature is effective across different priors. As for the considered pooling operators, our findings indicate that max-pooling seems to be the most effective in combination with Parzen filters and one dimensional convolutions.
We conclude with a reference to another recent related work based on scattering operators where wavelet filters were optimized jointly with neural networks [16] . In contrast to our empirical study, the approach considers context independent (i.e., monophone) models for automatic speech recognition and the reported results are, thus, not directly comparable. Also, the parameterization of filters (i.e., center frequency and bandwidth) is slightly more complicated than the one pursued in this work.
A Proofs
Proposition 2. The Kullback-Leibler divergence term defined with a dropout Gaussian posterior and a (dropout) scale-mixture prior distribution can be approximated by
Proof. We can re-write the Kullback-Leibler divergence term as
where H (q) is the entropy of the univariate dropout Gaussian distribution given by
As the entropy of a Gaussian distribution defines an analytically tractable integral [e.g., see 22, 32] , we have that the entropy of q is given by
On the other hand, the expected log-likelihood of the scale-mixture prior can be approximated using the Gauss-Hermite quadrature by observing that
The result now follows from Theorem 1 by taking h (t) = log p sm 2αµ 2 t + µ .
Proposition 3. The Kullback-Leibler divergence term defined with a dropout Gaussian posterior and the log-scale uniform prior distribution can be approximated by
Proof. From [19, Appendix C], we know that the Kullback-Leibler divergence is given by KL (q || p lsu ) = E N ( |1,α) log | | − 1 2 log α + const.
The expectation with respect to the Gaussian random variable can be re-written as
The result now follows from Theorem 1 by taking h (t) = log √ 2αt + 1 .
C Initialization Scheme
We initialize the centers of Parzen filters by keeping them equidistant in the mel-scale and use the heuristic from [41] for the filter bandwidths. We limit the filter lengths in time domain such that the width of a Parzen window is at least 1 ms and at most 25 ms long (note that for Epanechnikov filters the time-domain filter has finite support, whereas the Gaussian filter has infinite support). The center frequency of a Parzen filter was bounded/clipped so that the minimal possible frequency is 50 Hz and the maximal one is 7950 Hz. The Kullback-Leibler divergence term was re-scaled as in [35] with c = 0.2 (see also the definition of the scaling hyperparameter ρ t in Section 4). The dropout parameter α is stored in the log-form and the initial value across blocks (apart from normalization and softmax blocks) was set to −3.0, which corresponds to variational standard deviation of ≈ 0.22 |µ|, where µ denotes the variational mean of a network parameter. The parameter α was also bounded/clipped as in [25] so that the minimal value is 0.0001 and the maximal one is set to 16. Moreover, for normalization layers and the final softmax block the prior parameter α was set to value close to zero because dropout is rarely applied to these network blocks (we are unaware of such models). The fully connected layers were initialized by sampling uniformly at random from the interval (− 0.01 / √ p+q, 0.01 / √ p+q), where p and q denote the number of inputs and outputs corresponding to such a block. The bias parameters corresponding to fully connected blocks are initialized with zero-vectors. The mean and scale parameters in normalization layers [4, 14] were initialized to zero and one, respectively. The convolution parameters are initialized by sampling uniformly at random from the interval (− 1 / √ r, 1 / √ r), where r denotes the total number of parameters in a convolution filter (the same interval and sampling strategy was used to initialize the convolution bias parameters).
We have observed that the optimization of a two dimensional convolution model can encounter numerical problems with FLOAT32 numerical precision (moving loss goes to −inf). In such cases, it appears that a minor change to the loss function resolves the issue without a significant impact on the accuracy. In particular, we transform the log-softmax probabilities as follows log p −→ log (1 − 2κ) p + κ with κ → 0 (jitter constant close to zero) .
We have placed zero-mean priors on the weights of fully connected blocks, convolution filters, as well as on the parameters for means and scales (parameterized as 1 − scale) of normalization blocks. For the weights of Parzen filters, on the other hand, we have opted for the prior mean to be equal to the initial values of the parameter filters (the variances are scaled-means, just as in dropout posteriors).
The best results with scale-mixture priors were obtained using the following combination of parameters: λ = 0.25, σ 1 = 0.005, and σ 2 = 1.0 or σ 2 = 0.5.
