In this paper, the problem of finite horizon inverse optimal control (IOC) is investigated, where the quadratic cost function of a dynamic process is required to be recovered based on the observation of optimal control sequences. We propose the first complete result of the necessary and sufficient condition for the existence of corresponding LQ cost functions. Under feasible cases, the analytic expression of the whole solution space is derived and the equivalence of weighting matrices in LQ problems is discussed. For infeasible problems, an infinite dimensional convex problem is formulated to obtain a best-fit approximate solution with minimal control residual. And the optimality condition is solved under a static quadratic programming framework to facilitate the computation. Finally, numerical simulations are used to demonstrate the effectiveness and feasibility of the proposed methods.
Introduction
In recent years, the problem of inverse optimization has regained increasing popularity in the fields of robotics, economics, and bionics (Mombaur et al., 2010; Finn et al., 2016; Berret et al., 2011; Berret & Jean, 2016) . It has numerous varieties in different domains, such as the inverse reinforcement learning problem in machine learning (Hadfield-Menell et al., 2016) , and the mechanism design problem in game theory (Pavan et al., 2014) . In this paper we mainly focus on the problem of inverse optimal control, which is aimed at recovering the cost function of a dynamic process based on the observation of optimal actions.
The optimality principle has been investigated as an important tool to analyze natural phenomena, such as Fermat's law in optics and Lagrange dynamics in mechanics (Pauwels et al., 2016) . In the field of biology, it is also a general hypothesis that the behavior of living systems are generated based on some optimal criteria, which leads to a promising topic of inverse optimal control. The basic question is that given a dynamic system, when we observe the optimal policy of a specific task, Email addresses: yibei@kth.se (Yibei Li), yaoyu@hit.edu.cn (Yu Yao), hu@kth.se (Xiaoming Hu).
how can we recover the optimization criterion based on which the optimal policy is generated? Such estimation could then help us develop a better understanding of the physical system and reproduce a similar optimal controller in other applications. For example, inverse optimal control is a promising tool to investigate the mechanisms underlying the human locomotion and to implement them in humanoid robots (Mainprice et al., 2016) .
The problem of reconstructing cost functions has been investigated intensively. Among the existing literatures, one well-studied direction is to treat it as a parameter identification problem, where numerous numerical results have been developed. Under this situation the cost function is usually assumed to be a linear combination of certain basic functions, with the weights remaining to be identified. On one hand, in some papers like Mombaur et al. (2010) and Berret et al. (2011) , the problem is solved in a bilevel hierarchical framework and learning methods are utilized. But a forward optimal control problem has to be solved repeatedly in each inner loop to test optimality of a candidate cost function, which would lead to a computational bottleneck. On the other hand, in Hatz et al. (2012) , Keshavarz et al. (2011) , Johnson et al. (2013) , Pauwels et al. (2014) and Pauwels et al. (2016) , the problem structure is better exploited and the optimal control model is characterized by its opti-mality conditions. Then the problem is reformulated as a residual optimization problem, where the inner loop forward optimal control problem is replaced by a set of constraints based on Karush-Kuhn-Tucker conditions or Hamilton-Jacobi-Bellman equations.
Among the various forms of the cost function, one important direction falls under the field of deterministic linear quadratic problems, which are not only well-defined but also popular for practical purposes. Some analytic results have also been obtained due to its special form. The inverse LQ problem is first proposed by Kalman (1964) for the following Linear Quadratic (LQ) optimal control problem:
In general, given a stabilizable constant linear plant (A, B), and a constant stabilizing feedback control law u * (t) = Kx * (t), the inverse optimal control problem is defined by two sub-problems:
(1) Existence: determine the necessary and sufficient conditions on matrices A, B and K, such that K is an optimal control law for some cost function in the form of Eq. (1).
(2) Solution: determine all R and Q in Eq. (1) corresponding to the same K.
For the infinite-time case, Kalman studied the singleinput case (R=I) in frequency domain with the return difference condition, which is then extended to the multiinput case by B. Anderson (1989) . In time domain based on the study of matrix equations, Jameson & Kreindler (1973) gives the necessary and sufficient condition to derive the solution of R from the feedback matrix K. However, in that result the obtained Q cannot be guaranteed to be constant and nonnegative. From then on, the results of Anderson and Jameson are extended and improved to derive different results for the existence problem, such as Fujii & Narazaki (1984) , Sugimoto & Yamamoto (1987), and Fujii (1987) . Then in recent years, the tool of Linear Matrix Inequality (LMI) and optimization are used in Boyd et al. (1994) and Priess et al. (2015) to calculate the solutions of Q and R.
However, on the other hand, the inverse LQ problem in finite time is still an open problem. To the best of our knowledge, there are only a few results related to this problem. In addition to the incomplete result of Jameson & Kreindler (1973) , Nori & Frezza (2004) makes a step forward, showing that for any quadratic cost function, there exists a canonical form with a cross term such that it can generate the same optimal control. Then Jean & Maslovskaya (2018) makes some extensions to investigate the uniqueness of the canonical form. But under this framework, the problem is reduced to a constrained parameter identification problem, which is however not easy to solve.
In this paper, the finite-time inverse LQ problem is investigated. Given the observation of an optimal feedback matrix, the necessary and sufficient condition is given for the existence of corresponding LQ cost functions by a LMI condition. For feasible problems, the analytic expression of the whole solution space is derived and the uniqueness of solutions are analyzed. On the other hand, for infeasible cases, a best-fit approximate solution is obtained, which minimizes the control residual. The main contribution of this paper is two-folded:
(1) To the best of our knowledge, our result is the first attempt to give out a complete necessary and sufficient condition for the well-posedness of the inverse LQ problem, i.e. the existence of LQ cost functions. Unlike Nori & Frezza (2004) and Jean & Maslovskaya (2018) , here we focus on the standard form without cross terms, which is more advantageous in its practical meaning. For feasible cases, the whole solution space is analyzed analytically, which also sheds new light on explaining the equivalence of weighting matrices in LQ problems. (2) In infeasible cases, approximate solutions are computed through a well-posed infinite dimensional convex problem, which is formulated to minimize the residual of optimal controllers. The optimality condition is derived by the primal-dual method in the form of a matrix boundary value problem (BVP) under the constraints of positive semidefinite cones. Instead of solving the BVP numerically, we transfer it into a static quadratic programming problem, which is more computationally efficient.
The rest of the paper is organized as follows. In section 2, some preliminaries and notations are introduced. In section 3, the inverse LQ problem are formulated mathematically. The well-posedness and exact solutions of the inverse LQ problem is investigated in Section 4, while under infeasible cases an infinite-dimensional convex optimization problem is solved to obtain a best-fit approximate solution in Section 5. Numerical simulations are given in Section 6 and some concluding remarks are drawn in Section 7.
Notations and Mathematical Preliminaries
In this paper, we denote R n as the space of n dimensional column vector. R n×n denotes the space of n × n dimensional matrix. For any two matrices X and Y , X Y means X − Y is positive semi-definite. We use C [0, T ] and N BV [0, T ] to denote the space of continuous functions and normalized bounded variations over [0, T ] respectively. For some special matrix spaces, we use notations
to denote the space of Hermitian matrices, the cone of positive semi-definite matrices, matrices of continuous functions, and the matrices of normalized bounded variations respectively.
The spaces S n and S n + are Hilbert spaces, on which the inner product is defined as:
where tr denotes the traces of two matrices.
Some matrix operators are also used in this paper. X † denotes the Moore-Penrose inverse. ⊗ denotes the Kronecker product. · F denotes the Frobenius norm of a matrix. We use vec(·), vech(·) and mat(·) to denote vectorization, half vectorization, and matricization respectively. Let e i be the i − th canonical basis vector for R n . The matrix E ij ∈ R n×n has one in its (i, j) − th position and zeroes elsewhere, i.e. E ij = e i e j T . The column-wise block matrix B i ∈ R n 2 ×n consists of n blocks of size n × n, where only the i − th block is an identity matrix I n and the others are all zeros. Then for any matrix X ∈ R n×n and vector x ∈ R n 2 , the operators of vectorization and matricization can be expressed in the form of linear transmission as
The duplication matrix D and elimination matrix L are defined respectively by
where
Then for any symmetric matrix X ∈ S n , there exists a linear transformation between its vectorization and half vectorization as
Problem Formulations
Considering the standard finite time LQ problem:
where x ∈ R n , u ∈ R m , and Q, F ∈ S n + .
Here we make the standard assumption on the system that (A, B) is controllable, B has full column rank. For the forward problem, it is well-known that there exists a unique optimal feedback control that minimizes the quadratic cost function:
where P is the positive semi-definite solution to the following matrix Differential Riccati Equation (DRE):
Then the inverse optimal control problem is formulated as following:
Problem 1. Given a controllable constant linear plant (A, B), and an optimal feedback control law K (t), estimate the constant matrices Q and F in the quadratic cost function (5) such that it could generate the observed optimal controller.
Here the inverse problem is investigated in two steps.
(1) Existence: determine whether there exists a quadratic cost function that could generate the observed optimal controller, and whether the solution is unique. (2) Reconstruction: compute a best cost function under some optimal criterion if the existence problem is feasible; otherwise give an approximate solution.
Firstly for the existence problem, Jameson & Kreindler (1973) gives out the necessary and sufficient condition to recover a symmetric non-negative matrix P (t) from the feedback matrix K.
Proposition 1. Given a feedback matrix K(t), there exists a real symmetric solution P (t) = P (t) T satisfying K (t) = −B T P (t) if and only if K (t) B is symmetric and
Then all real symmetric P (t) satisfying B T P (t) = −K (t) are presented by:
where Y (t) are all real matrices that satisfy:
And P (t) is nonnegative if and only if the eigenvalues (must be real) of K (t) B are nonpositive, and
Then the matrix Q can be computed by P (t) through DRE, and F is determined by
However, the above conditions cannot guarantee a constant and nonnegative matrix Q, which does not exactly solve Problem 1.
. Substituting Eq. (9) into the Ricatti equation, we could simplify the nonlinear constraint of Riccati equation into the following linear one, which is in fact a Lyapunov differential equation:
On the other hand, in order to get rid of the time-variant constraint of Y (t) 0, we notice that for the differential Ricatti equation in Eq. (7), given any Q 0, the boundary condition P (T ) 0 is enough to guarantee the positive semi-definiteness of P (t) throughout the time interval [0, T ]. Thus in our paper the constraint P (t) 0 is characterized by P (T ) = Y (T ) + P 0 (T ) 0. Then the inverse LQ problem is reformulated as:
Proposition 2. The observed feedback control matrix K (t) is optimal to some quadratic cost function in the form of Eq.(5) if and only if K (t) B is symmetric with nonpositive eigenvalues and
and there exists
with the boundary constraint
Therefore, in this paper, we mainly focus on the following problem:
Problem 2. Find Q ∈ S n + , such that:
4 Exact Solution to the Inverse Problem
In this section the analytic solutions to Problem 2 is investigated. For any feasible solution Q = Q T ≥ 0, there exists a unique solution Y (t), whose expression can be computed explicitly. Then the existence problem is equivalent to the feasibility of a LMI problem. Furthermore, for feasible problems, the structure of the solution space is analyzed and an optimal solution Q can be obtained through semi-definite programming (SDP) under some optimal criterion.
Existence Problem
The existence problem for the inverse LQ problem is studied in this part. Given the observation of an optimal controller K(t), a necessary and sufficient condition is given for the existence of a corresponding quadratic cost function.
Single Input Case
In order to make the expressions clear and straightforward, in this part we first start with the single-input case where m = 1. The results will be naturally extended to the multiple-input case in Section 4.1.2.
Firstly, a basic lemma is given, which will be used throughout this section. Lemma 1. If the original system (A, B) is controllable, then the matrix
has full column rank.
We prove H has full column rank by showing that its kernel space is zero, i.e. Ker(H) = {θ}.
, where x i ∈ R n . Then we havẽ
Firstly we show by induction that
Through simple calculations, we have that:
Since
Plugging Eq. (19) into Eq. (18), we can get
Denote Γ c = B AB . . . A n−1 B as the controllability matrix of the system (A, B).
is controllable, we know that Γ T c has full column rank, thus x i = 0, ∀i = 1, ..., n.
Hence we have proved that Ker(H) = {θ}, which means matrix H must have full column rank.
For the single-input case, m = 1 means that the matrix H is a square matrix , which is nonsingular when (A, B) is controllable.
Lemma 2. For any Q ∈ R n×n , there exists at most one Y (t) that satisfies
If Q is feasible, the corresponding Y (t) is uniquely determined by
where N and f (vec(G)) denote
PROOF. It is well-known that for a given boundary condition Y (T ), the solution to the first equation in Eq. (21) is uniquely given by
. To show the Lemma is to show that for a given Q, there exists at most one Y (T ) s.t. B T Y (t) ≡ 0. However, in order to derive the analytic expressions of (Q, Y (T )) that also satisfy B T Y (t) ≡ 0 for any t ∈ [0, T ], we investigate vectorized equations instead in the remaining part of this section. Suppose Eq. (21) has a pair of solution (Q, Y (t)), vectorization of the two equations leads to
whereÃ andB are defined in (16),and '(t)' is omitted for the sake of brevity.
Taking n − 1 derivatives ofB T vec(Y ) = 0 and plugging in the first equation in Eq. (23), it holds that
where the subscript i denotes the i − th derivative, and H and N are the same as that in Eq. (22).
Since H has full column rank, we know that for any feasible solutions, Y (t) is uniquely determined by Q.
We have shown that if the inverse LQ problem has solutions, then for any feasible Q, Y (t) and corresponding F is uniquely determined by an explicit expression in Eq. 
If Eq. (25) holds, a solution Q and the unique corresponding Y (t) to Eq. (21) is given by
where N and f (vec(G)) are the same as that in Lemma 2.
PROOF. We first prove the necessity. 
Next we prove the sufficiency. Given a q v = vec(Q) that satisfies Eq. (25), we compute a vec(Y ) from Eq. (22). Then we show that such vec(Q) and vec(Y ) are the solutions to Eq. (23).
Note that the first n rows of Eq. (22) gives
Taking the derivative of Eq. (22), it giveṡ
Plug it into Eq. (25) and multiply H −1 on the left on both sides, we get that
Hence vec(Q) and vec(Y ) given by (25) and (22) For convenience, in the remaining part we denote
Thus (25) can be denoted by
As Q is required to be a constant matrix, a necessary condition for Problem 2 to be feasible is that B Q is constant over [0, T ], and the above time-invariant linear equation has solutions.
Then it is obvious that equations Eq. (30) and Eq. (22) together with the symmetric and nonnegative constraints of Q and Y (T ) + P 0 (T ) form the solutions to Problem 2.
Firstly, when we consider the vectorized equations (23), we should also guarantee that the matricization of the solutions are symmetric. For the differential Lyapunov equation with Q ∈ S n , we know that since G(t) is symmetric, the symmetry of Y (t) for t ∈ [0, T ] is equivalent to the boundary constraint Y (T ) ∈ S n . The symmetry of matrices Q and Y (T ) is guaranteed if we consider its half vectorizations q = vech(Q) and y T = vech(Y (T )). Then there exist symmetric solutions Q and Y (t) to Eq. (23) if and only if the system
Next the nonnegative constraints of Q and Y (T )+P 0 (T ) can also be rewritten as a set of linear constraint by 
and the following LMI problem of v = (v 1 , ..., v r ) T ∈ R r is feasible
where q 
PROOF. By the knowledge of linear algebra, we know that Eq. (33) is a sufficient and necessary condition for the linear equation (31) to have a solution. And if it holds, the solutions can be expressed in the form
for any v i ∈ R, i = 1, . . . , r.
Then it is obvious that Eq. (34) is equivalent to Q 0 and (34) is a standard LMI problem and can be solved easily with toolboxes like Matlab cvx. Remark 1. If the LMI problem defined in Theorem 2 is feasible, then at least one exact solution to the inverse LQR problem exists. Then an optimal Q can be obtained under some criterion. If the LMI problem is infeasible, then the inverse problem has no solutions. In this case an approximate solution minimizing the control residual can be obtained in Section 5.
Multiple Input Case
In this part, the results for the single input case is extended to systems with multiple input, i.e. m > 1. Here some modifications are made to generalize the results in Section 4.1.1, which in fact include the single input case as a special case.
Note that in Theorem 2 when we prove the uniqueness of Y (t) for a given Q, we only use the fact that H has full column rank. Hence the uniqueness Y (t) also holds for the multi-input case.
However, for systems with m > 1, H ∈ R n 2 m×n 2 is not a square matrix. Thus for a given vec(Q), we cannot use (22) to compute vec(Y ) directly without discussing the existence of solutions. As H has full column rank, we can choose n 2 independent rows in H to form a square matrix, denoted byH. Then for the linear equations in (22), for the chosen rows in H, we also pick out the corresponding rows in N and f (vec(G)), denoted byN and f (vec(G)) respectively. Then Theorem 1 can be generalized to account for the multiple input case. 
Then the unique vec(Y ) for a feasible vec(Q) = q v is given byH
PROOF. Since we assume that B has full column rank, then we know that the rows ofB T are linearly independent. ThusB T must be involved inH. Then the first nm rows in (37) also indicates thatB T vec(Y ) = 0. And the remaining proof is similar to the proof of Theorem 1. which is omitted here.
Then with similar modifications, vec(Q) can also be computed with Theorem 2, where H, N and f are replaced byH,N andf respectively. Remark 2. Note that when m = 1, we haveH = H. And the results in this part are exactly the same as that in Section 4.1.1. Thus we can conclude that the above results include the single input case as a special case, and are general for systems with any number of inputs.
Analysis of the Solution Space
In this part, the solution space of the inverse problem is analyzed when the feasible domain is non-empty. We will show that for a given optimal controller, the solution space of Q to the inverse problem is a closed and bounded convex set, whose expression can be derived explicitly. The equivalence of quadratic cost functions are analyzed thoroughly, and the uniqueness of solutions is also discussed.
For any two linear quadratic cost functions defined by (Q 1 , F 1 ) and (Q 2 , F 2 ) respectively, we denote P i (t) (i = 1, 2) as the corresponding solution to the (DRE) with P i (T ) = F i . Then by simple computations, we know that the two cost functions could generate the same optimal control K(t) if and only if −∆Ṗ (t) = A T ∆P (t) + ∆P (t)A + ∆Q,
where ∆P (t) = P 1 (t) − P 2 (t) and ∆Q = Q 1 − Q 2 .
With similar techniques as in Section 4.1.1, it holds that vec(∆P (t)) = −H −1 N vec(∆Q). Then it is obvious that ∆P (t) is constant throughout the whole time interval, i.e. ∆Ṗ (t) = 0.
Proposition 3. For a given optimal feedback matrix K(t), denote the equivalent set of corresponding quadratic cost functions as J(K) = {(Q, F ) ∈ S n + × S n + |K(t) = DRE{Q, F }}. Then in J(K), the mapping between Q and F is bijective. It means that for any Q(or F ) in J(K), there exists exactly one F (or Q) ∈ S n + such that (Q, F ) ∈ J(K).
PROOF. Assume that the inverse LQ problem has a feasible solution (Q,F ) ∈ J(K). From Eq. (38) we know that Q ∈ S
n could generate the same K(t) if and only if there exists ∆P ∈ S n , such that ∆Q = Q −Q satisfies
and the corresponding terminal penalty matrix for Q is F =F + ∆P .
It is obvious that if ∆F = ∆P = 0, then ∆Q = 0. Hence in J(K), the mapping from Q to F is injective. On the other hand, if ∆Q = 0, by Eq. (39) we know that (A + BD) T ∆P − ∆P (A + BD) = 0 for any D ∈ R m×n . Since (A, B) is controllable, we can always find a D such that Re λ(A + BD) < 0. Hence the Sylvester equation has a unique solution ∆P = 0. Therefore, we have shown that ∆Q = 0 ⇐⇒ ∆F = 0, i.e. the mapping between Q and F is bijective.
Hence the solution space of the cost functions J(K) to the inverse LQ problem can be characterized by an equivalent set of matrix Q, which is denoted by
From the above proof we know that if there exists a feasible solutionQ to the inverse LQ problem, then the set of Q ∈ S n that could derive the same K(t) is characterized by the affine manifold
where S denotes the linear subspace S = {∆Q|∃∆P ∈ S n , s.t.∆Q and ∆P satisfy (39)}.
Recall that we have assumed that B has full column rank. Then the singular value decomposition of B T is expressed as:
where U ∈ R m×m and V ∈ R n×n are unitary matrices, V 1 ∈ R n×m , V 2 ∈ R n×(n−m) , and Σ ∈ R m×m is a diagonal matrix with the diagonal entries equal to the singular values of B T .
Then it can be proved that B T ∆P = 0 if and only if
which means that the linear subspace S is uniquely determined by the system matrix A and B as
It is obvious that the affine space D K is non-empty with the dimension
Since the solution Q is also required to be nonnegative, the whole solution space of the inverse LQ problem is determined by
Then the uniqueness of the solution to the inverse problem can be analyzed as claimed in Theorem 4, whose proof is given in the appendix.
Theorem 4. AssumeQ ∈ S n + is a feasible solution to the inverse LQ problem, then the solution space of Q has the following properties:
(1) D K+ is a closed and bounded convex set with dimension r. For any Q 1 , Q 2 ∈ D K+ and Q 1 = Q 2 , ∆Q = Q 1 − Q 2 must be indefinite with eigenvalues on both sides of the imaginary axis. (2) IfQ = 0 is a feasible solution, then that is the unique solution to the inverse LQ problem. where
If T ∩ S = {0}, thenQ is the unique solution to the inverse LQ problem. Through checking the sufficient conditions in Proposition 4, we can get that Q is the unique solution to the inverse problem, which means that there exists no other Q that would generate the same optimal controller as the given cost function.
(2) Infinite solutions on both ∂ S n + and int(S n + ).
For the system in case (1), we choose another Q as:
Through solving the inverse problem, we can know that all the cost functions with Q in
are equivalent to the given one in the sense that they lead to the same optimal controller. In general, when the problem is feasible, there always exist an infinite number of Q leading to the same optimal controller. Therefore, we define an additional criteria to obtain an "optimal" Q in some sense. Here we choose to minimize the conditional number of Q, which is always related to the problem of numerical stability Cheney & Kincaid (2012) . Then the LMI in Eq. (34) can be reformulated as the following semidefinite programming (SDP) problem, which can be solved efficiently in polynomial-time.
Problem 3. (semidefinite programming) (2018), we know that the optimal controller of the finite-horizon LQ problem can be uniquely parametrized by the solutions of the Algebraic Riccati Equation (ARE). Then it can be proved any two cost functions in (5) with different Q lead to the same optimal controller if and only if their infinite-horizon counterparts also derive the same optimal feedback control matrix K. Therefore, the above analysis of equivalent LQ problems also applies to infinite horizon problems.
Approximate Solution for Infeasible Cases
In this section we consider the cases where Problem 2 is infeasible and the exact solution does not exist. For example, the optimal controller K(t) might be obtained from noisy experimental data. We want to find an optimal Q that minimizes the residual error of the derived optimal controller. Here we denote Y (T ) = Y T , and the approximate problem is formulated in the following convex optimization framework.
Problem 4. The approximate cost function is obtained by solving the following convex optimization problem on
Note that for any feasible Q and Y T , Y (t) can be uniquely determined from the Lyapunov differential equation on [0, T ]. Then the above problem is always feasible and the finite optimal value can be reached. The optimal solution can be regarded as a best approximation of the inverse problem in the sense that it minimizes the control residual with the observed controller, i.e.
T 0
The basic idea of residual optimization comes from our previous paper (see Li et al., 2018) . But in this paper, numerous extensions are investigated and the infinitedimensional problem is completed solved through the transformation to a quadratic programming problem.
In order to solve the optimization problem in Eq. (49), the first constraint is rewritten as:
In order to solve this infinite-dimensional convex problem with the primal-dual method, firstly the regularity condition has to be checked. For the convex cost function in Eq.(49), the variables are optimized over an affine-linear equality constraint, and two convex inequality constraints where the positive ordering cones are closed with nonempty interiors. A series of work has been conducted to give sufficient conditions for the strong duality in infinite dimensional spaces (see Jeyakumar & Wolkowicz, 1992; Donato, 2011; Maugeri & Raciti, 2010) . For instance, based on the concept of strong quasi-relative interior, the general Slater's condition and the closed range of A are sufficient to guarantee the existence of Lagrange multipliers. Then by Proposition 5.1 and Theorem 5.1 in Jeyakumar & Wolkowicz (1992) , it is easy to check that the regularity condition holds for our problem.
In order to formulate the dual problem , firstly we define the Lagrange multiplier as
The algebraic dual of C n s [0, T ] is the matrix of bounded variations, which is denoted as:
The Lagrangian of the primal problem is calculated by
Then the Karush-Kuhn-Tucker (KKT) conditions for this convex problem can be given as
which is composed of the stationary conditions, primal feasibility, dual feasibility, and complementary slackness conditions.
As for the stationary condition, firstly the Gateaux derivative of L has to be computed. Since Λ (t) is a bounded variations, we can assume that Λ (0) = 0 without loss of generality. Then the Gateaux derivative of L in the direction of h (t) ∈ C n s [0, T ] is calculated by:
Since h (t) is arbitrary, here we consider h (t) that is vanishing at 0 and T . Then we have:
(54) which holds for any variation h (t) ∈ C n s [0, T ] with h (0) = h (T ) = 0.
By the theory in the calculus of variation, we know that Λ (t) must satisfy:
Then calculating the differential of L w.r.t. Q and Y T respectively, we have that:
In order to give out the optimality condition in the form of differential equations, we denote Ω (t) = t 0 Λ (τ ) dτ . Then the KKT condition Eq.(52) can be transformed to a boundary value problem:
The system of matrix differential equations in Eq. (57) forms a boundary value problem (BVP) of symmetric matrices Y , Λ, Ω and Q under the constraints of positive semi-definite cones. And the above system of matrix differential equations must be consistent since there always exist at least one optimal solution to Problem 4.
Generally speaking, handling of inequality constraints in the above BVP is non-trivial, which requires a-priori knowledge of the optimal solution structure and always suffers from significant numerical difficulty. Therefore, in the following part instead of solving Eq. (57) numerically, we transform it into a static quadratic programming problem of initial conditions, which is well-defined and computationally tractable.
It is obvious that for this system of linear differential equations, Y (T ), Λ(T ) and Ω(T ) are uniquely determined by each pair of (Q, Y (0)). Hence solving the boundary value problem in Eq.(57) is equivalent to finding (Q, Y (0)) such that the boundary conditions at terminal time (last two lines in Eq.(57)) are satisfied.
Proposition 5. If M, N ∈ S n + , then we have that:
and the equality holds if and only if M N = 0
Then the boundary value problem is equivalent to
where Y (T ), Λ(T ) and Ω(T ) are determined by Q and Y (0) through the differential equations.
Remark 4. The consistency of matrix differential equations in Eq. (57) guarantees the existence of optimal solutions to the above problem, which might not be unique.
Every optimal Q with optimal value at zero can be regarded as a best approximation of the inverse LQ problem with minimal control residual.
In order to derive the analytic solution of Y (T ), Λ(T ) and Ω(T ), techniques of vectorization are utilized. Here we denote y(t) = vech(Y (t)), λ(t) = vech(Λ(t)), ω(t) = vech(Ω(t)), q = vech(Q), y 0 = y(0), g(t) = vech(G(t)), p 0T = vech(P 0 (T )) and choose the state vector as z(t) = [y(t); λ(t); ω(t)]. Then the differential equations in Eq.
(57) can be rewritten as a linear system:
For this time-invariant linear system, the state transition matrix is partitioned as
Then z(T ) can be derived by:
where A i , B i and C i denote
Denote the decision variable as x v = [q; y 0 ]. Through some matrix computations, we can get that the cost function in Eq. (59) is equivalent to a quadratic function of x v denoted by
where H v ∈ R n(n+1)×n(n+1) , f v ∈ R n(n+1) and g v ∈ R are determined by system matrices A, B and observation G(t).
Similar to the techniques in Section 4.1.1, the constraints of positive semi-definiteness in Eq. (59) can also be transformed into a set of LMI constraints of x v , which is denoted by LM I(x v ) 0. Then the optimization problem in Eq. (59) can be reformulated as the following quadratic programming problem with LMI constraints, which can be easily solved with the interior point method.
Simulation Results
In this section, numerical simulations are given to illustrate the proposed methods for solving the inverse LQ problem for both feasible and infeasible cases.
Exact Solution of Feasible Cases
Consider the following continuous time linear system:
It is obvious that (A, B) is controllable. We consider the LQ problem in Eq.(5) on time interval [0, 1] with the coefficients in the cost function as:
The forward LQ problem could be solved by the differential Riccati equation and the optimal feedback matrix K (t) is obtained with Eq.(6). Here we assume that K (t) is observed with no noise, which is then utilised to obtain precise solutions to the inverse problem.
With the observation of K(t) we can solve the LMI optimization problems defined in Section 4 efficiently using the CVX toolbox in Matlab. The analytic solution of Q and F is then obtained as: 
Approximate Solution of Infeasible Cases
Consider the same system as in the previous example. In order to illustrate infeasible cases, we suppose that the optimal control feedback K(t) is measured with 20dB Gaussian white noise, i.e.
K(t) = K(t) + w(t).
With the observation ofK(t), the inverse problem is infeasible with no precise solution. In this case an approximate solution can be obtained from the quadratic programming problem defined in Eq. (63), and the corresponding optimal cost function turns out to be: The curves of the optimal feedback matrix and the corresponding closed-loop state trajectory are shown in Fig. 1 and Fig. 2 respectively, where the solid line and dashed line represents the elements of original signal and reconstructed best-fit signal respectively.
The simulation shows that the recovered cost function fits the observed optimal process quite well with the optimal residual cost 
Conclusions
In this paper, we analyze the inverse LQ problem, where the existence and solutions are investigated respectively. The necessary and sufficient condition for the existence of corresponding LQ cost functions are given in the form of LMI conditions. For feasible cases, the whole solution space is shown to be a closed and bounded convex set, which is the intersection of an affine manifold and the positive semi-definite cone. And a sufficient condition for a unique cost function is also proposed. For infeasible cases, a best-fit approximate solution with minimal control residual is obtained by primal-dual method. A static quadratic programming framework is utilized to solve the optimality condition of matrix differential equations, thus improving the computational efficiency. Finally, the results of numerical simulations demonstrate the feasibility of the proposed methods and the quadratic cost function can be estimated at a high accuracy.
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A Appendix. Proofs
A.1 Proof of Theorem 4
Proposition 6. For any Q 1 , Q 2 ∈ D K+ and Q 1 = Q 2 , ∆Q = Q 1 − Q 2 must be indefinite with eigenvalues on both sides of the imaginary axis.
PROOF. We prove the proposition by contradiction. Suppose ∆Q 0. Firstly, B T ∆P = 0 means that
For any x ∈ Ker∆P , by (39) we know that Since (A, B) is controllable, we must have ∆P = 0, thus ∆Q = 0, which is contradictory to Q 1 = Q 2 .
If we assume ∆Q 0, similar analysis can also show contradiction. Therefore, for any two solutions Q 1 = Q 2 , ∆Q must be indefinite.
Consider the first property in Theorem 4. Since D K+ is obtained as the intersection of two closed convex sets, it must be convex and closed as well. And the boundedness is due to the fact that ∆Q is indefinite. Then the second and third properties can be easily derived from the first property. The forth property can be obtained by analyzing the uniqueness of solutions in LMI problems, as shown in the next brief proof.
