Two classes of GRBs have been confidently identified thus far and are prescribed to different physical scenarios -NS-NS or NS-BH mergers, and collapse of massive stars, for short and long GRBs, respectively. A third, intermediate in duration class, was suggested to be present in previous catalogs, such as BATSE and Swift, based on statistical tests regarding a mixture of two or three log-normal distributions of T 90 . However, this might possibly not be an adequate model. This paper investigates whether the distributions of log T 90 from BATSE, Swift, and Fermi are described better by a mixture of skewed distributions rather than standard Gaussians. Mixtures of standard normal, skew-normal, sinh-arcsinh and alpha-skew-normal distributions are fitted using a maximum likelihood method. The preferred model is chosen based on the Akaike information criterion. It is found that mixtures of two skew-normal or two sinharcsinh distributions are more likely to describe the observed duration distribution of Fermi than a mixture of three standard Gaussians, and that mixtures of two sinharcsinh or two skew-normal distributions are models competing with the conventional three-Gaussian in the case of BATSE and Swift. Based on statistical reasoning, and it is shown that other phenomenological models may describe the observed Fermi, BATSE, and Swift duration distributions at least as well as a mixture of standard normal distributions, and the existence of a third (intermediate) class of GRBs in Fermi data is rejected.
INTRODUCTION
first pointed out hints for a bimodal distribution of T b (taken to be the time interval within which fall 80 − 90% of the measured GRB's intensity) drawn for 143 events detected in the KONUS experiment. A bimodal structure in the distribution of durations T90 (time interval from 5% to 95% of the accumulated fluence) in BATSE (Burst Alert and Transient Source Explorer, onboard the Compton Gamma-Ray Observatory, Meegan et al. 1992 ) 1B dataset, based on which GRBs are nowadays commonly classified into short (T90 < 2 s) and long (T90 > 2 s) classes, was also found (Kouveliotou et al. 1993) .While generally short GRBs are of merger origin and long ones come from collapsars, this classification is imperfect due to a large overlap in duration distributions of the two populations (Lü et al. 2010; Bromberg, Nakar & Piran 2011; Bromberg et al. 2013; Shahmoradi 2013; Shahmoradi & Nemiroff 2015; Tarnopolski 2015a,b) .
Horváth (1998) discovered a third peak in the duration E-mail: mariusz.tarnopolski@uj.edu.pl distribution, located between the short and long ones, in the BATSE 3B catalog, and using multivariate clustering procedures independently the same conclusion was arrived at by Mukherjee et al. (1998) . The statistical existence of the intermediate class was supported (Horváth 2002) with the use of BATSE 4B data. The evidence for a third normal component in log T90 was found also in Swift/BAT data (Horváth et al. 2008; Zhang & Choi 2008; Huja, Mészáros &Řípa 2009; Horváth et al. 2010) . Other datasets, i.e. RHESSI (Řípa et al. 2009, 2012) and BeppoSAX (Horváth 2009 ), were both in agreement with earlier results regarding the bimodal distribution, and the detection of a third component was established on a lower, compared to BATSE and Swift, significance level. Hence, four different satellites provided hints about the existence of a third class of GRBs. Contrary to this, durations as observed by INTEGRAL have a unimodal distribution, which extends to the shortest timescales as a powerlaw (Savchenko, Neronov & Courvoisier 2012) . Interestingly, a re-examination of the BATSE current catalog and Swift dataset (Zitouni et al. 2015) , showed that a mixture of three Gaussians fits the Swift data better than a two-Gaussian, while in the BATSE case statistical tests did not support the presence of a third component 1 . Only one dataset (BATSE 3B) was truly trimodal in the sense of having three peaks (i.e., three local maxima). In the rest (i.e., BATSE 4B and current, Swift, RHESSI and BeppoSAX) a three-Gaussian was found to follow the observations better than a two-Gaussian, but those fits yielded only two peaks, so despite statistical analyses support the presence of a third normal component, the existence of a third physical class is not confirmed and may be ascribed to log T90 being described by a distribution different than a mixture of Gaussians, particularly a mixture of skewed distributions (Tarnopolski 2015c) .
Latest numerous release is due to Fermi/GBM observations (Gruber et al. 2014; von Kienlin et al. 2014 ) and consists of ∼ 1600 GRBs with computed durations T90. Up to date, to the best of the author's knowledge, except Tarnopolski (2015c), only Horváth et al. (2012) , Zhang et al. (2012) and Qin et al. (2013) conducted research on a Fermi subsample, consisting of 425 bursts, from the first release of the catalog.
It was proposed (Tarnopolski 2015c) , in the light of Zitouni et al. (2015) , who suggested that the non-symmetry of the log T90 distributions is due to a non-symmetric distribution of the envelope masses of the progenitors, that a mixture of skewed distributions might be phenomenologically a better model than the commonly applied mixture of standard Gaussians. The aim of this paper is to examine whether mixtures of various skewed distributions (skew-normal, sinharcsinh and alpha-skew-normal) describe the duration distribution better than a mixture of standard Gaussians. Particularly, it is verified whether two-component mixtures of skewed distributions might challenge a commonly applied three-Gaussian model. If this is shown to be true, the existence of the intermediate class in the duration distribution will be questioned.
Because the T90 distribution is detector dependent (Nakar 2007; Tarnopolski 2015a) , the analysis herein is not restricted to the Fermi dataset as it was in (Tarnopolski 2015c) , but also the BATSE and Swift data are examined. These three datasets have been fitted to date with a mixture of standard Gaussians, but to the best of the author's knowledge no other types of distributions were applied to the observed T90 distributions. It may happen that due to instrument specification a three-component distribution might be a better description for some datasets, while for others a two-component one will be sufficient (Zitouni et al. 2015) .
This article is organized as follows. Section 2 describes the datasets, fitting method, the properties of the distributions examined, and the method of assessing the goodness of fit. In Section 3 the results are presented. Section 4 is devoted to discussion, and Section 5 gives concluding remarks. The computer algebra system Mathematica R v10.0.2 is applied throughout this paper.
1 Adding parameters to a nested model always results in a better fit (in the sense of a lower χ 2 or a higher maximum log-likelihood, L) due to more freedom given to the model to follow the data, i.e. due to introducing more free parameters. The important question is whether this improvement is statistically significant, and whether the model is justified.
DATASETS, METHODS AND DISTRIBUTIONS

Samples
The datasets 2 from Fermi 3 , BATSE 4 , and Swift 5 are considered herein. The BATSE current catalog consists of 2041 GRBs, and the Swift dataset contains 914 events. Fermi observed 1596 GRBs, but a dataset of 1593 GRBs is used. Three durations that stand out (two shortest and one longest) were treated as outliers and excluded due to their significant separation from the remaining durations and a possibility of a strong influence on the outcome, especially on the tails of the fitted distributions (if the data are binned according to any well established rule (see Section 2.2), the bins containing these three values are separated by empty bins from the rest of the distribution). Whereas the durations T90 are approximately log-normally distributed, herein their decimal logarithms, log T90's, are employed; for simplicity they will be referred to as durations too, and whenever a phrase normal distribution of durations is used, it is understood in the sense of normal distribution of logarithms of durations (log T90) or, equivalently, log-normal distribution of durations T90. This notion applies also to other distributions examined throughout this paper.
The RHESSI and BeppoSAX datasets are not examined here for the following reasons: i) RHESSI has no GRB trigerring and only consists of GRBs observed by other satellites; ii) RHESSI is a relatively small dataset (427 GRBs, Řípa et al. (2009, 2012) ); iii) BeppoSAX, due to its relatively long (1 s) short integration time (Horváth 2009 ), does not contain many short GRBs.
Fitting method
Two standard fitting techniques are commonly applied: χ 2 fitting and maximum likelihood (ML) method. For the first, data need to be binned, and despite various binning rules are known (e.g. Freedman-Diaconis, Scott, Knuth etc.), they still leave place for ambiguity, as it might happen that the fit may be statistically significant on a given significance level for a number of binnings Koen & Bere 2012; Tarnopolski 2015c) . The ML method is not affected by this issue and is therefore applied herein. However, for display purposes, the binnings were chosen based on the Knuth rule.
Having a distribution with a probability density function (PDF) given by f = f (x; θ) (possibly a mixture), where θ = {θi} p i=1 is a set of p parameters, the log-likelihood function is defined as where {xi} N i=1 are the datapoints from the sample to which a distribution is fitted. The fitting is performed by searching a set of parametersθ for which the log-likelihood is maximized (Kendall & Stuart 1973) . When nested models are considered, the maximal value of the log-likelihood function Lmax ≡ Lp(θ) increases when the number of parameters p increases.
Distributions and their properties
The following distributions are considered.
A mixture of k standard normal (Gaussian) N (µ, σ 2 ) distributions:
being described by 3k − 1 free parameters: k pairs (µi, σi) and k − 1 weights Ai, satysfying
described by 4k − 1 parameters. Skewness of an SN distribution is
, hence the skewness γ
is solely based on the shape parameter α, and is limited roughly to the interval (−1, 1). The mean is given by µ + σζ 2 π . When α = 0, the SN distribution is reduced to a standard Gaussian
sinh βi sinh
being described by 5k−1 parameters. It turns out that skewness of the SAS distribution increases with increasing δ, positive skewness corresponding to δ > 0. Tailweight decreases with increasing β, β < 1 yielding heavier tails than the normal distribution, and β > 1 yielding lighter tails. With δ = 0 and β = 1, the SAS distribution reduces to a standard Gaussian, N (µ, σ 2 ). Skewness of a SAS distribution is
Here, K is the modified Bessel function of the second kind. The mean is given by µ + σ sinh(δ/β)P 1/β . A mixture of k alpha-skew-normal (ASN) distributions (Elal-Olivero 2010):
described by 4k − 1 parameters. Skewness of an ASN distribution is
and is limited roughly to the interval (−0.811, 0.811). The mean is given by µ − 2ασ 2+α 2 . For α ∈ (−1.34, 1.34) the distribution is unimodal, and bimodal otherwise.
Assessing the likelihood of the fits
If one has two fits such that Lp 2 ,max > Lp 1 ,max, then twice their difference, 2∆Lmax = 2(Lp 2 ,max − Lp 1 ,max), is distributed like χ 2 (∆p), where ∆p = p2 − p1 > 0 is the difference in the number of parameters (Kendall & Stuart 1973; Horváth 2002) . If a p-value associated with the value of χ 2 (∆p) does not exceed the significance level α, one of the fits (with higher Lmax) is statistically better than the other. For instance, for a 2-G and a 3-G, ∆p = 3, and despite that, according to Footnote 1, Lmax, 3−G > Lmax, 2−G holds always, twice their difference provides a decisive p-value.
It is crucial to note that it follows from the above description that this method is not suitable for situations when the model with the higher Lmax has fewer parameters, i.e. ∆Lmax > 0 and ∆p < 0. Moreover, while all of the skewed distributions considered herein contain the standard Gaussian as their special case, what makes them nested models, but e.g. the SAS and SN distributions are not nested, hence no direct comparison can be performed for them with this approach.
For nested as well as non-nested models, the Akaike information criterion (AIC) (Akaike 1974; Burnham & Anderson 2004; Biesiada 2007; Liddle 2007 ) may be applied. The AIC is defined as
A preferred model is the one that minimizes AIC. The formulation of AIC penalizes the use of an excessive number of parameters, hence discourages overfitting. It prefers models with fewer parameters, as long as the others do not provide a substantially better fit. The expression for AIC consists of two competing terms: the first measuring the model complexity (number of free parameters) and the second measuring the goodness of fit (or more precisely, the lack of thereof). Among candidate models with AICi, let AICmin denote the smallest. Then,
where ∆i = AICi − AICmin, can be interpreted as the relative (compared to AICmin) probability that the i-th model minimizes the AIC. What is essential in assesing the goodness of a fit in the AIC method is the difference, ∆i = AICi − AICmin, not the absolute value 6 of an AICi. If ∆i < 2, then there is substantial support for the i-th model (or the evidence against it is worth only a bare mention), and the proposition that it is a proper description is highly probable. If 2 < ∆i < 4, then there is strong support for the i-th model. When 4 < ∆i < 7, there is considerably less support, and models with ∆i > 10 have essentially no support (Burnham & Anderson 2004; Biesiada 2007) . It is important to note that when two models with similar Lmax are considered, the ∆i depends solely on the number of parameters due to the 2p term in Eq. (6). Hence, when ∆i/2∆p < 1, the relative improvement is due to actual improvement of the fit, not to increasing the number of parameters only.
Finally, AIC tries to select a model that most adequately describes reality (in the form of the data under examination). This means that in fact the model being a real description of the data is never considered.
RESULTS
Finding the number of componentsstandard Gaussian case
First, a mixture of standard Gaussians given by Eq. (2) is fitted using the ML method, i.e. maximizing L given by Eq.
(1). The mixtures range from k = 2 to k = 6 components. The AIC is calculated by means of Eq. (6). The preferred model is the one with the lowest AIC, and it follows from Figure 1 that among the Gaussian models examined, a mixture of three components is the most plausible to describe the observed distribution of Fermi log T90. The same conclusion is drawn for the BATSE and Swift datasets. Hence, as it is expected that the other PDFs [SN, SAS and ASN given by Eq. (3)- (5)] will be more flexible in fitting the data, the forthcoming analysis is restricted to two or three components for distributions being a mixture of unimodal PDFs (SN and SAS), and to one, two, or three components for ASN, as its one bimodal component may turn out to follow the data well enough.
Fitting the distributions
Fermi
The following distributions are examined: a two-and threeGaussian (2-G and 3-G), a two-and three-SN (2-SN and 3-SN), a two-and three-SAS (2-SAS and 3-SAS), a one-and two-ASN (1-ASN and 2-ASN). The results in graphical form are displayed in Figure 2 , whereas the fitted parameters are gathered in Table 1 , which contains also the values of Lmax, 6 The AIC value contains scaling constants coming from the loglikelihood L, and so ∆ i are free of such constants ( Color dashed curves are the components of the (black solid) mixture distribution. The panels show a mixture of (a) two standard Gaussians, (b) three standard Gaussians, (c) two skewnormal, (d) three skew-normal, (e) two sinh-arcsinh, (f) three sinh-arcsinh, (g) one alpha-skew-normal, and (h) two alpha-skewnormal distributions.
AIC and relative probability, given by Eq. (1), (6) and (7), respectively. For completeness, a mixture of three ASN distributions was also fitted to the data, and turnt out to be the worst among the fits obtained, with AIC = 3496.548 (i.e., higher by about 40 than the highest AIC, corresponding to a 1-ASN, from Table 1 ). To visualize the relative goodness-of-fits, the values of AIC and the relative proba- bilities are shown in Figure 3 . The minimal AIC is obtained by a 2-SN distribution. There is also a 37.7% probability that a 2-SAS distribution describes the data. Both distributions consist of two components and are bimodal. The third lowest AIC was attained by a three-Gaussian distribution with a probability of being correct equal to 21% (corresponding to ∆3−G = 3.119, which is a somewhat weaker support than the 2-SAS has relative to a 2-SN). While the two-Gaussian exhibits a significant 10.8% probability of being the correct distribution, it is only the fourth among the eight tested, with considerably less support (i.e., ∆2−G = 4.459). The remaining four (2-ASN, 3-SAS, 3-SN and 1-ASN) have only a few percent of chance for describing the duration distribution, therefore are unlikely to be a proper model.
BATSE and Swift
The results are slightly different for the BATSE and Swift datasets, and are displayed in graphical form in Figures 4 and 6. Here, instead of fitting a 1-ASN and a 2-ASN, a 2-ASN and a 3-ASN distributions are fitted, because the 1-ASN yielded an AIC so large that a comparison with other models would be uninsightful 7 . For both samples, the minimal AIC is obtained for a mixture of three standard Gaussians, hence the results of all the previous analyses are confirmed (Horváth 2002; Horváth et al. 2008; Zhang & Choi 2008; Horváth 2009; Huja, Mészáros &Řípa 2009; Huja & Rípa 2009; Zitouni et al. 2015) . However, for the second best models (2-SAS and 2-SN for BATSE and Swift, respectively), the ∆AIC is ≈ 1, corresponding to a relative probability of 57.9% and 63.2% for BATSE and Swift, respectively (see Table 2 and 3). This is a substantial support for these two-component models (Burnham & Anderson 2004; Biesiada 2007 ), hence they cannot be ruled out (see also Figures 5 and 7) . The next lowest, i.e. third and fourth, AIC for the BATSE data correspond to a 2-ASN and a 2-G, while the Swift dataset is well described by a 2-SAS or 2-ASN distribution. The rest of the models examined have a relative probability of being a better description of the data than a 3-G distribution less than 10%. The 3-ASN has a negligible relative probability for both datasets.
7 For BATSE, AIC 1−ASN = 5029.805, being higher by almost 100 than the highest AIC, corresponding to a 3-ASN, and for Swift AIC 1−ASN = 2029.240, being by about 4 bigger than the highest AIC (also corresponding to a 3-ASN), and by almost 35 higher than the lowest AIC (attained for a 3-G); compare with Table 2 and 3. Table 2 . Parameters of the fits to the BATSE data. Label corresponds to labels from Figure 4 . The smallest AIC is marked in bold, and p is the number of parameters in a model.
Label
Dist. Table 3 . Parameters of the fits to the Swift data. Label corresponds to labels from Figure 6 . The smallest AIC is marked in bold, and p is the number of parameters in a model. Figure 4 . Distributions fitted to log T 90 data from the BATSE current catalog. Color dashed curves are the components of the (black solid) mixture distribution. The panels show a mixture of (a) two standard Gaussians, (b) three standard Gaussians, (c) two skew-normal, (d) three skew-normal, (e) two sinh-arcsinh, (f) three sinh-arcsinh, (g) two alpha-skew-normal, and (h) three alpha-skew-normal distributions.
• Figure 5 . AIC and relative probability (P r) for the BATSE models.
DISCUSSION
Since (Horváth 1998) , fitting a mixture of standard (i.e., non-skewed) Gaussians to the duration distribution of GRBs is a common practice. Nearly all of the catalogs examined showed that a three-Gaussian fit is statistically more significant than a two-Gaussian. This has been the basis of justifying the possibility of a third, intermediate in duration, class of GRBs, but might be ascribed simply to a higher flexibility Figure 6 . Distributions fitted to log T 90 data observed by Swift. Color dashed curves are the components of the (black solid) mixture distribution. The panels show a mixture of (a) two standard Gaussians, (b) three standard Gaussians, (c) two skewnormal, (d) three skew-normal, (e) two sinh-arcsinh, (f) three sinh-arcsinh, (g) two alpha-skew-normal, and (h) three alphaskew-normal distributions.
• Figure 7 . AIC and relative probability (P r) for the Swift models.
of the fitted PDF due to a noticeably higher number of parameters. In many works, a model consisting of three Gaussians was called a trimodal, what is incorrect, as a trimodal distribution is characterized by three modes, hence three peaks recognized through local maxima (Schilling, Watkins & Watkins 2002) . This was the case only in the BATSE 3B dataset (Horváth 1998) , where 797 GRBs were examined. However, in BATSE current catalog (∼ 2000 GRBs) no such structure was detected (Horváth 2002; Zitouni et al. 2015 ) -it appears that the peak related to an intermediate class was smeared out when more data was gathered. Other catalogs, e.g. Swift, also exhibit a bimodal distribution, although apparently skewed. The presumed intermediate class was proposed to be linked to X-ray flares, or are related to long GRBs through some physically meaningful parameters or set of parameters . Recently it was suggested (Zitouni et al. 2015 ) that the duration distribution corresponding to the collapsar scenario (associated to long GRBs) might not be necessary symmetric, its reason being a non-symmetric distribution of envelope masses of the progenitors. Therefore, mixtures of skewed distributions were tested herein, and it was found that a 2-SN (having the minimal AIC) and 2-SAS distributions are the best candidates to describe the observed log T90 distribution in the Fermi sample. These two models yield ∆2−SAS < 2, which implies a substantial support for the 2-SAS model compared to a 2-SN model Burnham & Anderson (2004) , corresponding to a probability of 37.7%. Nevertheless, both of these two most plausible models are a mixture of only two skewed components. The model with the third smallest AIC is a 3-G with ∆3−G = 3.119, which gives strong support for the 3-G model, although somewhat weaker than the preferred 2-SN and 2-SAS. The corresponding likelihood of the 3-G model is 21%. The model with the fourth smallest AIC is a 2-G, with ∆2−G = 4.459, which means considerably less support, corresponding to a likelihood of 10.8%. Other models yielded probabilities not higher than 3.6%, hence are unlikely to describe the data well.
In the case of BATSE and Swift, the results are slightly different. The best model for describing their duration distribution is indeed a 3-G, however a strong support (∆AIC ≈ 1) for a 2-SAS and a 2-SN distributions indicates that models with two skewed components cannot be ruled out, although despite being of complexity comparable to the 3-G distribution (i.e., having one parameter more and one less than the 3-G), they do not introduce a third component that might be thought to come from a third class. Hence, these two-component models are of simpler interpretation, especially when the possibility that the distribution of envelope masses is non-symmetric is considered. Moreover, for the BATSE dataset, a 2-ASN and a 2-G are models with the third and fourth lowest AIC, with a relative probability of 21.7% and 14.6%, respectively. For Swift, a 2-SAS has a favorable ∆AIC ≈ 2, while a 2-ASN yielded a relative probability of 26.2%, both being a considerable support. In all cases, the distributions fitted are bimodal, hence the existence of a third, intermediate in duration, GRB class is unlikely to be present in these catalogs, as well as in the Fermi sample.
It is important to note that in Fermi the sensitivity at very soft and very hard GRBs was higher than in BATSE (Meegan et al. 2009 ). Soft GRBs are intermediate in duration, and hard GRBs have short durations. Hence, an increase in intermediate GRBs relative to long ones might be expected as a consequence of improving instruments, yet the third class remains elusive (e.g. Tarnopolski 2015c). Swift is more sensitive in soft bands than BATSE was, hence its dataset has a low fraction of short GRBs. Therefore, the group populations inferred from Fermi observations are reasonable considering the characteristics of the instruments.
CONCLUSIONS
Mixtures of various statistical distributions were fitted to the observed GRB durations of Fermi, BATSE and Swift. It was found, based on the Akaike information criterion, that for Fermi the most probable among the tested models is a two-component skew-normal distribution (2-SN). The second most plausible, with a relative probability of 37.7%, is a two-component sinh-arcsinh distribution (2-SAS). A threeGaussian has a relative probability of 21% of being correct. It is concluded that an elusive intermediate GRB class is unlikely to be present in the Fermi duration distribution, which is better described by a two-component mixture of skewed rather than symmetric distributions, hence the third class appears to be a statistical effect, and not a physical phenomenon.
For BATSE and Swift a three-Gaussian was found to describe the distributions best, however due to the small ∆AIC the preference of a 3-G over a 2-SAS and a 2-SN, respectively, is not strong enough to rule out the latter models. Also, a considerable support is shown by a 2-ASN and a 2-G in the case of BATSE, and a 2-SAS and a 2-ASN in the case of Swift. This corroborates the possibility of a non-existence of a third, intermediate GRB class, and gives evidence that the commonly applied mixture of standard normal distributions may not be a proper model, as some skewed distributions describe the data at least as well (BATSE and Swift), or considerably better (Fermi).
