Introduction.
Complete noncompact Riemannian manifolds with nonnegative sectional curvature arise naturally in the Ricci flow when one takes the limits of dilations about a singularity of a solution of the Ricci flow on a compact 3-manifold [H-95a] . To analyze the singularities in the Ricci flow one needs to understand these manifolds in depth. There are three invariants, asymptotic scalar curvature ratio, asymptotic volume ratio and aperture, that have been used to study the geometry of these manifolds at infinity.
Let (M n , g) be a complete noncompact Riemannian manifold with nonnegative sectional curvature and let O ∈ M be some point which we call the origin. The asymptotic scalar curvature ratio (ASCR) is defined by ASCR (M, g) = lim sup
where R is the scalar curvature. ASCR is a measure of how non-flat the manifold is at infinity. Since the sectional curvature is nonnegative, there is a positive constant c depending only on n such that
where Rm is the Riemann curvature tensor. In the literature sometimes lim sup
is used as the definition of ASCR. It is clear that ASCR is independent of the choice of origins and is invariant under scaling.
ASCR has been used to study gap theorems. In particular, in [ESS-89] Eschenburg, Schroeder and Strake proved that if M 2k+1 , g is a complete noncompact odd-dimensional Riemannian manifold with positive sectional curvature, then ASCR(M, g) > 0. These types of results are generally referred to as gap theorems since they show the existence of a gap between flat R n and metrics of positive curvature on R n . Gap theorems have been proved by , , and Drees [D-94] . For a survey of the history of gap theorems related to the notion of ASCR, see [G-97] . ASCR has also been used to study the structure of manifolds at infinity .
Below we give a few examples about how ASCR is used in singularity analysis in the Ricci flow.
1. In [H-95a] Hamilton showed that for a solution to the Ricci flow on a compact 3-manifold forming a Type II singularity and satisfying an injectivity radius estimate, there exists a sequence of dilations converging to a complete solution M 3 ∞ , g ∞ (t) defined for all t ∈ (−∞, ∞) with nonnegative bounded sectional curvature and attaining its maximum of the scalar curvature on space and time. In [H-93b] it is shown using the differential Harnack inequality of that the universal covering solution M 3 ∞ ,g ∞ (t) of such a solution must be a stationary solution (also called Ricci solitons) of the Ricci flow in the space of metrics modulo diffeomorphisms flowing along a gradient vector field, that is, there exists a 1-parameter family of diffeomorphisms ϕ t : M 3 ∞ → M 3 ∞ such thatg ∞ (t) = ϕ * t (g ∞ (0)) and the 1-parameter family of vector fields X (t) generated by ϕ t are the gradients of functions f (t) . In §20 of [H-95a] it is shown that such a Ricci soliton must have ASCR(g (t)) = ∞ for all t ∈ (−∞, ∞).
2. In §22 of [H-95a] Hamilton showed using a geometric result about bumps of curvature from §21 of [H-95a] that if a complete solution to the Ricci flow with bounded curvature has ASCR(g (t)) = ∞, then one can perform dimension reduction. In particular, provided there is a local injectivity radius estimate, there exists a sequence of points
and lim α→∞ r 2 α R (g α ) (y α , 0) = ∞, converges to complete solution to the Ricci flow (P ∞ , k ∞ (t) , y ∞ ) with bounded nonnegative sectional curvature which splits metrically as the product of R and a solution on a surface with positive curvature. This is why it is important to know when a noncompact ancient solution has infinite asymptotic scalar curvature ratio, when this is true one should be able to perform dimension reduction.
3. In §5.3 of [H-97] it is shown that for an ancient solution (M, g (t) ) to the Ricci flow which is complete with bounded positive curvature operator and satisfies certain pinching conditions, then ASCR(M, g (t)) = ∞ if and only if for some fixed time the solution metric has an arbitrarily necklike end (see §2 below for a definition).
The asymptotic volume ratio is defined by
where
It is also used in singularity analysis in the Ricci flow. In particular, in §19 of [H-95a] Hamilton showed that a complete ancient Type I-like solution to the Ricci flow with bounded positive curvature operator and finite ASCR must have AVR(g (t)) > 0 for all t. He also showed there that the scalar curvature decays exactly quadratically:
where c and C depend on O and t. This paper arises from exploring the following idea inspired by the work of Hamilton [H-97] . If a piece of a positively curved complete noncompact manifold is sufficiently close to a long standard cylinder, then its asymptotic scalar curvature ratio is large.
Main results.
To state the main result of this paper we need to define the so-called (ε, k, L)-necks. First we recall a few basic definitions concerning necks from §3.2 of [H-97] . A topological neck in a differentiable manifold M n is a local diffeomorphism
for some a < b. Let g be a Riemannian metric on M and g N * (g) be the pulled-back metric on on S n−1 × [a, b] . A neck is called normal if it satisfies the following five conditions. a, b] , has constant mean curvature with respect to g.
(good slices) Each slice
S n−1 × {z} ⊂ S n−1 × [a, b] , z ∈ [
2.
(good parametrizations of the slices) The identity map
is harmonic for all z ∈ [a, b] , whereḡ is the standard metric.
3. (taking in account that conformal maps of S 2 are harmonic) When n = 3 the center of mass of S 2 × {z} ⊂ R 3 × {z} with respect to g is the origin: a, b] , where dA g is the area form.
(good spacing of the slices)
The spacing of the slices are normalized using volume by
is called the mean radius.
(aligning the parametrizations)
IfV is a Killing vector field on a slice S n−1 × {z} ,ḡ , then the unit normal vector field ν of S 2 ×{z} ⊂ R 3 × {z} with respect to g satisfies
Note that in condition 4 it is important that the power of r(y) is n, not n − 1.
for all 1 ≤ j ≤ k, where∇ is the covariant derivative with respect tō g,
(mean radius changes slowly)
( 
In the next lemma we collect a few simple properties of (ε, k, L)-necks. The main result of this paper is the following theorem which will be proved in §4.
Theorem 3. For every odd integer n ≥ 3 and every positive C 0 < ∞ there exists 
The main result may be thought of as a odd-dimensional quantitative version of the "only if" part of Theorem 3.1 in §5.3 of [H-97] , which states that a complete noncompact ancient solution to the Ricci flow on a four-manifold with bounded positive curvature operator satisfying certain pinching conditions has an arbitrarily necklike end at sometime if and only if the asymptotic scalar curvature ratio is infinite. In particular, we obtain a weaker characterization of ASCR(g (t)) = ∞, which is one of the ingredients used in the proof of Theorem 4 below.
The main result has the following useful consequence in dimension three. Recall that an ancient solution is called We shall prove this theorem in §5. This answers a conjecture of Hamilton when n = 3. In §22 of [H-95a] (p. 93) he writes:
We do not know any examples of complete noncompact ancient solutions of positive curvature operator with Rs 2 < ∞ and R|t| < ∞, and we conjecture none exist, since the curvature has had plenty of space and time to dissipate. By the theorem above such solutions, if they were to exist, must necessarily have infinite asymptotic scalar curvature ratio. When n = 2 it is proved in Theorem 26.1 of [H-95a] that there does not exist complete noncompact ancient Type I-like solutions to the Ricci flow with positive sectional curvature.
For the mean curvature flow, which in general has very similar properties as the Ricci flow, there are no complete noncompact strictly convex Type I-like ancient solutions by Huisken's classification using his monotonicity formula .
Relative volumes and necks.
The main result of this section, Proposition 10 below, is to combine the relative volume comparison theorem (Lemma 12) and the existence of an embedded (ε, k, L)-neck to show that there are small relative volumes. Note that this result holds in both odd and even dimensions.
Busemann functions.
Let (M n , g) be a complete noncompact Riemannian manifold. Given a point Q ∈ M and a ray γ emanating from Q, the Busemann function
Let R be the set of all rays emanating from Q. The Busemann function b Q : M → R with the base point Q is defined by
We collect some well-known properties of Busemann functions on complete noncompact Riemannian manifolds with nonnegative sectional curvature in the following lemma (for a proof see, for example, and 
The following lemma says that any sufficiently long minimal geodesic segment emanating from Q can be well approximated by a ray emanating from Q and that the Busemann function is similar at infinity to the distance function to the base point Q (see [CKE] ). For the convenience of the reader we give a proof here.
where S(r) is the set of all minimal geodesic segments σ of length L(σ) ≥ r emanating from Q. Then (i) θ(r) is a nonincreasing function of r and
(ii) The function b Q and d (·, Q) are asymptotically equal, more precisely
for all x ∈ M.
Proof. (i) From the definition it is clear that θ(r)
is a nonincreasing function of r. If lim r→∞ θ (r) = 0, there exists > 0, a sequence of points p i ∈ M with d(p i , Q) +∞, and minimal geodesic segments σ i joining Q and p i parametrized by arc length such that
for each i and all rays γ ∈ R. By the compactness of the unit sphere in
(ii) For any x ∈ M let σ be a minimal geodesic from Q to x and r = d(x, Q). Since R is a closed set, there is a ray γ ∈ R such that
The lemma is proved.
Necks in manifolds with positive sectional curvature.
We call a neck N :
where r a+b 2 is the mean radius of
for all 1 ≤ j ≤ k, where∇ is the covariant derivative with respect tō g.
The following result, whose proof is given in Appendix A, holds for necks in arbitrary Riemannian manifolds. 
Necks and relative volumes.
Let ω n−1 be the volume of the sphere S n−1 of radius 1, and
then without any loss of generality we may assume that the component of
and there exists r 0 > 0 such that for any R 2 ≥ R 1 ≥ r 0 the following relative volume estimate holds:
Remark 11. The r 0 > 0 we shall choose has the property that for all
Recall that a geodesic is called normal if it is parametrized by arc length. To prove this proposition we need the following form of the relative volume comparison theorem (see Theorem 3.1, p. 226 in Zhu [Z-97] ). Let Γ be any measurable subset of the unit sphere S n−1 
where Vol H is the volume in the space form.
Proof of Proposition 10. By multiplying the metric g by a positive constant if necessary, we may assume that the center sphere N (S n−1 × {0}) has mean radius r(0) = 1. Note that N remains an (ε, k, L)-neck after the scaling and the desired estimate (5) does not change after the scaling. Let
has two components U 1 and U 2 , where U 1 is diffeomorphic to an open ball B n and without loss of generality we may assume bounds
and there is exactly one normal minimal geodesic γ from γ(0) = Q to x.
(Q) is contained in the set of cut locus points of Q, which has measure zero.
Let H = 0. The corresponding space form is Euclidean space, and
where m(Γ) is the measure of Γ in S n−1 Q . We will apply Lemma 12 to (6) to prove (5). Thus we need to find for comparison another relative volume which is less or equal to δ. We will find this other relative volume by using the embedded neck.
Choose r 0 large enough (depending on the neck N b and the manifold
(Q) and γ 0 (0) ∈ Γ, then γ 0 will intersect N b S n−1 × {0} at some (exactly one) point, say γ 0 (w 0 ), and we claim that
To see the claim, since
10 , 1, L b -neck and hence (here we use the assumption that mean radius
We now claim that (this is only a rough estimate)
Since M\B(Q, r 0 ) ⊂ U 2 , we have
Since any minimal geodesic from Q to any
By (8) the diameter
From (8) we have
The claim follows since L b ≥ 16. Now we choose the r, R, s and S in Lemma 12 as
It is clear from the choice of L b ≥ 16 and r
where Γ is the set defined above. 
Remark 13. Intuitively, the set {x ∈ M
and hence γ will intersect N b S n−1 × {0} at some point γ (w x ) (for the same reason as before as applied to γ 0 ). That is,
Since the mean radius of N b S n−1 × {0} is 1, we have by (8)
Hence we get
From the triangle inequality
On the other hand
Combining (10) and (11) we get
which implies
This completes the proof of the sublemma.
It follows from the sublemma and (8) that
Vol A
We now finish the proof of the proposition. Applying Lemma 12 we get
Replacing the common factor m(Γ) by ω n−1 and applying the estimate above, we get
We have proved by using (7)
and choose ε b = ε ( 
Proof of the main result.
The main part of this section is devoted to estimate the relative volume in (5) from below by ASCR when R 1 and R 2 is large and dimension n is odd; see Proposition 21 below. The main result Theorem 3 is proved at the very end of this section.
Asymptotic scalar curvature ratio.
Let (M n , g) be a complete, noncompact Riemannian manifold with positive sectional curvature and Q ∈ M. Define a function a :R + →R + by
a function κ(r) :
and a function ρ(r) :
The following lemma is clear.
Lemma 15. (i) a(r) is positive and monotone nonincreasing. (ii) ASCR(g)
To prove Proposition 21, we assume ASCR(g) < +∞ since otherwise the proposition is clearly true. For any η 1 ∈ (0, 1) there is
Clearly we have 
We define
. So in any case we have a smooth and strictly convex hypersurface S r and a strictly convex set C r . It is clear that S r ∂ C r .
We define the hypersurfaces S r (ρ) parallel to S r by
The following, which is Lemma 2 on p. 157 of , gives an estimate for the second fundamental form of these parallel hypersurfaces. To apply Lemma 16 we need to estimate ε in terms of κ(r) and hence a(r) in regards to the condition that the sectional curvature K ≤ ε 2 on M − C r . We will use the following elementary result whose proof is given in Appendix B.
Lemma 18. (i) S
r ⊂ b −1 Q ((r − η 2 , r + η 2 )) and S r ⊂ M\B(Q, r − η 2 ). (ii) B(Q, r − η 2 ) ⊂ b −1 Q ((−∞, r − η 2 )) ⊂ C r ⊂ b −1 Q ((−∞, r + η 2 )). (iii) S r (ρ) ⊂ M\B(Q, r + ρ − η 2 ). (iv) If S r ⊂ B(Q, η), then S r (ρ) ⊂ B(Q, η + ρ).
Estimate of the area of S r (ρ) by Gauss-Bonnet formula.
Note that sectional curvatures are less or equal to scalar curvatures pointwise on a manifold with nonnegative sectional curvature, i.e., K x ≤ R(x). By Lemma 18 (ii) and Lemma 15 (iii)
Hence by Lemma 16 (i), (ii) the hypersurface S r (ρ) is smooth for ρ ≤ ρ(r−η 2 ) and its Weingarten map L r (ρ) is bounded by
Indeed, since tan θ ≤
For the remainder of this section we assume that n is odd and consider only ρ ∈ (0, ρ (r − η 2 )). Let m (n − 1) /2. We shall apply the GaussBonnet formula to the hypersurface S r (ρ) for r ≥ r 1 as defined in subsection 4.1. Following [GW-82], let G r (ρ) be the Gauss-Bonnet integrand of S r (ρ) with the induced metric. There are many instances of the formula for G r (ρ) in the literature (see for example p. 749 of [C-44] or p. 740 of 
where Ω ij are the curvature 2-forms of the induced metric on S r (ρ). Recall
By the Gauss-Bonnet formula
We need to estimate the Gauss-Bonnet integrand (see p. 740ff or p. 160ff). Define
From Lemma 18 (iii) we have the following estimate of the sectional curvature K x of M at points in S r (ρ)
We estimate Q r (ρ) as on p. 160 of . Below c(n) is a constant depending only on n.
It follows from the monotonicity of a(r) that for r ≥ 1
From (18), (19) and (20) we get for r ≥ 1
Thus we have obtained the following lower bound for the areas of the hypersurfaces Lemma 19. There is a constant c(n) depending only on n such that for any r ≥ 1 and ρ ≤ ρ(r − η 2 ) =
4.4. The final argument.
Lemma 20. (i) For
(ii) This follows from (i) and Lemma 18 (iv).
By Lemma 7 (i) there is a r 2 = r 2 (M) such that θ(r) < 1/2 for all r ≥ r 2 .
Proposition 21. Let (M n , g) be a complete, noncompact Riemannian manifold with positive sectional curvature and Q ∈ M. For any η 1 , η 2 > 0 there is r 1 = r 1 (η 1 , M) and r 2 = r 2 (M) such that for any r ≥ max {r 1 , r 2 }+5
Proof. From Lemma 20 (ii)
we get by the area estimate (21)
The proposition follows from θ (r − η 2 ) ≤ 1 2 and a(r −η 2 ) ≤ ASCR(g)+η 1 when r ≥ r ≥ max {r 1 , r 2 } + 5. Now we finish the proof of Theorem 3.
this will give us a constant r 0 . Choose positive η 1 < 1 and η 2 < 1, this will give two constants r 1 and r 2 . Choosing an r ≥ max {r 0 , r 1 , r 2 } + 5 and letting R 2 r+η 2 1−θ(r−η 2 ) + ρ(r − η 2 ) and R 1 r − η 2 in Proposition 10, we get from (13) and (22) 11 10
where in the last inequality we have used
π a(r − η 2 ) and θ (r − η 2 ) ≤ 1/2. This is because r ≥ 5 and
Now it is clear that we can make ASCR(g) ≥ C 0 if we choose L 0 large enough. Theorem 3 is proved.
Existence of necklike points in ancient solutions.
We first recall the following result of Hamilton which is based on an estimate of ) and Ivey [I-93] .
is a complete ancient solution of the Ricci flow with bounded curvature, then g (t) has nonnegative sectional curvature for all t ∈ (−∞, ω) .
Proof. See [H-95a] or for a more detailed proof [CKE] .
We also note that in a lemma in §19 of [H-95a] , Hamilton also proved that if (M n , g (t) ) is a non-Ricci flat ancient solution with nonnegative Ricci curvature, then there exists a constant c 0 > 0 depending only on n such that
(See also Lemma 19.4 of [H-95a] for a related result for Type I singularities.) In some sense this may be considered as an elementary gap-type result for ancient solutions to the Ricci flow regarding the geometry at t = −∞ of the space-time manifold M n × (−∞, ω) . Following the terminology of [CKE] we shall say that (x, t) is an ancient Type I-like c-essential point if
We say that (x, t) is a δ-necklike point if there exists a unit 2-form θ at (x, t)
We have the following result due to the first named author which we believe to have first appeared in the unpublished notes [CKE] . Proof. We shall show that if for every c > 0 there exist τ ∈ (−∞, 0] and δ > 0 such that there are no ancient Type I-like c-essential δ-necklike points before time τ , then (M, g(t) ) is isometric to a shrinking spherical space form. By the hypothesis, there exists γ > 0 such that
(When γ = 1, this is the definition of an ancient Type I-like solution.) Since the scalar curvature of (M, g(t) ) is positive, the function
is well-defined. Since the sectional curvatures are positive, |
•
Rm| ≤ |Rm| ≤ R, and we have the estimates
which show that G is bounded for all times −∞ < t ≤ 0 and satisfies
If there are no ancient c-essential δ-necklike points on the time interval (−∞, τ], then for every x ∈ M and t ∈ (−∞, τ) either
or we have
for every unit 2-form θ at (x, t). A straightforward computation yields that if φ is a nonnegative function and ψ is a positive function, both defined on space and time, then
(here λ, µ, ν are the eigenvalues of Rm.) Fix any (x, t) with t < τ ≤ 0. If the first alternative (24) holds there with c ≤ γ/8, then we may estimate the term
and hence dropping the −P ≤ 0 term yields
On the other hand if the second alternative (25) holds, then Lemma 27 in Appendix C implies there exists η (δ) > 0 such that
whence it follows that taking ε ≤ η gives
Thus in either case, G is a subsolution of the heat equation for all times −∞ < t < τ, because
By the weak maximum principle, which applies even when M is noncompact since the both the curvatures and G are bounded, sup x∈M G (x, t) is a nonincreasing function of time. We may then use (23) to conclude that G ≡ 0, hence that M 3 , g(t) locally isometric to a round S 3 . Since M 3 , g(t) is complete, we conclude that it is compact and globally isometric to a spherical space form S 3 /Γ. Now we shall assume that M 3 is noncompact. Since g (t) has positive sectional curvature, by a result of , there is an injectivity radius estimate: Proposition 24. M 3 is diffeomorphic to R 3 and
where K sup (t) is the supremum of the sectional curvatures of g (t) .
We may apply this estimate and a standard compactness theorem to obtain a cylinder limit solution. In particular, we have: 
and ω i = R (x i , t i ) (T − t i ) , limit to a solution M 3 ∞ , g ∞ (t) , x ∞ , t ∈ (−∞, ω ∞ ) , to the Ricci flow isometric to the standard shrinking cylinder S 2 × R.
Note that in the last inequality above we have used ∇ j−i 
C.
Here we give the proof of an estimate of Hamilton used in the proof of Theorem 23. 2 Lemma 27. If for some δ ∈ (0, 1) we have |Rm −R (θ ⊗ θ)| 2 ≥ δ |Rm| 2 for every unit 2-form θ, then
