Let P be a set of n points in IR d . We would like to preprocess it, such that given a query point q, one can determine the closest point in P to q quickly. Unfortunately, the exact problem seems to require prohibitive preprocessing time. (Namely, computing the Voronoi diagram of P, and preprocessing it for point-location queries. This requires (roughly) O(n d/2 ) time.) Instead, we will specify a parameter ε > 0, and build a data-structure that answers (1 + ε)-approximate nearest neighbor queries.
Introduction
Let P be a set of n points in IR d . We would like to preprocess it, such that given a query point q, one can determine the closest point in P touickly. Unfortunately, the exact problem seems to require prohibitive preprocessing time. (Namely, computing the Voronoi diagram of P, and preprocessing it for point-location queries. This requires (roughly) O(n d/2 ) time.) Instead, we will specify a parameter ε > 0, and build a data-structure that answers (1 + ε)-approximate nearest neighbor queries.
Definition 12.1.1 For a set P ⊆ IR d , and a point q, we denote by q the closest point in P to q. We denote by d P (q) the distances between q and its closest point in P; that is d P (q) = q − q .
For a query point q, and a set P of n points in IR d , the point r ∈ P is an (1 + ε)-approximate nearest neighbor (or just (1 + ε)-ANN) if q − r ≤ (1 + ε)d P (q). Alternatively, for any s ∈ P, we have q − r ≤ (1 + ε) q − s .
This is yet another instance where solving the bounded spread case is relatively easy.
The bounded spread case
Let P be a set of n points contained inside the unit hypercube in IR d , and let T be a quadtree of P, where diam(P) = Ω(1). We assume that with each (internal) node u of T, there is an associated representative point rep u which is one of the points of P stored in the subtree rooted at u.
Let q be a query point, such that q − q ≥ r and let ε > 0 be a parameter. We would like to find a (1 + ε)-ANN to q.
The algorithm. Let A 0 = {root(T )}, and let r curr = q − rep root (T ) . The value of r curr is the distance to the closet neighbor of q that was found so far by the algorithm.
In the ith iteration, for i > 0, the algorithm expands the nodes of A i−1 to get A i . Formally, for v ∈ A i−1 , let C v be the set of children of v in T and v denote the cell (i.e., region) v corresponds to. For every node w ∈ C v , we compute r curr ← min r curr , q − rep w .
The algorithm checks if
q − rep w − diam( w ) < (1 − ε/2)r curr , (12.1) and if so, it adds w to A i . The algorithm continues in this expansion process till all the elements of A i−1 were considered, and then it moves to the next iteration. The algorithm stops when the generated set A i is empty. The algorithm returns the point realizing the value of r curr as the ANN.
The set A i is a set of nodes of depth i in the quadtree that the algorithm visits. Note, all these nodes belong to the canonical grid G 2 −i of level −i, where every canonical square has sidelength 2 −i . (Thus, nodes of depth i in the quadtree are of level −i. This is somewhat confusing but it in fact makes the presentation simpler.)
Correctness. Note that the algorithm adds a node w to A i only if the set P w might contain points which are closer to q than the (best) current nearest neighbor the algorithm found, where P w is the set of points stored in the subtree of w. (More precisely, P w might contain a point which is (1−ε/2) closer to q than any point encountered so far.)
Consider the last node w inspected by the algorithm such that q ∈ P w . Since the algorithm decided to throw this node away, we have, by the triangle inequality, that
Thus, q − q /(1 − ε/2) ≥ r curr . However, 1/(1 − ε/2) ≤ 1 + ε, for 1 ≥ ε > 0, as can be easily verified. Thus, r curr ≤ (1 + ε)d P (q), and the algorithm returns an (1 + ε)-ANN to q.
Cell size
Running time analysis. Before barging into a formal proof of the running time of the above search procedure, it is useful to visualize the execution of the algorithm. It visits the quadtree level by level. As long as the level grid cells are bigger than the ANN distance r = d P (q), the number of nodes visited is a constant (i.e., |A i | = O(1)). This number "explodes" only when the cell size become smaller than r, but then the search stops when we reach grid size O(εr). In particular, since the number grid cells visited (in the second stage) grows exponentially with the level, we can use the number of nodes visited in the bottom level (i.e., O(1/ε d )) to bound the query running time for this part of the query.
Lemma 12.2.1 Let P be a set of n points contained inside the unit hypercube in IR d , and let T be a quadtree of P, where diam(P) = Ω(1). Let q be a query point, and let ε > 0 be a parameter. An (1 + ε)-ANN to q can be computed O ε −d + log(1/ ) time, where = q − q .
Proof: The algorithm is described above. We only left with the task of bounding the query time. Observe that if a node w ∈ T is considered by the algorithm, and diam( w ) < (ε/4) then
which implies that neither w nor any of its children would be inserted into the sets A 1 , . . ., A m , where m is the depth T, by Eq. (12.1). Thus, no nodes of depth ≥ h = − lg( ε/4) are being considered by the algorithm.
Consider the node u of T of depth i containing q. Clearly, the distance between q and rep u is at most i = + diam u = + √ d2 −i . As such, in the end of the ith iteration, we have r curr ≤ i , since the algorithm had inspected u. Thus, the only cells of G 2 −i−1 that might be considered by the algorithm are the ones in distance ≤ i from q. The number of such cells is
and this also bounds the overall query time.
One can apply Lemma 12.2.1 to the case the input has bounded spread. Indeed, if the distance between the closest pair of points of P is µ = CP(P), then the algorithm would never search in (the children of) cells that have diameter ≤ µ/2, since all such nodes are leafs. As such, we can replace in the above argumentation r by µ.
Lemma 12.2.2 Let P be a set of n points in IR d , and let T be a quadtree of P, where diam(P) = Ω(1). Given a query point q and 1 ≤ ε > 0, one can return an (1+ε)-ANN to q in O 1/ε d + log Φ(P) time.
A less trivial task, is to adapt the algorithm, so that it uses compressed quadtrees. To this end, the algorithm would still handle the nodes by levels. This requires us to keep a heap of integers in the range 0, −1, . . . , − lg Φ(P) . This can be easily done by maintaining an array of size O(log Φ(P)), where each array cell, maintains a linked list of all nodes with this level. Clearly, an insertion/deletion into this heap data-structure can be handled in constant time by augmenting it with a hash table. Thus, the above algorithm would work for this case after modifying it to use this "level" heap instead of just the sets A i .
Theorem 12.2.3 Let P be a set of n points in IR d . One can preprocess P in O(n log n) time, and using linear space, such that given a query point q and parameter 1 ≥ ε > 0, one can return an
ANN -the unbounded general case
The Snark and the unbounded spread case. (Or a meta-philosophical pretentious discussion that the reader might want to skip. The reader might consider this to be a footnote of a 1footnote, which finds itself inside the text because of lack of space in the bottom of the page.) We have a data-structure that supports insertions, deletions and approximate nearest neighbor reasonably quickly. The running time for such operations is roughly O(log Φ(P)) (ignoring additive terms in 1/ε). Since the spread of P in most real world applications is going to be bounded by a constant degree polynomial in n, it seems this is sufficient for our purposes, and we should stop now, while ahead in the game. But the nagging question remains: If the spread of P is not bounded by something reasonable, what can be done?
The rule of thumb is that Φ(P) can always be replaced by n (for this problem, but also in a lot of other problems). This usually requires some additional machinery, and sometimes this machinery is quite sophisticated and complicated. At times, the search for the ultimate algorithm that can work for such "strange" inputs, looks like the Hunting of the Snark [Car76] -a futile waste of energy looking for some imaginary top-of-the-mountain, which has no practical importance. (At times the resulting solution is so complicated, it feels like a Boojum [Car76] .)
However, solving the bounded spread case can be acceptable in many situations, and it is the first stop in trying to solve the general case. Furthermore, solving the general case provide us with more insights on the problem, and in some cases leads to more efficient solutions than the bounded spread case.
With this caveat emptor warning duly given, we plunge ahead into solving the ANN for the unbounded spread case.
Plan of attack. To answer ANN query in the general case, we will first get a fast rough approximation. Next, using a compressed quadtree, we would find a constant number of relevant nodes, and apply Theorem 12.2.3 to those nodes. This would yields the required approximation. Before solving this problem, we need a minor extension of the compressed quadtree data-structure.
Extending a compressed quadtree to support cell queries
Let be a canonical grid cell (we remind the reader that this is a cell of the grid G 2 −i , for some integer i ≤ 0). Given a compressed quadtree T , we would like to find the single node v ∈ T , such that P ∩ = P v . We will refer to such query as a cell query.
It is not hard to see that the quadtree data-structure can be modified to support cell queries in logarithmic time (its essentially a glorified point-location query), and we omit the easy but tedious details.
Lemma 12.3.1 One can perform a call query in a compressed quadtree T , in O(log n) time, where n is the size of T . Namely, given a query canonical cell , one can find, in O(log n) time, the node w ∈ T such that w ⊆ and P ∩ = P w .
Putting things together
Let P be a set of n points in IR d contained in the unit hypercube. We build the compressed quadtree T of P, so that it supports cell queries, using Lemma 12.3.1. We will also need a data-structure that supports very rough ANN. We describe several ways to build such a data-structure in the next section, and in particular, we will use the following result (see Theorem 12.4.7).
Lemma 12.3.2 Let P be a set of n points in IR d . One can build a data structure T R , in O(n log n) time, such that given a query point q ∈ IR d , one can return a (1 + 4n)-ANN of q in P in O(log n) time.
Given a query point q, using T R , we compute a point u ∈ P, such that ≤ u − q ≤ (1 + 4n) , where = d P (q). Let R = u − q and r = u − q /(4n + 1). Clearly, r ≤ ≤ R. Next, compute = lg R , and let C be the set of cells of G 2 that are in distance ≤ R from q. Clearly, since R ≤ 2 , it follows that q ∈ ∈C , where q is the nearest neighbor to q in P. For each cell ∈ C, we compute the node v ∈ T such that P ∩ = P v , using a cell query (i.e., Lemma 12.3.1). Let V be the resulting set of nodes of T .
For each node of v ∈ V, we now apply the algorithm of Theorem 12.2.3 to the compressed quadtree rooted at v. Since |V| = O(1), and diam(P v ) = O(R), for all v ∈ V, the query time is
As for the correctness of the algorithm, notice that there is a node w ∈ V, such that q ∈ P w . As such, when we apply the algorithm of Theorem 12.2.3 to w, it would return us a (1 + ε)-ANN to q. Theorem 12.3.3 Let P be a set of n points in IR d . One can construct a data-structure of linear size, in O(n log n) time, such that given a query point q ∈ IR d , and a parameter 1 ≥ ε > 0, one can compute a (1 + ε)-ANN to q in O(1/ε d + log n) time.
Low Quality ANN Search
To perform ANN in the unbounded spread case, all we need is a rough approximation (i.e., polynomial factor in n) to the distance to the nearest-neighbor (note that we need only the distance). We present two different ways to get this rough ANN. 
Clearly, given a query point q, we can answer the ANN on P, by answering the ANN query q + − → v on Q. Note, that Q is contained inside the unit cube, and consider the compressed quadtree T build for Q.
Given a query point q, let v be the node of T that its region rg v contains q = q + − → v . If rg v is a cube (i.e., v is a leaf) and the v stores a point p ∈ Q inside it, then we return q − p as the distance to the ANN. If v does not store a point of Q, then we return 2diam(rg v ) as the distance to the ANN.
Things get more exciting if v is a compressed node. In this case, there is no point of Q associated with v (by construction
− be a given real number, where ≥ 1 is an integer. Let U = ir i is an integer , and consider a random number x ∈ [0, 1/2]. Then, the probability that I + x contains a point of U is (at most) I /r.
Proof: If I ≥ r, then any translation of I contains a point of U, and the claim trivially holds. Otherwise, let X be the set of real numbers such that if x ∈ X, then I + x contains a point of U. The set X is a repetitive set of intervals. Formally, X = k ([−β, −α] + kr). As such, the total length of X inside the interval [0, 1/2] is
since r is a power of 2. As such, the probability that a random point inside [0, 1/2] would fall inside X is ρ/ [0, 1/2] = I /r.
Lemma 12.4.2 Let s be a segment of length ∆. Consider the randomly shifted segment s + − → v . The probability that s+v intersect the boundary of the canonical grid G r is at most d∆/r, where r = 2 − and ≥ 1.
Proof: Let I i = {α i , β i } be the projection of s into the ith axis, for i = 1, . . . , d. Clearly, s + v intersects the separating hyperplanes orthogonal to the ith dimension, if (the randomly shifted) interval I i contains a point of U = ir i integer . By Lemma 12.4.1, the probability for that is at most δ i /r, where δ i = I i . Thus, the probability that
as claimed.
Lemma 12.4.3 For any integer i, and a query point q, the above data-structure returns a 4n i approximation to the distance to the nearest neighbor of q in P, with probability ≥ 1 − 2n −i+1 .
Proof: For the time being, it would be easier to consider T to be a regular (i.e., not compressed) quadtree of the point set Q. And let v be the leaf of T that contains the query point q = q + − → v . Let p = q be the nearest neighbor to q in Q, and consider the segment s =. Clearly, s = s + − → v = q p. Now, if s is completely contained in the leaf v of T that contains q , then p is stored in v, and we return s as the distance to the ANN.
If s intersects the boundary of the leaf v, let r be the side length of
, but the interior of b(q , s ) is empty of any points of Q. Namely, the region of v will not be further refined by the construction algorithm. As such, the result returned by the algorithm is never too small, it can only be too large.
In particular, if the side length of the leaf that contains q is r, then s intersects the boundary of the grid G r , and the probability for that to happened is at most d /r, by Lemma 12.4.2. Thus, let x be the smallest power of two which is larger than n i . We have that
Thus, the only case that remains, is when v is a compressed node. Let w be the only child of v in T , and observe that there are points of Q stored in rg w , which implies that the answer returned is indeed an upper bound on the distance to the ANN. There are several cases:
• If p = q is outside the bounding cube of v. Then s intersects the outer boundary of rg v , and its easy to argue that the answer returned is shorter than the 2diam(rg v ), which implies by the above analysis, that the answer returned is ANN with the required bounds.
• If p ∈ Q w , then there are two cases:
(i) If d(q , rg w ) > diam rg w /n i then clearly, the answer returned is a 2n i -approximation to the ANN, since q p ≥ d q , rg w .
(ii) If d(q , rg w ) < diam rg w /n i then q p intersects the boundary of rg w . This is the same segment we would have intersected if T was not compressed, and as such the analysis for the uncompressed quadtree implies the claim.
Low Quality ANN Search -The Ring Separator Tree
Definition 12.4.4 A binary tree T having the points of P as leaves, is a t-ring tree for P, if every node v ∈ T , is associated with a ring (hopefully "thick"), such that the ring separates the points into two sets (hopefully both relatively large), and the interior of the ring is empty of any point of
For a node v of T, let P v denote the subset of points of P stored in the subtree of v in T, and let p v be a point stored in v. We require, that for any node v of T, there is an associated ball b v = b(p v , r v ), such that all the points of P v in = P v ∩ b v are in one child of T. Furthermore, all the other points of P v are outside the interior of the enlarged ball b(p v , (1 + t)r v ), and are stored in the other child of v.
We will also store an arbitrary representative point rep v ∈ P v in in v. Namely, if T is a t-ring tree, then for any node v ∈ T, the interior of the ring b(p v , (1 + t)r v ) \ b(p v , r v ) is empty of any point of P. Intuitively, the bigger t is, the better T clusters P.
The ANN search procedure. Let q denote the query point. Initially, set v to be the root of T, and r curr ← ∞. The algorithm answer the ANN query by traversing down T.
During the traversal, we first compute the distance l = q − rep v . If this is smaller than r curr (the distance to the current nearest neighbor found) then we update r curr (and store the point realizing the new value of r curr ).
If q − p v ≤ r, we continue the search recursively in the child containing P v in , where r = (1 + t/2)r v is the "middle" radius of the ring. Otherwise, we continue the search in the subtree containing P v out . The algorithm stops when reaching a leaf of T, and returns the point realizing r curr is the approximate nearest neighbor.
Intuition. If the query point q is outside the outer ball of a node v, it is so far from the points inside inner ball (i.e., P v in ), and we can treat all of them as a single point (i.e., rep v ). On the other hand, if the query point q is inside the inner ball, then it must have a neighbor nearby (i.e., a point of P v in ), and all the points of P v out are far enough away that they can be ignored. Naturally, if the query point falls inside the ring, the same argumentation works (with slightly worst constants), using the middle radius as the splitting boundary in the search. See figure on the right.
Lemma 12.4.5 Given a t-ring tree T, one can answer (1 + 4/t)-approximate nearest neighbor queries, in O(depth(T)) time.
Proof: Clearly, the query time is O(depth(T)). As for the quality of approximation, let π denote the generated search path in T and q denote the nearest neighbor to q in P. Furthermore, let w denote the last node in the search path π, such that q ∈ P w . Clearly, if q ∈ P w in , but we continued the search in P w out , then q is outside the middle sphere, and q − q ≥ (t/2)r w (since this is the distance between the middle sphere and the inner sphere). Thus,
Namely, rep w is a (1 + 4/t)-approximate nearest neighbor to q. Similarly, if q ∈ P w out , but we continued the search in P w in , then q − q ≥ (t/2)r w and q − rep w ≤ q − p w + p w − rep w ≤ (1 + t/2)r w + r w = (2 + t/2)r w .
Thus, rep w is a (2+t/2)r w (t/2)r w -ANN of q. Namely, rep w is a (1 + 4/t)-ANN of q.
In low dimensions, there is always a good separating ring. Indeed, consider the smallest ball b = b(p, r) that contains n/c 1 points of P, where c 1 is a sufficiently large constant. Let b be the scaling of this ball by a factor of two. By a standard packing argument, the ring b \ b can be covered with c = O(1) copies of b, none of which can contain more than n/c 1 points of P. It follows, that by picking c 1 = 3c, we are guaranteed that at least half the points of P are outside b . Now, the ring can be split into n/2 empty rings (by taking a sphere that passes through each point inside the ring), and one of them would be of thickness at least r/n, and it would separate n/c points of P from the outer n/2 of P. Doing this efficiently requires trading off some constants, and some tedious details, as described in the following lemma.
Lemma 12.4.6 Given a set P of n points in IR d , one can compute a (1/n)-ring tree of P in O(n log n) time.
Proof: The construction is recursive. Compute the ball D = b(p, r) that contains ≥ n/c points of P, such that r ≤ 2r opt (P, n/c), where c is a constant to be determined shortly. We remind the reader that r opt (P, n/c) is the radius of the smallest ball that contains n/c points of P, and the ball D In particular, there must be a radius r such that r ≤ r ≤ 2r, and there is a h ≥ r/n, such that the ring b(p, r + h) \ b(p, r ) does not contain any points of P in its interior.
Indeed, sort the points of P inside D \ D by their distances from p. There are n/2 numbers in the range of distances [r, 2r]. As such, there must be an interval of length r/(n/2 + 1) which is empty. And this empty range, corresponds to the empty ring.
Computing r and h is done by computing the distance of each point from p, and partitioning the distance range [r, 2r] into 2n equal length segments. In each segment, we register the point with minimum and maximum distance from c in this range. This can be done in linear time using the floor function. Next, scan those buckets from left to right. Observe, that the maximum length gap is realized by a maximum of one bucket together with a consecutive sequence of empty buckets, ending by the minimum of a non empty bucket. As such, the maximum length interval can be computed in linear time, and yield r and h.
Thus, let v be the root of the new tree, set P Combining the above two lemmas, we get the following result.
Theorem 12.4.7 Let P be a set of n points in IR d . One can preprocess it in O(n log n) time, such that given a query point q ∈ IR d , one can return a (1 + 4n)-ANN of q in P in O(log n) time.
Bibliographical notes
The presentation of the ring tree follows the recent work of Har-Peled and Mendel [HM06] . Ring trees are probably an old idea. A more elaborate but similar data-structure is described by Indyk and Motwani [IM98] . Of course, the property that "thick" ring separators exist, is inherently low dimensional, as the regular simplex in n dimensions demonstrates. One option is to allow the rings to contain points, and replicate the points inside the ring in both subtrees. As such, the size of the resulting tree is not necessarily linear. [HM06] data-structure to the case of compressed quadtrees. In particular, we believe that the data-structure presented is conceptually simpler than previously published work.
There is a huge literature on approximate nearest neighbor search, both in low and high dimensions in the theory, learning and database communities. The reason for this huge work lies in the importance of this problem, special input distributions, different computation models (i.e., I/O-efficient algorithms), search in high-dimensions, and practical efficiency.
Liner space. In the low dimensions, the seminal work of Arya et al. [AMN + 98], mentioned above, was the first to offer linear size data-structure, with logarithmic query time, such that the approximation quality is specified with the query. The query time of Arya et al. is slightly worse than the running time of Theorem 12.3.3, since they maintain a heap of cells, always handling the cell closest to the query point. This results in query time O(ε −d log n). It can be further improved to O(1/ε d log(1/ε) + log n) by observing that this heap has only very few delete-min, and many insertions. This observation is due to Duncan [Dun99] .
Instead of having a separate ring-tree, Arya et al. rebalance the compressed quadtree directly. This results in nodes, which correspond to cells that have the shape of an annulus (i.e., the region formed by the difference between two canonical grid cells).
Duncan [Dun99] and some other authors offered data-structure (called the BAR-tree) with similar query time, but it is seems to be inferior, in practice, to Arya et al. work, for the reason that while the regions the nodes correspond to are convex, they have higher descriptive complexity, and it is harder to compute the distance of the query point to a cell.
Faster query time. One can improve the query time if one is willing to specify ε during the construction of the data-structure, resulting in a trade off between space for query time. In particular, Clarkson [Cla94] showed that one can construct a data-structure of (roughly) size O(n/ε (d−1)/2 ), and query time O(ε −(d−1)/2 log n). Chan simplified and cleaned up this result [Cha98] and presented also some other results.
By shifting quadtrees, and creating d + 1 quadtrees, one can argue that the approximate nearest neighbor must lie in the same cell (and of the "right" size) of the query point in one of those quadtrees. Next, one can map the points into a real number, by using the natural space filling curve associated with each quadtree. This results in d + 1 lists of points. One can argue that a constant approximate neighbor must be adjacent to the query point in one of those lists. This can be later improved into (1 + ε)-ANN by spreading 1/ε d points. This simple algorithm is due to Chan [Cha02] .
The reader might wonder why we bothered with a considerably more involved algorithm. There are several reasons: (i) This algorithm requires the numbers to be integers of limited length (i.e., O(log U) bits), and (ii) it requires shuffling of bits on those integers (i.e., for computing the inverse of the space filling curve) in constant time, and (iii) the assumption is that one can combine d such integers into a single integer and perform XOR on their bits in constant time. The last two assumptions are not reasonable when the input is made out of floating point numbers.
Further research. At least (and only) in low dimensions, the ANN problem seems to be essentially solved both in theory and practice (such proclamations are inherently dangerous, and should be taken with considerable amount of healthy skepticism). Indeed, for ε > 1/ log 1/d n, the current data structure of Theorem 12.3.3 provide logarithmic query time. Thus, ε has to be quite small for the query time to become bad enough that one would wish to speed it up.
Main directions for further research seems to be working on this problem in higher dimensions, and solving it in other computation models.
Surveys. A survey on approximate nearest neighbor search in high dimensions is by Indyk [Ind04] . In low dimensions, there is a survey by Arya and Mount [AM04] .
Exercises
Exercise 12.6.1 (Better Ring Tree) [10 Points]
Let P be a set of n points in IR d . Show how to build a ring tree, of linear size, that can answer O(log n)-ANN queries in O(log n) time. [Hint: Show, that there is always a ring containing O(n/ log n) points, such that it is of width w, and its interior radius is O(w log n). Next, build a ring tree, replicating the points in both children of this ring node. Argue that the size of the resulting tree is linear, and prove the claimed bound on the query time and quality of approximation.]
From previous lectures
Lemma 12.7.1 Given a set P of n points in the plane, and parameter k, one can compute in O(n(n/k)
2 ) deterministic time, a circle D that contains k points of P, and radius(D) ≤ 2r opt (P, k).
Lemma 12.7.2 For any point set P, and r > 0, we have: (i) For any real number A > 0, it holds depth(P, Ar) ≤ (A + 1) 2 depth(P, r), (ii) gd r (P) ≤ depth(P, r) ≤ 9gd r (P), (iii) if r opt (P, k) ≤ r ≤ 2r opt (P, k) then gd r (P) ≤ 5k, and (iv) Any circle of radius r is covered by at least one grid cluster in G r .
